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Preface

The science related to the subject of surface and colloid chemistry has expanded in the past decade
at a rapid pace. This area of science has been especially important in such new areas as environ-
mental control, wastewater processing, nanotechnology, pharmacy, and biotechnology. The appli-
cations of nanoparticles in pharmacy products are very significant. Initially, the subject arose over
50 years ago when theoretical understanding of surface and colloid systems developed. The amount
of information published since has increased steadily; consider that there are at present some half
a dozen different specialty journals related mainly to surface and colloid chemistry. The applications
of this subject have developed rapidly in both the industrial and biological areas.

During the last few decades, many empirical observations have been found to be based in the
fundamental laws of physics and chemistry. These laws have been extensively applied to the science
of surface and colloid chemistry, which gave rise to investigations based on molecular description
of surfaces and reactions at interfaces. Especially during the last decade, theoretical analyses have
added to the understanding of this subject with increasing molecular detail. These developments
are moving at a much faster pace with each decade.

The application area of surface and colloid science has increased dramatically during the past
decades. For example, the major industrial areas have been soaps and detergents, emulsion tech-
nology, colloidal dispersions (suspensions, nanoparticles), wetting and contact angle, paper, cement,
oil recovery, pollution control, fogs, foams (thin liquid films), the food industry, biomembranes,
drug delivery (vesicles), membrane technology, and the pharmaceutical industry. Recently, new
areas of applications are developing, two of which are synthetic transplants and biological monitors.
These trends show the importance of this field of science in everyday life.

Thus, a group of experts from the United States, Europe, and worldwide wrote a handbook
that covered this subject extensively in 1997 (Handbook of Surface and Colloid Chemistry, CRC
Press, Boca Raton, FL). However, since 1997 the number of publications related to surface and
colloid science has grown exponentially. Accordingly, a new group of experts decided that at this
stage there is an urgent need for a second edition of the handbook, which should make theoretical
and experimental information on the systems related to surfaces and colloids readily available. The
purpose of this second edition of the handbook is to bring the reader up-to-date with the most
recent developments in this area. The second edition of this handbook both updates the first edition
and includes new areas of research. Hence, the two editions combined cover an extensive range of
research subjects. In this edition of the handbook a unifying theme of information on surface and
colloid chemistry is presented by a team of international experts. The subject content is presented
such that the reader can follow through the physical principles that are needed for applications,
and extensive references are included for understanding the related phenomena. Thus, the two
editions together become a gateway to a vast number of literature references. This is unique in the
current literature.

As the subject area and the quantity of knowledge are immense, there is always a need for a
team of experts to join together and compile a handbook. It is therefore an honor for me to be able
to arrange and present to the reader chapters written by experts on various subjects pertaining to
this science, with bibliographical references well in excess of 2000.

It is most impressive to discover how theoretical knowledge has led to some fascinating
developments in the technology. The purpose of this handbook is also to further this development.
The scope of the second edition of this handbook is consciously different from that of any existing
volume on the same subject. The molecular description of liquid surfaces has been obtained from
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surface tension (under static and dynamic conditions) and adsorption studies. Thin-film formation
and emulsion formation and stability are described by interfacial film structures. The surfaces of
solids are characterized by contact angle and adsorption studies. Foams are described by the bilayer
arrangement of the detergent and other amphiphile molecules in the thin films. The ultimate in
interfaces are molecular films and molecular self-assemblies. Many questions about monomolecular
films on solids are answered with the use of modern scanning probe microscopes (SPMs). The
impact of the scanning tunneling microscope (STM) and the atomic force microscope (AFM) is
delineated. This has indeed led to such new scientific fields as nanotechnology. In the past decade
developments in increased sensitivity and innovation in instruments have added much knowledge.
Colloidal structures and their stability have been found to be of much interest, as described
extensively in this second edition of the handbook. The theoretical basis of colloids and their
stability is thoroughly described.

The chapters are arranged such that the information is basically needed for the whole handbook.
The organization allows the reader to follow the subject area smoothly, with the extensive data
provided in the form of tables and figures supporting this aim.

© 2003 by CRC Press LLC



The Editor

Professor K. S. Birdi received his undergraduate education (B.Sc. Hons. Chem.) from Delhi Uni-
versity; Delhi, India, in 1952. He also majored in chemistry at the University of California at
Berkeley. After graduation in 1957, he joined Standard Oil of California, Richmond.

In 1959, Dr. Birdi became chief chemist at Lever Brothers in Denmark. He became interested
in surface and colloid chemistry and joined the Institute of Physical Chemistry as an assistant
professor. He initially did research on surface science aspects (e.g., thermodynamics of surfaces,
detergents, micelle formation, adsorption, Langmuir monolayers, biophysics). During the early
exploration and discovery stages of oil and gas in the North Sea, Dr. Birdi became involved in
Danish Research Science Foundation programs, with other research institutes around Copenhagen,
in the oil recovery phenomena and surface science. Later, research grants on the same subject were
awarded from European Union projects. These projects involved extensive visits to other universities
and an exchange of guests from all over the world. Professor Birdi was appointed Research Professor
in 1985 (Nordic Science Foundation), and was then appointed, in 1990, to the School of Pharmacy,
Copenhagen, as professor in physical chemistry. Since 1999, Professor Birdi has been actively
engaged in consultancy to both industrial and university projects.

Professor Birdi is a consultant to various national and international industries. He is and has
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and international meetings related to surface science. He has been a member of selection committees
for assistant professor and professor, and was an advisory member (1985 to 1987) of the ACS
journal Langmuir.

Professor Birdi has been an advisor for some 90 advanced student projects and various Ph.D.
projects. He is the author of some 100 papers and articles (and a few hundred citations).

To describe these research observations and data he realized that it was essential to write books
on the subject of surface and colloid chemistry. His first book on surface science was published in
1984: Adsorption and the Gibbs Surface Excess, Chattorraj, D.K. and Birdi, K.S., Plenum Press,
New York. This book remains the only one of its kind in the present decade. Further publications
include Lipid and Biopolymer Monolayers at Liquid Interfaces, K.S. Birdi, Plenum Press, New
York, 1989; Fractals — In Chemistry, Geochemistry and Biophysics, K.S. Birdi, Plenum Press,
New York, 1994; Handbook of Surface and Colloid Chemistry, CRC Press, Boca Raton, FL, 1997
(CD-ROM, 1999), and Self-Assembly Monolayer, Plenum Press, New York, 1999. Surface and
colloid chemistry has remained his major research interest throughout these years.
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1 Introduction to Surface
and Colloid Chemistry

K. S. Birdi

Matter exists as gas, liquid, and solid phases, as has been recognized by classical science. The
molecules that are situated at the interfaces (e.g., between gas-liquid, gas—solid, liquid—solid,
liquid,-liquid,, solid,—solid,) are known to behave differently from those in the bulk phase.!!7 It
is also well known that the molecules situated near or at the interface (i.e., liquid—gas) are situated
differently with respect to each other than are the molecules in the bulk phase. The intramolecular
forces acting would thus be different in these two cases. Furthermore, it has been pointed out that,
for a dense fluid, the repulsive forces dominate the fluid structure and are of primary importance.
The main effect of the repulsive forces is to provide a uniform background potential in which the
molecules move as hard spheres. The molecules at the interface would be under an asymmetric
force field, which gives rise to the so-called surface tension or interfacial tension (Figure 1.1).16

The resultant force on molecules varies with time because of the movement of the molecules;
the molecules at the surface will be pointed downward into the bulk phase. The nearer the molecule
is to the surface, the greater the magnitude of the force due to asymmetry. The region of asymmetry
plays a very important role. Thus, when the surface area of a liquid is increased, some molecules
must move from the interior of the continuous phase to the interface. The surface of a liquid can
thus be regarded as the plane of potential energy. An analogous case would be when the solid is
crushed and the surface area increases per unit gram. Further, molecular phenomena at the surface
separating the liquid and the saturated vapor are appreciably more complex than those that occur
in the bulk homogeneous fluid phase. Especially, some amphiphiles exhibit the self-assembly
characteristic. This phenomenon is known to be the basic building block of many natural assemblies.

The designation colloid is used for particles that are of some small dimension that cannot pass
through a membrane with a pore size ~10° m (= pm) (Thomas Graham described this about a
century ago). The nature and relevance of colloids are among the main current research topics.'¢

Colloids are an important class of materials, intermediate between bulk and molecularly dis-
persed systems. The colloid particles may be spherical, but in some cases one dimension can be
much larger than the other two (as in a needle shape). The size of particles also determines whether
they can be seen by the naked eye. Colloids are not visible to the naked eye or under an ordinary
optical microscope. However, the scattering of light can be used to see such colloidal particles
(such as dust particles, etc.) easily. The size of colloidal particles then may range from 10 to
107 cm. The units used are as follows:

1 um=10"°m
1A (angstrom) = 10 cm = 0.1 nm = 10 m

The angstrom unit is named for the famous Swedish scientist, and currently the nm (10-°) unit is
mainly used. Because colloidal systems consist of two or more phases and components, the
interfacial area-to-volume ratio becomes very significant. Colloidal particles have a high ratio of
surface area to volume compared with bulk materials. A significant proportion of the colloidal
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Liquid Surface Vapor Phase

o

Force Liquid Phase

FIGURE 1.1 Intermolecular forces around a molecule in the bulk liquid and around a molecule in the surface
layer (schematic).

molecules lie within, or close to, the interfacial region. Hence, the interfacial region has significant
control over the properties of colloids. To understand why colloidal dispersions can be either stable
or unstable, we need to consider the following:

e The effect of the large ratio of surface area to volume
* The forces operating between the colloidal particles

There are some very special characteristics that must be considered regarding colloidal particle
behavior: size and shape, surface area, and surface charge density. The Brownian motion of the
particles is a much-studied field, and the fractal nature of surface roughness has recently been
shown to be important. Recent applications have been reported employing nanocolloids.

The definitions generally employed are as follows. Surface is a term used when considering
the dividing phase between

Gas-Liquid
Gas—Solid

Interface is the term used when considering the dividing phase:

Solid-Liquid
Liquid,-Liquid,
Solid,—Solid,

In other words, surface tension may be considered to arise because of a degree of unsaturation of
bonds that occurs when a molecule resides at the surface and not in the bulk. The term surface
tension is used for solid—vapor or liquid—vapor interfaces. The term interfacial tension is more
generally used for the interface between two liquids, two solids, or a liquid and a solid.

It is, of course, obvious that in a one-component system the fluid is uniform from the bulk
phase to the surface, but the orientation of the surface molecules will be different from the molecules
in the bulk phase. The question we may ask, then, is how sharply the density changes from that
of being fluid to that of gas. Is this transition region a monolayer deep or many layers deep?
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TABLE 1.1
Typical Colloidal Systems

Phases

Dispersed Continuous  System Name
Liquid Gas Aerosol fog, spray
Gas Liquid Foam, thin films, froth, fire extinguisher foam
Liquid Liquid Emulsion (milk), mayonnaise, butter
Solid Liquid Sols, Agl, photography films, suspension wastewater, cement
Biocolloids

Corpuscles Serum Blood

Hydroxyapatite  Collagen Bone
Liquid Solid Solid emulsion (toothpaste)
Solid Gas Solid aerosol (dust)
Gas Solid Solid foam — expanded (polystyrene), insulating foam
Solid Solid Solid suspension/solids in plastics

Many reports are found where this subject has been investigated.'»'* The Gibbs adsorption
theory considers the surface of liquids to be monolayer. The experiments that analyze the spread
monolayers are also based on one molecular layer. The subject related to self-assembly monolayer
(SAM) structures has been treated extensively.'*!® However, there exists no procedure that can
provide information by a direct measurement; this subject is described later in this handbook. The
composition of the surface of a solution with two components or more requires additional com-
ments.”> In Table 1.1 are given typical colloidal suspensions that are found in everyday life.

Colloidal systems are widespread in their occurrence and have biological and technological
significance. There are three types of colloidal systems:!®

1. In simple colloids, clear distinction can be made between the disperse phase and the
disperse medium, e.g., simple emulsions of oil in water (o/w) or water in oil (w/0).

2. Multiple colloids involve the coexistence of three phases of which two are finely divided,
e.g., multiple emulsions of water in oil in water (w/o/w) or oil in water in oil (o/w/0).

3. Network colloids have two phases forming an interpenetrating network, e.g., polymer matrix.

Colloidal stability is determined by the free energy (surface free energy or the interfacial free
energy) of the system. The main parameter of interest is the large surface area exposed between
the dispersed phase and the continuous phase. Because the colloid particles move about constantly,
their dispersion energy is determined by Brownian motion. The energy imparted by collisions with
the surrounding molecules at temperature 7= 300 K is 32 kg7 = %2 x 1.38 x 1023 X 300 = 10020 J
(where kj; is the Boltzmann constant). This energy and the intermolecular forces would thus
determine the colloidal stability. The idea that two species should interact with one another, so that
their mutual potential energy can be represented by some function of the distance between them,
has been described in the literature.

Furthermore, colloidal particles frequently adsorb (and even absorb) ions from their dispersing
medium. Sorption that is much stronger than expected from dispersion forces is called chemisorp-
tion, a process that is of both chemical and physical interest.

These considerations are important in regard to many different systems: paints, cements,
adhesives, photographic products, water purification, sewage disposal, emulsions, chromatography,
oil recovery, the paper and print industry, microelectronics, soap and detergents, catalysts, food
products, pharmaceutical products, and biology (cell, virus).
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2.1 INTRODUCTION

Hydrogen bonding is a subject of remarkable diversity as it is present in and dictates the behavior
of an enormous number of systems including aqueous solutions, systems of biological/biomedical
interest, pharmaceuticals, colloids and surfactants, physical networks and gels, adhesives and pastes,
extractives and binders, polymer alloys and blends. There are many reviews of the subject in the
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open literature!-'® each addressing, usually, one aspect or type of application of hydrogen bonding.
Because of its many-faceted character, unified approaches of treatment of hydrogen bonding are
particularly useful, especially in areas at the interface of various scientific branches, such as colloid
and interface science.

The focus in this chapter is on the thermodynamic aspects of hydrogen bonding in pure fluids
and their mixtures. For the treatment of hydrogen bonding in associated fluids and mixtures, a
variety of different approaches are popular. We could divide the overwhelming majority of these
approaches into two groups: the association models®!-22 and the combinatorial models.'623-26
Association models invoke the existence of multimers or association complexes and seek expres-
sions for their population. Combinatorial models do not invoke the existence of association com-
plexes but, instead, they focus on the donor—acceptor contacts and seek combinatorial expressions
for the number of ways of forming hydrogen bonds in systems of given proton-donor and proton-
acceptor groups. Both types of models imply that the molecules tend to be distributed in the system
nonrandomly for more efficient hydrogen bonding interaction.

A few years ago,'® we presented a review of the thermodynamic models for the treatment of
hydrogen bonding in fluids and their mixtures. In that work, we gave an account of the association
models and reviewed the work that was done to that time with models adopting the combinatorial
approach. The two approaches were compared and applied to the description of phase equilibria
and mixture properties of systems of fluids. The key conclusion was that, in the systems where
both approaches apply, they prove to be essentially equivalent. However, the combinatorial approach
has a much broader field of applications as it can be applied even to systems forming three-
dimensional hydrogen bonding networks.

The present review is, in a sense, a continuation of the 1994 review. Here, we do not deal with
the association models. Instead, we focus on the combinatorial approach and review the recent
progress. We provide the essentials of this approach to make the chapter self-sufficient.

It should become clear at the outset that, in general, hydrogen bonding makes a contribution
only and is not sufficient for the complete evaluation of the various thermodynamic properties of
fluids and their mixtures. Thus, hydrogen bonding formalisms are usually combined with ther-
modyamic models, which account for all other contributions. For the purposes of this chapter, we
use two such thermodynamic models of fluids: the simple lattice fluid (LF) model?’-?° and the
recently developed QCLF (quasi-chemical lattice fluid) model.?*3' The latter model takes into
account the nonrandom distribution of free volume in the system by using Guggenheim’s quasi-
chemical approach.3>33 These two equation-of-state frameworks are briefly presented in Appendix
2.A. By adopting this type of thermodynamic framework, our approach to hydrogen bonding
becomes an equation-of-state approach, which means that it is applicable to fluids over an extended
range of external conditions encompassing liquids, vapors, gases, as well as the supercritical state.
In addition, because it can handle in a consistent manner linear, branched, as well as three-
dimensional (network formation) association, it is suitable for treating complex systems such as
aqueous systems, polymer mixtures, and (hydro)gels.

In the following, after an exposition of the essentials of the combinatorial hydrogen bonding
formalism, we present some applications to preferential adsorption at liquid interfaces and to gels
(chemically cross-linked systems). We subsequently examine its extension to account for intramolecular
association (as opposed to intermolecular association), and for hydrogen bonding cooperativity. The
way the hydrogen bonding component of the solubility parameter can be evaluated is also presented.
Throughout the presentation, examples of calculations in systems of practical interest are given.

2.2 THE ESSENTIALS OF HYDROGEN BONDING FORMALISM

According to our approach, known in the literature as the LFHB (lattice fluid hydrogen bonding)
approach, the system partition function can be factored into a “physical” and a “chemical” or
hydrogen bonding term:
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The focus here is on the Q, term. We give expressions for this term by adopting the combinatorial
approach. As already mentioned, two alternative versions of the physical term Q, are presented in
Appendix 2.A. Of course, the combinatorial approach of this section is not bound to the models
of Appendix 2.A and can be combined with any other appropriate thermodynamic model able to
describe the nonhydrogen bonding contributions to the thermodynamic properties of the studied
systems.

2.2.1 THe COMBINATORIAL FORMALISM

Combinatorial formalism originated primarily from thermodynamic studies of water and aqueous
solutions. In a seminal paper, Levine and Perram?® presented a statistical mechanical treatment of
hydrogen bonding in water. They point out that the focus should be on the correct counting of the
number of arrangements of hydrogen bonds and not of the distribution of the association complexes
or associates. In a similar context, Luck?* has pointed out that the only equilibrium to be considered
is that of the formation and rupture of hydrogen bonds and not of the equilibrium formation of the
various associates. Along these lines, Veytsman? considered systems of molecules with one type
of proton-donor group and one type of proton-acceptor group and proposed an approximate com-
binatorial expression for the number of ways of forming hydrogen bonds in the system without
invoking the existence of associates. Recently,'®? we have extended the combinatorial expression
of Veytsman? to systems of molecules with any number and type of hydrogen bonding groups by
emphasizing the enumeration of pair interactions between various hydrogen bonding acceptor and
donor groups. This section is heavily based on our previous work,'6?¢ and reviews the essentials
of the generalized combinatorial formalism.

Let us consider a system consisting of N, molecules of type 1, N, molecules of type 2, ...., N,
molecules of type ¢ under a pressure P and a temperature 7. Let us assume that there are m different
kinds of hydrogen bonding donors and » kinds of hydrogen bonding acceptors. Let dl.k be the
number of hydrogen bond donors of type i (i = 1,m) in each molecule of type k (k= 1,f) and 0(’;
the number of hydrogen bond acceptors of type j (j = 1,n) in each molecule of type k. The total
number N:, of hydrogen bond donors i in the system is

t
Nj= Y diN, 2.2)
k

and the total number Nj of hydrogen bond acceptors j in the system is

t
N = Zochk 2.3)
k

The potential energy of the system due to hydrogen bonding is in excess of that due to physical
interactions. The total energy Ej of the system due to hydrogen bonding is given by

Ey= Y D NE 2.4)
i

where N; is the number of hydrogen bonds between hydrogen bond donors of type i and hydrogen-
bond acceptors of type j, and E; is the corresponding hydrogen bonding energy of the i—j interaction.
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FIGURE 2.1 One configuration of a system with N=16 and N, = 11.

The total number of hydrogen bonds in the system is

N, = 22 N, 2.5)
i

What is now required is the number of ways Q of distributing the N; bonds among the
functional groups of the system. Let us briefly summarize the rationale for this enumeration
process and apply it, first, to the simple case of a system of molecules with one proton donor
and one acceptor group which self-associate. An example of such systems is that of molecules
with hydroxyl —OH groups.

To find the different number of isoenergetic configurations of our system (number of the

different ways of forming or distributing the hydrogen bonds in the system) we have to do the
following:

1. Find the number of different ways of selecting the associated donor sites out of the donor
population.

2. Find the number of different ways of selecting the associated acceptor sites out of the
acceptor population.

3. Find the number of different ways of making hydrogen bonds between the selected donor
and acceptor sites.

The number of configurations of the system is the product of these three terms.

As a simple example, let us have a system with N molecules each having one donor and one
acceptor site (1) with N,, hydrogen bonds among them. In Figure 2.1, group 1 is -O-H. The number
of ways of selecting the N, associated donors out of the donor population N is just the binomial
coefficient N!/(N — N,)!N,,!. Similarly, the number of ways of selecting the N, associated acceptors
out of the acceptor population N is again the binomial coefficient N!/(N-N,,)!N,,!. The free donor
groups in the system are N — N,, = N,,. This is also the number of free acceptor groups in this
particular system. Now, a specific donor can hydrogen bond with any of the N,, acceptors, a second
donor can hydrogen bond with any of the remaining N,, — 1 acceptors, and so on. The number of
ways that N,; bonds can be formed between N, donors and N,; acceptors is just N,,!. Thus, the
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FIGURE 2.2 One configuration of a system with N, =12, N,=5, N;; =7, N, =4.

total number of ways that N, bonds can form between N donors and N acceptors is the product of
the above three terms, or

! ! | |
- = IN | = IN ! Nit= N'v ]'V ] (2.6)
(N_Nn)'Nn' (N_Nll)'Nll' N]o‘ NI()’NI]'

As a second example, let us consider the case of N, molecules or groups (1) that self-associate
and N, molecules or groups (2) that cross-associate only with groups (1) (Figure 2.2).

Let in the system be N, and N,, bonds of type 1-1 and 1-2, respectively (in Figure 2.2 the
groups 1 and 2 are 1 =—-O-H, 2 =B). Then, the free donors 1 are N, — N;, — N, = N, (the inner
lower index is the donor) and the free acceptors 2 are N, — N,, = N,. Following the above enume-
ration procedure, we must select first, out of the donor population N,, the N,; and N, donors
participating in hydrogen bonds 1-1 and 1-2, respectively. This can be done in N,!/[N,,!N,,!N,,!]
ways. The N,, associated acceptors 1 can be selected in N,!/[N,,!(N, — N;))!] ways, and the N,,
associated acceptors 2 in N,!/[N,!(N, — N,,)!] ways. Now, the bonds N,, between the N,, donors
and the N, acceptors can be done again in N,,! ways and, similarly, the N,, bonds can be done in
N,,! ways. Thus, Q in this case is

N,! N,! N,! NN
T NIN, N, (N, =N IN (N, =N IN

10°
) .7)
(NN,
Nl (N,= N, IN, (N, = N, )N,

These arguments, when extended to the general case of multigroup molecules, lead to the
following equation:'6-26

m Nl n N“ m n m N” n N“
Q=11 I HHN,,' I1

(2.8)
i NgIN LN, LS Ny IN LN, L

where N, is the number of free (nonhydrogen bonded) donor groups of type i and N,, the respective
number of free acceptor groups of type j:
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Ny=N,—» N, (2.9)

N, . =N'—) N, (2.10)

0j a ij
i

However, to form a hydrogen bond, the two interacting groups must be proximate. The mean
field probability P; that a specific acceptor j will be proximate to a given donor i is proportional
to the volume of the acceptor group divided by the total system volume; that is, P; ~ 1/V. Even
spatial proximity does not guarantee that a bond will form. Bond formation requires that donor
and acceptor adopt a unique spatial orientation with respect to one another. Formation of the bond
is also accompanied by a loss of rotational degrees of freedom. Steric considerations will also come
into play in bond formation. In general and in the LF framework, for a donor i—acceptor j pair, this
probability is given by?

9fx P
=" 2.11
¢ rN ( )

where S,? is the entropy loss (intrinsically negative) associated with hydrogen bond formation of
an (i,j) pair. The last term p/rN in Equation 2.11 comes from the estimation of the volume V by
the model framework for the physical term (see Appendix 2.A). r in Equation 2.11 is the average
number of segments per molecule; p is the reduced density in the system and can be calculated
from the equation of state (see below).

With these definitions we may now write for the canonical partition function for hydrogen
bonding the following equation:

5 m NI n Nl m n €Xp NI..EQ/RT
0. Ny (N 1N, }) = (?\/) 1 ..l;[NOj!I:H;[ = 1\;1.].!1 ) (-12)

F) =E]-TS] (2.13)

The total partition function of the system in the P, T ensemble and in its maximum term
approximation is given by

\P(T’P’{Nk}):QP(T’NO’{Nk})QH( {N }{ }) (T;/) 214

where V is the total volume of the system and is given by

V=V, +V, =V, +ZZN v (2.15)

Vl.;) is the volume change accompanying a i—j hydrogen bond formation.
The free energy of the system will be given by

G=—kTIn¥ (2.16)
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A direct consequence of our approach for the factorization of the partition function is the
division of the Gibbs free energy, G, into a physical term and a chemical or hydrogen bonding term:

G=G,+ G, .17
The chemical (hydrogen bonding) contribution to the free energy of the system is given by

m

G, 2 G° Vv Ny YA
—H =N v. |1+ —2L+In T+ Y viln -2+ Y v/ In 2L 2.18
ki ZZ ”[ RT V.V Z Ty Z @y 2.18)

i0 7 0j d i a

where
N, N. N
v.=—2L vy =10  =_4d etc. 2.19
ij rN i0 rN d rN ( )
and
0 _ 10 0 _ 10 0 _ g0
G[j = FU + PVU = EI./. + PVI./. TSU. (2.20)

The expression for the physical contribution to free energy G, depends on the adopted thermody-
namic framework for the physical term. Examples are given in Appendix 2.A.

For a system at equilibrium, the free energy is at a minimum. We may then write the following
minimization conditions:

(ag;) =0 2.21)
9 Jrpfud{w}

oG
[aN] i (2.22)
i )rpn )

When adopting the LF framework, from minimization condition 2.21 we obtain the LFHB equation
of state:26

f)z+13+f|:ln(1—f))+f)(1—l):|:0 (2.23)

7

where P is the reduced pressure defined as

5

P Pv

P=— =" 2.24
P e (2249
T is the reduced temperature
oL KT 2.25)
T €
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and the modified chain length is given by

lzl_iivfl_vH (226)

where v, is the fraction of hydrogen bonds in the system, or

By the second minimization condition, Equation 2.22, the following equations are obtained:

ViOVOj

" G)
Vi pexp| ——L | for all i,j (2.27)
RT

or

. n ) m ~ GIO
v, = [vd —Zvik}{vfl —kaj:| pexp(— R}J (2.28)

k k

which is a system of (m X n) quadratic equations for v;. This system must be solved in combination
with the LFHB equation of state (Equation 2.23) and thus we are finally left with a system of
(mx n + 1) coupled nonlinear equations for p xon v;. v; in these equations are again fractions of
hydrogen bonds, or

and similarly for v,, and v,.
The chemical potential of component & is given by

JG, G
My =My p T I, =( ’] +( ”] (2.29)
I Lo, PNV} N, T.P.N; 0Ny}

ij

On the basis of the above we have for the hydrogen bonding contribution to the chemical potential:

Mew _ _ N k ﬁ _ Y k sz 2
o=, Zdi In e Dt . (2.30)
i ¢ J

. 0J
The expression for the physical contribution to the chemical potential depends on the adopted
framework. Examples can again be found in Appendix 2.A.

This formalism is applicable to a variety of systems of practical interest varying in complexity
from simple self-associated systems, such as the alkanols, up to highly complex systems forming
three-dimensional interpenetrating hydrogen bonding networks, such as the multicomponent hydrogels
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and the self- and cross-associating polymer blends. In our previous review!¢ we applied the above
formalism, in combination with the LF framework for the physical term, to a number of systems
including alkanol + alkane mixtures, polymer solutions and polymer + polymer mixtures. In this
chapter, we give new examples of applications. In the subsection, we confine ourselves to a recent
application to aqueous systems over an extended range of external conditions.?!' In this application
the QCLF framework (see Appendix 2.A) was adopted for the evaluation of the physical contribu-
tions to the various thermodynamic properties.

2.2.2 A FIRST APPLICATION TO AQUEOUS SYSTEMS

In this section we apply the above model for the description of the volumetric behavior of water
and water + inert solvent mixtures at moderate to high temperatures and pressures. In this range
of conditions we do not expect any predominance of the well-known picture of icebergs valid for
the lower range of conditions. The formation of icebergs will be discussed in a later section.

In each water molecule we have two proton donors and two proton acceptor sites and only one
type of hydrogen bond. In this case we have only one minimization condition (Equation 2.28)
which, when solved for the number of hydrogen bonds, gives the physically meaningful solution:

:4+B—\fB(B+8)

1 2 (2.31)

v

where
- G
B=rvexp| — 2.32
senf%) -

To perform these calculations we must first determine the parameters of the model. There are
two types of constants that must be determined: the equation-of-state scaling constants (7%, P*,
p*, or, equivalently, €*, v*, r) and the hydrogen bonding constants (E¥, V¥, S¥), in total, six
parameters for pure water. They will be obtained, as usual, by a least squares fit to the experimental
data. From such a procedure we may obtain a multitude of sets that describe the experimental data
equally well. To simplify this procedure we have set r = 1; that is, water has been considered as a
simple monosegmental molecule. Because V¥ and p* are interrelated, we have set p* = 1.00 g/cm?
and, thus, we have fixed v* = 18.02 cm?®/mol. E¥ and S¥ are also interrelated and, thus, we have
fixed S¥ =-26.5 J/(mol K) as for hydroxyl interactions. In this way, from the value of E¥ we will
have a direct comparison of the strength of the water—water hydrogen bond with that of the OH-OH
interaction. The estimated values for the remaining parameters are E¥ =-19.9 kJ/mol and
€* = RT* = P*v* = 3359 J/mol.

This is, certainly, an oversimplified picture and, as expected, to have an adequate description
of the volumetric behavior of water, the remaining V¥ parameter must vary with both temperature
and pressure. For this purpose we have adopted a simple relation analogous to that proposed by
Marcus,** namely,

(2.33)

3
Vi = (v —pp) 11 [T=373.15)
T-373.15

with V7 =-0.51 cm*mol, B =2.03 X 10> m*/MPa, and o = -5.66 x 105 K2,
Before proceeding, some comments are in order regarding the values of the above parameters.
The energy change upon formation of one water—water hydrogen bond is significantly lower
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FIGURE 2.3 Experimental® and calculated densities of supercritical water, as calculated by the QCLFHB
model.

compared to the corresponding energy for the OH-OH interaction in alkanols (-25.6 kJ/mol).2°
One should keep in mind, however, that each water oxygen can participate in two hydrogen bonds
with protons from other water molecules. The estimated value for V¥ is negative and almost one
order of magnitude smaller compared to the corresponding value for OH-OH interaction in alkanols
(-5.6 cm*mol).!>? If our focus were on the densities at the lower range of 7—P conditions, we
would even expect a positive value for V¥. At high temperatures, however, the degree of hydrogen
bonding per water molecule is expected to be significantly lower than 2 and, thus, the lack of
persistence of long-range order and the associated geometric constraints will no longer lead to a
positive volume change upon hydrogen bond formation. Thus, it is essential to have an estimation
of the degree of hydrogen bonding of water at the studied range of 7-P conditions.

Figure 2.3 compares the calculated densities of water over an extended range of supercritical
conditions with the calculations by Duan’s expressions,* which are essentially experimental data.
In view of the significant variation in temperature and pressure, the agreement is again rather
satisfactory.

As mentioned before, it is essential to have an estimation of the degree of hydrogen bonding
of water at supercritical conditions. The maximum number of hydrogen bonds per molecule as
calculated by Equation 2.50 is 2, which is the expected value. Thus, the percent degree of hydrogen
bonding, Ny, in the system is simply equal to 100 x v,,/2.

Figure 2.4 shows the calculated degrees of hydrogen bonding of water over an extended range
of supercritical conditions. Experimental data at these conditions are sparse. To have an alternative
estimation of this degree, we have conducted molecular dynamics (MD) calculations for water with
the MSI Cerius2 suite of Molecular Simulations, Inc., and by using the Dreiding 2.11 force field.
A qualitative agreement was obtained between the calculations with the two methods. The equation-
of-state calculations and the MD calculations have a similar trend but the former are systematically
higher than the MD calculations.

The above formalism can easily be extended to aqueous mixtures. In the case of water + inert
solvent mixtures we do not need any additional hydrogen bonding parameters. However, the
equation giving the number of hydrogen bonds (Equation 2.31) must now change to the equation:
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FIGURE 2.4 The degree of hydrogen bonding in supercritical water as a function of temperature and pressure
as calculated by the equation-of-state model.

_4x,+ B~ [B(B+8x)

Vv =
11 2

(2.31a)

where x, is the mole fraction of water. B is given by Equation 2.32 but now the average number
of segments per molecule, 7 is given by (see Appendix 2.A)

r=Xx\r + Xx,r,

Because no additional parameters are needed, the model can be used for the prediction of the
volumetric behavior of water + inert solvent mixtures. In Figures 2.5 and 2.6 we compare experi-
mental and predicted molar volumes for the water + n-pentane and for the water + methane mixture,
respectively. The scaling constants used for these calculations are as follows: for n-pentane, T* = 485
K, P* =274 MPa, p* = 755 kg/m?3; and for methane, T* = 212 K, P* = 252 MPa, p* = 489 kg/m’.
As observed in the figures, in both cases there is satisfactory agreement between theory and
experiment. We have applied the model to a number of mixtures with equally satisfactory results.

The physical picture that has been adopted in this application for hydrogen bonding in water
is arather oversimplified one. At near-critical and supercritical conditions, as the degree of hydrogen
bonding diminishes drastically, this infinite structure breaks down to a structure of small, varying
in size clusters of hydrogen-bonded water molecules. We have considered here one-state hydrogen
bonding and attributed to it a small but negative value for the volume change upon its formation.
This picture may be justifiable for the relatively high temperatures of interest in this work, but it
is not expected that it will be appropriate for the low-temperature region. In the dense state (low
temperature, high pressure), this model treats water as an infinite three-dimensional hydrogen
bonding network or as a collection of large clusters of hydrogen-bonded molecules. For the latter,
the picture of cooperative hydrogen bonding with positive volume change is more appropriate. We
discuss this in a later section. However, this introduces additional parameters in the model and
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FIGURE 2.5 Molar volumes of pentane(1) + water(2) mixture at 647.05 K. Symbols are experimental data.?
Lines are predictions of the QCLFHB model.

some complexity in the formalism. The complex nature of water might justify such a complexity
in the formalism but this may not be necessary, as long as we confine ourselves to the region of
interest in this work. This is why we have preferred, rather arbitrarily, to fix three of the six model
parameters here instead of forcing them to describe the thermodynamic properties of water at low
temperatures as well.

2.2.3 PREFERENTIAL ADSORPTION

In this section we present an application of the above hydrogen bonding model for the estimation
of preferential adsorption at liquid interfaces.
In a binary mixture, the relative adsorption of component 2 at the liquid—air interface is defined by

r21=_(d"] __ (“)(‘“2] (2.34)
’ du, ) dx, )\ du, ,

where U, is the chemical potential of component 2 in the mixture. It is clear from this equation
that the calculation of the relative adsorption requires knowledge of the variation with composition
of both the surface tension and the chemical potential. Experimental data for the variation of surface
tension with composition can be found in the literature for a number of systems. We have
measured®®* this property for the hydrogen-bonded systems that appear in Table 2.1. These cor-
respond to two classes of hydrogen-bonded systems. In the first, a self-associated substance
(alkanol) is mixed with an inert solvent (alkane). In the second, a self-associated substance (alkanol)
is mixed with a weakly self-associated substance (alkylamine), which can cross-associate strongly
with the former. The hydrogen bonding parameters for these interactions are reported in Table 2.2.
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FIGURE 2.6 Molar volumes of CH,(1) + water(2) mixture at various temperatures and mole fractions.
Symbols are experimental data.’” Lines are predictions of the QCLFHB model.

TABLE 2.1
Extreme Values of Excess Surface Tensions3#3?
ot
System (mN/m)
Hexane(1) + ethanol(2) -1.84
Hexane(1) + propanol(2) -1.91
Heptane(1) + ethanol(2) -1.17
Heptane(1) + propanol(2) -1.50
Propanol(1) + propylamine(2) 0.89
Methanol(1) + butylamine(2) 1.33
Ethanol(1) + butylamine(2) 0.87
Propanol(1) + butylamine(2) 0.64
Butanol(1) + butylamine(2) 0.53
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TABLE 2.2
Hydrogen Bonding Parameters

E° So \A
Interaction  (kJ/mol)  (J/K/mol)  (cm3/mol)

OH-OH -25.1 -26.5 -5.6
NH-NH -13.2 -22.2 2.2
OH-NH -39.3 -62.0 -7.0

1“2,1x1011/(mol cm?)

0.0 0.2 0.4 0.6 0.8 1.0

X,

FIGURE 2.7 The preferential adsorption in hexane(1) + 1-propanol(2) (solid line) and heptane(1) + 1-pro-
panol(2) (dashed line) mixtures at 25°C.

The LFHB model or the former LFAS (lattice fluid associated solution) model® can provide the
needed equations for the chemical potential as a function of composition. The picture that emerges
from application of the LFHB and LFAS models in this case is, essentially, identical. For the
chemical potential, Equation 2.30 can be combined with Equation 2.A23 of Appendix 2.A to
provide the required expression. On the other hand, the experimental data can be correlated to
provide the appropriate expressions 6(x,) for the surface tension.*%

Figures 2.7 and 2.8 are typical ones showing the relative adsorptions at the liquid—air interface
of the two classes of our systems as calculated by Equation 2.34. As observed in these figures, the
variation of the relative adsorptions with composition follows distinctively different patterns in the
two classes of systems. In alkanol + alkane mixtures, the relative adsorption of alkanol is negative
with a pronounced minimum in the alkanol-rich region. In the alkanol + alkylamine systems, the
relative adsorption of alkanol is both positive and negative with a pronounced maximum in the
alkanol-rich region and a shallow minimum in the amine-rich region. The role of hydrogen bonding
in the observed patterns is very important.

The alkanol + alkane mixtures have, in general, the following properties in common: positive
enthalpies and volumes of mixing (the extreme values HZ = 619.5 J/mol, VF = 0.463 cm?/mol for
the heptane + ethanol mixture are typical), positive deviations from Raoult’s law, and negative
excess surface tensions (see Table 2.1). The alkanol + alkylamine mixtures have in common the
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FIGURE 2.8 The preferential adsorption in ethanol(1) + n-butylamine (2) (dashed line) and 1-propanol(1) +
n-propylamine(2) (solid line) mixtures at 25°C.

following properties: relatively large negative enthalpies and volumes of mixing (the extreme values
HE =-2914 J/mol, VE=-1.288 cm?*mol for the ethanol + butylamine mixture are typical), and
positive excess surface tensions (Table 2.1). These distinct differences as well as the differences in
the calculated relative adsorptions shown in Figures 2.7 and 2.8 are the outcomes of the distinctively
different types of intermolecular interactions in the two classes of systems.

As the hydrogen bonding parameters of Table 2.2 indicate, the alkanol prefers to interact with
alkanol in the alkanol + alkane mixtures, but in the case of alkanol + alkylamine systems both the
alkanol and the amine prefer to interact with each other rather than with themselves. On the basis
of these, one could explain the observed patterns in Figures 2.7 and 2.8 for the relative adsorptions
in our systems.

For alkanol + alkane mixtures, there are two synergistic factors that force the alkanol molecules
to preferentially avoid the interface: the lower surface tension of the alkane and the fact that the
hydrogen bonding interaction can be accomplished more efficiently in the bulk liquid phase rather
than in the interface. The role of n-alkanes in the alkanol-rich region is essentially the breaking of
the “structure” of the hydrogen-bonded alkanol chains. This is a highly endothermic process as we
can verify from the positive enthalpy of mixing. This explains the tendency to keep the interfacial
region rich in alkane rather than in alkanol especially in the alkanol-rich region.

The picture is different in the case of alkanol + alkylamine mixtures. In these systems, due to
the strength of the OH—NH interaction, both compounds tend to prefer the bulk liquid phase rather
than the interface where they can accomplish this hydrogen bond more efficiently. Thus, in both
diluted regions of the composition, the less abundant component will tend to prefer the bulk, giving
rise to S-shaped curves of preferential adsorptions. This is particularly noticeable in the alkanol-
rich region in Figure 2.8. One should contrast Figure 2.8 to Figure 2.7, where the inert alkane in
the alkanol-rich region exhibits a strong preference for the interface, whereas the cross-associated
amine in the corresponding region in Figure 2.8 strongly prefers the bulk. This tendency, however,
will be moderated by the tendency of the component with the lower surface tension (an outcome
of physical interactions as well) to be preferentially adsorbed at the interface. It is the interplay of
these factors that may explain in qualitative terms the behavior observed in Figures 2.7 and 2.8.

Equation 2.34 has many implications and can be used in various ways, as explained in
Appendix 2.C In all these applications we may use the above formalism to account for the hydrogen
bonding in the solution.
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2.2.4 MACROMOLECULAR ULTRAFILTRATION

A widely used method for the separation of macromolecules from solution is ultrafiltration — a
pressure-driven membrane process. Because of the formation of a “gel” layer of rejected macro-
molecules on the surface of the membrane, in most ultrafiltration processes the permeate flux
becomes independent of the applied pressure for sufficiently high pressures. It is very important
for this membrane process to have a method for predicting this “gel” concentration. Karode* has
used LFHB to predict this concentration for a PEG—water system. He has constructed the temper-
ature vs. polymer volume fraction phase diagram for the system (a UCST-type diagram in this
case). The left side branch (polymer lean) of this diagram is the solubility limit line for the
macromolecule, and the right side branch (polymer rich) is the gel concentration line. For a given
temperature we can find the pair of points in the two branches by the classical phase equilibrium
calculation, namely, the equality of the chemical potentials of polymer and solvent in the two phases
o and B (rich and lean):

u=p? and pg=pb (2.35)

For these calculations Karode*’ combined Equation 2.30 with Equation 2.A23 of Appendix 2.A.
The solubility limit for PEG of molecular weight 6000 Da was predicted to be ~340 kg/m?3. The
corresponding osmotic pressure from van’t Hoff’s law was estimated to be ~2.8 MPa.

On the basis of these calculations, Karode was able to explain the experimental findings of
Bhattacharjee and Bhattacharya*! for this system. In their experiments and simulations, the maxi-
mum wall concentration was always far below the above calculated limit of 340 kg/m?. As a
consequence, no gel layer was formed on the membrane surface. In addition, it is reasonable to
expect the wall concentration to be a function of the operating parameters such as the operating
pressure, the stirring speed, etc. In practical applications of PEG ultrafiltration, the filtration would
be osmotically limited and one could never expect the formation of a gel layer. The formation of
such a layer would require application of pressures higher than ~30 atm.

2.3 SOLUBILITY PARAMETER REVISITED

The solubility parameter, 9, is one of the most useful concepts in the physical chemistry and
thermodynamics of solutions. Originally introduced by Hildebrand and Scott,*? it remains today
one of the key parameters for selecting solvents or predicting solubilities and degrees of rubber
swelling.** There is today much interest in utilizing solubility parameter for rationally designing
new processes, such as the supercritical extraction* and the coating process,* or new materials
such as drugs and polymer alloys.!## In these cases it is usually necessary to have an estimation
of the separate contributions to & of nonspecific or van der Waals and specific intermolecular
interactions.®

One closely related concept to 8 is the cohesive energy E, which is defined as the increase in
the internal energy per mole of the system upon removal of all intermolecular interactions. When
E is divided by the molar volume V, we obtain the cohesive energy density (ced), E/V, of the system.
The solubility parameter is simply the square root of this cohesive energy density. A thorough
discussion of the definition of § and its relation to internal pressure may be found in the compre-
hensive review by Barton.*3

Although simple in its definition, the evaluation of & is not always straightforward. In many
applications we need to know the effect of temperature and pressure on d. If in addition the system
is not volatile (such as the high polymers), the evaluation of § is difficult. The difficulty increases
when we further need to know the separate contribution to & of intermolecular dispersion forces
and of specific forces such as hydrogen bonding.
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Recently,¥ starting from the original definition of cohesive energy density and solubility
parameter, we have proposed a systematic approach for estimating the latter. The potential energy
E and the volume V of the system were obtained from the LFHB model. The model is able to
provide with estimations of E and V over extended ranges of external conditions, for pure fluids
as well as for mixtures, for simple systems as well as for highly nonideal systems, such as the
hydrogen-bonded systems. In the latter systems the approach provides estimations of the separate
components of the solubility parameter, namely, the “hydrogen bonding” contribution and the “van
der Waals” contribution. The approach provides a straightforward procedure for the consistent
estimation of the effect of temperature and pressure on the solubility parameter components of
pure fluids, including high polymers and their mixtures. In the following we briefly present this
approach.

As already mentioned, the starting point is the combination of one of the thermodynamic
frameworks of Appendix 2.A with the above hydrogen bonding formalism. For simplicity of
presentation we use the LF framework and we confine ourselves to the case of one self-associated
(e.g., OH=O0H) and one cross-associated (e.g., OH=O(ether)) hydrogen bonding interaction.

2.3.1 Pure vaN DER WaALS FLUIDS

According to the LF model,?”-? the lattice potential energy of the system is
—E =rNpe* (2.36)
and the volume of the system:

V= rNov* (2.37)

It is worth pointing out that, with the above definitions, —F in Equation 2.36 is simply the
cohesive energy of the system. The cohesive energy density, then, is given by

S=p°P (2.38)
As a consequence, the solubility parameter of the fluid is given by the simple equation:

5= eed <p P :39)

The unknown in Equation 2.39 is the reduced density. If the density is known, the reduced
density is obtained by dividing the density with the characteristic density p* of the fluid. If the
density is not known, the reduced density may be obtained directly from the LF equation of state
(see Appendix 2.A):

pap +T[1n(1—§)+§(1—1)]=0 (2.40)

r

As is clear from Equation 2.39, the dependence of & on temperature and pressure arises from
the dependence of density on these external conditions.

The component of solubility parameter due to dispersion or van der Waals forces is usually
approximated in the literature through the homomorph concept. The hydrocarbon homomorph of
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the studied substance has a characteristic pressure Ph:] (found in tabulations, such as in
Reference 16). As Equation 2.39 indicates, to find this component §,,, we must bring the homo-
morph to a condition where the reduced density is equal to that of the studied fluid, or

8y =P\ By (2.39a)

2.3.2 MIXTURES OF VAN DER WAaALS FLuUIDS

Let us now consider a mixture of N, molecules of type 1 with N, molecules of type 2 characterized
by the LF scaling constants 7,",P",p,,r,v,,€, and T, ,P,p,.r,,v,,€,, respectively. Mixing and
combining rules, like those reported in Appendix 2.A, are now needed for €* and v* of the mixture.
On the basis of these mixing and combining rules we may further define the scaling constants of
the mixture (in the one-fluid approach). With the above definitions we may write for the lattice
potential energy of the mixture an equation identical in form to Equation 2.36. The same holds
true for the total volume of the system (Equation 2.37) and for the equation of state. Of course, in
these equations we must replace the corresponding quantities for the mixtures. Equation 2.39, then,
is valid for mixtures as well, if we use the mixture quantities for P* and reduced density.

2.3.3 HYDROGEN-BONDED MIXTURES

To avoid a lengthy presentation, we present directly the formalism for hydrogen-bonded binary
mixtures. Pure hydrogen-bonded fluids is just a limiting case (¢, = 0).

Let us consider a mixture of N, and N, molecules of type 1 and 2, respectively, at temperature
T and external pressure P. Both types of molecules are assumed to possess two types of hydrogen
bonding groups. The first (type 1) is a proton-donor and proton-acceptor or self-associated group
(e.g., —OH, -NH) and the second (type 2) is proton acceptor only (e.g., -O—, -C=0). By applying
the above hydrogen bonding formalism to this case we may write for the hydrogen bonding terms
of E and V of the system:

E, =N, E[+N, Ej (2.41)

and
V/1:N11'V;[|1+N12'V|g (2.42)
The unknowns in the above equations are the N;, which are obtained from the corresponding

free energy minimization conditions as before. The average number of segments, 7, in the equation
of state must be replaced now by the modified average chain length, r, which is given by

N, +N,
I_M:l_vn_vu:l_v

2.43
r rN r r ( )

L
7 H

With these definitions we may write for the cohesive energy density of the hydrogen-bonded
system:

ced = rNpe’ _(NllEl[{ + leEg) - pe’ _(V”Elh‘, +V12Eg) (2.44)
PN +(N Vi + NGV ) 4+ (v W v,V |
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TABLE 2.3
LF Scaling Parameters for Pure Fluids

T* P* &*
Fluid (K) (MPa) (kg/m3)
1-Propanol 478 320 858
1-Butanol 494 320 863
1-Hexanol 534 301 867
CO, 294 703 1661
SF, 281 565 2933
n-Octane 502 308 815
Benzene 523 444 994
Poly(vinyl phenol) 649 425 1106
Diethylene glycol 604 451 1183
Triethylene glycol 585 456 1130

Equation 2.44 reduces to Equation 2.38 when hydrogen bonding is absent.

The total solubility parameter of our system is obtained from the square root of ced —
Equation 2.44. The hydrogen bonding component of the solubility parameter is obtained from the
equation:

[ H H
_(V11E11 + V12E12)

P (VS VW)

(2.45)

The homomorph concept may also be used here in the case of hydrogen-bonded liquids.
Equation 2.39a provides the component &, ... In principle, then, we may obtain the “polar” compo-
nent of the solubility parameter as follows:

5, =(8-5;,-5.) (2.46)

P \ hm

2.3.4 APPLICATIONS

In this section we apply the above formalism for the evaluation of solubility parameters, first, of
pure components and, subsequently, of mixtures. For all these calculations we need the characteristic
LF scaling constants or equation-of-state parameters of pure components. A compilation of these
parameters may be found in Reference 16. Scaling constants of typical fluids used in this work are
reported in Table 2.3.

As already mentioned, the solubility parameter is a function of both temperature and pressure.
Table 2.4 presents the calculated solubility parameters for a number of pure substances wherein
only “physical” interactions are operating. The table also includes literature values for comparison
purposes. Concerning the agreement with literature values it should be kept in mind that for the
latter there is always an uncertainty, which, even for low molecular weight liquids may sometimes
be as large as 0.5 Hild*® (1 Hild =1 cal® cm'). The corresponding uncertainty for polymers is,
of course, much larger. In the case of polymers, their processing occurs usually at high temperatures
and varying pressures. As observed in the table, the solubility parameter of polymers depends on
the external temperature and pressure. This should be kept in mind when mixing high polymers.
Under appropriate conditions, homogeneous polymer mixture structures, if formed at processing
conditions, may be frozen in the glassy state at ambient conditions.
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TABLE 2.4

Solubility Parameters of Pure Nonhydrogen-
Bonded Substances as Calculated by the Present
Model (1 Hild = 1 cal®® cm> = 0.4889 MPa'/2)

T P d

Liquid (K) (MPa) (Hild) d lit. (Ref.)

n-Hexane 298.15 0.1 7.2 7.3 (1)
318.15 0.1 7.0

n-Heptane 298.15 0.1 7.4 74 (1)
318.15 0.1 7.2

Cyclohexane  298.15 0.1 8.3 8.2 (1)
318.15 0.1 8.1

Benzene 298.15 0.1 9.1 9.2 (1)
318.15 0.1 8.9

PE linear 453.15 50.0 8.9 7.7-8.4* (2)
453.15 100.0 9.2

PE branched  453.15 50.0 8.3 7.7-8.4 (2)

PP 543.15 0.1 6.9 8.2-9.24 (2)
543.15 20.0 7.1

PIB 333.15 0.1 8.5 7.8-8.1* (2)
363.15 100.0 8.8

PS 403.15 0.1 8.4 8.5-9.34 (2)
453.15 100.0 8.7

PVA 323.15 0.1 10.1 9.4-11.1* (2)

PMMA 453.15 20.0 9.8 9.1-12.8* (2)

PVME 300.15 0.1 8.7

PAN 423.15 1.0 10.5 12.5-15.4* (2)

PVC 403.15 0.1 9.0 9.4-10.8% (2)
423.15 100.0 9.4

PDMS 298.15 0.1 7.5 7.3-7.6 (2)

PTFE 613.15 0.1 6.5 6.2 (2)
613.15 20.0 7.0

References:

1. Barton, A., Chem. Rev., 75, 731, 1975.

2. van Krevelen, D.W., Properties of Polymers, 2nd ed., Elsevier,
Amsterdam, 1976, chap. 7.
2 At 298 K and 0.1 MPa.

Table 2.5 shows the calculated solubility parameters, 8, for hydrogen-bonded substances along
with their “hydrogen bonding” component J,,. The nonhydrogen-bonding component, 8,4y, may
be found from the equation:

taw =87 =8, (2.47)
The table also shows the literature values for comparison purposes. It is worth pointing out that
this table includes substances in which the hydrogen bonds form three-dimensional networks,
indicating that the present approach is applicable even to rather complex systems.

In the case of pure alkanols or polymers with only —OH hydrogen bonding groups (1-1 type
interaction only, a, = d, groups), Equation 2.28 reduces to one simple equation for the number of
hydrogen bonds in the system:
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TABLE 2.5
Solubility Parameters of Hydrogen-Bonded Substances
at 298.15 K and 0.1 MPa as Calculated by the Present Model

o
Liquid (Hild) Sy S O lit (Ref.) &, lit (Ref.)
Methanol 14.4 11.8 8.2 14.5 (1) 10.9 (1)
Ethanol 12.6 9.7 8.2 13.0 (1) 9.5 (1)
1-Propanol 11.7 8.6 8.2 11.9 (1) 8.5 (1)
1-Butanol 11.1 7.8 8.1 114 (1) 7.7 (1)
1-Pentanol 10.7 7.1 7.9 10.6 (2) 6.8 (2)
1-Hexanol 10.3 6.6 8.1
1-Octanol 9.8 5.9 8.1 10.3 (1) 5.8 (1)
1-Decanol 9.5 53 8.0 10.0 (2) 4.9 (2)
Diethylene glycol 14.7 10.3 8.1 14.6 (1) 10.0 (1)
Triethylene glycol 13.4 8.6 8.0 13.5 (1) 9.1 (1)
Poly(vinyl phenol) 10.72 4.6* — — —

References:

1. Barton, A., Chem. Rev., 75, 731, 1975.

2. Hansen, C.M. and Skaarup, K., J. Paint Tech. 39, 511, 1967.
* At 453 K and 50 MPa.

_A +2a, —,\jA”(A” +4a,)

rv
" 2

(2.48)

where
A, =rvexp(G/l/RT) (2.49)

In the case of systems possessing two types of interacting groups, such as the diethylene glycol
and triethylene glycol (-OH and —O-groups, 1-1 and 1-2 interactions), the number of each type of
hydrogen bonds is obtained by a simple algorithm as explained in Appendix 2.B For these calcu-
lations we need the values for the energy, entropy, and volume change upon mixing for each type
of hydrogen bond. These values were obtained from the literature*-3! and are as follows: for the
OH=OH interaction, E/] = -25.1kJ/mol, S/ =-26.5J/(K-mol), V" = -5.6 cm*/mol; for the OH=0
interaction, E7 = -22 kJ/mol, S;i=-52 J/(K-mol), and V%' = 0.0 cm*mol.

As already mentioned, in evaluating the dispersive component of the solubility parameter in the
literature, reference is usually made to the “homomorph” concept. The homomorph is typically the
hydrocarbon with the structure closest to the studied substance. The homomorph of n-pentanol, for
example, is n-hexane and of isopropanol is isobutane. The homomorph concept may be used with the
present approach as well. Equation 2.36 indicates how to use it: The homomorph and the studied
substance should be brought at the same reduced density — a type of “corresponding states.” Table 2.5
also includes the calculated “homomorph” component, J,,,, of the solubility parameter.

Figure 2.9 shows the typical temperature and pressure dependence of the solubility parameter
of alkanols. As observed, both effects are by no means negligible. These two effects are much more
pronounced in the case of supercritical systems. Figure 2.10 shows these two effects for the
supercritical CO,. This type of figure is particularly useful for selecting the appropriate external
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FIGURE 2.9 The solubility parameter of 1-propanol as a function of temperature at various pressures.
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FIGURE 2.10 The solubility parameter of CO, as a function of temperature at various pressures.

conditions to reach a given solubility capacity (e.g., a given §). As observed, under appropriate
conditions of temperature and pressure, CO, may exhibit solubility capacity comparable to n-hexane
(for example, at ~60°C and 40 MPa) or even to benzene (for example, ~35°C and 85 MPa).

It is common practice in supercritical extraction to use a “modifier” or an “entrainer” with the
main supercritical fluid (e.g., CO,) to increase the polarity of the system and concomitantly its
solubility parameter. Table 2.6 reports the solubility parameters for the system CO, + n-propanol
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TABLE 2.6
Solubility Parameters for the
System CO,(1)-1-Propanol(2)

P S Sy
T(K) (MPa) X; (Hild)  (Hild)

305 40 0.98 8.1 1.1
350 40 0.98 6.5 0.7
310 30 0.99 7.4 0.6
310 30 0.95 7.8 1.9
350 30 0.95 6.2 1.3
320 40 0.97 72 1.2
320 60 0.97 8.2 1.4
320 80 0.97 8.7 1.4
305 60 0.97 8.7 1.5
305 80 0.97 9.0 1.6
305 90 0.97 9.2 1.6
305 90 0.95 9.3 22
315 40 0.97 7.8 1.3
325 40 0.97 7.5 1.2
335 40 0.97 7.1 1.1
355 40 0.97 6.4 0.9
355 40 0.99 6.3 0.3

at varying external conditions. As observed, the concentration of the system in alkanol is an
important additional parameter for the rational design of the supercritical extraction process.

The pressure dependence of solubility parameter and its hydrogen bonding component for this
system, at 7=37°C and at a 0.02 mole fraction of 1-propanol, are shown in Figure 2.11. As
observed, the hydrogen bonding contribution, even at very low alkanol concentration, is significant
in this system.

In summary, then, we could say that the approach presented in this section is a straightforward
procedure for estimating the solubility parameters of substances of varying complexity ranging
from simple nonpolar solvents to hydrogen-bonded high polymers. The calculations are in rather
satisfactory agreement with literature values. The equation-of-state character of the approach
permits the evaluation of solubility parameters over extended ranges of external conditions.

The model used may evaluate the hydrogen bonding component of the solubility parameter
directly and with no recourse to ambiguous concepts such as the homomorph concept. Apart from
this, the model does not distinguish between the remaining polar and nonpolar contributions to .

The hydrogen bonding component J, in the present work has been obtained by assigning
specific values to the energy and entropy change upon hydrogen bond formation widely used in
the literature. In principle, these values may be obtained directly from carefully conducted spec-
troscopic experiments. In this case, 8, may be considered an “experimental” value. By combining,
then, this information with the homomorph component §,,, the model may give the dependence
on temperature and pressure of all three components 8, 6,, and 8, of the solubility parameter.

2.4 RUBBER SWELLING: GELS AND HYDROGELS

Of significant interest is the swelling of network structures either by ordinary solvents or by solvents
in the near-critical or supercritical state. The development in this case is based on the assumption
that the partition function of our system may be factored into three contributions: the two factors
already considered (one due to physical and the other due to hydrogen bonding interactions) and
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FIGURE 2.11 The effect of pressure on the solubility parameter and its hydrogen bonding component for
the mixture CO, + 1-propanol.

a third factor due to rubber elasticity. This is equivalent to writing the following equation for the
Gibbs free energy of the system:

G=Gp+ Gy + G, (2.50)

For the elastic term we use here the interpolation expression of Birshtein and Pryamitsyn:>?

o

s

G, =k > (af+lz—2+lnas] @2.51)
57|

where, ch is the swelling ratio, or, the ratio of the total volume to the volume of pure polymer:
‘/LF + VHB

rNvv™ + 2 2 N, VU,H
_ i J _
- = (2.52)
15N,V v, +22Ni/,2v;jjl,12 4
i J

v, in Equation 2.51 is the effective number of cross-links in the rubber network. V; and V are
the LF and the hydrogen bonding contributions, respectively, to the total volume of the system.

The consequence of Equation 2.51 is that there is an “elastic” contribution in the basic ther-
modynamic quantities of the system. The contribution to the equation of state (the extra term to
be added in the right-hand side of Equation 2.40) is

o =

s

<

f vxve[az_ung @53
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Thus, the full equation of state (Equation 2.23) is now

P+ 1n(1—§)+§(1—l)+%1nr00 +|:v:}/ (ag _12+;J‘3} -0 (2.23a)

r 2

where, as before:1®
1 1 m n
LSS,
=1 j=

The presence, of course, of the elastic term changes the minimization conditions, Equation 2.27,
which now become

v, -G v
. i _ pexp( Y —V“(ch - 12 +1J = ]= AL for all (i,j) (2.27a)
ij

Vo, RT V, o 2)a

s s

The contribution to the chemical potential of the solvent (component 1) due to the elastic term
is now

LV, 1 1)1
v(‘*f _oc2+2Joc3 2
2 s

These contributions are valid for the most common case of tetrafunctional cross-links. In the general
case of f~functional cross-links the %2 in the parentheses in Equations 2.53 and 2.55 should be
replaced by the ratio 2/f.

If the (hydro)gel is charged, we must add the electrostatic contribution to the above formulae.
If there is a small charge density, we may use the van’t Hoff equation for the electrostatic effect,
namely,

G,, =—kTmv, InrN (2.56)

on

where m is the number of charged segments per network chain. There is no contribution to the
equation-of-state term, but there is one for the chemical potential, namely,

—mrgt Ye V. 2.57)
v, V00

LF

where, V| is the LF contribution to the total volume of the system. If, in addition, the surrounding
water of the charged (hydro)gel is a dilute electrolyte solution, we may use the classical Donnan
equilibrium theory to correct the expression for the chemical potential.

As usual, the equilibrium swelling ratio is obtained by setting u, — u(f =0 and solving for @,.
Let us now apply the above formalism to experimental rubber swelling data.

Lele et al.>® have reported careful experimental data on the swelling capacity of poly(ethylene
oxide) (PEO) gels in chloroform as a function of temperature. Four systems with varying cross-
linking densities from 600 to 2050 mol/m? were prepared and studied. The parameters needed for
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TABLE 2.7
Parameters for the PEO-CHCI, System

T*/K P*/MPa p*/kg/m?
CHCI, 499 476 1709
PEO 541 605 1172
E°/)-mol-1 $°/)-K-1-mol- V0/cm3-mol-!
CIP*CH=0 -10410 -6.11 -0.85
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FIGURE 2.12 The swelling capacities of PEO gels of different cross-link densities in chloroform as a function
of temperature. Symbols are experimental data.>® The two dashed lines are the predictions of the model for
the lowest (upper curve) and the highest (lower curve) cross-link densities. Solid lines are calculated by slightly
varying the { binary parameter as shown in Table 2.8.

applying our model to these systems are known from our previous work!6%6 and are reported in
Table 2.7. By using these parameters we may predict the swelling capacity of the PEO-CHCI,
system. Figure 2.12 shows these predictions for the two extreme cases of the cross-linking density.
In view of the complexity of the systems, these predictions are rather satisfactory. In addition to
other causes, the discrepancy might be attributed to the uncertainty in the values of the cross-linking
densities reported by Lele et al.>® Of course, we may slightly vary the {;, LF binary interaction
parameter and fit the experimental data as shown in Figure 2.12 by the solid lines. Table 2.8 reports
the values of the {;, parameter used for this data fit.

Experimental data are also available® for the swelling capacity of the above cross-linked PEOs
in water. We already have the scaling constants for water and PEO as well as the hydrogen bonding
parameters for the self-association of water. For simplicity we will use here the one-state hydrogen
bonding model for water. However, to apply the above formalism to the PEO hydrogels we also
need the hydrogen bonding parameters for the water—PEO (ether oxygen) cross-association. We
set for simplicity V¥ = 0, and the remaining energy and entropy parameters are obtained by applying
the QCLFHB model to the experimental data of Malcolm et al.>* for the activity of water in the
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TABLE 2.8
The Cross-Link Densities
and the { Parameter

Cross-Link Density

Symbol (mol/m3) [
IHT 600 0.991
2HT 1050 0.992
3HT 1400 0.993
4HT 2050 0.999
220 .
2004 qHT
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g ] .
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FIGURE 2.13 The swelling capacities of PEO gels of different cross-link densities in water as a function of
temperature. Symbols are experimental data.’3 The dashed line is the predictions of the model for the lowest
cross-link density assuming availability for hydrogen bonding of all oxygens of PEO chains. Solid lines are
calculated by varying the number of available oxygen sites per PEO chain (numbers near each line).

water + linear PEO system. The water molecule is a relatively small molecule and can form two
hydrogen bonds per oxygen atom with itself. It is assumed that it can also form two bonds per
oxygen atom in PEO chains. Thus, for a molecular weight of 4050, the maximum number of
hydrogen bonds per PEO chain is 2 X 92 = 184. This is the value used for the calculation of water
activities. The obtained values for the hydrogen bonding parameters are E¥ =-16,500 J/mol;
S =-15.0 J/K/mol. By using these parameters we may now calculate the swelling capacity of the
PEO hydrogels. It is expected that the number of oxygen sites available for hydrogen bonding will
diminish as we increase the degree of cross-linking of the PEO chains. This number is not known
but the model could be used for estimating it.

The dashed line Figure 2.13 presents the predictions of the model for the swelling capacity of
lightly cross-linked PEO chains by assuming that all (284) oxygen sites are available for hydrogen
bonding. As observed, the model slightly overpredicts this swelling capacity. The experimental data
could be better reproduced by diminishing the available oxygen sites to 182, as shown by the
corresponding solid line in this figure. In a similar manner, we can estimate the numbers of available
oxygen sites with the other cross-linking densities. These estimations are shown in Figure 2.13
near the corresponding solid lines. The values are quite reasonable for these cross-linking densities.
The &,, parameter was set equal to 1 in all the above calculations.

© 2003 by CRC Press LLC



25 L]
L] n
‘_""“\\\ n
20 e
ko) -
-'(_“' B N\
8 15 ‘.
)] i
£ !
‘T 10 ‘
= i
n |
I
57 i
1
i—--I,,-I._,,,-
0_
T T T T T T T T T T
300 302 304 306 308 310

Temperature (K)

FIGURE 2.14 The swelling ratio of water + NIPA gel as a function of temperature. Symbols are experimental
data from Marchetti et al.> The dashed line represents the LFHB model calculations by Lele et al.3 (Adapted
from Lele, A.K. et al., Chem. Eng. Sci., 59, 3535, 1995.)
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FIGURE 2.15 Intermolecular (a) and intramolecular (b) hydrogen bonding.

Another system of significant interest is the poly(n-isopropyl acrylamide) (PNIPA) hydrogel.
Safe calculations cannot be performed at present for this system because neither the LF scaling
constants for PNIPA nor the hydrogen bonding parameters for the water—PNIPA interactions are
available. Lele et al. have assumed that the LF scaling parameters of PNIPA are equal to those
for poly(methyl methacrylate) and were able to calculate by the LFHB model the swelling ratio as
a function of temperature. Their calculations are compared with experimental data® in Figure 2.14.
As observed, the model can reproduce the volume phase transition (gel collapse) near 306 K.

2.5 INTRAMOLECULAR HYDROGEN BONDING

So far, we have confined ourselves to infermolecular hydrogen bonding, that is, hydrogen bonding
between different molecules. However, in molecules possessing both proton donor and proton
acceptor groups, intramolecular association (Figure 2.15) may occur as long as the location of the
association groups does not prohibit such an interaction. Intramolecular hydrogen bonding is often
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an important contribution to the overall hydrogen bonding in fluid systems, especially in systems
of biological interest. Of interest is the case of very dilute systems in inert solvents where intermo-
lecular hydrogen bonding is absent and the only observed hydrogen bonds are the intramolecular
ones. In this section we first extent the above hydrogen bonding formalism to account for intramo-
lecular association. Subsequently, we apply the model to recent®® relevant experimental data of
alkoxyethanol + hydrocarbon mixtures.

For simplicity, we confine ourselves to the case of molecules with one donor group (such as
=OH) and w equivalent proton acceptor sites (such as ether oxygen —O—) per molecule. This type
of system (polyethoxyalcohols) is of key importance in the study of nonionic surfactants. The
formalism can easily be extended to more complex cases. Once again, we focus on the chemical
or hydrogen bonding term, Q,, of the partition function:

0=0,0y 2.1

This term may, in general, be written as

5\ N.G°
0y =(r§]) "o exp[—z e ] (2.58)

All symbols have their usual meaning. Of specific interest here is the factor Q.

As before, the pre-exponential factor Q in Equation 2.58 is the number of different ways of
distributing the hydrogen bonds in the system without requiring that donor and acceptor groups be
neighbors. This requirement of donor/acceptor proximity is taken into account by the first term on
the right-hand side of Equation 2.58. The focus now is on the statistical derivation of €2. The method
will be explained by applying it to a classical case.

Case: Polyethoxy alcohol (PEA) with w ether oxygen sites

Let us consider a system with V; PEA molecules and N, molecules of an inert solvent (N =N, + N,).
The number of proton donors of type 1 (-OH) is N,, of proton acceptors of type 1 (~OH) is N,, and
of proton acceptors of type 2 (-O-) is whN,. Let there be N,, hydrogen bonds OH=OH, V,, intermo-
lecular bonds OH=O0-, and B intramolecular bonds OH=O- in the system. The number of free proton
donors is

Ny=N,-N,,-N,,-B (2.59)

The number of different ways of distributing the above hydrogen bonds in the system can be
found by applying the above rationale of the LFHB model.!®?¢ According to this rationale, to find
the different number of isoenergetic configurations of our system, we have to do the following:

1. Find the number of different ways of selecting the associated donor sites out of the donor
population.

2. Find the number of different ways of selecting the associated acceptor sites out of the
acceptor population.

3. Find the number of different ways of making hydrogen bonds between the selected donor
and acceptor sites.

The number of configurations of the system is the product of these three terms.
Let us apply the above procedure to our case. We have first to select the N,;, Nj,, B, and N,

donors out of the N, donor population. From simple combinatorics, this can be done in
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N, /[B!N,|IN,,!N,,!] ways. In a second step we have to select the N,, acceptors 1 out of the N,
acceptor population. This can be done in N,!/[N},!(N, —N,,)!] ways. In a third step we have to
select the B acceptors 2 out of the wN, acceptor population. However, once we have selected the
B proton donors that participate in intramolecular bonds, we have also selected the molecules with
the acceptor 2 sites that participate in the B intramolecular bonds. We will assume for simplicity
that all w acceptor sites are equivalent for the intramolecular bonds. In each of these B molecules
we must now select the acceptor 2 site for the intramolecular bond out of the w acceptor 2 population.
For each molecule this can be done in w!/[1!(w — 1)!] ways. Thus, for the B molecules it can be
done in {w!/[1!(w — 1)!]}8 = w? ways. Having selected the B acceptor 2 sites we must now select,
out of the remaining (wN, — B) acceptor 2 population, the N, that will participate in the intermo-
lecular bonds. This can be done in (WN, — B)!/[(wN, — B— N,)!N,!] ways. The N,, and N,, bonds
can be done in N,;!N,! ways while the B bonds in only one way after we have selected both the
donor and the acceptor site in each molecule. Thus, the number of configurations in the hydrogen-
bonded system is

N,! N w Y
" BIN,IN,IN,! N,,! (N, =N, ) Low=1)!

(1w, — B! N NI (2.60)

8 (WN,=B=N,)IN,! """

WB(NI!)2(WN —B)’
" BIN,INLIN,,! (N, = N,,)!(wN, = B=N,, !

In our case, there are three types of hydrogen bonds: N,, 1-1 bonds with free energy of bond
formation G] » N1, 1-2 intermolecular bonds with free energy of bond formation G|z’ and B 1-2
intramolecular bonds with free energy of bond formation Gg. The free energy of the i—j bond
formation can be resolved as follows:

G, =E +PV,-TS) (2.61)

E,?, VUO, S,.(; are the energy, volume, and entropy change of the i—j bond formation, respectively.
Thus, the hydrogen bonding term Q,, of the partition function in Equation 2.58 can then be

written as follows:

QH:(‘SJNMDCB w’(N,Y)"(wN, - B)!
rN BIN,\N,!N,,\(N, = N, )!{(wN, = B=N,,)!

(2.62)

X exp| - Nl IGIOI + NIZGIOZ + NBGZ?’
kT
The hydrogen bonding part of the free energy of the system is obtained from the equation

G, =—kTnQ, (2.63)

By minimizing this equation with respect to the unknowns N;,, N,,, and B we obtain the
following coupled equations:
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B(wN, - B 0
(w1, - B) —cexp(—GB)zKB (2.64)

(WN,—B=N,)Ngw kT
~ 0
NPP(GJK (2.65)
(N,-N, )N,y N kT ) N
~ 0
Ny, =P oexp[ - G2 | = K (2.66)
(wN,—=B=N,)N,, N kT ) N

The coupled Equations 2.64 through 2.66 must be solved simultaneously by an appropriate iteration
scheme. After some algebra the above three equations lead to the following equations:

K
N,=-—"2-B(wN,-B 2.67
2 K ,Nw (v, - B) 67

K
N, = n BN, (2.68)
K,Nw+B(K, - K,)
po WK —KB) K wN=B_ K.,B (2.69)
N : wK, N '"wNK,+B(K, - K,)

The last equation contains only the unknown B and it can be solved numerically by successive
substitutions. The solution for B can then be replaced in Equations 2.67 and 2.68 to obtain N, and
N,,, respectively.

In the limiting case of highly dilute systems, we have N,,=N,,=0 and, consequently,
Equation 2.64 becomes

B g B_ K
(N,-Bjw " N, 1+wkK,

(very dilute system) (2.70)

This is a useful equation, which can be used for determining K, from experimental (such as
spectroscopic) information on the degree of hydrogen bonding B/N,.

With the aid of classical thermodynamics we may use Equation 2.1 for obtaining equations for
all basic thermodynamic quantities for both pure components and mixtures. For example, if the LF
framework (see Appendix 2.A) is used for Q, the equation for the heat of mixing of the binary
system becomes

H' = xlrlf)lgl* +x2r2[~)2€; —rpe’
2.71)
0 0 0 0 10 0 10 0 10
+ N, E|, + N,E, + BEy — x, (”nEn +NLE, +B EB)

where the symbols have their usual meaning.
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TABLE 2.9
LF Scaling Constants and Hydrogen Bonding Parameters

LF Scaling Constants

Fluid ™ (K P* (MPa) p* (kg/md)
2-Methoxyethanol 522 509 1062
2-Ethoxyethanol 514 441 1030

Hydrogen Bonding Parameters

Interaction E*/)/mol S%/J/K/mol V¥/cm3/mol
1-1 (OH=0H) -28,100 -26.5 0
1-2 (OH=O0 Inter) —-19,000 -24.0 0
B (OH=O Intra) -10,470 -16.0 0

2.5.1 APPLICATIONS

Recently’® we have reported new spectroscopic data for the intermolecular and intramolecular
hydrogen bonding in 2-methoxyethanol + n-hexane and in 2-ethoxyethanol + n-hexane mixtures.
The solutions were studied at 30, 40, and 50°C and at concentrations where either only intra-
molecular association is observed or where both intermolecular and intramolecular associations are
present as two competing types of hydrogen bonds. These data are ideally suited for testing the
above model.

The required parameters for the application of the model are reported in Table 2.9. Two
hydrogen bonding sites per ether oxygen in alkoxyethanols were assumed in the calculations. As
expected, the presence of the electron—drawing ether oxygen in the alkoxyethanol molecules
strengthens the O-H=OH interaction relative to the corresponding interaction in alkanols as can
easily be visualized by semiempirical quantum mechanical calculations of point charge distribution
and bond order in an alkanol (e.g., ethanol) and in an alkoxyalkanol (e.g., 2-methoxyethanol). Thus,
we expect EIO1 in alkoxyalkanols to have more negative values than —25,100 J/mol, which corre-
sponds to alkanols.?® This is indeed the case in the data reported in Table 2.9.

The ability of the model to describe the degree of hydrogen bonding in the mixtures of
alkoxyethanols with n-hexane can be appreciated from Figure 2.16, where our spectroscopic data
are compared with the calculated ones. The number of hydrogen bonds per mole in the system has
been calculated with Equations 2.67 through 2.70.

We have not found in the open literature experimental data on the heat of mixing for the two
binary systems examined in this work. However, the parameters reported in Table 2.9 should, in
principle, be valid for all mixtures of alkoxyethanols with inert hydrocarbons. Figure 2.17 compares
the calculated heats of mixing with the experimental ones for the system of 2-ethoxyethanol with
n-octane at 25°C. A similar picture is obtained for the mixture of 2-ethoxyethanol with cyclohexane.
A number of comments regarding the above experimental data and the calculations are in order.

The experiment as well as the calculations show that a large fraction of the —OH groups of
alkoxyethanol molecules in the very dilute mixtures with n-hexane are associated via intramolecular
hydrogen bonding. In both systems, as the temperature increases, the overall degree of hydrogen
bonding diminishes. This trend is also followed by the degree of intermolecular hydrogen bonding.
However, the degree of intramolecular hydrogen bonding increases as the temperature is increased.
The explanation provided by the model is the following: As the temperature increases there is a
drastic decrease of intermolecular hydrogen bonds due to the relatively large entropy change upon
formation of these bonds. Upon destruction of intermolecular hydrogen bonds, more —OH groups
are available for intramolecular association. Thus, although the negative entropy change upon
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FIGURE 2.16 Experimental,’® A, and calculated (dotted line), degree of intermolecular and experimental,*®
B, and calculated (solid line), degree of intramolecular hydrogen bonding in the mixture: 2-ethoxyethanol +
n-hexane at 30°C.

1800

1500

FIGURE 2.17 Experimental,’” B, and calculated (solid line), heats of mixing for the system 2-ethoxyethanol(1)
+ n-octane(2) at 25°C. The contributions from dispersive interactions (dashed line), intermolecular hydrogen
bonds (dotted line), and intramolecular hydrogen bonds (dash-dot line) are shown.

formation of this bond tends to reduce the number of hydrogen bonds, the increased population of
available —OH groups overruns this trend and finally increases the number of intramolecular
hydrogen bonds.

An interesting point comes from Figure 2.17. As observed, the contribution of the intramolecular
hydrogen bonds to the heats of mixing of the system is by no means negligible. The important
point is that its contribution is negative (exothermic) while that of intermolecular hydrogen bonding
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FIGURE 2.18 The calculated degree of intermolecular (solid line) and intramolecular (dashed line) hydrogen
bonding in the mixture: 2-ethoxyethanol + n-octane at 25°C over the full composition range.

as well as that of the van der Waals dispersive interactions are positive (endothermic). An explanation
of this behavior may come from Figure 2.18 where the degree of hydrogen bonding is estimated
over the full composition range for a typical system. As observed, there is a positive deviation from
linearity for the intramolecular bonding. This excess of intramolecular bonds is responsible for the
negative contribution to the heat of mixing because the formation of an intramolecular bond is an
exothermic process (negative Eg).

At low concentrations the degree of intramolecular hydrogen bonding is increasing with increas-
ing mole fraction of the alcoxyethanol much stronger than the degree of intermolecular hydrogen
bonding, as shown in Figure 2.16. This is because in this concentration region the inert solvent
does not influence essentially the intramolecular hydrogen bonds while it greatly influences the
formation of the intermolecular bonds as the interacting molecules must come close together
(proximity condition). Of course, at higher concentrations, the —OH groups prefer to bond inter-
molecularly and thus the number of intramolecular hydrogen bonds levels off as shown in
Figure 2.18.

Before judging the overall performance of the model, it is essential to keep in mind that a
single set of hydrogen bonding parameters is used for all alkoxyethanol systems and for all
thermodynamic properties. In view of this, the ability of the model to describe the diverse properties
of these systems is rather satisfactory.

As shown previously, the above formalism can be integrated to any equation-of-state framework,
such as those presented in Appendix 2.A, leading to an equation-of-state theory of hydrogen-bonded
systems. The formalism can also be extended in a straightforward manner to the case of more
complex systems with more than one proton donor group per molecule. However, we must keep
in mind that, due to steric and other interactions, the acceptor sites may not be equivalent.’ This
is important when estimating equilibrium constants and hydrogen bonding energies. In the case of
polyethoxyalcohol molecules, the strength of the intermolecular OH=0- bond is expected to be
close to the corresponding intramolecular OH=0- bond only when the two interacting groups are
sufficiently far apart.*3 In general, however, we are not justified in neglecting the difference in
strength between intermolecular and intramolecular hydrogen bonds* as is also clear from the
present work.
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The findings of this work may be summarized in the following conclusions:

1. The thermodynamic properties of alkoxyethanol + hydrocarbon mixtures are dictated by
the interplay of dispersive forces, intermolecular hydrogen bonding, and intramolecular
hydrogen bonding.

2. The intramolecular hydrogen bonds are the weakest hydrogen bonds in the system. They

increase rapidly with concentration at very low alkoxyethanol concentrations and level

off at higher concentrations.

The self-associations (OH=OH interactions) are the strongest in the system.

4. The contribution of the intermolecular hydrogen bonds to the heat of mixing is endo-
thermic, whereas that of intramolecular bonds is exothermic.

5. The new theoretical model can, at least qualitatively, describe the spectroscopic and
calorimetric data for these systems.

b

2.6 HYDROGEN BONDING COOPERATIVITY

So far in this presentation we have attributed one set of hydrogen bonding parameters or, equiva-
lently, one equilibrium constant for each type of hydrogen bond, be it monomer—monomer, mono-
mer—dimer, dimer—multimer. Careful spectroscopic studies over the last few decades have revealed
that it is not always possible to explain the experimental data with one association equilibrium
constant only.!36%ILI5 Very often, spectroscopists use two, instead of one, equilibrium constants
for the above association — one for the monomer/dimer association (K,) and one for the equilibria
among the higher complexes (K,,). Usually K, is several times smaller than K, and the effect is
called hydrogen bond cooperativity. The first theoretical justification for this came from the statis-
tical treatment of associated solutions by Sarolea-Mathot,’® who predicted that K, should be smaller
than K, by a factor f, where fis the number of possible energetically equivalent orientations of the
monomer. Thus, this difference is ascribed to an entropy factor: the entropy loss when two mono-
mers form a dimer is greater than when only one monomer and a higher multimer unite.

Apart from the classical association approach, two complementary theoretical approaches for
hydrogen bond cooperativity have appeared recently in the literature.’>® The new approach of
Veytsman® focuses on the combinatorial problem in the simplest possible case: a fluid whose
molecules have one donor group and one acceptor group with association constants K, and K, for
the formation of dimers and higher multimers, respectively. The problems associated with the
general case are also discussed in earlier work.?

Hydrogen bond cooperativity is treated in the work of Sear and Jackson,?® by including in the
association energy a three-body term which either increases or decreases the strength of the bonds in
chains of three or more molecules. Their model (in essence, an association model) is able to account
for the effect of density on the degree of association and, thus, it can describe vapor-liquid equilibria.

Recently,®! we have examined this cooperativity hypothesis and proposed a straightforward
manner of integrating it in the framework of the LFHB equation-of-state model. This integration
was done without altering the basic rationale of the LFHB model for the enumeration of hydrogen
bond configurations for the self-association and cross-association in the system. In the following
we briefly present the cooperativity formalism. As we will see, the model can accommodate
hydrogen bond cooperativity in complex systems, even polymer mixtures forming three-dimen-
sional networks of hydrogen bonds, and permits its study over an extended range of temperatures
and pressures. It can also handle the formation of cyclic associates.

2.6.1 THE COOPERATIVITY FORMALISM

The systems of interest here are systems containing molecules with groups of type (1) having one
donor and one acceptor site (self-associating groups), such as the —OH groups. In the system there
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may be molecules with groups of type (2) with one acceptor site, such as -C=0 or R;N. If the
same molecule has various groups (1) and (2), we assume for simplicity that they are sufficiently
far apart, so that they remain unaffected by the association of other groups of the molecule. Thus,
in the frame of this work, we will have hydrogen bonds of the types 1-1 and 1-2 for the self-
association and cross-association, respectively.

As in the LFHB model, the partition function Q of our system is factored into a physical, Q,,
and a chemical or hydrogen bonding, O, term, or

0=0,0y 2.1

We focus first on the chemical factor. According to the LFHB model, this term may, in general,
be written as

5 Vi N.G)
QHz(r*]’V) Qexp[— 2] 2.58)

kT

The pre-exponential factor Q is the number of different ways of distributing the hydrogen bonds
in the system without requiring that donor and acceptor groups be neighbors. This requirement of
donor/acceptor proximity is taken into account by the first term in the right hand side of the above
equation.'®?¢ The focus now is on the statistical derivation of Q. The method will be explained by
applying it to three representative cases of practical interest.

To find the different number of isoenergetic configurations of our system (number of the
different ways of forming or distributing the hydrogen bonds in the system), we have to follow the
steps 1 through 3 of Section 2.2.1, namely,

1. Find the number of different ways of selecting the associated donor sites out of the donor
population.

2. Find the number of different ways of selecting the associated acceptor sites out of the
acceptor population.

3. Find the number of different ways of making hydrogen bonds between the selected donor
and acceptor sites.

Let us apply this procedure to hydrogen bond cooperativity.

Case 1: Molecules or groups whose self-association is cooperative

Let us consider a system of N molecules with one proton donor and one acceptor site (—O-H
groups), which self-associate forming N,, bonds. However, the first dimer bond, now, is weaker
than any subsequent bond in a multimer (trimer, tetramer, etc.) complex. In fact, it is not important
for the enumeration of bonds whether the dimer bond is weaker or stronger than the others; it
suffices for it to be distinguishable.

The strength of a bond is assumed to depend on the state of the acceptor site. Thus, the acceptor
sites of the molecules with the N — N,, = N,, free donors (elements of the lowest row in Figure 2.19)
are interacting weakly. All other acceptor sites (acceptors above the first row in Figure 2.19) are
assumed to be interacting with bonds of higher but the same strength. N, of the N, weak acceptors
participate in the weak bonds of the system (initial dimerlike bonds)

Following the enumeration method of LFHB, we must first choose the donors that will be
bonded in N, bonds. It can be done in N!/(N,y!N,,!) ways. Having selected the N,, free donors,
we have also selected the N, “weak’ acceptors 1 (the same OH group). Of these N,, weak acceptors
we must choose the N, acceptors that participate in the (weak) hydrogen bonds. This can be done
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FIGURE 2.19 One configuration of a system with N =16, N;; = 11. Out of the 11 bonds there are N,=4
weak dimerlike bonds marked with dashed lines.

in N !/[N,\(N,,— N,)!] ways. Because we recognized that the acceptors in the groups with the free
donors are weak, we must choose, out of the remaining N — N, = N,, acceptors, the associated
N, — N, ones that will participate in the strong bonds. This can be done in N,!/[N,\(N,, = N,)!]
ways. Because we have strong and weak acceptors, we must choose, out of the N,, associated
donors, the N, that will associate with the weak acceptors and the N,, — N, that will interact with
the strong acceptors. This can be done in N, !/[N,!(N,, — N,)!] ways. Having selected the interacting
donors and acceptors, the number of different ways that they can interact to form the N, weak 1-1
bonds and the N, — N, strong 1-1 bonds is N,!(N,, — N,)!. Thus, Q is the product of the above
terms, or

N N,! N,,! N,! ~
@= Nyy!N, ! NNy =N, (N, = N,)IN,! (Nll—Nd)!Nd!Nd!<N” N,)!
2.72)
NIN,!

= 2

(Nl() _Nd)!(Nll _Nd)!(Nd!)

Case 2: Molecules or groups that self-associate and cross-associate but there is cooperativity in
self-association 1-1

Let us have again N, and N, molecules (groups) between which there are N, self-association and
N,, cross-association bonds (1 =—-O-H, 2 = B). However, now, the bond for dimer formation is
weaker than any subsequent bond of the multimer complex.

For simplicity we consider that in a complex 1-1-1 ... -1-1-2, the bond 1-1 next to the 1-2
bond is as strong as any other 1-1 bond beyond the first dimer bond in a 1-1-1 ... -1-1 multimer
(bond cooperativity), as shown in Figure 2.20. In the system there are N,,=N, - N,, — N, free
donors of type 1 and N,, + N,, “strong” acceptor groups of type 1. These acceptors are shown in
Figure 2.20 located above the lowest row of acceptors. The strength of the 1-2 bonds is not
important; it suffices for it to be the same for all 1-2 bonds.

In this case, 2 can be obtained as follows: The N, and N,, interacting donors 1 can be selected
in N\V/[N,,!N,,!N,!] ways. As in the previous case, with the selection of the N,, free donors we
have also selected the N,, weak acceptors 1. Of these, the associated N,, acceptors can be selected
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FIGURE 2.20 One configuration of a system with N, = 16, N, =4, N,; = 11, N;, = 3. Out of the 11 1-1 bonds
the N, = 1 is a weak dimerlike bond marked with dashed line.

in N,y!/[N,!(N,,— N,)!] different ways. Because the N, acceptors 1 (at the groups of the free
donors) have been recognized to be weak, we are left to choose, of the remaining N, — N,, acceptors
1, the acceptors that will participate in the N, — N, strong bonds. It can be done in
(N, =N JUIIN, = Nyg— (N, = NN, = Ny)!'] ways. Of the N, interacting donors 1 we must
select the N, and N, — N, which associate with the weak and the strong acceptors, respectively.
This can be done in N,;!/[N,!(N,, — N,)!] different ways. The N,, interacting acceptors 2 can be
chosen in N,!/[(N, — N,,)!N,!] ways. The N,, and N,, interacting donors can be combined with the
N, weak acceptors 1, the N, — N, strong acceptors 1, and the N,, acceptors 2, in
N, \(N,, — N,y)INy,! ways. Thus, Q is given by

N,! N, (N, +N,)!

NIO!NH!NIZ! Ndl!(NlO_Ndl)! (Nn _Ndl)!(Nl2 +N<“)!

N, N,!
u 2 N, (N, =N, IN,,! (2.73)

X
N(ll!(Nll _Ndl)! le!(Nz _le)!

~ NN,I(N,, + N, )!
Ndl!le!(Nl() _Ndl)!(NIZ +Ndl)!(N11 _Ndl)!(NZ _le)!

Case 3: Same as case 2 but, now, there is cooperativity in both self-association and cross-association

Let us have again N, and N, molecules (groups) 1 and 2, between which there are N, self-association
and N,, cross-association bonds. However, now, the 1-1 bond for dimer formation is weaker than
any subsequent bond of the multimer complex. In addition, the 1-2 bond is becoming stronger
(bond fortification) when it is associated with a multimer complex of molecules of type 1. To
simplify the situation, we will consider that in a complex 1-1-1 ... -1-1-2, the bond 1-1 next to the
1-2 bond is equally strong as any other 1-1 bond beyond the first dimer bond in a 1-1-1 ... -1-1
multimer (Figure 2.21). Thus, in the system we have N, 1-1 bonds distributed in N,, multimers of
the 1-1-1 ... 1-1 type and N, multimers of the 1-1-1 ... 1-1-1-2 type. In addition, we have N,, 1-2
bonds, N, — N, of which are dimers 1-2 (with no bond fortification). In the system there are
N,,=N, - N,, — N;, molecules (groups) 1 with the N,, free donor sites 1 and the N, weak acceptor
sites 1.
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FIGURE 2.21 One configuration of a system with N, =17, N, =4, N;; = 12, N, = 3. Of the 12 1-1 bonds the
N, =1 is a weak dimerlike bond marked with dashed line. Of the 3 1-2 bonds the N, =2 are fortified 1-2
bonds marked with a heavy solid line.

To calculate 2, we must first select, of the donor population N,, the N, and N, donors 1, which
will participate in hydrogen bonds. This can be done in N, !/[N,,!N,,!N,,!] different ways. In each such
selection we select not only the N, = N, — N,, — N, free donors but, also, the N,, “weak’ acceptors
1, which belong to the groups with the free donors. Of these weak acceptors we must select the N,
participating in hydrogen bonds. It can be done in N, /[N, !(N,,—N,)!] ways. Of the remaining
N,—N,,=N,, +N,, = Ny “strong” acceptors 1, we must select the N;, — N, that participate in hydrogen
bonds. It can be done in (N, — N,)/[(N,, — N, )!(N,, + N,)!]1 ways. The N,, acceptors 2, which
participate in hydrogen bonds, can be selected from the population N, in N,!/[(N, — N,,)!N,,!] ways.
However, now, the N,, bound acceptors 2 are differentiated in N, acceptors participating in “fortified”
1-2 bonds and in N, — N, acceptors participating in the weak 1-2 bonds. Their selection can be done
in N,V/[Np (N, —Np)!] different ways. Of the N,, donors 1 we must select the N,, and N, — N,
donors that associate with the weak and the strong acceptors 1, respectively and, of the N,, donors 1,
we must select the N, and N, — N, that participate in fortified and weak 1-2 bonds, respectively. This
can be done in N, !N, //[N, (N, — NNy (N, — Np)!l ways. Again, all the above N, Ny, — N, Ny,
and N,, — N, different types of bonds can be done in N, !(N,; — N,)!N,!(N,, — N,,)! ways. Thus, Q in
this case is

N,! N,! N,! N,!
T NN N N (N = N )t (N = N (N, + N ) NN, = N ).

N | N]]'N | N (N N )Ndz!(N12_Ndz)!(2'74)

X
N (N =N )t N (N = Ny JIN G (N, = N )

NN,I(N,, + N, )!
Nle (Nl() N )(Nll_Ndl)!(le+Ndl)!(N2_le)!(le_NdZ)!

which reduces to Equation 2.73 by setting N, = 0.
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Case 4: A more general case

The above enumeration method can be extended easily to the more general case of a system of N,
N,, ..., N, molecules of type 1, 2, ..., t, respectively, which may have both donor/acceptor groups
of type 1 and acceptor groups of type 2. Let each molecule of type i have dli donors 1, a{ acceptors
1, and a; acceptors 2. The total number of donors 1 in the system is

1
N)=) Nd (2.2a)
=
Similarly, the total number of acceptors 1 in the system is
Ni=) Naj=N, (2.75)
i=1
and the acceptors of type 2
1
NI=) N, (2.76)
i=1

Let there be in this system N, and N,, hydrogen bonds of type 1-1 and 1-2, respectively. The
free donors 1 are

N,=N,—N, —N,=N,-N, (2.77)
the free acceptors 1 are
N, =N.-N,, (2.78)
and the free acceptors 2 are
N,=N’-N,, (2.79)

Let the (weak) dimerlike bonds 1-1 be N, and the fortified 1-2 bonds be N,,. By following the
above enumeration method, we obtain for Q the following expression:

o NUN2A(N, +N,)!
Ndl!NdZ!(Nl() - Nd])!N()Z!(NIZ - NdZ)!(Ndl +N12)!(Nll _Ndl)!

(2.80)

which is the generalization of Equation 2.74. This equation can cope with more complex associates,
such as the one shown in Figure 2.22. It can be applied, for example, to hydrogen bonding networks
of polyoxyalcohols or to mixtures of polyalcohols and polyethers or polyesters.

2.6.2 THe GiBs FrRee ENERGY EQUATION

Let us now return to Equation 2.58 and find the expression for the free energy G, for the above
general case of a hydrogen-bonded system with bond cooperativity. In this case, there are four
types of hydrogen bonds: N,, (weak) 1-1 bonds with free energy of bond formation G%, N,, - N,,

dr
(strong) 1-1 bonds with free energy of bond formation Glol, N,, (strong) 1-2 bonds with free energy
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FIGURE 2.22 One complex associate of a system with N, =15, N, =1, N;, =10, N;, =N, = 1. Of the 10
1-1 bonds the N, =3 are weak dimerlike bonds marked with dashed lines. The 1-2 bond is fortified (heavy
solid line). The springs connect different hydrogen bonding groups of the same molecule.

of bond formation G),, and N,, — N, (weak) 1-2 bonds with free energy of bond formation G.
The free energy of the i—j bond formation can be resolved as follows:

G =E’+ PV’ —TS° (2.81)
ij ij ij i

where ES , Vl./p, SS are the energy, volume, and entropy change of the i—j bond formation, respectively.
The hydrogen bonding term Q, of the partition function in Equation 2.58 can then be written as
follows:

0 :(~JNH NYIN?IN,!
" rN NdI!Ndzl(NlO_Ndl)!N()2!<Nl2_NdZ)!(Ndl+N12)!(N11_Ndl)!

(2.82)

% ( N111G1(1)1 + (Nll - Ndl)Glol + N(12G¢(J)2 +(le - NdZ)GIOZ)
P kT

where N = XN, is the total number of molecules in the system.
The hydrogen bonding part of the free energy of the system is obtained from the equation:
G,=—-kTlhQ, (2.83)

By minimizing this equation with respect to the unknowns N,,, Ny,, N,, N, we obtain the
following coupled equations:

N, —N
(NH . N1112)(N1c;1_ N[“) =K, (2.84)
(le_Ndz)(Ndl +N12) (2.85)

Noz(Nn +N|2)(N10 _Ndl) —he

© 2003 by CRC Press LLC



Ndl(Ndl + le) — Ky (2.86)
(Nlo_Ndl)(Nll_Ndl) K,
Ny _Kp (2.87)
N,—N K

12 d2 12

where the equilibrium constant K; for the formation of the bond i—j is given by the equation:

P G’
K, = rexp(— k}] (2.88)

The coupled Equations 2.84 through 2.87 must be solved simultaneously by an appropriate iteration
scheme. This solution can be facilitated by replacing Equation 2.86 with the ratio of Equations 2.84
and 2.85, leading to the new equation

Noz(Nn_Nm) :ﬁ
(le _Ndz)(Ndl +N12) Klz

(2.852)

By using these minimization conditions (Equations 2.84 through 2.87) in Equation 2.83, we
obtain for the G

%: N, +N! 11{1 —NH;IN‘“J+N3 1{1-’)&;] (2.89)
d a
Equation 2.89 can be integrated to any equation-of-state framework, such as those reported in
Appendix 2.A, leading to an equation-of-state theory of hydrogen-bonded systems. The procedure
used in the LFHB model'®?® can be applied directly here to obtain full expressions for the total
free energy of the system:

G=G,+ G,

2.6.3 THEe Case oF CycLic ASSOCIATES

Cyclic associates can be handled in a straightforward manner in the LFHB frame. Let us consider
a simple case with one type of cyclic associates — cyclic tetramers. Let in the above case 1, in
addition to linear associates, there be also N, cyclic tetramers. There are N, bonds in the system,
4N, of which belong to the cyclic tetramers and N, to the weak dimerlike bonds shown in
Figure 2.23. In the system there are N,, = N — N,, free donor groups. The strength of a hydrogen
bond in the tetramer may or may not be the same as in the strong bonds of the linear associates.

In the enumeration process we have first to find the number of ways of selecting from the N
donor population the 4N, donors that participate in the cyclic tetramer bonds, and the Ny, — 4N,
that participate in the hydrogen bonds of the linear associates. This can be done in
NUY[(4N)!N (N, —4N,)!] ways. Having selected the 4N, donors of the cyclic associates we have
also selected the 4N, acceptors that participate in the hydrogen bonds of the cyclic associates (the
same OH group). As previously, having selected the N, free donors, we have also selected the N,
“weak” acceptors (the same OH group). Of these N,, weak acceptors we must choose the N,
acceptors that participate in the (weak) hydrogen bonds. This can be done in N,y!/[N,!(N,,— N!]
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FIGURE 2.23 A cyclic tetramer.

ways. Because we recognized that the acceptors in the groups with the free donors are weak, we
must choose, of the remaining N —N,,—4N,= N, — 4N, acceptors, the associated N, —4N, - N,
ones that will participate in the strong bonds of the linear associates. This can be done in
(N, —4N)VIN,(N,, — 4N, — N,)!] ways. Because we have strong and weak acceptors in the linear
associates, we must choose, of the N, — 4N, associated donors, the N, that will associate with the
weak acceptors and the Ny, — 4N, — N, that will interact with the strong acceptors. This can be done
in (N, —4N)V[N,(N,, — 4N, - N,)!] ways. Having selected the interacting donors and acceptors,
the number of different ways that they can interact to form the N, weak 1-1 bonds, the 4N, bonds
in the cyclic associates, and the N, —4N,— N, strong 1-1 bonds in the linear associates is
N(AN)(N,; — 4N, —N,)!. Thus, Q is the product of the above terms, or

Q— N' Nl()! (Nll _4Nt/)!
Ny l(AN )UN, —4N)! N,!(N,, = N,)! (Nll—4Nq—Nd)!Nd!

(N, —4N,)!
(M, = 4N, = NIV,

X N,'(4N)!(N, 4N, =N, )! (2.90)

NI(N,, —4N,)!
(N = N (N, = 4N, =N (N,

The exponential term in the partition function (see Equations 2.58 and 2.82) now becomes

N,G{ +(N,, —4N, =N, )G}, +4N,G)
kT

exp| —

As previously, from the minimization conditions we may obtain the values of Ny;, N,, and N, at
equilibrium.

2.6.4 AN ArpLICATION TO WATER

The well-known formation of icelike cage structures in water could also be treated as a cooperative
process much like the previous case of formation of cyclic associates. By adopting a scheme similar
to that proposed by John et al.,®> we could assume that in the fluid water we may distinguish two
types of hydrogen bonding states in equilibrium: State A is much like the ordinary linear hydrogen
bonding structures and is the denser state. State B corresponds to the iceberg or cagelike cluster
formation, which is the less dense structure. Each iceberg is formed cooperatively by a number of
water molecules.

We could proceed as in the previous section by setting g around 46, as suggested by Nemethy
and Scheraga,® and by assuming that all donors and acceptors in each iceberg are involved in
hydrogen bonding. However, we can also follow an alternative simple procedure. For simplicity,
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we will make no distinction between the molecules at the interior and at the surface of the icebergs.
This will permit us to divide the total number M of hydrogen bonds in the system into M, bonds
corresponding to state A and M bonds corresponding to the cagelike state B. Because each water
molecule has two donor and two acceptor sites, in a system of N water molecules we will have
2N — M free donor sites and an equal number of free acceptor sites.

Following the rationale of the previous section, we may write now for the hydrogen bonding
partition function:

Q= (2.91)

pqu“ (M) empMﬁ%Mﬁa
N (N -, —m,)] M0, kT

The numbers M, and M, at equilibrium may be obtained from free energy minimization with
respect to them leading to the following two equations:

2
L\'A; MY v exp% = Kﬂ (2.92)
A A
and
2
- G
7(2NM M) = rNV exp k—; = Kﬁ (2.93)

B B

This is a system of two equations with two unknowns, M, and M. It can be solved easily in terms
of the association constants K, and K, and the physically meaningful solutions are

AK,+K,)+1- \/1 +8(K, +K,)

2(K,+K,)

MM,
KA KB

(2.94)

On the basis of Equation 2.91 we may obtain for the hydrogen bonding contribution to the
chemical potential:

2—
‘Z;:;«;len( ZNH) (2.95)

where

A + B
=—A "B 2.96
" rN ¢ )

This formalism can be coupled now to an equation-of-state formalism resulting in a quite
versatile model of water. Let us use the QCLF framework to implement the above formalism.

As before, to perform the calculations we need the scaling constants and the hydrogen bonding
constants, a total of nine constants in this case. To reduce the number of parameters, we have
assumed, as previously, that r=1 for water and that the entropy change upon hydrogen bond
formation for the state A is equal to —26.5 J/K/mol, that is, the same as for the OH=OH interaction.
In addition we assume that the volume change upon formation of this bond is zero. These assump-
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FIGURE 2.24 Experimental (symbols)** and calculated (line) vapor pressures of water up to the critical point.

tions reduce the number of parameters from nine to six. Because state B is the preferred state up
to ~4°C, we may further impose that the free energy changes for the two states be equal at this
temperature, or

(EY = 277.28") e o = (E" = 277.28M) . s

This condition reduces to five the number of parameters.

We have applied the model over an extended range of external conditions from the triple point
up to the critical point of water. Figure 2.24 compares the experimental® (steam tables) vapor
pressures with the calculated ones. The two sets of values are practically identical. Figure 2.25
compares the corresponding values for the orthobaric densities of water. As observed, the density
is well described over the full range.

The parameters that were used for the above calculations (obtained from a least squares fit)
are as follows:

€* = RT* = 2093 J/mol; r=1, p*=1.1637 g/cm?
E" =-19,380 J/mol; §% =-26.5 J/K mol; V¥ = 0.0 cm?/mol (state A)
E" =-22,500 J/mol; §7 =-37.8 J/K mol; V¥ = 1.25 cm?/mol (state B)

It is worth observing the value of the volume change upon formation of a hydrogen bond in the
cagelike state B that the cooperativity model calculates. As expected, it is significant and positive.
On the other hand, the significantly more negative value of the entropy change for state B indicates
that these bonds will disappear faster than the state A bonds as we raise the temperature. We should
keep in mind, however, that the above set of parameters is by no means unique.

In the above calculations we have imposed a number of restrictions to reduce the number of
required parameters. If we relax these restrictions, we end up with a quite flexible molecule for water.

© 2003 by CRC Press LLC



1,0

o
©
|

o
Lo
|

o
J
1

o
o
|

o
o
|

o
~
|

Density (g cm3)

o
w
|

o
S
|

o
-
1

o
[=)
|

T T T T T T T T
300 400 500 600 700

Temperature (K)

FIGURE 2.25 Orthobaric densities of water as calculated (line) by the cooperativity model. Symbols are
experimental data.®*

REFERENCES

Nk wD =

i

11.
12.

13.

14.

15.
16.

17.

18.

19.
20.

Frank, H.S. and Wen, W.-Y., Disc. Faraday Soc., 24, 133, 1957.

Pimentel, G.C. and McClellan, A.L., The Hydrogen Bond, W.H. Freeman, San Fransisco, 1960.
LaPlanche, L.A., Thompson, H.B., and Rogers, M.T., J. Phys. Chem., 69(5), 1482, 1965.
Vinogradov, S. and Linnell, R., Hydrogen Bonding, Van Nostrand Reinhold, New York, 1971.
Joesten, M.D. and Saad, L.J., Hydrogen Bonding, Marcel Dekker, New York, 1974.

Huyskens, PL.J., Am. Chem. Soc., 99, 2578, 1977.

Walter, H., Brooks, D., and Fisher, D., Eds., Partitioning in Aqueous Two-Phase Systems, Academic
Press, New York, 1985.

Marsh, K. and Kohler, F., J. Mol. Liquids, 30, 13, 1985.

Kleeberg, H., Klein, D., and Luck, W.A.P., J. Phys. Chem., 91, 3200, 1987.

Bourrel, M. and Schechter, R.S., Eds., Microemulsions and Related Systems, Marcel Dekker, New
York, 1988.

Hobza, P. and Zahradnik, R., Intermolecular Complexes, Academia, Praha, 1988.

Reichardt, C., Solvent and Solvent Effects in Organic Chemistry, VCH Verlagsgesellschaft mbH,
Weinheim, FRG, 1988.

Burchard, W. and Ross-Murphy, S.B., Eds., Physical Networks, Polymers, and Gels, Elsevier Applied
Science, London, 1990.

Coleman, M.M., Graf, J.F.,, and Painter, P.C., Specific Interactions and the Miscibility of Polymer
Blends, Technomic, Lancaster, PA, 1991.

Maes, G. and Smets, J., J. Phys. Chem., 97, 1818, 1993.

Sanchez, I.C. and Panayiotou, C., in Models for Thermodynamic and Phase Equilibria Calculations,
S. Sandler, Ed., Marcel Dekker, New York, 1994.

Acree, W.E., Thermodynamic Properties of Nonelectrolyte Solutions, Academic Press, New York,
1984.

Prausnitz, J.M., Lichtenthaler, R.N., and de Azevedo, E.G., Molecular Thermodynamics of Fluid Phase
Equilibria, 2nd ed., Prentice-Hall, New York, 1986.

Heintz, A., Ber. Bunsenges. Phys. Chem., 89, 172, 1985.

Panayiotou, C., J. Phys. Chem., 92, 2960, 1988.

© 2003 by CRC Press LLC



21. Panayiotou, C., J. Solution Chem., 20, 97, 1991.

22. Panayiotou, C. and Sanchez, 1.C., Macromolecules, 24, 6231, 1991.

23. Levine, S. and Perram, J.W., in Hydrogen Bonded Solvent Systems, A.K. Covington, and P. Jones,
Eds., Taylor & Francis, London, 1968.

24. Luck, W.A.P,, 1980, Angew. Chem., 92, 29, 1980.

25. Veytsman, B.A., J. Phys. Chem., 94, 8499, 1990.

26. Panayiotou, C. and Sanchez, 1.C., J. Phys. Chem., 95, 10090, 1991.

27. Sanchez, I.C. and Lacombe, R., J. Phys. Chem., 80, 2352, 1976.

28. Sanchez, 1.C. and Lacombe, R., Macromolecules, 11, 1145, 1978.

29. Panayiotou, C., Macromolecules, 20, 861, 1987.

30. Taimoori, M. and Panayiotou, C., Fluid Phase Equilibria, Vol. 192, 155-169, 2001.

31. Vlachou, Th. et al., Ind. Eng. Chem. Res., Vol. 41, 1057-1063, 2002.

32. Guggenheim, E.A., Mixtures, Clarendon Press, Oxford, 1952.

33. Panayiotou, C. and Vera, J.H., Polym. J., 14, 681, 1982.

34. Marcus, Y., Phys. Chem. Chem. Phys., 2, 1465, 2000.

35. Duan, Z., Moller, N., and Weare, J.H., Geochim. Cosmochim. Acta, 56, 2605, 1992.

36. Abdulagatov, .M. et al., A.E., J. Chem. Eng. Data, 43, 451, 1998.

37. Abdulagatov, .M., Bazaev, A.R., and Ramazanova, A.E., Int. J. Thermophys., 14, 231, 1993.

38. Papaioannou, D. et al., J. Colloid Interface Sci., 156, 52, 1993.

39. Papaioannou, D. and Panayiotou, C., J. Chem. Eng. Data, 39, 457, 1994.

40. Karode, S., J. Membr. Sci., 171, 131, 2000.

41. Bhattarjee, C. and Bhattacharya, PK., J. Membr. Sci. 72, 137, 1992.

42. Hildebrand, J. and Scott, R.L., Regular Solutions, Prentice-Hall, Englewood Cliffs, NJ, 1962.

43. Barton, A.EM., Chem. Rev., 6, 731, 1975.

44. van Krevelen, D.W., Properties of Polymers, 2nd ed., Elsevier, Amsterdam, 1976, chap. 7.

45. Hansen, C.M., in Handbook of Surface and Colloid Chemistry, Birdi, K.S. Ed., CRC Press, Boca
Raton, FL, 1997.

46. Tehrani, J., Am. Lab., February, 40hh, 1993.

47. Panayiotou, C., Fluid Phase Equilibria, 131, 21, 1997.

48. Allen, G., Gee, G., and Wilson, G.J., Polymer, 1(4), 456, 1960.

49. Missopolinou, D. and Panayiotou, C., Fluid Phase Equilibria, 110, 73, 1995.

50. Nagata, I. and Tamura, K., Thermochim. Acta, 57, 331, 1982.

51. Renon, H. and Prausnitz, J.M., Chem. Eng. Sci., 22, 299, 1967.

52. Birshtein, T.M. and Pryamitsyn, V.A., Vysokomol. Soedin., 29A, 1858, 1987.

53. Lele, A.K. et al., Chem. Eng. Sci., 59, 3535, 1995.

54. Malcolm, G.N. et al., J. Polym. Sci., A-2 7, 1495, 1969.

55. Marchetti, M., Prager, S., and Cussler, E.L., Macromolecules, 23, 1760, 1990.

56. Missopolinou, D. et al., Z. Phys. Chem., in press.

57. Ohji, H. et al., J. Chem. Thermodyn., 30, 761, 1998.

58. Sarolea-Mathot, L., Trans. Faraday Soc., 49, 8, 1953.

59. Veytsman, B.A., J. Phys. Chem., 97, 7144, 1993.

60. Sear, R.P. and Jackson, G., J. Chem. Phys., 105, 1113, 1996.

61. Missopolinou D. and Panayiotou, C., J. Phys. Chem. A, 102(20), 3574, 1998.

62. John, M.S. et al., Chem. Phys., 44, 1465, 1966.

63. Nemethy, G. and Scheraga, H., J. Chem. Phys., 41, 680, 1964.

64. Perry, R. and Green, D., Chemical Engineers’ Handbook, CD ed., McGraw-Hill, New York, 1999.

© 2003 by CRC Press LLC



APPENDIX 2.A:
THE EQUATION-OF-STATE FRAMEWORKS

In this appendix we briefly present the two thermodynamic models that have been used as frame-
works for the incorporation of the hydrogen bonding formalism presented in the main text. As
discussed here, the two thermodynamic models are used for the evaluation of the “physical” or
“van der Waals” contribution (as opposed to the “chemical” or hydrogen bonding contribution). In
other words, these models provide the physical term Q, of the partition function Q = Q,Q of our
system.

2.A.1 THEe LATTICE-FLUID FRAMEWORK

According to lattice fluid (LF) theory,!3 each fluid i is characterized by three scaling constants: a
characteristic temperature 7:%, a characteristic pressure PI.*, and a characteristic density p: These
three constants are enough for full description of the equation-of-state behavior of the fluid, as long
as the operating intermolecular forces are of the van der Waals type. If M, is the molecular weight
of the fluid, we may define alternative equivalent sets of scaling constants. The LF model treats
each molecule as divided into r; segments, each having a hard core volume V, and a mean
intersegmental interaction 8[ These alternative scaling constants are related through the equations:

*

PV, =RT =¢ (2.A1)

i i

and

M, [p; =1y, (2.A2)

The mixture is also characterized by the corresponding scaling constants 7%, P*, p*, and
alternatively, €*, v*, r. The latter set is obtained from the appropriate mixing and combining rules.
In this section we will present the multicomponent version of the LF model.

Let us consider a system consisting of N, molecules of type 1, N, molecules of type 2, ..., N,
molecules of type ¢ at temperature 7 and external pressure P. According to the LF theory, the
molecules are considered arranged on a quasi-lattice of N, sites, N, of which are empty. Every
molecule of type k consists of r, segments of volume UZ each. The total number of segments in
the system is

zrka = le rx, =rN (2.A3)
k

k

where N is the total number of molecules and x, is the mole fraction of component k. The total
number of sites in the lattice is

N,=rN + N, (2.A4)

The mean interaction energy per segment for molecules of type k is

g, = (2.A5)
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where g, is the interaction energy for a k—k contact and s is the mean coordination number of the
lattice.

For the mixture and in the one-fluid approximation the following mixing and combining rules
are adopted:

V=) o] (2.A6)

e = % z:{iq,iq)jgﬁ (2.A7)

where 0, is the segment fraction of component i which is equal to:

rN. xr
== T 2.A8
¢ rN r ( )
and
€; :&U \/“eﬁeﬂ. (2.A9)

The binary parameter &; assumes values close to one.
For a binary mixture, Equation 2.A7 assumes the simpler form:

g =08 +0,8, —0,0,RTX,, (2.A10)

where

* * *
_g+g - 2g,,

12 RT (2.A11)

The total volume of the system is
V, =NV =rNoD=V"D (2.A12)

where V* is the close-packed volume of the system and V =1/ is the reduced volume (p is the
reduced density).
The total energy of the system due to physical interactions is

—E,, =rNpe' (2.A13)
The segment fractions, ¢,, should not be confused with the site fractions f,, which are given by

nN N N e
N.  rN N, 0P

r

fi= (2.A14)
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With these definitions, the physical term of the partition function of the system is

0, (T.N, [N )= (1) J”O)N“H(wk 10,)" exp(~E,, /RT)

k

(2.A15)
“No~_
:( °5 NH k/q)k exp( rNpe’ /RT)
where ,is related to the number of possible conformations of an r,-mer.
The free energy of the system is given by
G,=—kTlnQ,=G,, (2.A16)

Combining Equations 2.A15 and 2.A16 we obtain for the LF (physical) contribution to free energy:

G,, P, 1, - o0, [0
=rN v—1)In(1- +—ln + ) Kin| & 2.A17
kT { ( ) ( p r P zk: A ®, ¢ )
For a system at equilibrium, the free energy is at a minimum. The minimization condition:
(a?) =0 (2.A18)
90 Jypy

may then be used for obtaining the LF equation of state for our system:

P +P+T[ln( p)+p(1—1ﬂ:0 (2.A19)

7

where P is the reduced pressure defined as

p Po (2.A20)
€
T is the reduced temperature
7oL _RT (2.A21)
T €

oG
M =Wy p = [ LE ] (2.A22)
T.P.N

or
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W r 0 r —p+P . R
I;YL"FZIHU)];-’-(l_I]’()-i- ,k{ i A+(u—1)ln(1—p)+rlnp}

k
t t t

+ rkf) zq)iXik - qu)kq)jxkj
i=1 k<

2.A.2 THe Quasi-CHemicAL LATTicE FLuib (QCLF) FRAMEWORK

=3

(2.A23)

Recently*® we have presented a quasi-chemical equation-of-state model that accounts for the
nonrandom distribution of free volume in pure nonpolar fluids as well as in their mixtures. The
model has proved successful in describing the phase equilibria of these systems, especially at the
near-critical region. The essentials of this model follow.

Let us consider first a system of N molecules of a pure r-mer fluid at temperature 7 and external
pressure P. The molecules are considered arranged on a quasi-lattice of N, sites, N, of which are
empty. The empty sites, however, are not considered distributed randomly throughout the volume
of the system. In a general way we may consider that the partition function of our system can be
written as follows:

OWN,T.P) = QrOnr (2.A24)

where O, is the partition function for the hypothetical system where there is a random distribution
of the empty sites and Q, is a correction factor for the actual nonrandom distribution of the empty
sites. As already mentioned, for the first factor we use here the simple LF expression,'-* which was
presented in the previous section. For the second factor we use Guggenheim’s quasi-chemical
approach® as adapted to the problem previously,”? namely,

N() 2
NINg,! ( 2,0 J!
(2.A25)

2
N,! NOO!K Nz"o ﬂ

N, in Equation 2.A25 is the number of external contacts between the segments of the molecules.
Ny, is the number of contacts between the empty sites, whereas N,, is the number of contacts
between a molecular segment and an empty site. Superscript O refers to the case of randomly
distributed empty sites.

As before, the molecules of the pure fluid are considered divided into r segments of volume
v¥ each. The same volume is assigned to the empty site as well. Thus, the total volume of the
system is given by

Ow =

V= Nrv¥ + Nyv* = Ny* = Vi + Nyy* (2.A26)

According to the LF model presented in the previous paragraph and to Equation 2.A15, the partition
function Qy in the present case may be written as:

(1Y(o)  ( E+PV
QR—(fOJ (f) eXP( RT ) (2.A27)
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where the site fractions f;, and f are for the empty sites and the molecular segments, respectively,
namely,

N,

o :Nr—rN:

"N N

r r

fo 1-f (2.A28)

o in Equation 2.A27 is a characteristic quantity for the fluid that takes into account the flexibility
and the symmetry of the molecule, which will cancel in all applications of our interest and will
not be given any further consideration.

The potential energy E arises from the intermolecular interactions in the system. It will be
assumed that only first-neighbor segment—segment contacts contribute to it while the contacts of
an empty site with a segment or with another empty site are assigned a zero interaction energy. If
s is the average number of external contacts per segment (either molecular or empty sites) and €
the segment—segment interaction energy, the potential energy of the system is given by

-E=N, ¢ (2.A29)
In the random case N,, is given by the equation:!-3

N° _L Nrs Nr_1 Nrsf (2.A30)
2 N 2

The average per segment interaction energy in the absence of empty sites is now
. S
e = 5 € (2.A5a)

In the random case, the number of contacts between empty sites is given, in analogy to
Equation 2.A30, by the equation:

1N, 1 1 i
Noo = 5 Nos ﬁ = Notfy = Nys(1-p) (2.A31)

while the number of contacts between a segment and an empty site is given by
N, ~ ~
NS =rNs VO =N,s ’;Vﬂ =rNs (l - p) = N,sp (2.A32)

In the nonrandom case, following our previous practice,”® we will write for the number of
contacts in the system the following equations:

N}‘)‘ = N:)rrrr
Ny =Ny T, (2.A33)
N, =NyT

r0 r0” r0
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The nonrandom I' factors in Equation 2.A33 are, of course, equal to one in the random case. These
numbers must satisfy the following material balance equations:”3

2Ny, +N,, = Nys

(2.A34)
2N, _+ N, =rsN
By combining the last three equations, we obtain
(1-p)T, +pT,, =1
(2.A35)

pr, +(1-p)T, =1
Thus, the three nonrandom I factors are not independent. When one is known, the other two are
obtained from Equation 2.A35. The reduced density must, of course, be known prior to using
Equation 2.A35. It will be obtained from the equation of state of the system.
As before, the free energy of our system is obtained from the partition function as follows:

G=—-RTInQ (2.A36)

At equilibrium, the number of empty sites in the system or, equivalently, the reduced density is
obtained from the minimization condition:

(ag;) =0 (2.A18a)
ap T,P.N.N,,

while the number of contacts N, or, equivalently, the nonrandom factor I',, is obtained from the
minimization condition:

oN

r0

[aGJ =0 (2.A37)
T,P,N,f)

The first minimization condition, Equation 2.A18a, leads to the equation of state:

f’+f“|:ln(1—§)+§(l—1)+;lnl“00:|=0 (2.A38)

r

In the random case (I',, =Ty, = 1) this equation reduces to the familiar LF equation of state,'?
Equation 2.A19. The second minimization condition, Equation 2.A37, leads to the equation:

4Nrr21v00 — 4rrr2roo — exp(i) =A (2A39)
NrO 1—‘rO RT

By replacing from Equation 2.A35 in Equation 2.A39, we obtain a quadratic equation for I',, whose
physically meaningful solution is

r, = (2.A40)
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Equations 2.A35, 2.A38, and 2.A39 are coupled equations and must be solved simultaneously for
the reduced density or the nonrandom factors.

From the expression for the free energy we obtain by derivation the following equation for the
chemical potential:

b N PP
E;-r@—%ﬁn@—pyHnar Fhtrs 2[1nr +(7=1)InT,

r r 00

] L, (2.A41)

This set of equations is sufficient for performing the basic thermodynamic calculations for pure
fluids.

Let us now consider a binary system of N, and N, molecules of components 1 and 2, respectively,
with r, and r, segments and of segmental volume v]* and v; , respectively. The total number N, of
lattice sites is now

N,=N,r, + N,r, + Ny=rN + Ny = N(x,r| + x,1,) + N, (2.A42)

where N = N, + N, is the total number of molecules in the system and x, and x, the mole fractions
of components 1 and 2, respectively.

For the mixture, and in the one-fluid approach, the combining and mixing rules, Equations 2.A6
and 2.A7, are assumed to be valid here as well.

Because only segment—segment interactions contribute to the potential energy E, we may write:

E=N, &, +Npyg, + Nyt (2.A43)

The number of intersegmental contacts N; will be obtained by applying the quasi-chemical
approach. The key assumption that is now adopted is the following: The empty sites are distributed
nonrandomly and make no distinction between their neighbor molecular segments. This means that
for nonrandom distribution a number of intesegmental contacts satisfy the following equations:

N NlOl r

N,, =Ny,T
22 227 rr

N,=N.T
12 127 rr

N, =N,+N,+N,, (2.A44)

N, Nﬁ“—meF

rrrr rr

Nyy = NogTy
N,=NT

r0= r0

The above assumption implies that Equation 2.A25 is also valid for the case of our mixture but
with the N; obtained from Equation 2.A44. The QO term in Equation 2.A24 for the mixture is
similar to Equatlon 2.A27 and is given by

() (o) (@) (_E+PV
QR_[fo) [fl) (f;] exp( RT ) (2.A45)
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The equation of state for the mixture is obtained by the minimization procedure discussed
previously. The result is an equation of state identical in form to Equation 2.A38. Similarly, the
quasi-chemical condition for the mixture is identical in form to Equation 2.A39, and the material
balance equations are identical in form to Equations 2.A34 or 2.A35. Of course 7 s, €, and p in
these equations are now quantities pertinent to the mixture.

The chemical potential of each component in the mixture is obtained by a procedure analogous
to that used for deriving Equation 2.A41, and is given by

=In¢, J{l - ’l]q)z +1pX, 0T, +1 (7 — 1)1n(1 -p)
n

(2.A46)

fi P Pp oy PV '+ i l[1nr +(7-1)InT, ] 77,,
o, T T

2.A.3 OTHER EQUATION-OF-STATE FRAMEWORKS

The above frameworks are by no means unique. Any other equation-of-state model, which can
provide an expression for the Q, term of the partition function or the corresponding G, term of
the free energy can be used, in principle, as such a framework. Models, such as those of Prigogine
et al.,>!! of Patterson et al.,'>!3 of Flory et al.,'*!6 of Simha et al.,'”'8 of Kleintjens and Konings-
veld,' of Nose,? of Panayiotou and Vera® — just to name a few — can serve this purpose.
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APPENDIX 2.B:
THE ALGORITHM FOR OBTAINING THE NUMBER OF HYDROGEN BONDS

In this appendix we explain how the equations for the number of hydrogen bonds in the system
can be solved numerically to obtain physically meaningful solutions. In the general case we must
solve the equations (see Equations 2.38 and 2.39 of the main text):

i0

Vi _5 S\l foralli 2.B1)
—4— =pexp| - =— \ .
vove, TP\ T RT )T A /

or

n m 0
v, =[v; —Evik}{vﬁ —Evkj:|f)exp(— I(;;] (2.B2)
k k
which is a system of (m X n) quadratic equations for v;. This system must be solved in combination
with the equation of state since the reduced density p is needed in the calculations. We should
keep in mind that v; in these equations are fractions of hydrogen bonds, or v, = N, /rN and similarly
for v;, and v;. These fractions can be calculated from the following (m X n) equations:

v, = %{ - /(P.2 —4ij)} for all i,j pairs (2.B3)

ij VT

where

— k k
Bi=Ag+ Y dix o+ Y abn =) v, =, (2.B4)
k k

m#j n#l

and

0,= [2 die -y rv}[z atx -y rvnj] (2.B5)
k k

m#j n#i

The numerical procedure for solving these equations is as follows. We assume some initial
values (usually small) for the v; terms and calculate the P; and Q;; terms. By using Equation 2.B3,
we now do the first calculation of the v; terms. This set of v; terms is used for calculating the
second set of Py and Q,; terms, which in turn is used for the second calculation of the v, terms.
This procedure is repeated until two consecutive calculations of the v terms differ by less than a
preset tolerance.

The above procedure is implemented in the following FORTRAN code in the case of a binary
system of molecules both having two types of donor groups and three types of acceptor groups.
The subroutine returns with the calculated values of Amij terms, which correspond to rv; terms
for the donor 7 and acceptor j pair. Yij(k) in this subroutine is the corresponding value of the rv,
for the i—j pair, as calculated in the kth iteration. The calculations are made at a mixture compositions
given by the mole fraction X1 of component 1. The numbers Dkl of donors of type k in the molecule
of type I and the numbers ACmn of acceptors of type m in the molecule of type n are provided by
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the COMMON block DONACC of the subroutine. Similarly, the Aij terms (see Equation 2.B1) are
provided by the COMMON block AL.
This is a very stable algorithm, which converges rapidly to the solution.

The FORTRAN code

SUBROUTINE MSOLVER(X1,AM11,AM12,AM13,AM21,AM22,AM23)
IMPLICIT DOUBLE PRECISION (A-H,0-Z)
COMMON/DONACC/D11,D12,D21,D22,AC11,AC12,AC21,AC22,AC31,AC32
COMMON/AL/A11,Al12,A13,A21,A22,A23
DIMENSION Y11(302),Y12(302),Y13(302),Y21(302),Y22(302),

1 Y23(302)
Y11(1)=0.005

Y12 (1)=0.005

Y13(1)=0.005

Y21 (1)=0.005

Y22 (1)=0.005

Y23 (1)=0.005
4 X2=1.0-X1

DO1=D11*X1+D12*X2
DO2=D21*X1+D22*X2
AC1=AC11*X1+AC12*X2
AC2=AC21*X1+AC22*X2
AC3=AC31*X1+AC32*X2
I=2

1 P11=DO1+AC1+A11-Y12(I-1)-Y13(I-1)-Y21(I-1)
Q11=(DO1-Y12(I-1)-Y13(I-1))*(AC1-Y21(I-1))
R11=P11**2-4.0*Q11
IF(R11.LT.0.0) GO TO 5
Y11 (I)=(P11-DSQRT(R11)) /2.
P12=DO1+AC2+A12-Y11(I-1)-Y13(I-1)-Y22(I-1)
Q12=(DO1-Y11(I-1)-Y13(I-1))*(AC2-Y22(I-1))
R12=P12**2-4.0*Q12
IF(R12.LT.0.0) GO TO 5
Y12 (I)=(P12-DSQRT (R12)) /2.
P13=DO1+AC3+A13-Y12(I-1)-Y11(I-1)-Y23(I-1)
013=(DO1-Y12(I-1)-Y11(I-1))* (AC3-Y23(I-1))
R13=P13**2-4.0*Q13
IF(R13.LT.0.0) GO TO 5
Y13 (I)=(P13-DSQRT (R13))/2.
P21=DO2+AC1+A21-Y22(I-1)-Y23(I-1)-Y11(I-1)
021=(D02-Y22 (I-1)-Y23(I-1))* (AC1-Y11(I-1))
R21=P21**2-4.0*Q21
IF(R21.LT.0.0) GO TO 5
Y21 (I)=(P21-DSQRT(R21)) /2.
P22=DO2+AC2+A22-Y21 (I-1)-Y23(I-1)-Y12(I-1)
022=(D02-Y21 (I-1)-Y23(I-1))* (AC2-Y12(I-1))
R22=P22**2-4.0*Q22
IF(R22.LT.0.0) GO TO 5
Y22 (I)=(P22-DSQRT(R22)) /2.
P23=DO2+AC3+A23-Y21(I-1)-Y22(I-1)-Y13(I-1)
Q023=(D02-Y21 (I-1)-Y22(I-1))*(AC3-Y13(I-1))
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R23=P23**2-4.0*Q23
IF(R23.LT.0.0) GO TO 5
Y23 (I)=(P23-DSQRT(R23))/2.

T=DABS (Y11 (I)-Y11(I-1))+DABS(Y12(I)-Y12(I-1))+DABS(Y13(I)-
1  Y13(I-1))+DABS(Y21(I)-Y21(I-1))+DABS(Y22(I)-Y22(I-1))+
2  DABS(Y23(I)-Y23(I-1))
IF(T.LT.0.0000001) GO TO 2
I=I+1
IF(I.GT.300) THEN
WRITE(*,*) I,T
GO TO 2
ENDIF
GO TO 1
2 AM11=Y11(
AM12=Y12 (
AM13=Y13(
AM21=Y21 (
(
(

)

AM22=Y22
AM23=Y23

5 RETURN
END

I
I)
1)
I)
I)
I)
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APPENDIX 2.C:
IMPLICATIONS OF THE EQUATION FOR RELATIVE ADSORPTION

Equation 2.34 of the main text, which we rewrite here for ease of reading,

() f2)s)
’ du, ) dx, )\ du, ,

has significant implications and may be the starting point for development of thermodynamic models
of surface properties. The derivatives in the right hand side of this equation may be calculated in
various ways. The derivative involving the chemical potential can be obtained from equations for
the activity or activity coefficients, which in turn may be obtained, as an example, from correlation
of phase equilibrium data. The derivative involving the surface tension may be obtained either
directly from correlations of experimental data or from model equations for the variation of surface
tension with composition. In what follows, we give an example of how Equation 2.34 could be
used for a rough estimation of the thickness of the surface layer at the liquid—vapor interface in a
solution.

For generality, let us consider a mixture of two components 1 and 2 varying in size and
characterized by molar volumes v, and v,, respectively. In this case, it is preferable to rewrite
Equation 2.34 in terms of the volume fractions rather than the mole fractions:

cE)aE e
. du, ), do; )\ du, ,

where d)}z’ is the volume fraction of component 2 in the bulk (liquid) phase, and is defined in general
as

b
o=y 2 =1 2.C2)

b b
nv, + n,v,

where n is the number of moles.
By adopting an equation for the chemical potential of the Flory—Huggins type:!

0
M:1n¢b+(?—1]¢j’+x(¢f)2 (2.C3)
1

we obtain for the derivative:

aq)’; 1 ) b
A

¥ in these equations is the well-known Flory—Huggins interaction parameter.'

An interesting application arises when the surface tension is correlated in terms of the volume
fractions at the interface (superscript s) instead of the corresponding fractions in bulk. Often, a
simple linear correlation of the Eberhart type:>*
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6 =0;0, +9.0, (2.C5)

is adequate for representing the surface tension over the full composition range. The link between
volume fractions in bulk and in interface is usually obtained from semiempirical or semitheoretical
expressions. Recently, Pineiro et al.,* by extending the Langmuir isotherm, have provided such an
expression:

5 B¢b 5
_ S 2.C6
% 1+(B—1)0 L (2.C0)

where B is Henry’s constant for two dimensions and measures the lyophobicity of the solute, i.e.,
its tendency to be adsorbed by the surface.* Once accurate experimental data of the variation of
surface tension with composition are available, we may select appropriate combinations of relations
of the type of Equations 2.C5 and 2.C6 and adjust their parameters (like the parameter ) so that
they reproduce satisfactorily the experimental data. Of course, if volume fractions at the surface
are going to be used, Equation 2.34 must be cast in the appropriate form, or

so{g) s e
' du, ), doy \ do; )\ duw, ) |

In addition, I',; may also be expressed in terms of the volume fractions at the interface. This
is not a straightforward step, however. It is well known that the liquid—vapor interface of a liquid
is a discontinuous region in which the field forces acting on the molecules of the fluid are
nonhomogeneous. This results in a modification in this region of the number density of molecules
of the fluid, their time average orientation, and their lateral interactions. It is essential to remember
that the real surface layer is not a homogeneous “phase,” but there is a gradual change in concen-
tration with distance from the surface. However, for the development of semiempirical models of
interfacial properties it is often useful to think of a fictitious homogeneous phase, to which one
could attribute an effective “thickness.” Also, the experimental attempts to determine the surface
excess, like the famous microtome or railroad method of McBain and Humphreys® and the radio-
activity technique of Nilsson,® give average (number of moles/area) results, which, when translated
into concentrations, give average concentrations as if the interfacial layer were a homogeneous
phase (with an average concentration, mole or volume fractions). For such a homogeneous inter-
facial layer, the relative adsorption can be expressed in terms of the volume fractions at the interface
by recalling the meaning of this quantity in the Gibbs convention: If 7 is the thickness of the
interfacial layer, the volume corresponding to an area A is # X A. In this volume, the number of
moles of component 1 is (assuming that the molar volumes in bulk and in interface are the same)

) A s
n = A0 2.C8)
vl
and, similarly,
n =A% 2.09)
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To obtain the relative adsorption of component 2 we must obtain first a volume from the bulk
containing n; moles of component 1 and find how many moles of component 2 are contained in
the same volume. By neglecting volume changes upon mixing and by replacing in the definitions
of volume fractions, Equations 2.C2 and 2.C6, we obtain

s b
né’ =n, (l)% 4)—[27 (2.C10)
o ¢
By definition,
ny =y
1—‘2’1 = T (2C1 1)

Combining the last three equations, we obtain

nA\' q)s b tq)s q)s b :|
ro="a 2% () %9 2.C12)
A[ ¢i’¢;} [ o} 03

This equation can be replaced in Equation 2.C7 to obtain one additional equation relating the
compositions in bulk and in interface. If Equations 2.C3, 2.C5, and 2.C6 are adopted, Equation 2.C7
combined with Equation 2.C12 gives for the “thickness” of the interfacial layer:

r= (0,-03)v, 2.C13)

I ]

1

This is a useful equation relating the thickness of the supposedly homogeneous interfacial layer to
properties of pure components (surface tensions and molar volumes), to the bulk composition, and
to the interaction parameters 3 and y. It is worth observing that the more negative the y parameter
(the more favorable the interaction between components 1 and 2), the smaller the thickness of the
interfacial layer. If the thickness is estimated from independent studies, Equation 2.C13 could be
used for obtaining the lipophobicity constant or the composition of the interfacial layer.

If hydrogen bonding is involved, both Equations 2.C3 and 2.C5 must be replaced by more
appropriate equations. In this case the above derivatives may not lead to analytical expressions and
numerical differentiation may be needed. Still, however, Equations 2.C7 and 2.C12 can be used
for making a rough estimation of the effective interfacial layer thickness, which could prove useful
for development of semiempirical models.>*
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3.1 INTRODUCTION

The liquid state of matter plays a very important role in everyday life, and the liquid surface has
a dominant role in many phenomena. In fact, about 70% of the surface of Earth is covered by
water. The most fundamental characteristic of liquid surfaces is that they tend to contract to the
smallest surface area to achieve the lowest free energy. Whereas gases have no definite shape or
volume, completely filling a vessel of any size containing them, liquids have no definite shape but
do have a definite volume, which means that a portion of the liquid takes the shape of that part of
a vessel containing it and occupies a definite volume, with the free surface plane except for capillary
effects where it is in contact with the vessel. This is evident in rain drops and soap films, in addition
to many other systems that will be mentioned later. The cohesion forces present in liquids and
solids and the condensation of vapors to liquid state indicate the presence of much larger intermo-
lecular forces than the gravity forces. Furthermore, the dynamics of molecules at interfaces are
important in a variety of areas, such as biochemistry, electrochemistry, and chromatography. The
degree of sharpness of a liquid surface has been the subject of much discussion in the literature.
There is strong evidence that the change in density from liquid to vapor (by a factor of 1000)
is exceedingly abrupt, in terms of molecular dimensions. The surface of a liquid was analyzed by
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light reflectance investigations, as described by Fresnel’s law. Various investigators indeed found
that the surface transition involves just one layer of molecules. In other words, surfaces and
investigations related to this part of a system are actually just a molecular layer. However, there
exists one system that clearly shows that the “one molecule thick” layer of surface is the surface
of a liquid; thus, the monolayer studies of lipids spread on water and studied by Langmuir balance.!?
The surface thermodynamics of these monolayers is based on a unimolecular layer at the interface,
which thus confirms the thickness of the surface.

The molecules of a liquid in the bulk phase are in a state of constant unordered motion like
those of a gas, but they collide with one another much more frequently owing to the greater number
of them in a given volume:

GAS PHASE.........c..c....... molecules in gas
—————————— (INTERMEDIATE PHASE)---------
LIQUID SURFACE........... surface molecules

It is important to note that the intermediate phase is present only between the gas phase and
the liquid phase. Although we do not often think about how any interface behaves at equilibrium,
the liquid surface demands special comment. The surface of a liquid is under constant agitation,
but there are few things in nature presenting an appearance of more complete repose than a liquid
surface at rest. On the other hand, kinetic theory tells us that molecules are subject to much agitation.

This is apparent if we consider the number of molecules that must evaporate each second from
the surface to maintain the vapor pressure. At equilibrium, the number of liquid molecules that
evaporate into the gas phase is equal to the number of gas molecules that condense at the liquid
surface (which will take place in the intermediate phase). The number of molecules hitting the
liquid surface is considered to condense irreversibly.!® From the kinetic theory of gases, this number
can be estimated as follows:

mass/cm” /second = pG(kBT/anm)O'S = 0.0583pvap(M/T) 3.1

where kj is the Boltzmann constant (1.3805 10-'¢ erg/deg, m,, is the mass of molecule, pG is the
density of the gas, and M is the molecular weight.

If we consider water, at 20°C the vapor pressure of this liquid is 17.5 mm, which gives
0.25 g/s/cm? from Equation 3.1. This corresponds to 9 x 10?! molecules of water per second. While
from consideration of the size of each water molecule we find that there are ~10'> molecules, so
that it can be concluded that the average life of each molecule in the surface is only about one
eight-millionth of a second (¥ 10-¢ s). This must be compounded with the movement of the bulk
water molecules toward the surface region. It thus becomes evident that there is extremely violent
agitation in the liquid surface. In fact, this turbulence may be considered analogous to the movement
of the molecules in the gas phase. This is vividly evident in a cognac glass.

In the case of an interface between two immiscible liquids due to the presence of interfacial
tension, the interface tends to contract. The magnitude of interfacial tension is always lower than
the surface tension of the liquid with the higher tension. The liquid-liquid interface has been
investigated by specular reflection of X rays to gain structural information at angstrom
(A =10 cm = 0.10 nm) resolution.*

The term capillarity originates from the Latin word capillus, a hair, describing the rise of liquids
in fine glass tubes. Laplace showed that the rise of fluids in a narrow capillary was related to the
difference in pressure across the interface and the surface tension of the fluid:>7
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AP = y(curvature) =y (1/radius of the curvature)
(3.2)
= 2y(1/radius of the capillary)

This means that when a glass tube of a hair-fine diameter is dipped in water, the liquid meniscus
will rise to the very same height. The magnitude of rise is rather large, i.e., 3 cm if the bore is of
1 mm for water. This equation also explains what happens when liquid drops are formed at a faucet.
Although it may not be obvious here, the capillary force can be very dominating in different
processes. The capillary phenomenon thus means that it will play an important role in all kinds of
systems where liquid is in contact with materials with pores or holes. In such systems the capillary
forces will determine the characteristics of liquid—solid systems. Some of the most important are
as follows:

* All kinds of fluid flow inside solid matrices (ground water; oil recovery)
* Fluid flow inside capillary (oil recovery; groundwater flow; blood flow)

It was recognized at a very early stage that only the forces from the molecules in the surface
layer act on the capillary rise. The flow of blood in all living species is dependent on the capillary
forces. The oil recovery technology in reservoirs is similarly dependent on capillary phenomena.
Actually, the capillary forces become very dominating in such systems.

Furthermore, virtually all elements and chemical compounds have a solid, liquid, and vapor
phase. A transition from one phase to another phase is accompanied by a change in temperature,
pressure, density, or volume. In a recent study, the cascade of a structure in a drop falling from a
faucet was investigated.® In fact, fluid in the shape of drops (as in rain, sprays, fog, emulsions) is
a common natural phenomenon and has attracted the attention of scientists for many decades.

A molecular explanation can be useful to consider in regard to surface molecules. Molecules
are small objects that behave as if of definite size and shape in all states of matter, e.g., gas (G),
liquid (L), and solid (S).° The volume occupied by a molecule in the gas phase is some 1000 times
larger than the volume occupied by a molecule in the liquid phase, as follows:

Volume per Mole in Gas or Liquid Phase and Distance
between Molecules in Gas and Liquid Phases

Molar volume of water (at 20°C):
Vs = ~24,000 ml as gas
Viiquia = ~18 ml as liquid
Ratio:
Vias: Viiquia = ~1000
Distance (D) between molecules in gas (D) or liquid (D,) phase:

Ratio D;:D, = (V;:V,)'3 = (1000)'” = 10

As shown above, the volume of 1 mol of a substance — for example, water in the gas phase
(at standard temperature and pressure), V,; (~24,000 cc/mol) — is some 1000 times its volume in
the liquid phase, V, (~18 cc/mol). The distance between molecules, D, will be proportional to V'3
such that the distance in the gas phase, D, will be approximately 10 (= 1000'?) times larger than
in the liquid phase, D,. The finite compressibility and the relatively high density, which characterize
liquids in general, point to the existence of repulsive and attractive intermolecular forces. The same
forces that are known to be present in the gaseous form of a substance may be imagined also to
play a role in the liquid form. The mean speed of the molecules in the liquid is the same as that
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FIGURE 3.1 Tension in liquid surface.
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FIGURE 3.2 Stretching of a thin liquid film.

of the molecules in the gas; at the same temperature, the liquid and gas phase differ mainly by
virtue of the difference in the density between them.

The magnitude of surface tension, 7, is determined by the internal forces in the liquid; thus it
will be related to the internal energy or cohesive energy. The surface tension or the capillary
phenomenon was mentioned in the literature at a very early stage by Leonardo da Vinci.!%!!

The phenomenon of surface tension can be explained by assuming that the surface behaves
like a stretched membrane, with a force of tension acting in the surface at right angles, which tends
to pull the liquid surface away from this line in both directions (Figure 3.1).

Surface tension thus has units of force/length = mass distance/time? distance = mass/time.? This
gives surface tension in units as mN/m or dyn/cm or Joule/m? (mN m/m?). As another example,
we can imagine a rectangular frame with a sliding wire, EF, fitted with a scale pan (Figure 3.2). If
the frame is dipped into a soap (or any detergent) solution, a surface film (denoted as EBCF) will
be formed. The surface tension would give rise to a tendency for the film to contract, to achieve a
minimum in free energy. The weight, w, thus required to balance this force would be

w

. =27[EF] (3.3)
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FIGURE 3.3 Surface tension causes the equilibrium in the right drawing, where a circular shape is present.

Factor 2 in Equation 3.3 arises from the two sides of the film. If the film is stretched to a new
EBCEF point, the work done on the system is

work =w, [EE’]

=2y[EF.EE’]
(34
=2y[E’EFF’]
=2y (increase in area)
Gibbs'? defined surface tension as the free energy excess per unit area:
Y= (G— (G" = G"))/area
(3.5a)

=G

surface

Jarea

where G is the free energy of the two-phase system (phases a and b). The liquid and vapor phases
are separated by a surface region.'?7
It is also seen that other thermodynamic quantities would be given as'?
surface energy = U =U/area (3.5b)

surface

surface entropy = S

surface

= §/area (3.5¢)
and from this we can obtain

(3.5d)

’Y = Usurface - Ssurface

Hence, the surface tension is also equal to the work spent in forming the unit surface area (m? or
cm?). This work increases the potential energy or free surface energy, G, (J/m? = erg/cm?) of the
system. This can be further explained by different observations we make in everyday life, where
liquid drops contract to attain minimum surfaces. If a loop of silk thread is laid carefully on a soap
film and the inside of the loop is pricked with a needle, the loop takes up a circular shape, which
provides a minimum in the energy for the system (Figure 3.3). Indeed, the concept of surface
tension was accepted as early as around the year 1800. The observations such as a floating metal
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FIGURE 3.4 Pressure gradient in the surface region. (A and B are two parts of fluid divided by plane C; dz
is an imaginary thin layer in the z axis.)

pin on the surface of water have been a common experience to all youngsters. In fact, a great many
aquatic insects survive by floating on the surface of water in lakes due to surface forces.

It is well known that the attraction between two portions of a fluid decreases very rapidly with
the distance and may be taken as zero when this distance exceeds a limiting value, R, the so-called
range of molecular action. According to Laplace,!®2! surface tension, v, is a force acting tangentially
to the interfacial area, which equals the integral of the difference between the external pressure,
D> and the tangential pressure, p,:

y = integral (ch - pl)dz (3.6)

The z-axis is normal to the plane interface and goes from the liquid to the gas (Figure 3.4). The
magnitude of work that must be exerted to remove a unit area of a liquid film of thickness ¢ will
be proportional to the tensile strength (latent heat of evaporation) of the liquid X thickness. In the
case of water, this would give approximately 25,000 atm of pressure (600 cal/go< 25.2 x 10°
erg = 25,000 atm).

However, different theoretical procedures used to estimate y by using Equation 3.6 have been
subject to much difficulty, and some of these procedures have been analyzed in a review.?° In this
review, the energetics and hydrostatic forces were analyzed. The change in density that occurs near
the interface was also discussed.

Further, due to the asymmetry of surface force fields as mentioned here, the outermost layer
of surface molecules in a liquid will be expected to be highly structured, for example, in the case
of water, leading to well-defined structural orientations such as polychair or polyboat surface
networks.?? In the same way, surface tension can be described by quantitative structure—property
relationship (QSPR) or the so-called parachor (as described in the following section).

3.2 THE PARACHOR

In all kinds of technology, it is most useful to be able to predict the physical property of a molecule
from some theoretical criteria. Many physical properties of molecules in the bulk phase can be
related to their composition and structure.?? This is very convenient when we need to be able to
predict the properties of any molecule and also from a theoretical viewpoint, which gives us a more
molecular understanding of the different forces present in any system. At a very early stage, it was
accepted that the same could be expressed for surface tension and bulk characteristics. The most
significant observation was that the expression relating surface tension with density was independent
of temperature:

V(P = P6)= Crae 3.7
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TABLE 3.1
Quantitative Structural Relationships for Estimating the Parachor Values

Parachor Values

Reference C H (0] F Cl Br | N S P
i(24) 4.8 17.1 20 25.7 54.3 68 91 12.5 48.2 38.2
i(25) 7.2 16.2 20 25 53.5 68 90 13 48.5 37

1ii(26) 4.8 16 20 25 54.3 68 90 12.5 48.2 39.2

Parachor Values

Reference CH, CH, CH, COO COOH OH NH, NO, NO, CONH,
iv(23) 555 40.1 189.6 638 738 298 425 74 93 91.7

was useful in the determination of molecular properties.?* After multiplication of both sides by the
molecular weight, M,, the constant, C,,,,, is called the parachor (P

para® para):

Ppara = Cpara MW = MW’YIM/([)L - pG) (38)

The parachor quantity, P, is primarily an additive term such that each group of molecules
contributes to the same extent in a homologous series. If one neglects p; in comparison to p, (an
error of less than 0.1%), then we obtain:

F;Jara = MWYI/4/pL
(3.9)
— Vm,Yl/4
where V,, is the molar volume of the liquid. The adaptivity of parachors is thus equivalent to that
of atomic volumes measured under unit surface tension, which is regarded to be approximately the
same as under equal internal pressures.

The atomic and constitutional parachor values are given in Table 3.1.2-?7 Furthermore, the
parachor values for single bond (sb); coordinate bond (cb); double bond (db); triple bond (tb);
single-electron bond (seb); 3-, 4-, 5-, 6-, 7-, or 8-membered rings (3r, etc.); and a naphthalene ring
(na) were given as follows:?

Parachor Values
seb sb cb db tb 3r 4r 5r 6r 7r 8r na

-11.6 0 -16 232 466 167 116 85 6.1 46 24 122

As an example, the calculated value for toluonitrile, C6 H4 CH, CN, is found as:

8x4.8+7x17.1+1x12.5+46.6+3%x23.2+6.1=292.9

The measured values of parachor are 290.6 for the ortho, 295.5 for the meta, and 294.4 for the
compound.

A parachor relation between refractive index, n, and surface tension, 'y, was also formulated as
follows:28
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TABLE 3.2
Parachor from Refractive Index

Acetone  Ethyl-iodide  Ethanol n-Octane Nitromethane

Vealeulate 23.35 28.05 21.92 21.30 35.38
Vincasure 23.09 28.10 22.03 21.32 35.6
(P)=Ry" /(n,=1)/(n, +2) (3.10)

where R, is the Lorentz—Lorenz molecular fraction relation:
R =n,—1/n,+2(M/d) (3.11)

Some typical parachor calculated values are given in Table 3.2.

Parachors in solution can also be estimated, but it has been reported to be more difficult. This
arises from the fact that the composition of the surface is different from that of the bulk phase.
The present state of analysis is not very satisfactory.?* Furthermore, the parachor theory for
interfacial tension remains to be investigated; therefore, some suggestions will be developed in this
chapter. However, many data are found in literature where surface tension for various mixed systems
is given along with density, refractive index, and viscosity:28

* Density and surface tension of aqueous H,SO, at low temperature?s®

* Density, viscosity, and surface tension of sodium carbonate + sodium bicarbonate buffer
solutions in the presence of glycerine, glucose, and sucrose from 25 to 40°C?8

* Density, surface tension, and refractive index of aqueous ammonium—oxalate solutions
from 293 to 333 K?®

¢ Surface tensions, refractive indices, and excess molar volumes of hexane + 1-alkanol
mixtures at 298.15 K28

* Densities, viscosities, refractive indices, and surface tensions of 4-methyl-2-pentanone
+ ethyl benzoate mixtures at 283.15, 293.15, and 303.15 K28

3.3 HEAT OF SURFACE FORMATION AND HEAT OF EVAPORATION

All natural phenomena are dependent on temperature and pressure. As mentioned earlier, energy
is required to bring a molecule from the bulk phase to the surface phase of a liquid. In the bulk
phase, the number of neighbors (six near neighbors for hexagonal packing if considering only two-
dimensional packing) will be roughly twice the molecules at the surface (three near neighbors,
when discounting the gas phase molecules) (Figure 3.5).

The interaction between the surface molecules and the gas molecules will be negligible as the
distance between molecules in the two phases will be very large. Furthermore, as explained
elsewhere, these interaction differences disappear at the critical temperature. It was argued'>?° that
when a molecule is brought to the surface of a liquid from the bulk phase (where each molecule
is symmetrically situated with respect to each other), the work done against the attractive force
near the surface will be expected to be related to the work spent when it escapes into the vapor
phase. It can be shown that this is just half for the vaporization process (see Figure 3.5).

The density, viscosity, and surface tension of liquid quinoline, naphthalene, biphenyl, decaflu-
orobiphenyl, and 1,2-diphenylbenzene from 300 to 400°C, have been reported.*
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FIGURE 3.5 Molecular packing in two dimensions in bulk (six near neighbors) and surface (three near
neighbors) molecules.

In the earlier literature, several attempts were made to find a correlation between the latent heat
of evaporation, L.,,,, and Y or the specific cohesion, afu (2 ¥lp, = 2yv,,), where p; = density of the
fluid and vy, is the specific volume. The following correlation was given:*

L.,(v,)" a2 =3 (3.12)

However, later analyses showed that this correlation was not very satisfactory for experimental
data. From these analyses it was suggested that there are 13,423,656 layers of molecules in 1 cm?
of water. In Table 3.3 are given some comparisons of this model of a liquid surface as originally
described by Stefan.?

It is found that substances that have nearly spherical molecules have Stefan ratios (Y/L.,,,) of
approximately half (three near neighbors at the surface/six near neighbors in the bulk phase). On
the other hand, substances with polar groups on one end give much smaller ratios. This suggests
that the molecules are oriented with the nonpolar end toward the gas phase and the polar end toward
the bulk liquid phase. At this stage, more detailed analysis is needed to describe these relations in
more molecular detail. This also requires a method of measuring the molecular structure, which is
lacking at this stage. In spite of this, what we conclude is that the molecular analysis is valid as
regards the surfaces of liquids. Hence, any changes in surface properties would require only
molecules at surfaces, as described below.

It is well known that both the heat of vaporization of a liquid, AH,,, and the surface tension
of the liquid, v, are dependent on temperature and pressure, and they result from various intermo-
lecular forces existing within the molecules in the bulk liquid.

To understand the molecular structure of liquid surfaces, we may consider this system in a
somewhat simplified model. The molecular surface energy, X...., was defined by Eotovos3! (in 1886)
as the surface energy on the face of a cube containing 1 mol of liquid:

stf v (M va)z/z (3.13)

where v, is the specific volume and M, is the molecular weight. The molar internal heat of
evaporation, L, can be given as

‘evap?
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TABLE 3.3

Enthalpy of Surface Formation, h,
(10'* erg/molecule), and Ratios of
Evaporation, L,,,, (10-'* erg/molecule),
at a Reduced Temperature (7/T,= 0.7)

Molecule hy hy/L
Nitrogen 3.84 0.51
Oxygen 4.6 0.50
CCl, 18.2 0.45
C¢Hg 18.4 0.44
Diethylether 15.6 0.42
CICgH, 20.3 0.42
Methyl formamate 15.4 0.40
Ethyl acetate 18.3 0.4
Acetic acid 11.6 0.34
Water 144 0.28
Ethyl alcohol 11.2 0.19
Methyl alcohol 8.5 0.16
Mercury 20 0.64

Source: Adapted from Stefan, J., Ann. Phys., 27, 448, 1886.

L.=L—pMy,(v;-v,) (3.14)

evap

and

evap

(M, ) =12L (3.15)

The correct value for the molar surface energy is probably not the face of a cube representing the
molecular volume:

molecular volume = M, (v)*’ (3.16)

but rather the area of the sphere containing 1 mol of the liquid:

molecular surface area = 41 (3/ 4n)2/ ’ (va)2/3
(3.17)

= 4.836(M,v)"

The amount of heat required to convert 1 g of a pure liquid into saturated vapor at any given
temperature is called the latent heat of evaporation or latent heat of vaporization, L., It has been
suggested that

latent heat of evaporation/2y =L, /2
= area occupied by all molecules (3.18)

if they lie in the surface = A

'mol
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Then we can write:

diameter A, =v,, (3.19)
Hence,
diameter =2y, /L (3.20)
For example, for water,
me =600 g cal
=0600x%42,355 g cm = 25,413,000
(3.21)
Vo =~ lg/cc
Yoo =88dyn/cm = 0.088 N/m
From this, we find
diameter of water molecule =2 x 0.088 x1/(2,541,300)=0.7 10~*cm
(3.22)

=0.7A =0.07nm

which is of the right order of magnitude.
In a later investigation,® a correlation between heat of vaporization, AH,

wp» and the effective
radius of the molecule, R, and surface tension, 7y, was given:

+C, (3.23)

_ 2
AI—Ivzlp - CI'Y Reff
These analyses show that a correlation between enthalpy and surface tension exists that is dependent
on the size of the molecule. It thus confirms the molecular model of liquids. More investigations
are required at this stage before a molecular model can be delineated.

3.4 EFFECT OF TEMPERATURE AND PRESSURE ON THE SURFACE TENSION
OF LIQUIDS

As already mentioned, all natural processes are dependent on the temperature and pressure variations
in the environment. The molecular interactions in the surface (two dimensional) are by one order
of magnitude less than in the bulk (three dimensional). As the temperature increases, the kinetic
energy of the molecules increases. This effect thus provides the means of obtaining information
about molecular interactions in different systems and interfaces. Molecular phenomena at the
surface separating the liquid and the saturated vapor (or the liquid and the walls of its containing
vessel) are appreciably more complex than those that occur inside the homogeneous liquid, and it
is difficult to state much of a rigorous qualitative nature concerning them. The essential difficulty
is that from the microscopic standpoint there is always a well-defined surface of separation between
the two phases, but on the microscopic scale there is only a surface zone, in crossing which the
structure of the fluid undergoes progressive modification. It is in this surface zone that the dynamic
equilibrium between the molecules of the vapor and those of the liquid is established. Owing to
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the attractive forces exerted by the molecules of the liquid proper on one another, only the fast
moving molecules can penetrate the layer and escape into the vapor; in the process, they lose kinetic
energy and, on average, attain the same velocity as the molecules in the vapor.

Further, the number of molecules escaping cannot, on the average, exceed the number entering
from the much rarer vapor. From a statistical point of view, the density of the fluid is the most
important variable in the surface area; it does not, of course, suffer an abrupt change but varies
continuously in passing through the surface zone from its value in the liquid to the generally much
lower value in the vapor (a decrease by a factor of ~1000). In consequence, it is possible to specify
only rather arbitrarily where the liquid phase ends and the gaseous phase begins. It is convenient
to some extent to define the interface as a certain surface of constant density within the surface
zone such that if each of the two phases remains homogeneous up to the surface, the total number
of molecules would be the same.!>1¢

The work required to increase the area of a surface is the work required to bring additional
molecules from the interior to the surface. This work must be done against the attraction of
surrounding molecules. Because cohesive forces fall off very steeply with distance, we can consider
as a first approximation interactions between neighboring molecules only. There is strong evidence
that the change of density from the liquid phase to vapor is exceedingly abrupt, as transitional
layers are generally only one or two molecules thick.

Perhaps the most convincing evidence is that derived from the nature of the light reflected from
the surfaces of liquids. According to Fresnel’s law of reflection, if the transition between air and
a medium of refractive index, n, is absolutely abrupt, the light is completely plane polarized if the
angle of incidence is the Brucetarian angle. But, if the transition is gradual, the light is elliptically
polarized. It was found>3? that there is still some small amount of residual ellipticity in the cleanest
surfaces of water and that these scatter light to some extent.

The structure of liquid surfaces has been described by using a hybrid approach of thermody-
namics and super liquids.> Even though the surface tension phenomenon of liquids has been
extensively studied, the transition region where surface tension is present has not been successfully
described.

3.4.1 CORRESPONDING STATES THEORY

To understand the molecular structure of liquid surfaces, it is important to be able to describe the
interfacial forces as a function of temperature and pressure. As temperature increases, the kinetic
energy increases due to the increase in the molecular movement. This effect on the change in
surface tension gives information on the surface entropy. Although a large number of reports are
found in the literature at this stage, complete understanding of surface energy and entropy has not
been achieved. In the following some of these considerations will be delineated.

The magnitude of y decreases almost linearly with temperature within a narrow range:!"1%23

Y =7, (1-k,) (3.24)

where k, is a constant and ¢ is temperature (°C). It was found that the coefficient k, is approximately
equal to the rate of decrease of density (p) with rise of temperature:

P, —p, (1K) (3.25)

Values of constant k, were found to be different for different liquids. Furthermore, the value of k,
was related to 7. (critical temperature) and critical pressure.'®
The following equation relates surface tension of a liquid to the density of liquid, p,, and vapor,

Pyt
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TABLE 3.4

Typical Data of Variation

of Surface Tension with
Temperature of Different Liquids

T v 6y/8T >
Fluid (K) (mN/m)  (dyn/cm/K)
H,0 293.2 72.8 -0.16
NaCl 1076 114 -0.07
Zn 693.2 782 -0.17
Hg 235.2 498 -0.2

2 Equal to — surface entropy.

Source: Adapted from Takahashi, R., Jpn. J.
Appl. Phys., 2(1), 17, 1983.

Y/ (P —Pv)4 =G, =3 (3.26a)

where the value of constant C, is only nonvariable for organic liquids, while it is not constant for
liquid metals.

The effect of temperature (at constant pressure) on surface tension is different for different
fluids (Table 3.4).> This is the surface entropy, s, (—dy/dT). Thus, we can obtain much useful
information from this regarding thermodynamics and the molecular interactions. As shown later,
the effect of temperature can also give information about the surface orientation of the molecules.

These data are given here merely to indicate how surface tension is characteristic for a given
fluid, as we can estimate from the effect of temperature. We clearly observe the range in y and the
variation in s, for the various types of fluids.

At the critical temperature, 7., and the critical pressure, P, p of liquid and vapor is identical;
the surface tension, 7, and total surface energy, like the energy of vaporization, must be zero.

At critical temperature, 7,, and critical pressure, P.:

(dv/dT), ., =0 (3.26b)

In current literature erroneously the term P, is omitted in this equation.3* It also needs to be
emphasized that 7, and P, exist simultaneously, by definition.

At temperatures below the boiling point, which is 247, the total surface energy and the energy
of evaporation are nearly constant. The surface tension, 7y, variation with temperature is given in
Figure 3.6 for different liquid n-alkanes with a number of carbon atoms from 5 (C;) to 18 (C,g).*

These data clearly show that the variation of y with temperature is a very characteristic physical
property of a given liquid, analogous to other bulk properties such as boiling point, heat of
vaporization, density, viscosity, compressibility, and refractive index. In other words, the molecules
at the surface of the alkanes exhibit dependence on chain length, which can be related to some of
these bulk properties. The surface entropy is almost a linear function of n. (Table 3.5). These data
provide very useful information about the molecular structures at the surface. This observation
becomes even more important when considering that the sensitivity'®!” of y measurements can be
as high as approximately + 0.001 dyn/cm (mN/m). It is seen that the magnitude of the extrapolated
value of y at T=0°C increases with alkane chain length, n.. This means that y increases with
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FIGURE 3.6 Variation of 7y vs. temperature for n. for n-alkanes. (a) For n. from 5 to 10; (b) for n. from 11
to 16.%

increasing van der Waals interactions between chains, analogous to heat of vaporization, melting
point, and other molecular properties. The data thus show how such useful physical measurements
can be related to the molecular property of a homologous series of molecules.

These data clearly show that the magnitude of vy is proportional to the chain length of the
alkanes. This is to be expected based on the previous relation given by Stefan on the dependence
of the magnitude of y on the heat of evaporation. The data of surface tension vs. temperature can
be analyzed as follows. It is well known that the corresponding states theory can provide much
useful information about the thermodynamics and transport properties of fluids. For example, the
most useful two-parameter empirical expression that relates the surface tension, 7, to the critical
temperature is given as!8
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TABLE 3.5
Linear Equation? for Data of yvs. Temperature
for n-Alkanes in Figure 3.6

Alkane B, Extrapolated
(no) A, (—d y/dT) Value of yb
5 18.25 0.1102 77
6 20 0.1022 75
7 22.10 0.098 76
8 23.52 0.0951 75
9 24.72 0.0935 75
10 25.67 0.092 75
11 26.46 0.0901 75
12 27.12 0.08843 75
13 27.73 0.0872 75
14 28.30 0.0869 75
15 29 0.08565 75
16 29 0.0854 75
17 29 0.0846 75
18 30 0.08423 75
19 30 0.0837 75
20 31 0.0833 75

*y=A,— Bs; T, where T is°C. Magnitude of A, is the extrap-
olated value of y at T = 0°C.
b At T'=-540°C (see text).

v=k(1-7/T)" (3.27)

where k, and k, are constants. van der Waals derived this equation and showed that the magnitude
of constant k, = %2, although the experiments indicated that k, = ~1.23. Guggenheim?® has suggested
that k, = 1%%.

Moreover, the quantity k,=(V,)*3/T, was suggested®” to have a universal value? of ~4.4;
however, for many liquids, the value of k,; lies between % and %i. Thus, the correct relation is
given as

V= (VC)ZB/ T.(1-7/ TC)A” (3.28)

It is thus seen that surface tension is related to 7, and V.. van der Waals'7!>2* also found that k,
was proportional to (7,)' (P,)*.

The above equation, when fit to the surface tension, 7y, data of liquid CH,, has been found to
give the following relation:3

Yen, =40.52(1-T/190.55

)1,287

(3.29)

where T, cys = 190.55 K. This equation has been found to fit the vy data for liquid methane from
91 to —190°C, with an accuracy of 0.5 mN/m. Although the theory predicts that the exponent is
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valid only asymptotically close to the critical point, the surface tension corresponding states theory
with additional expansion terms has been shown to be valid for many pure substances over their
entire liquid range.3%s

In a different context, the surface tension of a fluid, y,, can be related to that of a reference
fluid, v, as follows:38

VD) =(T, T ) Ve Ve Vo (T /T, (3.30)

where T is the temperature, 7, . and V, . are the critical temperature and volume of fluid under
consideration, respectively. Similarly, the terms T, . and V. refer to the critical temperature and
volume of the reference fluid, respectively. This procedure was found to predict the temperature
dependence of 1y of various fluids and mixtures (such as CO,, ethane, butane, hexane, octane, hexane
+ ethane, hexane + CO ,). The variation of y of a mixture of hexane + ethane was almost linear
with the mole fraction of hexane, Xe,!

Veuc, = 064 +17.85x (3.31)

This means that we can estimate the concentration of dissolved ethane from such y measurements.
Similar analyses of C; + CO, data gives almost the same relationship as for C, + C,H,. This
indicates that in a mixed system the addition of a gas to a fluid simply reduces the magnitude of
v in the mixture, as the extrapolated plot tends toward almost zero at a mole fraction of the fluid = 0.
That the magnitude of 7y of fluids can be measured with a very high accuracy!” suggests that the
solubility of gas (or gases) can be investigated by the y change. A change in mole fraction by 0.1
unit will give a change in 7y of the solution of ~2 mN/m. This quantity can be measured with an
accuracy of £0.001 mN/m, suggesting a gas solubility sensitivity of =10,

The variation of y of a large variety of liquids (more than a hundred) is available in literature.'®33
The different homologue series will provide information about the stabilizing forces in these fluids.
For example, while alkanes are stabilized mainly by van der Waals forces, the alcohols would be
mainly stabilized by both van der Waals forces and hydrogen bonds; the latter is stronger than the
former.

To analyze such thermodynamic relations of different molecules, we will take the model system
to be a homologous series of normal alkanes and alkenes, as very reliable and accurate data are
available in the literature. Linear hydrocarbon chains, n-alkanes, are among the most common
blocks of organic matter. They form part of the organic and biological molecules of lipids, surfac-
tants, and liquid crystals and determine their properties to a large extent. As major constituents of
oils, fuels, polymers, and lubricants, they also have immense industrial importance. Accordingly,
their bulk properties have been extensively studied.

The measured variation in y with temperature data, near room temperature, was almost linear
with temperature for all the alkanes with carbon atoms, n., from 5 to 18. This means that the
magnitude of surface entropy is constant over a range of temperature. A similar observation is
made from the analyses of other homologue series of organic fluids (over 100 different molecules):

1. Alkenes™®
2. n-Alcohols??
3. CO, in liquid state®

The vy data of alkanes were analyzed using Equation 3.27. The constants, k, (between 52 and 58)

and k, (magnitude ranging between 1.2 and 1.5), were found to be dependent on the number of
carbon atoms, n.; since 7, is also found to be dependent on 7., the expression for all the different
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TABLE 3.6
Calculated ¥ and Measured Values
of Different n-Alkanes at Various Temperatures

Temperature Y Y
n-Alkane (C°) (measured) (calculated)
C; 0 18.23 18.25

50 12.91 12.8
Ce 0 20.45 20.40

60 14.31 14.3
C, 30 19.16 19.17
80 14.31 14.26
C, 0 24.76 24.70
50 19.97 20.05

100 15.41 15.4

C, 10 27.47 27.4
100 19.66 19.60
Ci 50 24.90 24.90
Cy 30 27.50 27.50
100 21.58 21.60

2 From Equation 3.33.

Source: Adapted from Birdi, K.S., Lipid and Polymer Monolayers
at Liquid Interfaces, Plenum Press, New York, 1989; Birdi, K.S.,
Self-Assembly Monolayer Structures, Plenum Press, New York,
1999.

alkanes which individually were fit to Equation 3.31 gave rise to a general equation where Yy was
a function of n. and T3V

y = function of 7', n,.

(3.32)
=(41.41+2.731n.-0.192n +0.00503n,’)
(1 - T/ (273 +-99.86+145.4(In (1, )) + 17.05(ln (n)" ))) (3.33)
where
k, = 0.9968 +0.04087n. — 0.00282 (n,.)” +0.000844 (n..)’ (3.34)

The estimated values from the above equation for y of different n-alkanes were found to agree with
the measured data within a few percent: 7y for n-C,¢H,, at 100°C, was 21.6 mN/m, both measured
and calculated. This shows that the surface tension data of n-alkanes fit the corresponding state
equation very satisfactorily (Table 3.6). In this analysis the pressure is assumed to be constant.
Furthermore, by using this relationship, we do not need any elaborate tables of data. Especially by
using a computer program we can find y values rapidly and accurately, as a function of both n,
and T. However, the effect of pressure must not be considered negligible, as delineated later. More
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TABLE 3.7
Comparison of Measured and Estimated? Values
of T_,.m at Y= 0 for Different n-Alkanes®

Tei o (C) Teaipt P./bar

ne  (estimated) (measured) A! A/ne  (measured)

5 166 197 31 6 332

6 200 234 34 6 30.1

7 216 267 51 7 274

8 240 296 56 7 24.9

9 260 320 60 7 23.4
10 279 344 65 6.5 212
11 294 364 70 6.3 19.9
12 307 385 78 6 18.5
13 318 403 85 6 17.2
14 326 420 94 6 14.4
15 336 434 98 6 15.2
16 342 449 107 6 14.1
17 350 460 110 6 13
18 356 475 119 6 12
19 361 483 121 6 11.1
20 367 494 127 6 11

* From v vs. T data to y=0.

b Extrapolated from data in Figure 3.6.
¢ See Reference 39.

d Tf,y—>o - Tc,csumulcd‘

e
Tc-,Yg—>o - Tc.eslimmled/nC‘

studies are needed on similar homologue series of liquids, to understand the relation between
molecules and surface tension.

The physical analyses of the constants k, and k, have not been investigated at this stage. Further,
as QSPR models can predict relations between molecular structures and boiling points,*-#! it should
be possible to extend these models to surface tension prediction based on the above relation. A
general and semiempirical correlation between the alkane chain length and surface tension has been
described.*?

It is worth mentioning that the equation for the data of y vs. T for polar (and associating)
molecules such as water and alcohols, when analyzed by the above equation, gives magnitudes of
k, and k, that are significantly different from those found for nonpolar molecules such as alkanes,
etc. This observation therefore requires further analysis to understand the relation among v, surface
entropy, and 7, (as well as P. and V).

The critical constants of a compound are of both fundamental and practical interest. Further-
more, sometimes the critical constants are not easily measured, due to experimental limitation. In
Table 3.7, the estimated data for vy, = (at #=0°C) and the magnitude of dy/dT (surface entropy)
for a variety of liquids are given. For a very practical approximate estimation of 7, we can use
these data as

T.=7v,.,/(dy/dT) (3.35)
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where T is in °C. The calculated value for water 7, = 75.87/0.1511 + 273 = 502 K. This compares
with the measured value of 647 K. The data for C¢H give Tem, = 226.4°C (499 K), as compared
with the measured value of 561 K. The estimated values are lower, as expected.

In the case of n-alkanes, the linear part (see Figure 3.6) was extrapolated to y =0 to estimate
Tc,. The analyses of the alkane data for C5 to C,, is of much interest in this context, from both a
theoretical and practical point of view. If we merely extrapolate the linear part of the measured
data (at 1 atm), then the estimated 7, is found to be somewhat lower (~10%, dependent on n.)
than the directly measured values (Table 3.7). As we observe here, the magnitudes of 7, for these
alkanes can be very high. This may lead, in some cases, to decomposition of the substance if
measurements are made directly. On the other hand, if we can use the present surface tension data
to estimate 7, then it can provide much useful information.

The difference between the estimated 7, (lower in all cases) and the measured 7, (range
measured from 200 to 500°C at P,) per carbon atom is found to be 6°. This gives values of estimated
T, within a 5% error for alkanes with n. from 5 to 20. This finding is of great significance.

One of the most important consequences is that, in the case of fluids that are unstable at high
temperatures, we need only measure the variation of surface tension with temperature, from which
we can estimate the value of 7. The correction required arises from the effect of P, on .

We can thus show from these data that for n-alkanes:

7:-.70 =1.-nb
Or, we can rewrite
T = 7:,”0 +n.6 (3.36)

This shows convincingly that an increase in pressure gives rise to an increase in surface tension,
i.e., dy/dP = +. However, the need for this correction is expected; if we consider the fact that at the
critical point the pressure is not 1 atm but P, then a correction would be needed. For example, the
T, and P, for alkanes of n. equal to 12 and 16 are 658 K and 18 atm and 722 K and 14 atm,
respectively (Table 3.7). In fact, all the relations as found in the literature that neglect critical
pressure are in error.

To modify the data of y vs. T at 1 atm to include the effect of pressure, P, then this would
give an increase in surface tension, as the quantity dy/dP is positive for liquids.!” In other words,
the analyses of surface tension vs. temperature data must be reformulated to include the effect of
P. on the surface tension data, as shown in Figure 3.7. The measured 7y data is obtained at 1 atm.

The extrapolated line is moved from 1 atm to P, and moved up by a value that corresponds to
dy/dP (positive). It is thus possible to estimate the magnitude of dy/dP from such data.

The correction required based on the above is as follows:

7; = (Yl,ref + Sstref)/ss + 6(1’%) (3.37)

where v, . is surface tension at a given temperature (and at 1 atm) and s, is the surface entropy.
The correction term, second on the right-hand side, arises from the correction necessary to obtain
v at T. at pressure equal to P.. Previous studies have shown that an increase in the hydrostatic
pressure over gas—water systems can produce marked changes in the surface tension by virtue of
enhanced adsorption of the gaseous component at the interface.

It is obvious that when more systematic surface tension data become available, a more detailed
molecular description of the significance of this observation can be given. For example, there exists
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FIGURE 3.7 Variation of surface tension 7y vs. temperature (7) and pressure (P).

no such analysis of alkane mixtures (of two or more components). These latter systems are of much
interest in enhanced oil-recovery processes.

The y vs. temperature data for the homologous series n-alkanes and n-alkenes show some
unique characteristics. The data for alkanes, on extrapolation to a hypothetical supercooled region,
converge at T,, = approximately —540°C, and v,, = 75 mN/m.'* The calculated values of 7y, are given
in Table 3.7 for a homologous series of alkanes. The magnitude of v, is estimated as ~75 mN/m
in all cases.

This shows that the alkane molecules in their hypothetical supercooled state at T,. (-540°C >
2(-273°C) exhibit the same surface tension (y,. = 75 mN/m) regardless of chain length. To analyze
this in more detail, the surface tension data of alkenes were investigated.'?

These data also exhibit a super cooled temperature, 7., (approximately —540°C), where all the
alkene molecules have the same v,. (75 mN/m). This characteristic property can be ascribed to the
fact that long molecule axes will tend to lie along a preferred direction at the interface. This is well
recognized in such structures as liquid crystal phases. Thus, at the supercooled state at T, (-540°C),
the attractive forces and the repulsive forces in different alkanes exhibit a supercooled state where
the dependence on n. disappears. In other words, all alkanes behave as pseudomethane. Another
possibility could be that the holes in the alkanes are all filled at a supercooled state, .., as expected
from Eyring’s** theory for liquids.

From these observations, we can rewrite Equation 3.36 in the case of n-alkanes data relating
T. to s, and the above supercooled point:

T; = ’Ysc/ss + 6nC + 7;0
(3.38)
=75/s, +6n,— 540

where T, = -540°C. From this relation, we can estimate the values of 7, (within a few percentage
accuracy) if we know s, (or if variation of y is known for any temperature). Because the change in
v with temperature can be measured with a very high sensitivity (+0.001 mN/m), then we can
estimate 7, with very high accuracy. Of course, currently these analyses have been found to be
valid only for n-alkanes with chain lengths from n. =5 to 20. This observation has many useful
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TABLE 3.8

Effect of Alkyl Chain Length (n.) on the Variation
of y vs. T for Homologous Series of Alkanes

or Alkenes and Other Fluids

Homologous Series  Variation of y with Temperature and n.

Alkanes Convergence (at Y= 75 mN/m and -540°C)
Alkenes Convergence (at Y= 75 mN/m and -540°C)
Complicated Divergence at lower temperature

Alkyl-derivatives Convergence at ~120°C and y=~30 mN/m

aspects. It shows that the concepts as described here regarding the molecular structures of liquids
is fairly accurate. Further, the correlation between surface entropy and critical temperature has
much theoretical value, especially in all kinds of theoretical model considerations.

The variation of surface entropy for molecules with complex stabilizing forces other than
alkanes requires extensive analysis at this stage, although preliminary analysis shows that for more
complicated molecules such as alkyl-naphthalene or alkyl-diester homologous series the plots of y
vs. temperature intersect at ~30 dyn/cm and 150°C.!2

The +y vs. temperature data for complicated homologue series molecules also showed that
molecular packing changes as the alkyl chain changes in a manner different from that in the case
of simple alkane molecules. This is as expected, because the molecules are interacting under
different kinds of forces. The effect of a change in the alkyl chain length will also be different
from that in the case of linear alkanes. The data plots do not converge at lower temperatures, as
was observed for alkanes and alkenes. The data, however, do indeed show that the molecules at
the surface exhibit the same magnitude of surface tension (i.e., ~30 mN/m at 120°C) regardless of
the alkyl chain length. Observation of a variety of homologous series of molecules allows us to
conclude that the hydrophobic effect arising from the addition of each CH, group gives rise to
three general types of y vs. temperature data plots (Table 3.8).

The following observations are important when considering the effect of hydrophobicity on y
and s,

1. n-Alkanes and n-alkenes: Surface tension increases from 18.25 to 29.18, while surface
entropy decreases from 0.11 to 0.0854 for Cs to C.

2. Alkyl-phosphonates: Surface tension decreases from 39.15 to 30.73, while surface
entropy decreases from 0.126 to 0.0869 for C, to Cg phosphonates.

3. Dialkyl-phosphonates and alkyl-diesters: Same trend as for alkyl-phosphonates.

These observations require further theoretical analysis at this stage; however, it is sufficient to stress
that the method to extrapolate the data to hypothetical states is justified in the case of alkanes and
alkenes.

Surface tension of any fluid can be related to various interaction forces, e.g., van der Waals,
hydrogen bonding, dipole, and induction. The above analyses of the alkanes thus provide infor-
mation about the van der Waals forces only. In other homologous series, such as alcohols, we can
expect that there are both van der Waals and hydrogen bonding contributions. We can thus combine
these two kinds of homologous series of molecules and analyze the contribution from each kind
of interaction.

The magnitude of surface tension, 7y, has also been calculated from statistical theory and
molecular orientations at the free surface in nematic liquid crystals.*3®
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These calculations were carried out based on a model of the mean field approximation in the
system of rodlike molecules interacting via attraction as well as hard-core repulsion. Excluded
volume effect was found to give favorable results regarding the alignment of molecules at the free
surface. Experimental data** have shown a jump in the surface tension, 7,; however, the estimation
of the jump in surface tension was considerably larger than the experimental data.

As the shape of molecules is known to affect the thermodynamic properties of real fluids and
fluid mixtures, more investigations are necessary. This arises from the fact that all intramolecular
forces are dependent on the distance between the molecules. Hence, in the case of nonspherical or
asymmetrically shaped molecules the distance will be dependent on the nonsymmetric surfaces of
the molecule. Surface tension measurements are thus found to provide much useful information
about this aspect.

In the studies of surface tension of liquids we need data for calibration of instruments at different
temperatures. The variation of y for water with temperature, #(°C), is given as follows by various
investigators.

By Harkins,'

=75.680—0.138¢ —0.053561 + 0.0647¢ (3.39)

Ywaler

The high accuracy is important in such data, as we use these for calibration purposes. More recent
and reliable data by Cini et al.¥ indicate that

=75.668 —0.13967 —0.2885 107> (3.40)

YWZ[[CT

The surface entropy, S,, corresponding to the above equation is
S, =—dy/dT =kk (1-T/T )k -1/(T)) (3.41)
and the corresponding expression for surface enthalpy, H, is

H =vy-T(dy/dT)
(3.42)
=k,(1-T/T )k, = 1(1+(k, —1)T/T,)

Surface tension is a type of Helmholtz free energy, and the expression for surface entropy is
s, = —dy/dT. Hence, an amount of heat (H,) must be generated and absorbed by the liquid when the
surface is extended. The reason heat is absorbed upon extending a surface is that the molecules
must be transferred from the interior against the inward attractive force to form the new surface.
In this process, the motion of the molecules is retarded by this inward attraction, so that the
temperature of the surface layers is lower than that of the interior, unless heat is supplied from
outside.!>18

These analyses thus confirm the assumptions made regarding the molecular structure of the
interfacial region as compared with the bulk phase. The surface entropy provides a very useful
description of the molecular interactions in the interface of a liquid. The values of surface entropy
(—dy/dT at 0°C) for a range of liquids are given in Table 3.9. The data clearly show how the surface
entropy describes the molecular properties of the different liquids. The magnitude of surface entropy
varies from 0.07 to 0.16 mN/mT.

The following surface tension data for benzene, C;H,, and ethyl ether are analyzed by using
the above relations for estimating 7. The surface tension data measured under pressure close to
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TABLE 3.9
Magnitudes of Surface Tension, ¥ (mN/m) and Surface Entropy?
for Different Liquids

Surface Surface
Liquid Tension  —dy/dT Liquid Tension  -dy/dT
H,0 75.87 0.1511 [CH,CI], 35.31 0.139
CS, 35.71 0.1607 [CH,Br], 40.51 0.131
CH,OH 23.5 0.071 CH;NO, 36.69 0.146
C,H,OH 23.3 0.080 C,H,NO, 34.92 0.120
C,H,0H 25.32 0.081 Methyl-formate 28.50 0.157
C,H,OH 26.11 0.081 Ethyl-formate 26.30 0.136
C,H,(OH), 49.34 0.0935 Ethyl-acetate 26.84 0.127
Glycerol 65.28 0.0598 Amyl-acetate 27.04 0.098
[C,H;],0 19.31 0.117 Ethyl-propionate 5.73 0.111
C.H, 31.7 0.140 Ethyl-malonate 33.6 0.100
Toluene 30.76 0.115 C¢H,CN 40.9 0.117
o0-Xylene 31.06 0.107 Furfurol 43.5 0.096
m-Xylene 29.7 0.106 Thiophene 335 0.113
p-Xylene 29.31 0.115 Pyridine 38.1 0.136
Hexane 21.31 0.1032 Picoline 36.6 0.118
Octane 23.36 0.092 Quinoline 47.0 0.122
Decane 23.76 0.084 Piperidine 30.6 0.118
CHCl, 28.77 0.1134 Benzamide 47.20 0.070
C,H,l 33.53 0.137 Phenylhydrazine 44.02 0.076

@ _dy/dT at 0°C.

Source: Adapted from Partington, J.R., An Advanced Treatise on Physical Chemical, Vol. 1I,
Longmans, Green, London, 1951.

T, are compared with the estimated values (Table 3.10). This analysis clearly shows that more
investigations are necessary in this area of research.

In a recent study,'® a new model of fluids was described by using the generalized van der Waals
theory. Actually, van der Waals over 100 years ago suggested that the structure and thermodynamic
properties of simple fluids could be interpreted in terms of neatly separate contributions from
intermolecular repulsions and attractions. A simple cubic equation of state was described for the
estimation of the surface tension. The fluid was characterized by the Lennard—Jones (12-6) poten-
tial. In a recent study the dependence of surface tension of liquids on the curvature of the lig-
uid-vapor interface has been described.36?

3.5 SURFACE TENSION OF LIQUID MIXTURES

All industrial liquid systems are made up of more than one component, which makes the studies
of mixed liquid systems important. The analyses of surface tension of liquid mixtures (for example,
two or three or more components) has been the subject of studies in many reports,!6.36.37:46-52
According to Guggenheim’s3® model of liquid surfaces, the free energy of the molecule is

G, =k,TIn(a,) (3.43)
where g, is the absolute activity. This latter term can be expressed as
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TABLE 3.10
Surface Tension Data of C;H, and Ethylether
at Different Temperatures?

Surface Tension

C6H6
Temperature Measured Estimated (C,H;),0
°C) (under pressure) (at 1 atm) Measured Estimated
0 31.7 31.7 19.31 19.31
20 28.88 30.06 17.01 16.97
50 — — 13.60 13.46
61 23.61 23.16 — —
110 — — 7.00 6.44
120 16.42 149 — —
140 — — 4.00 2.93
170 — — 1.42 -0.58
180 9.56 6.5 — —
240 3.47 -1.9 — —
T.=288.5 0 8.7 - -
T.=193 - - 0 33

2 Measured and estimated from data in Table 3.9.

(3.44)

where N, is the mole fraction (unity for pure liquids) and g; is derived from the partition function.
The free energy can thus be rewritten as

G=gs

L (3.45)
=k, Tln(al/als)

where s, is the surface area per molecule. This is the free energy for bringing the molecule, a,,
from the bulk to the surface, ;.

In a mixture consisting of two components, 1 and 2, we can then write the free energy terms
as follows for each species:

vs, =1<BT1n(Nl gl/Nf/gf) (3.46)

and

vs,=kyTIn(N, g,/N; /) (3.47)

where N* is the mole fraction in the surface such that

N +N =1 (3.48)
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As a first approximation we may assume that s = s, = s,; that is, the surface area per molecule of
each species is approximately the same. This will be reasonable to assume in such cases as mixtures
of hexane + heptane, for example. This gives

v, =k, T(In(N, g &) +In(N, 2,/2,")) (3.49)

Or, in combination with Equation 3.42, we can rewrite as follows:

exp (—ys/kBT) =N, exp(—yls/kBT) + N22 exp(—gzs/kBT) (3.50)

Hildebrand and Scott?” have given a more expanded description of this derivation.
Using the regular solution theory, the relation between activities was given as

RTInf,=-aN,’; RTInf,=-aN, (3.51)

where f; denotes the activity coefficient. Other analyses by later investigators*® gave a different
relationship:

Y12 :'Y]N1+Y2N2_BN1N2 (3.52)

where B is a semiempirical constant.

The surface tensions of a variety of liquid mixtures such as carbontetrachloride-chloroform,
benzene-diphenylmethane, and heptane-hexadecane*’ have been reported.

In the case of some mixtures, a simple linear relationship has been observed:

1. Water-m-dihydroxy-benzene (resorcinol) in the range of 0.1 to 10.0 M concentration
gives the following relationship:33

Y=7275-8.0(M,

resorcinol

) (at20°C) (3.53)

2. iso-Octane-benzene mixtures: The surface tension changes gradually throughout. This
means that the system behaves almost as an ideal.

3. Water—electrolyte mixtures: The example of water—NaCl shows that the magnitude of
surface tension increases linearly from ~72 to 80 mN/m for O- to 5-M NaCl solution
(dy/d mol NaCl = 1.6 mN/mol NaCl):33®

Vaac = 72.75+1.6(My,,) (at20°C) (3.54a)
In another system: for water-NH,NO;:
Yaito, = 7275+1.00( My o) (at20°C,m < 2m) (3.54b)

It is seen that increase in y per mol added NaCl is much larger than that for NH,NO;.
In general, the magnitude of surface tension of water increases on the addition of
electrolytes, with a very few exceptions. This indicates that the magnitude of the surface
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TABLE 3.11
Surface Tension of n-Butanol Solutions at 25°C

Surface Tension (mol)
0.00329 0.00658 0.01320 0.0264 0.0536 0.1050 0.2110 0.4330

Y 72.80 72.26 70.82 68.00 63.14 56.31 48.08 38.87

Source: Adapted from Harkins, R.W. and Wamper, J., Am. Chem. Soc., 53, 850, 1931.

TABLE 3.12
Aqueous Solutions of n-Hexanoic Acid Mixtures at 19°C

Aqueous solutions (mol)
0.00212 0.0064 0.0128 0.0212 0.0425 0.068 0.085

Y 70. 63 56 49 40 34 31

Source: Adapted from Lange, A.A. and Forker, G.M., Handbook of Chemistry, 10th ed., McGraw-
Hill, New York, 1967.

excess term is different for different solutes. In other words, the state of solute molecules
at the interface is dependent on the solute. In a recent study a surface tension model for
concentrated electrolyte solutions by the Pitzer equation was described.33®

4. n-Butanol-water and n-hexanoic acid—water mixture data are given in Tables 3.11 and
3.12.5455

Further, the necessary condition that the local chemical potential difference be constant through-
out the interface provides the following expression for the surface tension:3'?

¥~ 1k [(1+(a28,)) [ (Vv v, ] -1 (3.55)

where [ is the thickness of the liquid surface, d is the size factor, S, is the concentration fluctuation
in the bulk liquid mixture surface, and k; is the bulk compressibility. However, there is a need for
investigations that should help in the usefulness of this relation and data.>'®

The data of other diverse mixtures include the following:

1. Ethanol-water mixtures and hydrogen bonding: The ethanol-water mixture is known to
be the most extensively investigated system. The addition of even small amounts of
ethanol to water gives rise to contraction in volume.’® A remarkable decrease of the
partial molar volume of ethanol with a minimum at an ethanol molar fraction of 0.08
was observed. The same behavior is observed from heat-of-mixing data. The surface
tension drops rather appreciably when 10 to 20% ethanol is present, while the magnitude
of surface tension slowly approaches that of the pure ethanol.

2. Surface tension of hydrocarbon + alcohol mixtures: The surface tension of the binary
hydrocarbon (benzene, toluene, cyclohexane, methyl-cyclohexane) + alcohol (ethanol,
t-pentyl alcohol) mixtures were reported’’ at 303.15 K (30°C).
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The effect of temperature on the surface tension of mixtures of n-propanol/n-heptane has been
investigated.’®>°* The variation of surface tension by temperature (K) for pure components was

=25.117-0.0805(T —273.15) (3.56)

’Ypmpanol

=22.204-0.1004(T —273.15) (3.57)

Y heptane

It is seen that the effect of temperature is lower on a more stable structure as proponal (due to
hydrogen bonding) than in heptane, as expected. In a recent study the refractive indices and surface
tensions of binary mixtures of 1,4-dioxane + n-alkanes at 298.15 K were analyzed.>*

The surface tension of binary mixtures of water + monoethanolamine and water +
2-amino-2-methyl-1-propanol and tertiary mixtures of these amines with water from 25 to 50°C
have been reported.® The surface tension of aqueous solutions of diethanolamine and triethano-
lamine from 25 to 50°C have been analyzed.>¢

3.6 SOLUBILITY OF ORGANIC LIQUIDS IN WATER AND WATER
IN ORGANIC LIQUIDS

The process of solubility of one compound into another is of fundamental importance in everyday
life; examples are industrial applications (paper, oil, paint, washing) and pollution control (oil spills,
waste control, toxicity, biological processes such as medicine). Accordingly, many reports are found
in the literature that describe this process both on a theoretical basis and by using simple empirical
considerations. As already described here, the formation of a surface or interface requires energy;
however, how theoretical analyses can be applied to curvatures of a molecular-sized cavity has not
been satisfactorily developed. It is easy to accept that any solubility process is in fact the procedure
where a solute molecule is placed into the solvent where a cavity has to be made. The cavity has
both a definite surface area and volume. The energetics of this process is thus a surface phenomenon,
even if of molecular dimensions (i.e., nm?). Solubility of one compound, S, in a liquid such as
water, W, means that molecules of S leave their neighbor molecules (SSS) and surround themselves
by WWW molecules. Thus, the solubility process means formation of a cavity in the water bulk
phase where a molecule, S, is placed (WWWSWWW). Langmuir!” (and some recent investigators)
suggested that this cavity formation is a surface free energy process for the formation of the cavity.

The solubility of various liquids in water, and vice versa, is of much interest in different
industrial and biological phenomena of everyday importance (Table 3.13).% In any of these appli-
cations, we would encounter instances where a prediction of solubility would be of interest; the
following such applications are mentioned for general interest. Furthermore, solubilities of mole-
cules in a fluid are determined by the free energy of solvation. In more complicated processes such
as catalysis, the reaction rate is related to the desolvation effects.

A correlation between the solubility of a solute gas and the surface tension of the solvent liquid
was described®! based on the curvature dependence of the surface tension for C{Hy, CH,,, and
CCl,. This was based on the model that a solute must be placed in a hole (or cavity) in the solvent.
The change in the free energy of the system, AG,, transferring a molecule from the solvent phase
to a gas phase is then

sol®

AG,, =41y, —¢, (3.58)

where ¢, is the molecular interaction energy. By applying the Boltzmann distribution law,
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TABLE 3.13
Solubilities of Water (w) in Organic Liquids (o) and
Vice Versa, at 298°C

Liquid (o) X, in Water X,, in Organic Phase
n-Pentane 9.5x10° 0.48 x 103
n-Hexane 1.98 x 10°¢ 0.351 x 1073
n-Heptane 0.57 x 10-¢ 0.61 x 103
n-Octane 0.096 x 10-¢ 0.65 x 1073
n-Decane 2x 1082 0.572 x 1073
n-Dodecane 0.5x 1038 0.615x 1073
Cyclopentane 40.8 x 10¢ 0.553 x 103
Cyclohexane 11.8 x 10-¢ 0.47 x 103
Benzene 409.5 x 10 2.74 x 10°
n-Butanol 19.2x 103 0.515
2-Butanol 33.6x 1073 0.765
2-Methyl-1-ol 26.3x 103 0.456
2-Methyl

Propan-1-ol (miscible)

1-Pentanol 4.56 x 1073 0.284
2-Pentanol 9.50 x 103 0.396
3-Pentanol 11.1 x 103 0.308
n-Hexanol 1.23x 103 0.313
1-Heptanol 0.28 x 103 0.32
1-Octanol 0.745 x 10 0.32

2 Approximate value.

Source: Adapted from McAuliffe, C., J. Phys. Chem., 70, 1267, 1966.

¢! e, =exp(-AG, /k,T) (3.59)

where c, is the concentration of gas molecules in the solvent phase and c, is their concentration
in the gas phase. Combining these equations, we obtain:

In (‘2 /cg) = (—4Tcrzgaq /kBT) +e,/k,T (3.60)

This model was tested from the solubility data of argon in various solvents (Figure 3.8), where a
plot of log (Oswald coefficient) vs. surface tension is given. In the literature, similar linear corre-
lations were reported for other gas (e.g., He, Ne, Kr, Xe, O,) solubility data.

The solubility of water in organic solvents does not follow any of these aforementioned models.
For example, while the free energy of solubility, AG,,, for alkanes in water is linearly dependent
on the alkyl chain, there exists no such dependence of water solubility in alkanes (see Table 3.13).
If the microscopic interfacial tension determines the work of forming a cavity in alkane, then this
should be almost the same as the cavity needed in alkane for dissolution of water. Furthermore,
very few data in the literature are available concerning the effect of temperature or pressure on
solubility.
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FIGURE 3.8 Solubility of gas, Ar, vs. surface tension, vy, of liquids.®'

3.6.1 THe HyproprHOBIC EFFECT

All natural processes are in general dependent on the physicochemical properties of water.
Amphiphile molecules, such as long-chain alcohols or acids, lipids, or proteins, exhibit polar/apolar
characteristics, and the dual behavior is given this designation. The solubility characteristics in
water are determined by the alkyl or apolar part of these amphiphiles, which arise from hydrophobic
effect.!”.6264 Hydrophobicity plays an important role in a wide variety of phenomena, such as
solubility in water of organic molecules, oil-water partition equilibrium, detergents, washing and
all other cleaning processes, biological activity, and chromatography techniques. Almost all drugs
are designed with a particular hydrophobicity as determined by the partitioning of the drug in the
aqueous phase and the cell lipid membrane.

The ability to predict the effects of even simple structural modifications on the aqueous solubility
of an organic molecule could be of great value in the development of new molecules in various
fields, e.g., medical or industrial. There exist theoretical procedures to predict solubilities of
nonpolar molecules in nonpolar solvents’ and for salts or other highly polar solutes in polar solvents,
such as water or similar substances.® However, the prediction of solubility of a nonpolar solute
in water has been found to require some different molecular considerations.

Furthermore, the central problems of living matter comprise the following factors: recognition
of molecules leading to attraction or repulsion, fluctuations in the force of association and in the
conformation leading to active or inactive states, the influence of electromagnetic or gravitational
fields and solvents including ions, and electron or proton scavengers. In the case of life processes
on Earth, we are mainly interested in solubility in aqueous media.

The unusual thermodynamic properties of nonpolar solutes in aqueous phase were analyzed,5®
by assuming that water molecules exhibit a special ordering around the solute. This water-ordered
structure was called the iceberg structure.

The solubility of semipolar and nonpolar solutes in water has been related to the term molecular
surface area of the solute and some interfacial tension term.® This model was later analyzed by
various investigators in much greater detail.!6-67-70
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Based on the Langmuir—-Herman—Amidon model, the solubility, X,

wlues 11 Water was given by
the following expression:

RT(ln X

wlum) = —(surface area of solute)(ysol) (3.61)
where surface tension, v,,,, is some interfacial tension term at the solute—water (solvent) interface.
The quantity surface area of a molecule is the cavity dimension of the solute when placed in the
water media.

The conformational potential energy of a molecule is, in general, given by’!

V=Vt Ve + Ve VL +V 4V, (3.62)

with the subscripts defined as nb = the nonbonded energy, es = the electrostatic energy, se = the
strain energy associated with the stretching of bonds, ¢ = the strain energy due to bending of bonds,
f=the torsional potential, and hb = the hydrogen bond formation energy. The quantity V,, is the
sum of two terms, a van der Waals attraction term and a repulsive term. For example, in the simple
hydrocarbons, as there is not very much stretching or bending deformation, the van der Waals
interactions are the most important. The rotations about near-single bonds, the nonbonded interac-
tions, make the major contributions to the torsional potential. The surface areas of the solutes have
been calculated by computer programs.®®-7?

The data of solubility, total surface area (TSA), and hydrocarbon surface area (HYSA) are
given in Table 3.14 for some typical alkanes and alcohols. The relationship between different surface
areas of contact between the solute solubility (sol) and water were derived as™

In(sol) = —0.043 TSA +11.78

(3.63)
AG, , =—RTIn(sol)=25.5 TSA+11.78

oso0l

where sol is the molar solubility and TSA is in A2,

The quantity 0.043 (RT = 25.5) is some microsurface tension. The microsurface tension has
not been analyzed exhaustively at the molecular level. It is also important to mention that at the
molecular level there cannot exist any surface property that can be uniform in magnitude in all
directions. Hence, the microsurface tension will be some average value. The effect of temperature
must also be investigated.

In the case of alcohols, assuming a constant contribution from the hydroxyl group, the hydro-
carbon surface area (HYSA) = TSA — hydroxyl group surface area:

In(sol) =—0.0396 HYSA +8.94 (3.64)

However, we can also derive a relationship that includes both HYSA and OHSA (hydroxyl
group surface area):

In(sol) =—0.043 HYSA —0.06 OHSA +12.41 (3.65)

The relations described above correlate with the measured data, which were satisfactory (~0.4
to 0.978). The following relationship was derived based on the solubility data of both alkanes and
alcohols, which gave correlations on the order of 0.99:
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TABLE 3.14
Solubility Data, Boiling Point, Surface Areas,® and Predicted Solubility®
of Different Molecules in Water<

Solubility Measured Boiling  Solubility Predicted
Compound (molal) TSA OHSA Point (molal)
n-Butane 2.34E-3 255.2 — — 1.43E-3
Isobutane 2.83E-3 249.1 — — 1.86E-3
n-Pentane 5.37E-4 287 — — 3.65E4
2-Methyl-butane 6.61E—4 274 — — 6.21E+4
3-Methyl-pentane 1.48E-4 300 — — 2.08E—4
Neopentane 7.48E—4 270 — — 7.52E-4
Cyclohexane 6.61E4 279 — — 5.11E+4
Cycloheptane 3.05E+4 301.9 — — 1.92E4
Cyclooctane 7.05E-5 322.6 — — 7.89E-5
n-Hexane 1.11E-4 310 — — 1.23E4
n-Heptane 2.93E-5 351 — — 2.33E-5
n-Octane 5.79E-6 383 — — 5.87E-6
n-Butanol 1.006 272 59 118 0.82
2-Butanol 1.07 264 43 100 1.5
n-Pentanol 0.255 304 59 138 0.21
n-Hexanol 0.06 336 59 157 0.053
Cyclohexanol 0.38 291 50 161 0.43
n-Heptanol 0.016 368 59 176 0.014
1-Octanol 4.5E-3 399 59 195 3.45E-3
1-Nonanol 0.001 431 59 213 8.8E4
1-Decanol 2.0E-4 463 59 230 2.24E4
1-Dodecanol 2.3E-5 527 59 — 1.43E-5
1-Tetradecanol 1.5E-6 591 59 264 9.4E-7
1-Pentadecanol SE-7 623 59 — 2.4E-7

Note: A =101 m; TSA = total surface area; OHSA = hydroxyl group surface area.

@ TSA and OHSA in A? units.
® From Equation 3.65.
¢ At 25°C.

Source: Adapted from Amidon, G.L.L. et al., Pharmaceut. Sci., 63, 3225, 1974.

In(sol) = 0.043 HYSA +8.003 IOH — 0.0586 OHSA +4.42 (3.66)

where the IOH term equals 1 (or the number of hydroxyl groups) if the compound is an alcohol
and 0 if the hydroxyl group is not present.

The term HYSA, thus, can be assumed to represent the quantity that relates to the effect of the
hydrocarbon part on the solubility. The effect is negative, and the magnitude of ¢ is 17.7 erg/cm?.
The magnitude of OHSA is found to be 59.2 A2 As an example, the surface areas of each carbon
atom and the hydroxyl group in the molecule 1-nonanol were estimated (Table 3.15). It is seen that
the surface area of the terminal methyl group (84.9 A2) is approximately three times larger than
the methylene groups (31.82 A2, or 31.82 x 102 m?).

The solubility model was tested for the prediction of a complex molecule such as cholesterol.”
The experimental solubility of cholesterol is reported to be ~10-7 M. The predicted value was ~10-°
(TSA =699 A2). It is obvious that further refinements are necessary for predicting the solubilities
of such complex organic molecules.
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TABLE 3.15

Surface Areas (A? of Each Methylene

and Methyl Group in 1-Nonanol
CH,-CH,~-CH,-CH,—CH,—CH,—CH,-CH,-CH,-OH

Surface Area at the Interface

Group between Solute and Solvent
OH 59.15
C, 45.43
C, 39.8
& 31.82
C, 31.82
C; 31.82
C, 31.82
C, 31.82
C, 42.75
C, 84.92

Source: Adapted from Scamehorn, J.E., Ed., Phenomena in Mixed
Surfactant Systems, ACS Symp. Ser., No. 311, American Chemical
Society, Washington, D.C., 1986.

The molecular surface areas are still not easily available, even though computer computations
have been carried out to some extent.”>7> However, all these analyses were reported at some
temperature in the vicinity of room temperature. The effect of temperature and other parameters
such as pressure has not been extensively reported.

Computer simulation techniques have been applied to such solution systems.”!*< The Monte
Carlo statistical mechanics have provided much useful information about the energetics, structure,
and molecular interactions. The computations suggested that at the hexanol-water interface minimal
water penetration into the hydrocarbon regions takes place.

The surface area model for solubility in water or any solvent can be further investigated by
measuring the effect of temperature or added salt. Preliminary measurements indicate that some
of the above models are not satisfactory. We find that the solubility of butanol in water decreases
while the magnitude of surface tension of aqueous NaCl solution increases. These kinds of data
are important for such systems as EOR (enhanced oil recovery).

As is well known,!” the bilayer structure of cell membranes exhibits hydrophobic properties in the
hydrocarbon part. This means that those molecules that must interact with the membrane interior must
be hydrophobic. Anesthesia is brought about by the interaction between some suitable molecule and
the lipid molecules in the biological membrane at the cell interface. The effect of pressure has been
reported to be due to the volume change of membranes, which reverses the anesthesia effect. Local
anesthetics are basically amphiphile molecules of tertiary amines, and some have colloidal properties
in aqueous solution. The anesthetic power is determined by the hydrophobic part of the molecule.
Surface tension measurements showed a correlation with the anesthetic power for a variety of molecules:
dibucane < tetracainebupivacainemepivacaine < lidocaine < procaine (all as HCI salts).”

3.7 INTERFACIAL TENSION OF LIQUIDS
3.7.1 INTRODUCTION

The interfacial forces present between two phases, such as immiscible liquids, are important from
a theoretical standpoint, as well as in regard to practical systems. The liquid,—liquid, interface is
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FIGURE 3.9 Interfacial region at two liquids (O = oil phase; W = water phase).

an important one as regards such phenomena as chemical problems, extraction kinetics, phase
transfer, emulsions (oil-water), fog, and surfactant solutions. In the case of primary oil production,
we have to take into consideration the surface tension of oil. On the other hand, during a secondary
or tertiary recovery, the interfacial tension between the water phase and oil phase becomes an
important parameter. For example, the bypass and other phenomena such as snap-off are related
to the interfacial phenomena.” Analogous examples can be given for other systems, such bi-liquid
flow through porous media, where again interfacial tension considerations would be required
(groundwater pollution control). It is thus obvious that other multicomponent flow systems will be
quite complicated phenomena. This is also relevant in the case of blood flow through arteries.
Despite this, data on interfaces and interfacial tension are not found in many textbooks that cover
important aspects of liquids.?? Furthermore, although the concept of hydrophobicity in single-
component systems such as alkanes has been extensively described, these properties for two-phase
systems, such as oil-water, have almost not been described in detail in the current literature.'* The
problem of liquid,—liquid, interfaces is of interest to both theoreticians and experientialists.

Indeed, over the past decades great effort has been expended in trying to understand and give
plausible theories from a statistical-mechanical point of view."”

The interface can be considered the location where the molecules of different phases meet and
the asymmetric forces are present (Figure 3.9).

The molecules in the bulk phases are surrounded by like molecules. However, at the interface
the molecules are subjected to interactions with molecules of phase O and from phase W. Because
the molecules in both phases are situated at the interface, the orientations may not exactly be the
same as when inside the bulk phase.

Interfacial tension (IFT) between two liquids is less than the surface tension of the liquid with
the higher surface tension, because the molecules of each liquid attract each other across the
interface, thus diminishing the inward pull exerted by that liquid on its own molecules at the surface.

The precise relation between the surface tensions of the two liquids separately against theory
vapor and the interfacial tension between the two liquids depends on the chemical constitution and
orientation of the molecules at the surfaces. In many cases, a rule proposed by Antonow holds true
with considerable success. !’

The various kinds of interfacial forces have been described in the literature.!®!7 The interface at
the water and simple aromatic hydrocarbons hydrogen bonding has been considered.”>7 The IFT of
water—alkanes and water—aromatic hydrocarbons have been extensively analyzed. These analyses have
been considered for two different kinds of forces: the short-range and long-range work of adhesion.

3.7.2 LiQuip-LiQuiD SysTEMSs — WORK OF ADHESION

The free energy of interaction between dissimilar phases is the work of adhesion, W, (energy per
unit area):

W, =W, +W,, (3.67)
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where W, is expressed as the sum of different intermolecular forces, e.g.,!67”

* London dispersion forces, D

* Hydrogen bonds, H

* Dipole—dipole interactions, DD
* Dipole-induced interactions, DI
¢ [T bonds, IT

* Donor—acceptor bonds, DA

¢ Electrostatic interactions, EL

It is also easily seen that the W, term will always be present in all systems (i.e., liquids and solids),
while the other contributions will be present to a varying degree as determined by the magnitude
and nature of the dipole associated with the molecules.

To simplify the terms given by the above equation, one procedure has been to compile all the
intermolecular forces arising from the dipolar nature of W,,:

W, =W, +W,, (3.68)
where
Wap = Wan + Warp + Waip (3.69)

The molecular description of dispersion forces has been given in much detail in the literature. The
expression for dispersion forces between two molecules as a function of distance, r,, center-to-
center, is, according to London,”

€., =k az/rn (3.70)
where
k =3a.11,/2(1,+ L) +u’ (3.71)

and a, I, and u,; are polarizability, ionization potential, and dipole moment, respectively. To
determine how theoretical treatment agrees with experimental data, the surface tension of n-octane
is found, as given below:

’Yoctane = yLD (372)
=0.3nN ¢, f\,/e,D} (3.73)

In the case of a molecule such as n-octane, ¥, = 0 for any nonpolar molecule; A, is the density of
CH, or CH; groups (3.1 x 10?2 groups/cm®); c; is the interaction energy; f;=~9; A;=0.87;
a;=2.12x 102 cm?; 1,=10.55 V; D;=4.6 A; and ¢ =1.05. The calculated value for y of
octane = 19.0 mN/m, while the measured value is 21.5 mN/m, at 20°C. The real outcome of this
example is that such theoretical analyses do indeed predict the surface dispersion forces, ¥, ,, as
measured experimentally, to good accuracy. In a further analysis, the Hamaker constant, A, for
liquid alkanes is found to be related to v, , as
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A =3x10"(y,,)"" (3.74)
This was further expanded to include components at an interface between phases I and II:
_14 D D 11/6
A =3x10" (17 =77 (3.75)

where €, is the dielectric constant of phase II; however, in some cases, forces other than dispersion
forces would also be present.”’

The manifestation of intermolecular forces is a direct measure of any interface property and
requires a general picture of the different forces responsible for bond formation, as discussed in
the following.

1. Tonic bonds: The force of attraction between two ions is given as

F,=(s'¢)/r (3.76)

and the energy, U,,,, between two ions is related to 7

on? on

by the equation as

U =(8°8)/1on (3.77)

where two charges (g*, g7) are situated at a distance of r,,.

2. Hydrogen bonds: Based on molecular structure, those conditions under which hydrogen
bonds might be formed are (a) presence of a highly electronegative atom, such as O, Cl,
F, and N, or a strongly electronegative group such as —CCl; or —CN, with a hydrogen
atom attached; (b) in the case of water, the electrons in two unshared sp3 orbitals are
able to form hydrogen bonds; (c) two molecules such as CHCI, and acetone (CH,COCH,)
may form hydrogen bonds when mixed with each other, which is of much importance
in interfacial phenomena.

3. Weak-electron sharing bonding: In magnitude, this is of the same value as the hydrogen
bond. It is also the Lewis acid—Lewis base bond (comparable to Brgnsted acids and
bases). Such forces might contribute appreciably to cohesiveness at interfaces; a typical
example is the weak association of iodine (I,) with benzene or any polyaromatic com-
pound. The interaction is the donation of the electrons of I, to the electron-deficient
aromatic molecules (mt-electrons).

4. Dipole-induced dipole forces: In a symmetric molecule, such as CCl, or N,, there is no
dipole (u, =0) through the overlapping of electron clouds from another molecule with
dipole, p,, with which it can interact with induction.

The typical magnitudes of the different forces are given in Table 3.16 for comparison. It will
thus be clear that various kinds of interactions would have to be taken into consideration whenever
we discuss interfacial tensions of liquid-liquid or liquid—solid systems.!677-7

3.7.3 INTERFACIAL TENSION THEORIES OF LiQuUID-LIQUID SYSTEMS

As shown above, various types of molecules exhibit different intermolecular forces, and their
different force and potential-energy functions can be estimated.'® If the potential-energy function
were known for all the atoms or molecules in a system, as well as the spatial distribution of all
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TABLE 3.16
Intermolecular and Interatomic
Forces between Molecules Energy

Force (kJ/mol)

Chemical bonds

Ionic 590-1050
Covalent 60-700
Metallic 100-350
Intermolecular forces
Hydrogen bonds 50
Dipole-Dipole 20
Dispersion 42
Dipole-induced dipole 2.1

Source: Adapted from Chattoraj, D.K. and Birdi,
K.S., Adsorption and the Gibbs Surface Excess,
Plenum Press, New York, 1984.

atoms, it could in principle then be possible to add up all the forces acting across an interface.
Further, this would allow us to estimate the adhesion or wetting character of interfaces. Because
of certain limitations in the force field and potential-energy functions, this is not quite so easily
attained in practice. Further, the microscopic structure at a molecular level is not currently known.
For example, to calculate the magnitude of surface tension of a liquid, we need knowledge of the
radial pair-distribution function. However, for the complex molecule, this would be highly difficult
to measure, although data for simple liquids such as argon have been found to give the desired
result. The intermolecular force in saturated alkanes arise only from London dispersion forces.
Now, at the interface, the hydrocarbon molecules are subjected to forces from the bulk molecule,
equal to vy (we denote phase I as the hydrocarbon in Figure 3.9). Also, the hydrocarbon molecules
are under the influence of London forces due to molecules in phase II. It has been suggested that
the most plausible model is the geometric means of the force due to the dispersion attraction, which
should predict the magnitude of the interaction between any dissimilar phases. As described earlier,
the molecular interactions arise from different kinds of forces, which means that the measured
surface tension, 7, arises from a sum of dispersion, Y, and other polar forces, 7,:

Y=Y, +7V, (3.78)

Here, v, denotes the surface tensional force solely determined by the dispersion interactions, and
Yp arises from the different kinds of polar interactions (Equation 3.72). Some values of typical
liquids are given in Table 3.17.

The interfacial tension between hydrocarbon (HC) and water (W) can be written as

12
YHC,W =VuctVw— 2(FYHC'YW,1)) 3.79)

where subscripts HC and W denote the hydrocarbon and water phases, respectively. Considering
the solubility parameter analysis of mixed-liquid systems, we find that the geometric mean of the
attraction forces gives the most useful prediction values of interfacial tension. Analogous to that
analysis in the bulk phase, the geometric mean should also be preferred for the estimation of
intermolecular forces at interfaces. The geometric mean term must be multiplied by a factor of 2
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TABLE 3.17
Values of the Surface Tension (y)
Components of Some Test

Liquids 20°C

Liquids N Yo Ne
al-Br-Naphthalene 444 444 ~0
Diiodomethane 50.8 508 ~0
Dimethyl sulfoxide 44 36 8
Ethylene glycol 48 29 19
Glycerol 64 34 30
Formamide 58 39 19
Water 72 21.8 51

Source: Adapted from Kwok, D.Y. et al.,
Langmuir, 10, 1323, 1994.TFS

as the interface experiences this amount of force by each phase. However, the relation in
Equation 3.79 was alternatively proposed by Antonow:

Yo=Y +7-2(11.)"

= ((yl)]/z - (72)1/2)2

This relation is found to be only an approximate value for such systems as fluorocarbon—-water or
hydrocarbon—water interfaces, and not applicable to polar organic liquid—water interfaces. The
effect of additives such as n-alkanols on the interfacial tension of alkane—water interfaces has been
investigated in much detail .3

To analyze these latter systems, a modified theory was proposed. The expression for interfacial
tension was given as®!$?

(3.80)

12
Y =Y, Y, —29(v,7,) (3.81)

where the value of @ varied between 0.5 and 0.15. @ is a correction term for the disparity between
molar volumes of v, and v,:

12 2
D, = 4(vlv2) /(VIO‘5 +v§'5) (3.82)
In Table 3.18 some representative data are given which were used to verify experimental data.

3.7.4 HyprorHOBIC EFFECT ON THE SURFACE TENSION AND INTERFACIAL TENSION

In most systems, it is of interest to determine how a change in the alkyl part of the organic molecule
(i.e., the hydrophobic part) affects the surface and interfacial tension. In spite of its importance
(both in biology and technical industry), no such systematic analysis is found in the current
literature. These molecular considerations are pertinent in any reaction where the hydrophobicity
might be of major importance in the system, e.g., surfactant activity, EOR, protein structure and
activity, and pharmaceutical molecules and activity.
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TABLE 3.18
Prediction of Interfacial Tension for Hydrogen Bonding Organic
Liquids (o) vs. Water (w) (20°C)

Organic Liquid (o) Yow A X, Xu D Yol
n-Butyl alcohol 1.8 246 0.500 0.0188 1.00 22
iso-Butyl alcohol 20 230 0449 0.0195 1.01 3.0
n-Amyl alcohol 44 257 0357 0.0046 1.00 4.0
iso-Amyl alcohol 48 232 0.326 0.0055 1.00 5.0
n-Hexyl alcohol 6.8 258 0.283 0.0011 0.98 5.1
n-Heptyl alcohol 77 258 0.267 0.00028 0.98 5.8
n-Octyl alcohol 85 275 025 0.00 0.97 5.1
Cyclohexanol 39 327 0406 0.008 0.99 23
Diethyl ether 1.0 17.0 0.345 0.0177 0.95 6.0
Diisopropyl ether 179 173 0.0333 0.00187 0.99 17.2
Ethyl acetate 6.8 239 0.139 0.0163 1.03 8.6
Methyl-n-propyl ketone 9.6 247 0.152 0.0132 0.98 8.0
Methyl-n-butyl ketone 9.6 250 0.176 0.005 0.98 7.5
Methyl-n-amyl ketone 124 262 0.123 0.0031 0.96 8.4
Isovaleric acid 27 255 039 0.0082 0.99 3.7
Aniline 58 429 0218 0.0073 0.97 22

Note: X, =mole fraction in the water phase; X, =mole fraction in the oil phase;
calc = calculated.

Source: Adapted from Good, C.J., in Chemistry and Physics of Interfaces, Ross, S.,
Ed., American Chemical Society, Washington, D.C., 1965.

The hydrophobic interactions are known to control many aspects of self-assembly and stability
of macromolecular and supramolecular structures.!® This has obviously been useful in both theo-
retical analysis and technical development of chemical structures. Furthermore, the interaction
between nonpolar parts of amphiphiles and water is an important factor in many physicochemical
processes, such as surfactant micelle formation and adsorption or protein stability. To make the
discussion short, this interaction will be discussed in terms of the measured data of the surface and
interfacial tension of homologous series. Analyses have shown that there is no clear correlation;
therefore, different homologous series will be discussed separately.

Data concerning the interfacial tension of an alkane—water system deserves detailed analysis
for various basic theoretical reasons. Not only are these systems of fundamental importance in oil
recovery processes and emulsion formation, but such molecules also form the basis of structures
in complex biological and industrial molecules.

These systems also provide an understanding of the molecular basis of interfaces, since the
amphiphile molecules consist of alkyl chains and hydrophilic groups. Thermodynamic analyses on
surface adsorption and micelle formation of a anionic surfactants in water were described by surface
tension (drop volume) measurements.! These data are analyzed in Table 3.19. These data show
that at 20°C (Table 3.20) the magnitude of surface tension changes nonlinearly (varying from 1.7
to 0.7 mN/m per CH,) with alkyl chain length.

Interfacial tension changes linearly with a magnitude of 0.3 mN/m (dyn/cm) per CH, group
(Figure 3.10). These data can be compared (Table 3.21) with a homologue series of aromatic
compounds. Surface tension changes with a magnitude of ~0.3 mN/m per CH, group. This is much
lower than for n-alkanes. The change in interfacial tension per CH, group is rather large in
comparison with the alkane vs. water data.
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TABLE 3.19
Variation of y with Alkyl Chain Length and Temperature

nc/T/CO) 20 25 275 30 325 35 375
5 5024 — - - = = =
6 508 5041 5016 49.92 4974 4949  49.24
7 5123 5077 — 5028 00—  —  —
8 5168 5122 5102 5078 5057 5031  50.12
10 5230 @ — - = = = =
12 5278 5246 5221 5199 5174 5150  51.28
14 5332 5292 5269 5246 5227 52.04 51.83
16 5377 5330 53.09 529 00—  —  —

Source: Adapted from Good, R.J., in Chemistry and Physics of Interfaces,
Ross, S., Ed., American Chemical Society, Washington, D.C., 1965.

TABLE 3.20
Surface and Interfacial Tension
of n-Alkane/Water Systems

Surface  Interfacial

Organic  Tension Tension

Liquid (ST) (IFT) dy/CH, AYyIFT/CH,
n-Cg 18.0 50.7 — —
n-C, 19.7 51.2 1.7 0.5
n-Cyq 21.4 51.5 1.7 0.3
n-Cy 235 52.0 1.1 0.3
n-C,, 25.1 52.2 0.8 0.1
n-Cy, 25.6 52.8 0.3 0.3
n-Cyq 273 53.3 0.85 0.3

Source: Adapted from Good, R.J., in Chemistry and Physics of
Interfaces, Ross, S., Ed., American Chemical Society, Washing-
ton, D.C., 1965.

The latter values are approximately five times larger. This shows that the simple dependence
of the hydrophobic effect on the number of carbon atoms becomes rather complicated when
considering the interfacial properties. These differences thus may be suggestive of the differences
in orientation of the alkyl chains at the interfaces. This subject has been recently investigated by
measuring surface tension and interfacial tension near the freezing point of the oil (alkanes) phase
under supercooled measurements, as described further below.

In Table 3.22 are data of interfacial tension of the alcohol vs. water system analyzed. The
variation of interfacial tension with a change in alkyl chain length for different organic liquids vs.
water is given in Table 3.23.

These data are analyzed here for the first time in the literature and clearly show that simple
hydrophobic correlations with alkyl chain length as observed in bulk phases!®®?* are not found at
interfaces and require further analysis. Interfacial tension analysis of organic mixtures has been
reported.5?®
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FIGURE 3.10 Variation in interfacial tension (IFT) of alkanes (Cg, C;, Cg, Cy,, Cyy, Cyg) vs. water at different
temperatures.'®8!

TABLE 3.21

Surface and Interfacial Tension of Aromatic Compounds vs. Water
Organic Surface Tension Interfacial tension

Liquid (ST) (IFT) Ay /CH, AY +/CH,
C.H, 28.88 33.90 — —
CH3C¢H; 28.5 36.1 -0.38 22
C,H.CH, 29.2 38.4 +0.7 23
C,H,CH, 28.99 39.60 -0.2 1.2
TABLE 3.22

Surface and Interfacial Tension of Alcohol vs. Water System
Organic Surface Tension Interfacial Tension

Liquid (ST) (IFT) Ay /CH, AYIFT/CH,
n-Butyl alcohol 24.6 1.8 — —
n-Amyl alcohol 25.7 4.4 1.1 2.6
n-Hexyl alcohol 24.5 6.8 -1.2 24
n-Heptyl alcohol 25.8 7.7 1.3 0.9
n-Octyl alcohol 27.5 8.5 1.7 0.8

The protein molecules exhibit hydrophobicity due to polar and apolar side chains.!” The protein
denaturation process has been analyzed by considering the enthalpy of fusion of the hydrophobic
groups when undergoing transfer from the liquid organic phase to water phase.?%* The hydrophobic
effect is recognized to play an important role in such biological systems.
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TABLE 3.23

A Summary of Variation of Interfacial
Tension (IFT) for Various Organic
Liquids vs. Water

Organic Change in IFT/CH, Group
Liquid Short Long

Alkanes 0.5 0.3 1.7-0.9
Alcohols 2.5 1 1
Phenyl 2.2 — —

3.7.5 Heat of FusioN IN THE HyDROPHOBIC EFFECT

In some studies®* it has been pointed out that, when calculating the hydrophobic effect in protein
denaturation, the enthalpy of fusion of the hydrophobic groups should be considered. A similar
analysis had been given in earlier hydrophobic interactions analysis.®

In a later study, a model for absolute free energy of solvation of organic, small inorganic, and
biological molecules in aqueous media was described.®> From the Monte Carlo simulation studies
of aqueous solvation and the hydrophobic effect, we assume that some 250 or more solvent
molecules are involved in the process.’¢-8 To resolve this problem, the so-called self-consistent
field (SCF) solvation model for the hydrophobic effect was described.®

3.7.6 ANALYSIS OF THE MAGNITUDE OF THE DISPERSION FORCES IN WATER (Y))

Because water plays such a very important role in a variety of systems encountered in everyday life,
its physicochemical properties are of much interest. Therefore, the magnitude of water 7y, has been the
subject of much investigation and analysis. By using Equation 3.79 and the measured data of interfacial
tension for alkanes—water, the magnitude of 7y, has generally been accepted to be 21.8 mN/m. This
value, however, has been questioned by other investigators. The criticism arises from the observation
that data of interfacial tension and Equation 3.72 do not give a linear plot for (y, — y;)/v;, vs. ¥, — 1,
and the plots did not seem to intercept the theoretical origin at 0, —1.

Additionally, it has been shown that the value of 7, , as calculated from Equation 3.83 for water
is not independent of the alkane chain length; however, other investigators® have shown that the
following relationship is valid. A plot of W, =2 (V| Yarp)"? vs. Y2 is linear:

W, = 6.6y, +12.0 (3.83)

where 7, is in mN/m units. These observations are consistent with a value of v, , = 10.9 mN/m and
the presence of a residual interaction over the interface, possibly resulting from the Debye forces
of 12.0 mN/m. However, this appears unlikely since theoretical calculations'é convincingly give a
value of 19.2 mN/m for ¥, , (Yyaern)> and Debye forces could only contribute about 2 mN/m.

Assuming that alkane molecules lie flat at the interface, the additive contributions from the
—CH; and —CH,, group to W, are given by®

W, = (2Wey, = Oy, +(N=2)0 gy Weyy ) (N =2) 0y + 20, (3.84)

where N is the number of carbon atoms in the alkane chain and ¢ denotes the surface area for
—CH,; (0.11 nm?) or —CH, (0.05 nm?) groups. The values for the work of adhesion for -CH, and
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—CH, groups are estimated to be 30 mN/m = Wy, and 52 mN/m = Wy, respectively. The plots
of v, vs. N using Equation 3.84 show that the relation given in Equation 3.86 for a flat alkane
orientation model at the interface is in agreement with the experimental data. This suggests that
the magnitude of vy, for water is 19.5 mN/m, which is in agreement with the experimental data.

To obtain any thermodynamic information of such systems it is useful to consider the effect
of temperature on the interfacial tension. The alkane-water interfacial tension data have been
analyzed (Figure 3.10). These data show that the interfacial tension is lower for Cq (50.7 mN/m)
than for the other higher chain length alkanes. The slopes (interfacial entropy: —dy/dT) are all almost
the same, ~0.09 mN/m per CH, group. This means that water dominates the temperature effect, or
that the surface entropy of the interfacial tension is determined predominantly by the water mole-
cules. Further, as described earlier, the variation of surface tension of alkanes varies with chain
length. This characteristic is not present in interfacial tension data; however, it is worth noting that
the slopes in the interfacial tension data are lower than those of both pure alkanes and water. The
molecular description must be analyzed.

It may be safe to conclude that the magnitude of different interfacial tensions (for example,
dispersion tension of water) might be constant; however, there is great need for a more thorough
analysis.

As mentioned earlier, simple specular reflection profiles can yield detailed interfacial structural
information.”® X-ray and neutron reflectometers have been developed specifically to investigate the
liquid surfaces.”®®! The problem is to be able to study the buried interfacial region by x-ray methods.

The beam of x-rays or thermal neutrons is thus required to impinge on the sample at low angles
(<10). This also requires that the top phase be made as thin as possible to avoid significant absorption
or incoherent scattering. The systems studied were®

1. Cyclohexane—water
2. Cyclohexane—water (with surfactant)

These studies showed that the interfacial region is very diffuse and that the major excess electron
density arises from the nonaqueous phase of the interface. The thickness of the layer in the presence
of a surfactant was found to be of the magnitude 15.4 A (1.54 nm).

In a recent study,”® the liquid(A)-liquid(B) interface was described in terms of the Len-
nard—Jones potential:

AB,,,—4€B((6/r) ~afo r,;,-)ﬁ) (3.85)

and

s =l s = 48((0/1’0.)12 ~(o/, )6) (3.86)

where u,, and u,y are the respective interaction potentials. The parameter B will, of course, be
determined by the degree of miscibility of liquids A and B. The expression for the interfacial
tension, Y,g, 1S

/(4A) ZZ a2 =1/ (duydr,) (3.87)
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The main criterion here is that the normal component of the pressure must remain constant as the
surface line is approached, as required by the mechanics. The deficiency of tension in the transverse
tensor should be analyzed.

3.7.6.1 Liquid-Solid Systems (Contact Angle)

The state of a liquid in contact with a solid surface is very important in many everyday phenomena
(detergency, adhesion, wetting, flotation, suspensions, solid emulsions, erosion, printing, pharma-
ceutical products).

If we consider two systems, such as a drop of liquid (water) placed on different solid surfaces
(glass, Teflon), we observe the following. The contact angle, 6, as defined by the balance between
surface forces (surface tensions) between the respective phases, solid, liquid and LS (lig-
uid—solid):%2%¢

Vs =Vse T YViiquia cos(8) (3.88)

In the case of water—glass and water—Teflon, we find that the magnitude of 6 is 30° and 105°,
respectively. Because the liquid is the same, then the difference in contact angle arises from the
different solid surface tensions. From this we can therefore easily see that the surface tension of a
solid is an important surface parameter. A more extensive anlayses can be found elsewhere.??>%

In recent years a great many studies have reported on the dynamic systems where a drop of
liquid is placed on a smooth solid surface.”” The system liquid drop—solid is a very important
system in everyday life, for example, rain drops on tree leaves or other surfaces. It is also significant
in all kinds of systems where a spray of fluid is involved, such as in sprays or combustion engines.
The dynamics of liquid drop evaporation rate is of much interest in many phenomena. The lig-
uid-solid interface can be considered as follows. Real solid surfaces are, of course, made up of
molecules not essentially different in their nature from the molecules of the fluid. The interaction
between a molecule of the fluid and a molecule of the boundary wall can be regarded as follows.
The molecules in the solid state are not as mobile as those of the fluid. It is therefore permissible
for most purposes to regard the molecules in the solid state as stationary. However, complexity
arises in those liquid—solid systems where a layer of fluid might be adsorbed on the solid surface,
such as in the case of water—glass.

Systematic studies have been reported in the literature on the various modes of liquid drop
evaporation when placed on smooth solid surfaces.??

In these studies the rate of the mass and contact diameter of water and n-octane drops placed
on glass and Teflon surfaces were investigated. It was found that the evaporation occurred with a
constant spherical cap geometry of the liquid drop. The experimental data supporting this were
obtained by direct measurement of the variation of the mass of droplets with time, as well as by
the observation of contact angles. A model based an the diffusion of vapor across the boundary of
a spherical drop has been considered to explain the data. Further studies were reported, where the
contact angle of the system was 6 < 90°. In these systems, the evaporation rates were found to be
linear and the contact radius constant. In the latter case, with 6 > 90°, the evaporation rate was
nonlinear, the contact radius decreased and the contact angle remained constant.

As a model system, we may consider the evaporation rates of fluid drops placed on polymer
surfaces in still air.”?¢ The mass and evaporating liquid (methyl acetoacetate) drops on polytetrafiu-
oroethylene (Teflon) surface in still air have been reported. These studies suggested two pure modes
of evaporation: at constant contact angle with diminishing contact area and at constant contact area
with diminishing contact angle. In this mixed mode, the drop shape would vary resulting in an
increase in the contact angle with a decrease in the contact circle diameter, or, sometimes a decrease
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in both quantities. These investigators developed a theory to predict the evaporation rate and residual
mass at any time in the life of the drop based on the spherical cap geometry. A later study®*
investigated the change in the profile of small water droplets on polymethylmethacrylate (PMMA)
due to evaporation in open air. The drops were observed to maintain a constant contact radius over
much of the evaporation time. Measurements were carried out on g and the drop height, 4, as a
function of time in the regime of constant contact radius.

The results showed that the initial contact angle was < 90°. No attempt was made to obtain
measurements for the final rapid stages of evaporation where the mixed mode of evaporation
occurred. It was also noted that the earlier models®?* did not distinguish between the two principal
radii of curvature occurring at the contact line: these two radii do not have the same values. The
latter studies, therefore, extended the model to a two-parameter spherical cap geometry, which was
able to explain why the experimentally observed change in contact angle should appear linear in
time.

We can describe the state of a liquid drop placed on a smooth solid surface in terms of the
radius, height of the drop, and the contact angle, 6 . The liquid drop when placed on a smooth
solid can have a spherical cap shape, which will be the case whenever the drop volume is approx-
imately 10 pl or less. In the case of much larger liquid drops, ellipsoidal shapes may be present,
and a different geometric analysis will have to be implemented. On the other hand, in the case of
rough surfaces, we may have much difficulty in explaining the dynamic results. However, we may
also expect that there will be instances where the drop is nonspherical. This parameter will need
to be determined before any analyses can be carried. Let us assume the case where a spherical cap
drop shape is present. In the case of a liquid drop that is sufficiently small and where surface
tension dominates over gravity, the drop can be assumed to form a spherical cap shape. A spherical
cap shape can be characterized by four different parameters, the drop height (4,), the contact radius
(r,), the radius of the sphere forming the spherical cap (R,), and the contact angle (0). By geometry,
the relationships between the two radii, the contact angle, and the volume of the spherical cap (V)
are given as:?¢

r, = R sin(6) (3.89)
and
R =[(3v)/(p0)]" (3.90)
where
b=(1-cos6)’(2+cos8) =2 —3cosO+cos30 (3.91)

The height of the spherical cap above the supporting solid surface is related to the two radii and
the contact angle,0, by

h= Rs(l — cose)
and

h=r, tan(6/2) (3.92)
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A spherical cap-shaped drop can be characterized by using any two of these four parameters. When
the horizontal solid surface is taken into account, the rate of volume decrease by time is given as,?1°

~(av, /)= (4pR D) /(r,)(c; ~c.) f (8) (3.93)

where 7 is the time (s), D is the diffusion coefficient (cm?/s), ¢, is the concentration of vapor at the

sphere surface (at R, distance) (g/cm?3), c_. is the concentration of the vapor at infinite distance (R,

distance) (g/cm?), r, is the density of the drop substance (g/cm?), and f(0) is a function of contact

angle of the spherical cap. In the literature we find a few solutions of this relationship.®*® By using

the analogy between the diffusive flux and electrostatic potential, the exact solution has been derived.
The approximate solution for f{0) was given as:°*

£(8)=(1-cos(8))/2 (3.94)

while other investigators gave the following relationships:®*¢

f(®)= (cos(G))/(Z In(1- COS(G))) (3.95)

It was shown that only in some special cases the magnitude of 8 remains constant under evaporation,
such was in water—glass systems. In this latter case, where the contact angle remains constant
during evaporation, the following relation can be written:

sz/3 _ Vjﬁ ~2/3 Kf(e)t (3.96)

Some limited experimental results have been reported that fit this relationship. However, more
detailed investigations are needed to understand fully the evaporation phenomena. Only one case®*
has reported on the fate of the liquid film that remains after most of the liquid has evaporated. It
was shown that we could estimate the degree of porosity of solid surfaces from these data. Thus,
we find a new method of determination of porosity of solids, without the use of mercury porosim-
eter.”> The latter studies are much more accurate, as these were based on measurements of change
of weight of drop vs. time under evaporation. At this stage in the literature, therefore, there is a
need for more studies on this dynamic system of liquid drop—solid.

3.8 SURFACE TENSION AND INTERFACIAL TENSION
OF OIL-WATER SYSTEMS

The oil-water interface is one of the most important systems. The liquid-liquid interface constitutes
a phase separation where two different molecules meet. We can directly measure the magnitude of
the surface tension, with rather high precision. It would thus seem that much useful information
can be obtained if we could measure a dynamic parameter of the interface, such as the freezing
phenomenon. It is widely known that liquids can be cooled below their freezing temperature without
solidification (supercooled fluid) and that they can be heated above their boiling temperature without
vaporization (superheated liquid).

The behavior of liquid surfaces near the freezing point or under supercooled conditions has
not been investigated in much detail. Although the subject is fundamental and of considerable
intrinsic importance in science and technology, it remains severely underinvestigated because the
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FIGURE 3.11 Variation of y of long chain alkane in heating and cooling cycles. The arrows indicate the
temperature scan direction.

traditional techniques have been difficult to apply definitively. As is well known, most liquids will
undergo supercooling when the temperature is lowered slowly below the freezing point, so much
so that liquids such as water will not freeze until —40°C under strictly controlled conditions and
purity. Other fluids exhibit similar supercooled behavior: benzene to —8°C and glycerol to —-40°C.
Under these conditions the liquid remains homogeneous beyond the line of phase equilibrium into
the so-called metastable region.

This is important, as it is well recognized that supercooled liquids may be regarded as legitimate
representatives of the liquid state.® The limit of supercooling has also been of some interest, as
surely liquids must solidify before absolute temperature. In fact, the liquid state in comparison to
the gas state is stabilized due to gravity forces. Thus, the supercooled state is a quite legitimate
phase of interest for the fundamental understanding of phase equilibria. Furthermore, the crystal-
lization requires the necessary orientation prior to the phase change.

It has been argued® that supercooled liquids should be considered legitimate representatives
of the liquid state. The fact that a phase exists with a lower Gibbs energy than the liquid, so that
a spontaneous transformation (i.e., crystallization) is possible, although in some cases it may even
be slow, is not an inherent property of the liquid state and according to some views may be discarded.
The analysis given above on the surface tension of alkanes, alkenes, and other liquids thus provides
support for these postulates.

As mentioned above, the surface tension of all liquids decreases with a rise of temperature. On
the other hand, it was also observed that the surface tension of a supercooled liquid passes
continuously through the freezing point.*

Recent studies have shown that the surface tension of fluids near their freezing point can provide
useful molecular information.?®*® From both x-ray scattering and y measurements, it was concluded
that abrupt formation of a crystalline monolayer on the surface of n-alkanes, n-C,,H,,, took place
above their bulk melting temperatures.’®® The abrupt change in y at 38.6°C was suggested to indicate
the solid monolayer formation. The bulk solidification was observed at 35.6°C, after which the
Wilhelmy plate provides no useful information. In Figure 3.11 a schematic description is given.
From these studies it was concluded that a layering transition on the free surface of fluid alkanes
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at temperatures a few degrees above their solidification is observed. The surface exhibited a single
monolayer of alkane forms in an apparently first-order transition with hexagonal packing structure
and chains oriented vertically.

It was also found that the freezing of lower chain alkanes, such as hexadecane, C,;H,,, did not
show abnormal surface tension behavior. The data for hexadecane!'>*® were described elsewhere.
The crystallization of a mixture of 90% C,, + 10% C,, was also investigated. These data showed
that crystallization takes place at 15.5°C, which is lower than that for pure C,.

The interfacial tension of the water—alcohol (with 10 to 15 carbon atoms) interface was
investigated near the crystallization temperature.”” The water—undecanol data®® indicated that a
phase transition occurred a few degrees above the melting point (11°C) of the alcohol. Furthermore,
the process of melting should be regarded as the transition of a substance from a state of order to
one of disorder among the molecules.

In a recent investigation,”® the effects of additives to the aqueous phase on the interfacial
tension, v, vs. temperature curves near the freezing point of n-hexadecane were reported. The aim
of these investigations was to determine the effect of additives such as proteins that are surface
active on the supercooled region and the interfacial tension. This would reveal the effect of the
adsorbed protein molecule on the interfacial tension of the water—alkane system and could be used
as a model for cell membranes.!’

The interfacial tension vs. temperature curves for different systems were investigated: C,4 vs.
water, C,¢ vs. an aqueous solution with protein (BSA; casein). These data showed that the freezing
of n-hexadecane takes place at 18°C; however, supercooling is observed down to 16.6°C. In contrast,
surface tension measurements at the air-liquid interface showed no supercooling behavior.'?

The slope of the data, dy/dT, is of the same value (approximately —0.09 mN/m) as reported in
the literature for a C,—water system. In other words, the magnitude of the interfacial tension of
the system increases as temperature decreases. After reaching the supercooled temperature, 16.6°C,
as the crystallization starts the temperature increases. C4 is still in a liquid state, as the value of
the interfacial tension also abruptly decreases until it reaches the freezing point, 18°C. These data
show, for the first time, that fluids crystallize in the bulk phase in a different way than in the surface.
The large change in interfacial tension after freezing is due to the solidification and inability of the
Wilhelmy plate method to provide any useful information for such solid—oil systems. The abrupt
change observed under the supercooled process must be investigated by high-speed measurements.
This could provide information about the dynamics of surface molecules. The data also show that
the scatter in the plots is reduced after freezing initiates at ~16.5°C. Very fast data acquisition has
been attempted on these systems. The rate of crystallization is very rapid and could not be
determined successfully.

Crystallization is known to initiate at the interface. It is thus obvious that the crystallization
will then be dependent on the magnitude of IFT. The water—hexadecane interface will not be able
to freeze exactly at the freezing point of hexadecane (18°C) because of the neighboring water
molecules. However, at the supercooled temperature of 16°C, it seems that water molecules have
no effect or a lesser effect on the packing of the hexadecane chains at the interface, which means
that the bulk structure of hexadecane and the interfacial phase are similar, and freezing can take
place.

The supercooling is also observed with protein (BSA, casein, lactoglobulin) in addition to the
aqueous phase—C, system, but the freezing point of hexadecane increases to 18.2°C. This indicates
that the crystallization of the hexadecane is affected by the presence of surface-active molecules.
The supercooling will have extensive dependence on various interfaces, such as emulsions, oil
recovery, and immunological systems. The adsorption of proteins from aqueous solutions on
surfaces has been studied by neutron reflection.”*?

It is known that polymer/surfactant complexes are formed at the water—air interface, as studied
by surface tension and x-ray reflectivity studies.”®® Furthermore, the effect of surface tension on
the stability of proteins has been described in terms of a molecular thermodynamics model.**
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Further studies are needed before a more plausible description can be given regarding how the
protein molecules affect the freezing point. Preliminary studies using very fast data acquisition
have indeed indicated that the transition from liquid to solid at interfaces is very complex.'?

These studies provide a view of the structure and molecular interactions in interfacial regions
of more complicated systems, such as monolayer, bilayer, and bi-phase systems. The two-dimen-
sional assemblies are thus subject to the water molecule effect in the packing energetics.

In the future, the rate of the supercooled region should be investigated in more detail. This has
much interest for physicochemical understanding of the kinetics of phase change processes. That
velocity is related to cluster formation might be useful in the estimation of impurities.
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4.1 INTRODUCTION

A liquid layer heated from below is stratified: it may not be stable, and above a certain instability
threshold, rolls and stationary hexagonal cells are produced. This is the well-known Bénard con-
vection. Now, when the liquid layer is heated from above, it is stratified and stable, but the variation
of surface tension can lead to oscillatory surface convection, to stationary or traveling surface
waves. Mass transfer through the interface between two stratified liquid layers can also produce
similar surface waves when the latter results in a lowering of the interfacial tension. Namely, in
the 1960s Linde and Schwarz' observed patterns at the surface of a shallow octane layer heated
from above. Similarly, Orell and Westwater? observed stationary and propagating patterns, stripes,
and ripples produced at an ethylene glycol-ethyl acetate interface by the interfacial transfer of
acetic acid from the glycol phase. In both cases, the authors measured the wavelength and wave
velocities, and from a simplified linear stability theory, the oscillation frequencies of the convective
cells and the instability threshold could be fairly predicted.?
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In the 1990s, this problem of surface structuration was revisited in the light of recent theoretical
findings obtained on nonlinear surface waves.* It could be established that the waves sustained by
a Marangoni effect, as observed by Linde and Schwarz and Orell and Westwater, are relevant to a
nonlinear theory. They have solitonic properties and the patterns that structure the surface are
produced by their collision.” The description and analysis of these nonlinear waves sustained by a
solutal Marangoni effect are the subject of this chapter.

4.2 THE MARANGONI EFFECT

The Marangoni effect transforms physicochemical energy into flow whose form and evolution
depend on the sign of the thermal or solutal gradient and the transport properties of the adjacent
fluids. It is associated with two surface phenomena. The first is the motion in a fluid interface due
to the local variation of interfacial tension caused by differences in composition or temperature
induced, for example, by dissolution (or evaporation). The second is the departure from equilibrium
tension that is produced by deformation of an interface.® The pioneering work of Sternling and
Scriven’ provided the basis for the interfacial hydrodynamics incorporating these two surface
phenomena effects. Their analysis was based on the Gibbs—Boussinesq description for approximat-
ing the behavior of real interfaces as the two-dimensional analogue of the three-dimensional fluid
dynamics for Newtonian fluids. In the same way that pressure gradients generate flow in the bulk
of a liquid, surface tension gradients generate interfacial convection accompanied by bulk motions.
The major difference is that pressure gradient—driven motions can occur in inviscid fluids, whereas
surface tension gradient—driven motions are always dissipative because the Marangoni effect
induces shear viscous stresses.

Sternling and Scriven’ wrote the interfacial boundary conditions on nonsteady flows with free
boundary and they analyzed the conditions for hydrodynamic instability when some surface-active
solute transfer occurs across the interface. In particular, they predicted that oscillatory instability
demands suitable conditions crucially dependent on the ratio of viscous and other (heat or mass)
transport coefficients at adjacent phases. This was the starting point of numerous theoretical and
experimental studies on interfacial hydrodynamics (see Reference 4, and references therein). Insta-
bility of the interfacial motion is decided by the value of the Marangoni number, Ma, defined as
the ratio of the interfacial convective mass flux and the total mass flux from the bulk phases evaluated
at the interface. When diffusion is the limiting step to the solute interfacial transfer, it is given by

oC

Ma= 98 2 0%|s=inertice
aC uD

4.1
where C(x,y,z,1) is the solute concentration distribution in the bulk, ¢ = 6(C) is the surface state
equation of the interfacial tension, 1 is the bulk dynamic shear viscosity, D is the diffusion coefficient
of the transferring substance, and L is a characteristic length scale of the solute transfer toward the
interface. This expression (Equation 4.1) is the dimensionless concentration gradient obtained from
the adimensionalization of the system of equations describing the bulk and interfacial hydrody-
namics. It is also a (surface) Reynolds number, or a (mass) Péclet number, based on the scale of
the velocity induced by the surface tension gradients. Other pertinent nondimensional parameters
of the problem are Sc=/pD (the Schmidt number), Ca=UD/GL (the capillary number), and
Bo =pgL’ /o (the static Bond number). Under appropriate circumstances, interfacial instability can
excite (transverse) gravitocapillary waves or (longitudinal) dilational waves propagating at the liquid
surface. The former demand surface deformation, whereas the latter do not. In the following we
illustrate how gravitocapillary waves can be excited to a striking nonlinear level.
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4.3 NONLINEAR SURFACE WAVES

Assume that a capillary wave of wavelength A is generated by a localized deformation 1 (pulse)
of the free surface of a liquid layer of thickness 4. If 7 < A and M < h, the wave propagation
occurs with a linear phase velocity ¢, = \/g7 ; this is a result typical of waves in shallow waters.
If the free surface deformation 1, although small compared with the wavelength, is not regarded
as infinitesimal, the nonlinearity cannot be neglected. Then, the propagation in, say, the x-direction
of this weakly nonlinear and dispersive shallow water wave can be modeled by the Bouss-
inesq—Korteweg—de Vries (BKdV) equation.*® In a reference frame moving with velocity c,, the
BKdV equation for an inviscid liquid is

N+ @M, + @3N, = 0 “4.2)
. L 7.2
with alzéc—” and a,="° g 30|t (1-3B7)
2 h 6 pg) 6 ‘

where p and ¢ are the liquid density and surface tension, and g is gravity. For simplicity, we have
only considered waves traveling in one direction, say, right-moving waves. Consideration of waves
propagating in both directions, right and left, brings a second time derivative term rather than the
first derivative in Equation 4.2 together with higher-order space derivatives.

The nonlinear term N1, accounts for wave peaking as higher waves travel with higher velocities.
The peaking and possible breaking is balanced by the dispersive term m,,, (making velocity
dependent on wavelength) related to gravity and surface tension (via the Bond number). When both
terms (nonlinearity and dispersion) are in (local) dynamic balance, which depends on whether the
ratio a,/a, is of order unity, a wave or a pulse may become permanent, thus traveling with no
deformation. Indeed, the BKdV Equation 4.2 is known to possess particular solutions in the form
of solitary waves and periodic cnoidal waves trains. The steady, permanent solution called the
solitary wave is

n=mn,sech’ lj?l’; (x — Vt):|

where due to nonlinearity the phase velocity V is amplitude dependent; n, is the wave amplitude
and its width depends on the quantity ,/4h°/3n, .

An important property is that the BKdV solitary waves have particle-like properties when
colliding with each other as first shown by Zabusky and Kruskal,” who showed that, upon collision,
such solitary waves cross each other without apparent deformation, hence the name solitons.
Moreover, depending on the angle before collision, they experience, at most, a displacement in
their trajectories originating in a temporary change in wave velocity, which is called a phase shift.*

4.4 NONLINEAR WAVE PROPERTIES AND THE MARANGONI EFFECT

A solvent dissolution, a vapor adsorption, any kind of surface-active substance exchange between
the surface and the adjacent subphase, or heating makes the surface tension locally vary, thus
generating Marangoni stresses and convection. Then, gravitocapillary waves (wavelength A and
amplitude M) excited and sustained by the Marangoni effect in the shallow water waves approxi-
mation can be described by the equation:

nt + alnnx + aanx + a3nxxx + a4nxmx + as (nnx)x =0 (43)
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where the coefficients a; (i = 1 to 5) depend on the dimensionless parameters defined above. Thus,
Equation 4.3 is the natural generalization of Equation 4.2 accounting for the Marangoni effect, the
concomitant dissipation, and hence the appropriate (local) dynamic (input—output) energy balance.
The cumbersome explicit forms of the coefficients a; can be found in Reference 10. It seems
pertinent to recall their origin and the role of the various terms of Equation 4.3 on the wave
propagation.

The new coefficients a, and as;, that now also depend on Schmidt and capillary numbers in
addition to the Bond number, have exactly the same role as in Equation 4.2 when their ratio a,/a,
is of order unity. The coefficient a, depends on Schmidt and Marangoni numbers, a, depends on
capillary, Schmidt, and Bond numbers, and although a; depends only on the Schmidt number, the
term (N1,), is a genuine contribution of the Marangoni stresses. The role of the a, term, whose
sign changes as the Marangoni number increases, is to create the instability and subsequently at
supercritical Marangoni numbers to provide continuous energy input for the flow.* This energy
brings the wave motion in the long wavelength range and in part it is dissipated by viscosity at the
opposite side of the spectrum, i.e., at short waves. The a, term, proportional to 1n,,,,, takes care of
this viscous dissipation. The a5 term helps energy redistribution over the wave spectrum.

Note that waves obeying Equation 4.2 can only be the result of initial conditions like with
standard wave makers in the laboratory. They can also take all possible amplitudes or phase
velocities. In contrast, waves obeying Equation 4.3 can only have a single amplitude or velocity,
depending on the conditions of the experiment. The latter case corresponds to the waves reported
here. This is a property generally valid for all dissipative structures whether steady patterns or
waves. Thus, if a wave is excited above or below the required level imposed by the Marangoni
number, it is expected that in the course of time its amplitude and corresponding velocity will
evolve toward a given terminal value set by the Marangoni effect. Hence, initial conditions play a
negligible role.

To see this result, the time variation of the (free) energy of the surface wave is calculated by
multiplying Equation 4.3 by 1, and integrating over a wavelength or over the entire surface with,
say, vanishing values of 1 at both boundaries (x — o). It gives

19 (™ 5 +o0 +oo
— —j ndx = —aZJ. nnmdx—az‘J‘ nm,,.dx “4.4)
2 otd. e -

In Equation 4.4, for simplicity, asis neglected. Note also the fact that both a, and a, terms
vanish separately by suitable integration by parts. For steady, permanent waves of Equation 4.3,
the left-hand side term vanishes but, as none of the right-hand side terms vanishes separately, the
only possibility to obtain the dynamic (free) energy dynamic balance early mentioned is for both
to vanish combined. This is possible if they have opposite signs, which only occurs when the
Marangoni number is above critical. The vanishing value of a, defines the critical value of the
Marangoni number for the onset of overstability and the generation of surface waves by the
Marangoni effect. Past the instability threshold, we expect these waves to be sustained by
Equation 4.4. Experimental evidence has confirmed this qualitative prediction and, in particular the
(solitonic) particle-like behavior in surface tension gradient (Marangoni)—driven waves.*

It is also worth recalling that when simultaneously a; and a, vanish (we also disregard as)
Equation 4.3 reduces to the Burgers equation,* which is known to possess (Taylor—Burgers) shocks.
In this case there is an energy balance between the nonlinear a, term and the dissipative a, term.
Shocks are also known to possess solitonic-like properties, a phenomenon already discovered long
ago by Mach and collaborators (for an historical account see e.g., References 4 and 11).

Thus, according to the relative values taken by the coefficients a; (i = 1 to 5), Equation 4.3 is
expected to provide different solutions in the form of humps (bumps) or shocks (kinks, bores,
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FIGURE 4.1 Space-time plot of a head-on collision with negative phase shift: the waves are temporarily
decelerated due to collision and they reappear delayed.

mascarets, or hydraulic jumps). The former comes from the BKdV equation as sech?-like solutions
or periodic cnoidal waves whereas the latter come from the Burgers equation as tanh-like solutions.

There is also numerical evidence of the above given solitonic properties of nonlinear waves.
For the particular case of Equation 4.3 and related two-side propagating wave equations, Christov
and Velarde'? have calculated wave profiles and discussed the kinematics of the collisions of
solitonic surface waves in two extreme limiting cases.

Case A: The production-dissipation part of Equation 4.3 (a,, a,, a5 terms), hence the free-energy
balance, is taken as a small perturbation to the BKdV equation. Hump shape solutions after
interaction experience a decrease in amplitude (slow “aging”) while keeping their sech’-like shape
to a large extent. However, if the interaction triggers enough production, the sech? evolves until it
reaches a shape of higher amplitude in accordance with the energy balance.

Case B: The production-dissipation part of Equation 4.3 is predominant. This corresponds to
negligible dispersion. Although a hump shape solution may exist, it is not stable and a space and
time chaotic regime may occur. Then, shocks (tanh-like) can exist that share features of solitons
but their interactions appear almost completely inelastic: after collision the waves may stick to
each other and form a single structure, or have trajectories that drastically depart from their original
ones. Generally, dissipative waves exhibit inelasticity upon collisions.

Finally, solitary waves are characterized by their collisions. There exist two main types of wave
collisions, oblique and head-on collisions, which generate different patterns in the liquid surface.
Head-on collisions are better analyzed in a space—time diagram, whereas oblique collisions can be
easily analyzed in real space.

Head-on collisions are such that two waves approaching each other emerge after collision,
accelerate, and keep moving away from each other with almost the same velocity as before collision.
The analysis of the collision is achieved by plotting vs. time the position x of several points of the
moving front in an Euclidean frame of reference (Figure 4.1). The velocity changes are measured
by the angle between the pre- and postcollision trajectories. By convention positive (respectively,
negative) phase-shift corresponds to a temporary acceleration (respectively, deceleration) of the
wave caused by the collision, after which the wave appears slightly in advance (respectively,
delayed) relative to its initial position. and after a time called the residence time.
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FIGURE 4.2 Schematic classification of oblique collisions according to the collision angle o represented in
the real space: (a) 200 < 7/2 oblique acute collision, (b) 2a ~ 7/2 neutral collision, (c) 2¢. > 1/2 Mach—Russell
oblique collision.

When two solitary waves or shocks collide at an initially oblique angle, the result depends on
the actual value of this angle (Figure 4.2). If it is small and acute enough, the trajectories experience
a delay opposite to the case of wide, obtuse-enough collisions. There is, indeed, a critical value of
the collision angle at which no appreciable change of trajectories exists (Figure 4.2b). When the
angle is acute, there is formation of a dead zone on a residence length where the waves strongly
interact (Figure 4.2a). When the angle is wide enough, there is formation of a third wave that after
collision emerges forward, phase locked with the two other waves (Figure 4.2¢). This is called the
Mach-Russell stem or third wave, a phenomenon observed by Mach in 1875, and earlier by Russell
and others for the case of oblique reflections at walls.*!!"'>2 We can observe a change in real
trajectories leading to a phase shift that follows the above convention defined in the space—time
representation for head-on collisions. A residence length is defined by analogy with the residence
time in the space—time representation for the head-on collisions.

4.5 EXPERIMENTS
4.5.1 WAvEes, PATTERNS, AND INTERFACIAL TURBULENCE

Experiments show a rich variety of phenomena as illustrated below. Santiago-Rosanne et al.!'*!3
observed a daisy flower-like pattern generated by the dissolution of a nitroethane drop with a lower
surface tension than that of water and partially soluble in water carefully deposited at a water
surface (Figure 4.3). As soon as the nitroethane droplet is deposited, it spreads under the action of
gravity and capillary forces with formation of a central cap surrounded by a thin circular primary
film ending in a rim. The drop deposition generates circular dimples, a form of rapidly damped
gravitocapillary waves appearing over the entire open surface of the aqueous solution extending
beyond the surface wetted by the nitroethane (Figure 4.3a). Then, a petal-like pattern like a daisy
occurs in the primary film (Figure 4.3b). Finally, the daisy pattern breaks (Figure 4.3c) and evolves
toward a seemingly spatially chaotic state, which is usually called interfacial turbulence
(Figure 4.3d). The time taken for the droplet to be completely dissolved by the mixing process is
about 5 s.

Linde et al.'s!8 observed by shadowgraphy traveling surface waves in an annular container from
the absorption of a solvent vapor, e.g., pentane, by another solvent layer, e.g., toluene, which has
a higher surface tension. The time evolution of the surface convection is opposite to the one observed
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by Santiago-Rosanne et al. When the absorption process starts there is immediately a strong
interfacial turbulence with irregular traveling and breaking waves, which evolve toward more and
more regular periodic wave trains.

These opposite time evolutions of the surface motions are related to the Marangoni number
variations. In the Santiago-Rosanne et al. experiments, at the contact surface between the central
cap and the aqueous layer there is an excess of nitroethane; the first molecular water layer is
immediately saturated with nitroethane and the interfacial tension decreases from G,, = 73 mN/m
to ©,,, = 14.65 mN/m. Because the nitroethane is very easily dissolved in water in the limit of its
miscibility, its adsorption kinetics at the interface is not expected to be a limiting step at any time
of the experiment, as no surface tension gradient can develop there as long as the central cap exists.
For the same reason there is no surface or interfacial tension gradients in the primary film either,
as long as there is an excess of nitroethane. Gradients can only exist when there has been some
nitroethane depletion in the solution surface. This happens when the nitroethane primary film has
sufficiently diffused in the solution. Besides, as the geometry of the experiment is axisymmetric,
the nitroethane concentration decreases as the distance from the central cap increases. Hence, the
interfacial transfer (characterized by the Marangoni number) depends on the location and changes
in time during the experiment, hence the transient although relatively long lasting character of the
patterns and related phenomena in an unsteady experiment.

In the Linde et al. experiments,'¢ at the start of the experiment, the concentration gradient is
very high and so is the Marangoni number leading to strong interfacial turbulence. They decrease
further with time as the vapor absorption slows giving rise to quasi-stationary periodic waves with
steady wavelength and frequency until thermodynamic equilibrium between the vapor and liquid
phases is achieved. During the transient phase, the Marangoni number does not depend on the
location in the surface, and no pattern is observed.

4.5.2 EXPERIMENTAL EVIDENCE FOR SoOLITONIC BEHAVIOR

As stated above, their shape, their velocity, and their collisions characterize soliton-like waves. In
the present state of knowledge, comparison between theoretical analysis and experimental data can
be obtained in two basic situations when there is predominance of the nonlinearity dispersion
balance, as in BKdV solitons (case A) and when the (free)-energy production dissipation terms
dominate (case B)."3

Surface waves only appear when the (local) Marangoni number Ma is higher than a critical
value, i.e., past an instability threshold. Usually the actual value of Ma cannot be easily measured,
and it is estimated. In the Santiago-Rosanne experiments, near the central cap, Ma is practically
zero and case A of surface waves is expected. Far from it the surface tension gradients are much
more important, Ma is large and case B should occur. Remarkable enough is that both limiting
cases can be found for the same wave but at different positions along the front, which illustrates
the local, space—time dependence of the parameters influencing the wave motion.

4.5.2.1 Wave Characteristics

The deformations of the liquid surface induced by the waves are usually in the submillimetric
range, and they can be optically measured by means of a Schlieren technique.'*!'> The wave velocity
is obtained by following the trajectory of several points of the moving wave in the laboratory
reference identified by their curvilinear coordinate d along the wave in sequences of frames taken
every 0.02 s. The position, d, is plotted as a function of time. A resulting straight line indicates
constant velocity of propagation of the wave.

Two examples of wave profiles are given in Figures 4.4 and 4.5; they were obtained from an
experiment like the one displayed in Figure 4.3.14
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FIGURE 4.3 Photograph showing the surface phenomena arising when a drop of nitroethane is carefully
deposited on the free surface of a water layer. The solvent drop spreads as a central cap surrounded by a
primary film. The pattern formation and evolution (surface waves and their interactions) in the primary film
are visualized with a Schlieren device sensitive to density gradients and surface deformations. The sequence
of events is as follows: (a) traveling ripples following drop deposition on the water surface with subsequent
drop spreading; (b) petal-like unsteady structure appearing in the primary film due to surface wave collisions;
(c) transition to the chaotic behavior with transient formation of “coherent” structures; (d) interfacial turbu-
lence. (Modified from Santiago-Rosanne, M. et al., J. Colloid Interface Sci., 191, 65, 1997.)

Figure 4.4a shows the evolution in a moving frame (variable x) of the profile of a wave measured
at a few millimeters near the central cap where the surface tension gradients are small. It is well
fitted to a sech? function:

2(@) =sech?[(x ¢ 1)f]

traveling with a constant phase velocity ¢ = 7.4 mm/s. It keeps its sech?-like shape during its
propagation. However, its width in the x-direction B = B(¢) evaluated at z =0 changes with time
(Figure 4.4b); sequentially, it decreases, increases, and decreases again.

Far from the central cap, where the surface tension gradients are large, the profile of the same
wave evolves to a fanh-like function:
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FIGURE 4.3 (CONTINUED)

z(x) = tanh[(x —c-1)3]

d accounts for the width where the jump occurs in the experiment (Figure 4.5a). This tanh-like
wave travels with a constant velocity ¢ =34 mm/s, and it experiences an increase in velocity,
preserves its shape and its width 8 during propagation (i.e., 8 is time independent) (Figure 4.5b).

The two wave profiles displayed in Figures 4.4 and 4.5 are very much like the numerical ones
reported by Christov and Velarde.!* As earlier described, the stable sech?-like profile corresponds
to case A, when there is a low level in the energy production dissipation part of Equation 4.3;
hence, dissipation is a small perturbation to the BKdV equation. Two stages of evolution could be
predicted: (1) first, the amplitude and the width of the sech?-like profiles decrease; (2) then, when
the energy input is large enough, the amplitude of the wave increases while its width decreases.
With the Schlieren the absolute measurement can only be done in one direction, here, x; hence,
the absolute value of the amplitude cannot be obtained in the z-direction but the x distances are
absolute. Figure 4.4b shows that the width of the sech?’’hump increases and decreases in time as
predicted by the numerical analysis.

Numerical tanh/shock profiles correspond to case B where the level in the energy production
dissipation balance in Equation 4.3 is predominant compared with the viscous-free BKdV terms.
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FIGURE 4.4 Normalized surface wave sech-like profiles obtained, as the nonlinearity induced by the disper-
sion term in Equation 4.3 is predominant: (a) time evolution of a sech-like profile near the central cap; (b)
shift of the origin on the x-axis to compare all shape profiles together. (o, t =1,; *, t=1,+ 0.16 8; +, 1 =1, +
0.28 s; %, t =1,+ 0.36 s.) (From Santiago-Rosanne, M. et al., J. Colloid Interface Sci., 191, 65, 1997. With
permission.)
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FIGURE 4.5 Normalized surface wave tanh-like profiles: (a) time evolution of a tanh-like profile far from
the central cap; (b) shift of the origin on the x-axis through the change of variables X" =x —c - t to compare
all shape profiles together. (*, t=1, +, t=1,+0.04 s; X, 1 =1,+ 0.08 s; 0, =1,+0.12s; -, t =1,+ 0.16 s5; ®
t =t,+0.24 s.) (From Santiago-Rosanne, M. et al., J. Colloid Interface Sci., 191, 65, 1997. With permission.)

Stable tanh-like profiles were found far from the central cap, where, indeed, Ma seems to be large
enough.

A wave can be pinned or completely free to travel until it meets some obstacle, namely, a wall.
The former case occurs when the wave is tied to some point, for example, when it is tied to the
central cap in Figure 4.3b. At the pinning point, Ma = 0 since there is no interfacial mass flux below
the central cap; hence, the wave velocity is also zero there. The value of Ma slightly departs from
zero very near the central cap and increases as we move away from it. Then, when Ma # 0, the
wave travels with a velocity that depends on the distance to the pinning point. The latter case is
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FIGURE 4.6 Standard collision of pinned waves: (a and b) before interaction; (c) during interaction; (d) after
interaction. Arrows indicate the direction of propagation of both waves. The dust in the optical system acts
as a fixed reference frame for better observation of the propagation. (From Santiago-Rosanne, M. et al., J.
Colloid Interface Sci., 191, 65, 1997. With permission.)

beautifully shown by the Linde et al. experiments, all waves obtained in an annular cell are free
to travel either clockwise or counterclockwise.!¢ In a square container they can be reflected upon
collision with the wall.>1°

4.5.2.2 Characterization of the Collisions

In the simple experiment of the deposited nitroethane drop, we can observe several types of
collisions. However, in view of the unsteady character (solvent dissolution, etc.) of this kind of
experiment, the occurrence of a given type of interaction has a random character. However, we can
safely say that each event depends on the local value of parameters such as the local Ma, and not
on the initial conditions of the experiment.

4.5.2.2.1 Oblique Collisions between Pinned Waves
We can observe

* Neutral oblique collisions (Figure 4.6)

* Oblique collisions with negative phase shift and formation of a “dead zone” (vanishing
wave velocity) (Figure 4.7)

* Collisions with positive phase shift and formation of a Mach—Russell-like third wave
(Figure 4.8) obtained when a layer of nitroethane condenses on the aqueous surface
before deposition of the droplet

The trajectories of pinned waves are observed in the (x, y) surface plane. Wave crossings are denoted
with o, for pinned waves with a dead zone and with o, for pinned waves producing a third
(Mach—Russell) wave upon collision. In the scheme in Figure 4.7 we observe a sudden deceleration
of the waves after collision (Figure 4.7a), hence the appearance of a dead zone (corresponding to
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FIGURE 4.7 Oblique collision of pinned waves with formation of a dead zone where waves have vanishing
velocity (same experiment as in Figure 4.3 with a higher time resolution). Details of the evolution of the dead
zone are in the encircled area. Scheme shows the evolution of the negative phase shift and the length, /, of the
dead zone. (a, b, ¢ from Santiago-Rosanne, M. et al., J. Colloid Interface Sci., 191, 65, 1997. With permission.)

the residence length) where locally wave velocities vanish. Then there is a process of reacceleration
(Figure 4.7b) and the dead zone disappears (Figure 4.7¢). The critical angle at which the dead zone
disappears is about 23°. In Figure 4.8, we observe collisions of pinned waves with formation of a
“third” wave (Mach—Russell stem). In this case there is an increase in velocity (Figure 4.8a). The
length of the third wave, L, and the angle, o, decrease with time (Figure 4.8b). Then, the third
wave disappears and there is no velocity change at a critical angle about 82° (Figure 4.8c). Similar
phenomena were reported by Weidman et al.’

4.5.2.2.2 Head-On Collisions between Free Waves

Figure 4.9 shows the head-on collision of two waves. Local collisions at several distances d from
the wave origin at the central cap are analyzed in the space—time diagram.

* d=14.8 mm (scheme a): The faster wave experiences no velocity change, whereas the
slower wave reappears with still lower velocity.

* d="7.22 mm (scheme b): The faster wave experiences no velocity change, whereas the
initially slower wave reappears with higher velocity.

* d=23.4mm (scheme c): Very far from the central cap is a situation where both waves
reappear after collision with the same velocity.

A common feature of these three collisions is that one wave keeps its initial velocity while the
second wave is accelerated (positive phase shift) (scheme a), decelerated (negative phase shift)
(scheme b), or its velocity remains constant (scheme c). The last steady situation has been numerically
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FIGURE 4.8 Oblique collision of pinned waves with formation of a Mach—Russell-like wave. The evolution
of the Mach—Russell wave can be followed in the encircled area. The scheme shows the evolution of the
positive phase shift and length, L, of the Mach—Russell wave. (Photos modified from Santiago-Rosanne, M.
et al., J. Colloid Interface Sci., 191, 65, 1997. a, b, c from Santiago-Rosanne, M. et al., J. Colloid Interface
Sci., 191, 65, 1997; with permission.)

obtained in Reference 13 when the (free)-energy balance Equation 4.4 operates. The two first cases
correspond to an unsteady process where likely the dissipated energy is not balanced by the amount
provided by the Marangoni effect. As far as we know there is no numerical simulation of this kind
of collision. It is amazing that the nature of the collision changes along the waves; this is due to
the spatial variation of the (local) Marangoni number as the distance from the central cap increases.

4.5.2.2.3 Overtaking Collisions

Overtaking collisions occur when two waves with very different velocities are traveling in the same
direction (Figure 4.10). The faster wave collides with the slower one; then they join together forming
a single wave structure that propagates with a still higher velocity, a phenomenon reminiscent of
a numerical finding by Christov and Velarde when the production dissipation part of Equation 4.3
is predominant (case B).13

4.5.3 WAVE COLLISIONS AND PATTERNS

4.5.3.1 Quasi-Elastic and Inelastic Collisions

As far as the production dissipation part of Equation 4.3 can be taken as a small perturbation to
the BKAV equation (case A), wave collisions are essentially elastic, and patterns'* or wave trains
in an annular container'® can be obtained. On the other hand, the increase of production dissipation
can be so important (case B) that the waves evolve toward a chaotic regime, as was numerically
shown in Re