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Preface

 

The science related to the subject of surface and colloid chemistry has expanded in the past decade
at a rapid pace. This area of science has been especially important in such new areas as environ-
mental control, wastewater processing, nanotechnology, pharmacy, and biotechnology. The appli-
cations of nanoparticles in pharmacy products are very significant. Initially, the subject arose over
50 years ago when theoretical understanding of surface and colloid systems developed. The amount
of information published since has increased steadily; consider that there are at present some half
a dozen different specialty journals related mainly to surface and colloid chemistry. The applications
of this subject have developed rapidly in both the industrial and biological areas.

During the last few decades, many empirical observations have been found to be based in the
fundamental laws of physics and chemistry. These laws have been extensively applied to the science
of surface and colloid chemistry, which gave rise to investigations based on molecular description
of surfaces and reactions at interfaces. Especially during the last decade, theoretical analyses have
added to the understanding of this subject with increasing molecular detail. These developments
are moving at a much faster pace with each decade.

The application area of surface and colloid science has increased dramatically during the past
decades. For example, the major industrial areas have been soaps and detergents, emulsion tech-
nology, colloidal dispersions (suspensions, nanoparticles), wetting and contact angle, paper, cement,
oil recovery, pollution control, fogs, foams (thin liquid films), the food industry, biomembranes,
drug delivery (vesicles), membrane technology, and the pharmaceutical industry. Recently, new
areas of applications are developing, two of which are synthetic transplants and biological monitors.
These trends show the importance of this field of science in everyday life.

Thus, a group of experts from the United States, Europe, and worldwide wrote a handbook
that covered this subject extensively in 1997 (

 

Handbook of Surface and Colloid Chemistry,

 

 CRC
Press, Boca Raton, FL). However, since 1997 the number of publications related to surface and
colloid science has grown exponentially. Accordingly, a new group of experts decided that at this
stage there is an urgent need for a second edition of the handbook, which should make theoretical
and experimental information on the systems related to surfaces and colloids readily available. The
purpose of this second edition of the handbook is to bring the reader up-to-date with the most
recent developments in this area. The second edition of this handbook both updates the first edition
and includes new areas of research. Hence, the two editions combined cover an extensive range of
research subjects. In this edition of the handbook a unifying theme of information on surface and
colloid chemistry is presented by a team of international experts. The subject content is presented
such that the reader can follow through the physical principles that are needed for applications,
and extensive references are included for understanding the related phenomena. Thus, the two
editions together become a gateway to a vast number of literature references. This is unique in the
current literature.

As the subject area and the quantity of knowledge are immense, there is always a need for a
team of experts to join together and compile a handbook. It is therefore an honor for me to be able
to arrange and present to the reader chapters written by experts on various subjects pertaining to
this science, with bibliographical references well in excess of 2000.

It is most impressive to discover how theoretical knowledge has led to some fascinating
developments in the technology. The purpose of this handbook is also to further this development.
The scope of the second edition of this handbook is consciously different from that of any existing
volume on the same subject. The molecular description of liquid surfaces has been obtained from
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surface tension (under static and dynamic conditions) and adsorption studies. Thin-film formation
and emulsion formation and stability are described by interfacial film structures. The surfaces of
solids are characterized by contact angle and adsorption studies. Foams are described by the bilayer
arrangement of the detergent and other amphiphile molecules in the thin films. The ultimate in
interfaces are molecular films and molecular self-assemblies. Many questions about monomolecular
films on solids are answered with the use of modern scanning probe microscopes (SPMs). The
impact of the scanning tunneling microscope (STM) and the atomic force microscope (AFM) is
delineated. This has indeed led to such new scientific fields as nanotechnology. In the past decade
developments in increased sensitivity and innovation in instruments have added much knowledge.
Colloidal structures and their stability have been found to be of much interest, as described
extensively in this second edition of the handbook. The theoretical basis of colloids and their
stability is thoroughly described.

The chapters are arranged such that the information is basically needed for the whole handbook.
The organization allows the reader to follow the subject area smoothly, with the extensive data
provided in the form of tables and figures supporting this aim.
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The Editor

 

Professor K. S. Birdi received his undergraduate education (B.Sc. Hons. Chem.) from Delhi Uni-
versity; Delhi, India, in 1952. He also majored in chemistry at the University of California at
Berkeley. After graduation in 1957, he joined Standard Oil of California, Richmond.

In 1959, Dr. Birdi became chief chemist at Lever Brothers in Denmark. He became interested
in surface and colloid chemistry and joined the Institute of Physical Chemistry as an assistant
professor. He initially did research on surface science aspects (e.g., thermodynamics of surfaces,
detergents, micelle formation, adsorption, Langmuir monolayers, biophysics). During the early
exploration and discovery stages of oil and gas in the North Sea, Dr. Birdi became involved in
Danish Research Science Foundation programs, with other research institutes around Copenhagen,
in the oil recovery phenomena and surface science. Later, research grants on the same subject were
awarded from European Union projects. These projects involved extensive visits to other universities
and an exchange of guests from all over the world. Professor Birdi was appointed Research Professor
in 1985 (Nordic Science Foundation), and was then appointed, in 1990, to the School of Pharmacy,
Copenhagen, as professor in physical chemistry. Since 1999, Professor Birdi has been actively
engaged in consultancy to both industrial and university projects.

Professor Birdi is a consultant to various national and international industries. He is and has
been a member of various chemical societies, and a member of organizing committees of national
and international meetings related to surface science. He has been a member of selection committees
for assistant professor and professor, and was an advisory member (1985 to 1987) of the ACS
journal

 

 Langmuir.

 

Professor Birdi has been an advisor for some 90 advanced student projects and various Ph.D.
projects. He is the author of some 100 papers and articles (and a few hundred citations).

To describe these research observations and data he realized that it was essential to write books
on the subject of surface and colloid chemistry. His first book on surface science was published in
1984: 

 

Adsorption and the Gibbs Surface Excess,

 

 Chattorraj, D.K. and Birdi, K.S., Plenum Press,
New York. This book remains the only one of its kind in the present decade. Further publications
include 

 

Lipid and Biopolymer Monolayers at Liquid Interfaces,

 

 K.S. Birdi, Plenum Press, New
York, 1989; 

 

Fractals — In Chemistry, Geochemistry and Biophysics,

 

 K.S. Birdi, Plenum Press,
New York, 1994; 

 

Handbook of Surface and Colloid Chemistry,

 

 CRC Press, Boca Raton, FL, 1997
(CD-ROM, 1999), and 

 

Self-Assembly Monolayer,

 

 Plenum Press, New York, 1999. Surface and
colloid chemistry has remained his major research interest throughout these years.
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1 Introduction to Surface 
and Colloid Chemistry

K. S. Birdi

Matter exists as gas, liquid, and solid phases, as has been recognized by classical science. The
molecules that are situated at the interfaces (e.g., between gas–liquid, gas–solid, liquid–solid,
liquid

 

1–liquid

 

2

 

, solid

 

1

 

–solid

 

2

 

) are known to behave differently from those in the bulk phase.

 

1-17

 

 It
is also well known that the molecules situated near or at the interface (i.e., liquid–gas) are situated
differently with respect to each other than are the molecules in the bulk phase. The intramolecular
forces acting would thus be different in these two cases. Furthermore, it has been pointed out that,
for a dense fluid, the repulsive forces dominate the fluid structure and are of primary importance.
The main effect of the repulsive forces is to provide a uniform background potential in which the
molecules move as hard spheres. The molecules at the interface would be under an asymmetric
force field, which gives rise to the so-called surface tension or interfacial tension (Figure 1.1).

 

16

 

The resultant force on molecules varies with time because of the movement of the molecules;
the molecules at the surface will be pointed downward into the bulk phase. The nearer the molecule
is to the surface, the greater the magnitude of the force due to asymmetry. The region of asymmetry
plays a very important role. Thus, when the surface area of a liquid is increased, some molecules
must move from the interior of the continuous phase to the interface. The surface of a liquid can
thus be regarded as the plane of potential energy. An analogous case would be when the solid is
crushed and the surface area increases per unit gram. Further, molecular phenomena at the surface
separating the liquid and the saturated vapor are appreciably more complex than those that occur
in the bulk homogeneous fluid phase. Especially, some amphiphiles exhibit the 

 

self-assembly

 

characteristic. This phenomenon is known to be the basic building block of many natural assemblies.
The designation 

 

colloid

 

 is used for particles that are of some small dimension that cannot pass
through a membrane with a pore size ~10

 

–6

 

 m ( = µm) (Thomas Graham described this about a
century ago). The nature and relevance of colloids are among the main current research topics.

 

16

 

Colloids are an important class of materials, intermediate between bulk and molecularly dis-
persed systems. The colloid particles may be spherical, but in some cases one dimension can be
much larger than the other two (as in a needle shape). The size of particles also determines whether
they can be seen by the naked eye. Colloids are not visible to the naked eye or under an ordinary
optical microscope. However, the scattering of light can be used to see such colloidal particles
(such as dust particles, etc.) easily. The size of colloidal particles then may range from 10

 

–4

 

 to
10

 

–7

 

 cm. The units used are as follows:

1 µm = 10

 

–6

 

 m
1 Å (angstrom) = 10

 

–8

 

 cm = 0.1 nm = 10

 

–10

 

 m

The angstrom unit is named for the famous Swedish scientist, and currently the nm (10

 

–9

 

) unit is
mainly used. Because colloidal systems consist of two or more phases and components, the
interfacial area-to-volume ratio becomes very significant. Colloidal particles have a high ratio of
surface area to volume compared with bulk materials. A significant proportion of the colloidal
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molecules lie within, or close to, the interfacial region. Hence, the interfacial region has significant
control over the properties of colloids. To understand why colloidal dispersions can be either stable
or unstable, we need to consider the following:

• The effect of the large ratio of surface area to volume
• The forces operating between the colloidal particles

There are some very special characteristics that must be considered regarding colloidal particle
behavior: size and shape, surface area, and surface charge density. The 

 

Brownian motion

 

 of the
particles is a much-studied field, and the fractal nature of surface roughness has recently been
shown to be important. Recent applications have been reported employing nanocolloids.

The definitions generally employed are as follows. 

 

Surface 

 

is a term used when considering
the dividing phase between

Gas–Liquid
Gas–Solid

 

Interface 

 

is the term used when considering the dividing phase:

Solid–Liquid
Liquid

 

1

 

–Liquid

 

2

 

Solid

 

1

 

–Solid

 

2

 

In other words, surface tension may be considered to arise because of a degree of unsaturation of
bonds that occurs when a molecule resides at the surface and not in the bulk. The term 

 

surface
tension

 

 is used for solid–vapor or liquid–vapor interfaces. The term 

 

interfacial tension

 

 is more
generally used for the interface between two liquids, two solids, or a liquid and a solid.

It is, of course, obvious that in a one-component system the fluid is uniform from the bulk
phase to the surface, but the orientation of the surface molecules will be different from the molecules
in the bulk phase. The question we may ask, then, is how sharply the density changes from that
of being fluid to that of gas. Is this transition region a monolayer deep or many layers deep?

 

FIGURE 1.1

 

Intermolecular forces around a molecule in the bulk liquid and around a molecule in the surface
layer (schematic).

Liquid Surface

Force Liquid Phase

Vapor Phase
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Many reports are found where this subject has been investigated.

 

13,14

 

 The Gibbs adsorption
theory considers the surface of liquids to be monolayer. The experiments that analyze the spread
monolayers are also based on one molecular layer. The subject related to self-assembly monolayer
(SAM) structures has been treated extensively.

 

14,16

 

 However, there exists no procedure that can
provide information by a direct measurement; this subject is described later in this handbook. The
composition of the surface of a solution with two components or more requires additional com-
ments.

 

15

 

 In Table 1.1 are given typical colloidal suspensions that are found in everyday life.
Colloidal systems are widespread in their occurrence and have biological and technological

significance. There are three types of colloidal systems:

 

16

 

1. In simple colloids, clear distinction can be made between the disperse phase and the
disperse medium, e.g., simple emulsions of oil in water (o/w) or water in oil (w/o).

2. Multiple colloids involve the coexistence of three phases of which two are finely divided,
e.g., multiple emulsions of water in oil in water (w/o/w) or oil in water in oil (o/w/o).

3. Network colloids have two phases forming an interpenetrating network, e.g., polymer matrix.

Colloidal stability is determined by the free energy (surface free energy or the interfacial free
energy) of the system. The main parameter of interest is the large surface area exposed between
the dispersed phase and the continuous phase. Because the colloid particles move about constantly,
their dispersion energy is determined by Brownian motion. The energy imparted by collisions with
the surrounding molecules at temperature 

 

T

 

 = 300 K is 

 

³⁄₂

 

 

 

k

 

B

 

T

 

 = 

 

³⁄₂

 

 

 

×

 

 1.38 

 

×

 

 10

 

–23

 

 

 

×

 

 300 = 10

 

10–20

 

 J
(where 

 

k

 

B

 

 is the Boltzmann constant). This energy and the intermolecular forces would thus
determine the colloidal stability. The idea that two species should interact with one another, so that
their mutual potential energy can be represented by some function of the distance between them,
has been described in the literature.

Furthermore, colloidal particles frequently adsorb (and even absorb) ions from their dispersing
medium. Sorption that is much stronger than expected from dispersion forces is called 

 

chemisorp-
tion,

 

 a process that is of both chemical and physical interest.
These considerations are important in regard to many different systems: paints, cements,

adhesives, photographic products, water purification, sewage disposal, emulsions, chromatography,
oil recovery, the paper and print industry, microelectronics, soap and detergents, catalysts, food
products, pharmaceutical products, and biology (cell, virus).

 

TABLE 1.1
Typical Colloidal Systems

 

Phases

Dispersed Continuous System Name

 

Liquid Gas Aerosol fog, spray
Gas Liquid Foam, thin films, froth, fire extinguisher foam
Liquid Liquid Emulsion (milk), mayonnaise, butter
Solid Liquid Sols, AgI, photography films, suspension wastewater, cement
Biocolloids
    Corpuscles Serum Blood
    Hydroxyapatite Collagen Bone
Liquid Solid Solid emulsion (toothpaste)
Solid Gas Solid aerosol (dust)
Gas Solid Solid foam — expanded (polystyrene), insulating foam
Solid Solid Solid suspension/solids in plastics
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2.1 INTRODUCTION

 

Hydrogen bonding is a subject of remarkable diversity as it is present in and dictates the behavior
of an enormous number of systems including aqueous solutions, systems of biological/biomedical
interest, pharmaceuticals, colloids and surfactants, physical networks and gels, adhesives and pastes,
extractives and binders, polymer alloys and blends. There are many reviews of the subject in the
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open literature

 

1-16

 

 each addressing, usually, one aspect or type of application of hydrogen bonding.
Because of its many-faceted character, unified approaches of treatment of hydrogen bonding are
particularly useful, especially in areas at the interface of various scientific branches, such as colloid
and interface science.

The focus in this chapter is on the thermodynamic aspects of hydrogen bonding in pure fluids
and their mixtures. For the treatment of hydrogen bonding in associated fluids and mixtures, a
variety of different approaches are popular. We could divide the overwhelming majority of these
approaches into two groups: the 

 

association

 

 models

 

8,17-22

 

 and the 

 

combinatorial 

 

models.

 

16,23-26

 

Association models invoke the existence of multimers or association complexes and seek expres-
sions for their population. Combinatorial models do not invoke the existence of association com-
plexes but, instead, they focus on the donor–acceptor contacts and seek combinatorial expressions
for the number of ways of forming hydrogen bonds in systems of given proton-donor and proton-
acceptor groups. Both types of models imply that the molecules tend to be distributed in the system
nonrandomly for more efficient hydrogen bonding interaction.

A few years ago,

 

16

 

 we presented a review of the thermodynamic models for the treatment of
hydrogen bonding in fluids and their mixtures. In that work, we gave an account of the association
models and reviewed the work that was done to that time with models adopting the combinatorial
approach. The two approaches were compared and applied to the description of phase equilibria
and mixture properties of systems of fluids. The key conclusion was that, in the systems where
both approaches apply, they prove to be essentially equivalent. However, the combinatorial approach
has a much broader field of applications as it can be applied even to systems forming three-
dimensional hydrogen bonding networks.

The present review is, in a sense, a continuation of the 1994 review. Here, we do not deal with
the association models. Instead, we focus on the combinatorial approach and review the recent
progress. We provide the essentials of this approach to make the chapter self-sufficient.

It should become clear at the outset that, in general, hydrogen bonding makes a 

 

contribution

 

only and is not sufficient for the complete evaluation of the various thermodynamic properties of
fluids and their mixtures. Thus, hydrogen bonding formalisms are usually combined with ther-
modyamic models, which account for all other contributions. For the purposes of this chapter, we
use two such thermodynamic models of fluids: the simple lattice fluid (LF) model

 

27-29

 

 and the
recently developed QCLF (quasi-chemical lattice fluid) model.

 

30,31

 

 The latter model takes into
account the nonrandom distribution of free volume in the system by using Guggenheim’s 

 

quasi-
chemical

 

 approach.

 

32,33

 

 These two equation-of-state frameworks are briefly presented in Appendix
2.A. By adopting this type of thermodynamic framework, our approach to hydrogen bonding
becomes an 

 

equation-of-state

 

 approach, which means that it is applicable to fluids over an extended
range of external conditions encompassing liquids, vapors, gases, as well as the supercritical state.
In addition, because it can handle in a consistent manner linear, branched, as well as three-
dimensional (network formation) association, it is suitable for treating complex systems such as
aqueous systems, polymer mixtures, and (hydro)gels.

In the following, after an exposition of the essentials of the combinatorial hydrogen bonding
formalism, we present some applications to preferential adsorption at liquid interfaces and to gels
(chemically cross-linked systems). We subsequently examine its extension to account for intramolecular
association (as opposed to intermolecular association), and for hydrogen bonding cooperativity. The
way the hydrogen bonding component of the solubility parameter can be evaluated is also presented.
Throughout the presentation, examples of calculations in systems of practical interest are given.

 

2.2 THE ESSENTIALS OF HYDROGEN BONDING FORMALISM

 

According to our approach, known in the literature as the LFHB (lattice fluid hydrogen bonding)
approach, the system partition function can be factored into a “physical” and a “chemical” or
hydrogen bonding term:
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Q = Q

 

P

 

Q

 

H

 

(2.1)

The focus here is on the 

 

Q

 

H

 

 term. We give expressions for this term by adopting the combinatorial
approach. As already mentioned, two alternative versions of the physical term 

 

Q

 

P

 

 are presented in
Appendix 2.A. Of course, the combinatorial approach of this section is not bound to the models
of Appendix 2.A and can be combined with any other appropriate thermodynamic model able to
describe the nonhydrogen bonding contributions to the thermodynamic properties of the studied
systems.

 

2.2.1 T

 

HE

 

 C

 

OMBINATORIAL

 

 F

 

ORMALISM

 

Combinatorial formalism originated primarily from thermodynamic studies of water and aqueous
solutions. In a seminal paper, Levine and Perram

 

23

 

 presented a statistical mechanical treatment of
hydrogen bonding in water. They point out that the focus should be on the correct counting of the
number of arrangements of hydrogen bonds and not of the distribution of the association complexes
or 

 

associates

 

. In a similar context, Luck

 

24

 

 has pointed out that the only equilibrium to be considered
is that of the formation and rupture of hydrogen bonds and not of the equilibrium formation of the
various associates. Along these lines, Veytsman

 

25

 

 considered systems of molecules with one type
of proton-donor group and one type of proton-acceptor group and proposed an approximate com-
binatorial expression for the number of ways of forming hydrogen bonds in the system without
invoking the existence of associates. Recently,

 

16,26

 

 we have extended the combinatorial expression
of Veytsman

 

25

 

 to systems of molecules with any number and type of hydrogen bonding groups by
emphasizing the enumeration of pair interactions between various hydrogen bonding acceptor and
donor groups. This section is heavily based on our previous work,

 

16,26

 

 and reviews the essentials
of the generalized combinatorial formalism.

Let us consider a system consisting of 

 

N

 

1

 

 molecules of type 1, 

 

N

 

2

 

 molecules of type 2, …., 

 

N

 

t

 

molecules of type 

 

t

 

 under a pressure 

 

P

 

 and a temperature 

 

T

 

. Let us assume that there are 

 

m

 

 different
kinds of hydrogen bonding donors and 

 

n

 

 kinds of hydrogen bonding acceptors. Let  be the
number of hydrogen bond donors of type 

 

i

 

 (

 

i

 

 = 1,

 

m

 

) in each molecule of type 

 

k

 

 (

 

k

 

 = 1,

 

t

 

) and 
the number of hydrogen bond acceptors of type 

 

j

 

 (

 

j

 

 = 1,

 

n

 

) in each molecule of type 

 

k

 

. The total
number  of hydrogen bond donors 

 

i

 

 in the system is

(2.2)

and the total number  of hydrogen bond acceptors 

 

j

 

 in the system is

(2.3)

The potential energy of the system due to hydrogen bonding is 

 

in excess

 

 of that due to physical
interactions. The total energy 

 

E

 

H

 

 of the system due to hydrogen bonding is given by

(2.4)

where 

 

N

 

ij

 

 is the number of hydrogen bonds between hydrogen bond donors of type 

 

i

 

 and hydrogen-
bond acceptors of type 

 

j,

 

 and  is the corresponding hydrogen bonding energy of the 

 

i–j

 

 interaction.

di
k

α j
k

Nd
i

N d Nd
i

i
k

k

t

k= ∑

Na
j

N Na
j

j
k

k

t

k= ∑α

E N EH ij

j

n

i

m

ij= ∑∑ 0

Eij
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The total number of hydrogen bonds in the system is

(2.5)

What is now required is the number of ways 

 

Ω

 

 of distributing the 

 

N

 

ij

 

 bonds among the
functional groups of the system. Let us briefly summarize the rationale for this enumeration
process and apply it, first, to the simple case of a system of 

 

molecules with one proton donor
and one acceptor group which self-associate.

 

 An example of such systems is that of molecules
with hydroxyl –OH groups.

To find the different number of isoenergetic configurations of our system (number of the
different ways of forming or distributing the hydrogen bonds in the system) we have to do the
following:

1. Find the number of different ways of selecting the associated donor sites out of the donor
population.

2. Find the number of different ways of selecting the associated acceptor sites out of the
acceptor population.

3. Find the number of different ways of making hydrogen bonds between the selected donor
and acceptor sites.

The number of configurations of the system is the product of these three terms.
As a simple example, let us have a system with 

 

N

 

 molecules each having one donor and one
acceptor site (1) with 

 

N

 

11

 

 hydrogen bonds among them. In Figure 2.1, group 1 is –O–H. The number
of ways of selecting the 

 

N

 

11

 

 associated donors out of the donor population 

 

N

 

 is just the binomial
coefficient 

 

N

 

!/(

 

N – N

 

11

 

)!

 

N

 

11

 

!. Similarly, the number of ways of selecting the 

 

N

 

11

 

 associated acceptors
out of the acceptor population 

 

N

 

 is again the binomial coefficient 

 

N

 

!/(

 

N

 

-

 

N

 

11

 

)!

 

N

 

11

 

!. The free donor
groups in the system are 

 

N

 

 – 

 

N

 

11

 

 = 

 

N

 

10

 

. This is also the number of free acceptor groups in this
particular system. Now, a specific donor can hydrogen bond with any of the 

 

N

 

11

 

 acceptors, a second
donor can hydrogen bond with any of the remaining 

 

N

 

11

 

 – 1 acceptors, and so on. The number of
ways that 

 

N

 

11

 

 bonds can be formed between 

 

N

 

11

 

 donors and 

 

N

 

11

 

 acceptors is just 

 

N

 

11

 

!. Thus, the

 

FIGURE 2.1

 

One configuration of a system with 

 

N

 

 = 16 and 

 

N

 

11

 

 = 11.
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total number of ways that 

 

N

 

11

 

 bonds can form between 

 

N

 

 

 

donors and 

 

N

 

 acceptors is the product of
the above three terms, or

(2.6)

As a second example, let us consider the case of 

 

N

 

1

 

 molecules or groups (1) that self-associate
and N

 

2

 

 molecules or groups (2) that cross-associate only with groups (1)

 

 (Figure 2.2).
Let in the system be 

 

N

 

11

 

 and 

 

N

 

12

 

 bonds of type 1-1 and 1-2, respectively (in Figure 2.2 the
groups 1 and 2 are 1 = –O–H, 2 = B). Then, the free donors 1 are 

 

N

 

1

 

 – 

 

N

 

11

 

 – 

 

N

 

12

 

 = 

 

N

 

10

 

 (the inner
lower index is the donor) and the free acceptors 2 are 

 

N

 

2

 

 – 

 

N

 

12

 

 = 

 

N

 

02

 

. Following the above enume-
ration procedure, we must select first, out of the donor population 

 

N

 

1

 

, the 

 

N

 

11

 

 and 

 

N

 

12

 

 donors
participating in hydrogen bonds 1-1 and 1-2, respectively. This can be done in 

 

N1!/[N10!N11!N12!]
ways. The N11 associated acceptors 1 can be selected in N1!/[N11!(N1 – N11)!] ways, and the N12

associated acceptors 2 in N2!/[N12!(N2 – N12)!] ways. Now, the bonds N11 between the N11 donors
and the N11 acceptors can be done again in N11! ways and, similarly, the N12 bonds can be done in
N12! ways. Thus, Ω in this case is

(2.7)

These arguments, when extended to the general case of multigroup molecules, lead to the
following equation:16,26

(2.8)

where Ni0 is the number of free (nonhydrogen bonded) donor groups of type i and Ni0 the respective
number of free acceptor groups of type j:

FIGURE 2.2 One configuration of a system with N1 = 12, N2 = 5, N11 = 7, N12 = 4.
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(2.9)

(2.10)

However, to form a hydrogen bond, the two interacting groups must be proximate. The mean
field probability Pij that a specific acceptor j will be proximate to a given donor i is proportional
to the volume of the acceptor group divided by the total system volume; that is, Pij ~ 1/V. Even
spatial proximity does not guarantee that a bond will form. Bond formation requires that donor
and acceptor adopt a unique spatial orientation with respect to one another. Formation of the bond
is also accompanied by a loss of rotational degrees of freedom. Steric considerations will also come
into play in bond formation. In general and in the LF framework, for a donor i–acceptor j pair, this
probability is given by26

(2.11)

where  is the entropy loss (intrinsically negative) associated with hydrogen bond formation of
an (i,j) pair. The last term  in Equation 2.11 comes from the estimation of the volume V by
the model framework for the physical term (see Appendix 2.A). r in Equation 2.11 is the average
number of segments per molecule;  is the reduced density in the system and can be calculated
from the equation of state (see below).

With these definitions we may now write for the canonical partition function for hydrogen
bonding the following equation:

(2.12)

(2.13)

The total partition function of the system in the P, T ensemble and in its maximum term
approximation is given by

(2.14)

where V is the total volume of the system and is given by

(2.15)

 is the volume change accompanying a i–j hydrogen bond formation.
The free energy of the system will be given by

(2.16)

N N Ni d
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A direct consequence of our approach for the factorization of the partition function is the
division of the Gibbs free energy, G, into a physical term and a chemical or hydrogen bonding term:

G = GP + GH (2.17)

The chemical (hydrogen bonding) contribution to the free energy of the system is given by

(2.18)

where

etc. (2.19)

and

(2.20)

The expression for the physical contribution to free energy GP depends on the adopted thermody-
namic framework for the physical term. Examples are given in Appendix 2.A.

For a system at equilibrium, the free energy is at a minimum. We may then write the following
minimization conditions:

(2.21)

(2.22)

When adopting the LF framework, from minimization condition 2.21 we obtain the LFHB equation
of state:26

(2.23)

where  is the reduced pressure defined as

(2.24)

 is the reduced temperature

(2.25)
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and the modified chain length is given by

(2.26)

where νH is the fraction of hydrogen bonds in the system, or

By the second minimization condition, Equation 2.22, the following equations are obtained:

 for all i,j (2.27)

or

(2.28)

which is a system of (m × n) quadratic equations for νij. This system must be solved in combination
with the LFHB equation of state (Equation 2.23) and thus we are finally left with a system of
(m × n + 1) coupled nonlinear equations for  και νij. νij in these equations are again fractions of
hydrogen bonds, or

and similarly for νi0 and ν0j.
The chemical potential of component k is given by

(2.29)

On the basis of the above we have for the hydrogen bonding contribution to the chemical potential:

(2.30)

The expression for the physical contribution to the chemical potential depends on the adopted
framework. Examples can again be found in Appendix 2.A.

This formalism is applicable to a variety of systems of practical interest varying in complexity
from simple self-associated systems, such as the alkanols, up to highly complex systems forming
three-dimensional interpenetrating hydrogen bonding networks, such as the multicomponent hydrogels
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and the self- and cross-associating polymer blends. In our previous review16 we applied the above
formalism, in combination with the LF framework for the physical term, to a number of systems
including alkanol + alkane mixtures, polymer solutions and polymer + polymer mixtures. In this
chapter, we give new examples of applications. In the subsection, we confine ourselves to a recent
application to aqueous systems over an extended range of external conditions.31 In this application
the QCLF framework (see Appendix 2.A) was adopted for the evaluation of the physical contribu-
tions to the various thermodynamic properties.

2.2.2 A FIRST APPLICATION TO AQUEOUS SYSTEMS

In this section we apply the above model for the description of the volumetric behavior of water
and water + inert solvent mixtures at moderate to high temperatures and pressures. In this range
of conditions we do not expect any predominance of the well-known picture of icebergs valid for
the lower range of conditions. The formation of icebergs will be discussed in a later section.

In each water molecule we have two proton donors and two proton acceptor sites and only one
type of hydrogen bond. In this case we have only one minimization condition (Equation 2.28)
which, when solved for the number of hydrogen bonds, gives the physically meaningful solution:

(2.31)

where

(2.32)

To perform these calculations we must first determine the parameters of the model. There are
two types of constants that must be determined: the equation-of-state scaling constants (T*, P*,
ρ*, or, equivalently, ε*, v*, r) and the hydrogen bonding constants (EH, VH, SH), in total, six
parameters for pure water. They will be obtained, as usual, by a least squares fit to the experimental
data. From such a procedure we may obtain a multitude of sets that describe the experimental data
equally well. To simplify this procedure we have set r = 1; that is, water has been considered as a
simple monosegmental molecule. Because VH and ρ* are interrelated, we have set ρ* = 1.00 g/cm3

and, thus, we have fixed v* = 18.02 cm3/mol. EH and SH are also interrelated and, thus, we have
fixed SH = –26.5 J/(mol K) as for hydroxyl interactions. In this way, from the value of EH we will
have a direct comparison of the strength of the water–water hydrogen bond with that of the OH–OH
interaction. The estimated values for the remaining parameters are EH = –19.9 kJ/mol and
ε* = RT* = P*v* = 3359 J/mol.

This is, certainly, an oversimplified picture and, as expected, to have an adequate description
of the volumetric behavior of water, the remaining VH parameter must vary with both temperature
and pressure. For this purpose we have adopted a simple relation analogous to that proposed by
Marcus,34 namely,

(2.33)

with  = –0.51 cm3/mol, β = 2.03 × 10–9 m3/MPa, and α = –5.66 × 10–5 K–2.
Before proceeding, some comments are in order regarding the values of the above parameters.

The energy change upon formation of one water–water hydrogen bond is significantly lower
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compared to the corresponding energy for the OH–OH interaction in alkanols (–25.6 kJ/mol).20

One should keep in mind, however, that each water oxygen can participate in two hydrogen bonds
with protons from other water molecules. The estimated value for VH is negative and almost one
order of magnitude smaller compared to the corresponding value for OH–OH interaction in alkanols
(–5.6 cm3/mol).19,20 If our focus were on the densities at the lower range of T–P conditions, we
would even expect a positive value for VH. At high temperatures, however, the degree of hydrogen
bonding per water molecule is expected to be significantly lower than 2 and, thus, the lack of
persistence of long-range order and the associated geometric constraints will no longer lead to a
positive volume change upon hydrogen bond formation. Thus, it is essential to have an estimation
of the degree of hydrogen bonding of water at the studied range of T–P conditions.

Figure 2.3 compares the calculated densities of water over an extended range of supercritical
conditions with the calculations by Duan’s expressions,35 which are essentially experimental data.
In view of the significant variation in temperature and pressure, the agreement is again rather
satisfactory.

As mentioned before, it is essential to have an estimation of the degree of hydrogen bonding
of water at supercritical conditions. The maximum number of hydrogen bonds per molecule as
calculated by Equation 2.50 is 2, which is the expected value. Thus, the percent degree of hydrogen
bonding, NHB, in the system is simply equal to 100 × ν11/2.

Figure 2.4 shows the calculated degrees of hydrogen bonding of water over an extended range
of supercritical conditions. Experimental data at these conditions are sparse. To have an alternative
estimation of this degree, we have conducted molecular dynamics (MD) calculations for water with
the MSI Cerius2 suite of Molecular Simulations, Inc., and by using the Dreiding 2.11 force field.
A qualitative agreement was obtained between the calculations with the two methods. The equation-
of-state calculations and the MD calculations have a similar trend but the former are systematically
higher than the MD calculations.

The above formalism can easily be extended to aqueous mixtures. In the case of water + inert
solvent mixtures we do not need any additional hydrogen bonding parameters. However, the
equation giving the number of hydrogen bonds (Equation 2.31) must now change to the equation:

FIGURE 2.3 Experimental35 and calculated densities of supercritical water, as calculated by the QCLFHB
model.
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(2.31a)

where x1 is the mole fraction of water. B is given by Equation 2.32 but now the average number
of segments per molecule, r, is given by (see Appendix 2.A)

r = x1r1 + x2r2

Because no additional parameters are needed, the model can be used for the prediction of the
volumetric behavior of water + inert solvent mixtures. In Figures 2.5 and 2.6 we compare experi-
mental and predicted molar volumes for the water + n-pentane and for the water + methane mixture,
respectively. The scaling constants used for these calculations are as follows: for n-pentane, T* = 485
K, P* = 274 MPa, ρ* = 755 kg/m3; and for methane, T* = 212 K, P* = 252 MPa, ρ* = 489 kg/m3.
As observed in the figures, in both cases there is satisfactory agreement between theory and
experiment. We have applied the model to a number of mixtures with equally satisfactory results.

The physical picture that has been adopted in this application for hydrogen bonding in water
is a rather oversimplified one. At near-critical and supercritical conditions, as the degree of hydrogen
bonding diminishes drastically, this infinite structure breaks down to a structure of small, varying
in size clusters of hydrogen-bonded water molecules. We have considered here one-state hydrogen
bonding and attributed to it a small but negative value for the volume change upon its formation.
This picture may be justifiable for the relatively high temperatures of interest in this work, but it
is not expected that it will be appropriate for the low-temperature region. In the dense state (low
temperature, high pressure), this model treats water as an infinite three-dimensional hydrogen
bonding network or as a collection of large clusters of hydrogen-bonded molecules. For the latter,
the picture of cooperative hydrogen bonding with positive volume change is more appropriate. We
discuss this in a later section. However, this introduces additional parameters in the model and

FIGURE 2.4 The degree of hydrogen bonding in supercritical water as a function of temperature and pressure
as calculated by the equation-of-state model.
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some complexity in the formalism. The complex nature of water might justify such a complexity
in the formalism but this may not be necessary, as long as we confine ourselves to the region of
interest in this work. This is why we have preferred, rather arbitrarily, to fix three of the six model
parameters here instead of forcing them to describe the thermodynamic properties of water at low
temperatures as well.

2.2.3 PREFERENTIAL ADSORPTION

In this section we present an application of the above hydrogen bonding model for the estimation
of preferential adsorption at liquid interfaces.

In a binary mixture, the relative adsorption of component 2 at the liquid–air interface is defined by

(2.34)

where µ2 is the chemical potential of component 2 in the mixture. It is clear from this equation
that the calculation of the relative adsorption requires knowledge of the variation with composition
of both the surface tension and the chemical potential. Experimental data for the variation of surface
tension with composition can be found in the literature for a number of systems. We have
measured38,39 this property for the hydrogen-bonded systems that appear in Table 2.1. These cor-
respond to two classes of hydrogen-bonded systems. In the first, a self-associated substance
(alkanol) is mixed with an inert solvent (alkane). In the second, a self-associated substance (alkanol)
is mixed with a weakly self-associated substance (alkylamine), which can cross-associate strongly
with the former. The hydrogen bonding parameters for these interactions are reported in Table 2.2.

FIGURE 2.5 Molar volumes of pentane(1) + water(2) mixture at 647.05 K. Symbols are experimental data.36

Lines are predictions of the QCLFHB model.
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FIGURE 2.6 Molar volumes of CH4(1) + water(2) mixture at various temperatures and mole fractions.
Symbols are experimental data.37 Lines are predictions of the QCLFHB model.

TABLE 2.1
Extreme Values of Excess Surface Tensions38,39

System
σσσσE 

(mN/m)

Hexane(1) + ethanol(2) –1.84
Hexane(1) + propanol(2) –1.91
Heptane(1) + ethanol(2) –1.17
Heptane(1) + propanol(2) –1.50
Propanol(1) + propylamine(2) 0.89
Methanol(1) + butylamine(2) 1.33
Ethanol(1) + butylamine(2) 0.87
Propanol(1) + butylamine(2) 0.64
Butanol(1) + butylamine(2) 0.53
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The LFHB model or the former LFAS (lattice fluid associated solution) model20 can provide the
needed equations for the chemical potential as a function of composition. The picture that emerges
from application of the LFHB and LFAS models in this case is, essentially, identical. For the
chemical potential, Equation 2.30 can be combined with Equation 2.A23 of Appendix 2.A to
provide the required expression. On the other hand, the experimental data can be correlated to
provide the appropriate expressions σ(x2) for the surface tension.38,39

Figures 2.7 and 2.8 are typical ones showing the relative adsorptions at the liquid–air interface
of the two classes of our systems as calculated by Equation 2.34. As observed in these figures, the
variation of the relative adsorptions with composition follows distinctively different patterns in the
two classes of systems. In alkanol + alkane mixtures, the relative adsorption of alkanol is negative
with a pronounced minimum in the alkanol-rich region. In the alkanol + alkylamine systems, the
relative adsorption of alkanol is both positive and negative with a pronounced maximum in the
alkanol-rich region and a shallow minimum in the amine-rich region. The role of hydrogen bonding
in the observed patterns is very important.

The alkanol + alkane mixtures have, in general, the following properties in common: positive
enthalpies and volumes of mixing (the extreme values HE = 619.5 J/mol, VE = 0.463 cm3/mol for
the heptane + ethanol mixture are typical), positive deviations from Raoult’s law, and negative
excess surface tensions (see Table 2.1). The alkanol + alkylamine mixtures have in common the

TABLE 2.2
Hydrogen Bonding Parameters

Interaction
E0

(kJ/mol)
S0 

(J/K/mol)
V0 

(cm3/mol)

OH–OH –25.1 –26.5 –5.6
NH–NH –13.2 –22.2 –2.2
OH–NH –39.3 –62.0 –7.0

FIGURE 2.7 The preferential adsorption in hexane(1) + 1-propanol(2) (solid line) and heptane(1) + 1-pro-
panol(2) (dashed line) mixtures at 25°C.
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following properties: relatively large negative enthalpies and volumes of mixing (the extreme values
HE = –2914 J/mol, VE = –1.288 cm3/mol for the ethanol + butylamine mixture are typical), and
positive excess surface tensions (Table 2.1). These distinct differences as well as the differences in
the calculated relative adsorptions shown in Figures 2.7 and 2.8 are the outcomes of the distinctively
different types of intermolecular interactions in the two classes of systems.

As the hydrogen bonding parameters of Table 2.2 indicate, the alkanol prefers to interact with
alkanol in the alkanol + alkane mixtures, but in the case of alkanol + alkylamine systems both the
alkanol and the amine prefer to interact with each other rather than with themselves. On the basis
of these, one could explain the observed patterns in Figures 2.7 and 2.8 for the relative adsorptions
in our systems.

For alkanol + alkane mixtures, there are two synergistic factors that force the alkanol molecules
to preferentially avoid the interface: the lower surface tension of the alkane and the fact that the
hydrogen bonding interaction can be accomplished more efficiently in the bulk liquid phase rather
than in the interface. The role of n-alkanes in the alkanol-rich region is essentially the breaking of
the “structure” of the hydrogen-bonded alkanol chains. This is a highly endothermic process as we
can verify from the positive enthalpy of mixing. This explains the tendency to keep the interfacial
region rich in alkane rather than in alkanol especially in the alkanol-rich region.

The picture is different in the case of alkanol + alkylamine mixtures. In these systems, due to
the strength of the OH–NH interaction, both compounds tend to prefer the bulk liquid phase rather
than the interface where they can accomplish this hydrogen bond more efficiently. Thus, in both
diluted regions of the composition, the less abundant component will tend to prefer the bulk, giving
rise to S-shaped curves of preferential adsorptions. This is particularly noticeable in the alkanol-
rich region in Figure 2.8. One should contrast Figure 2.8 to Figure 2.7, where the inert alkane in
the alkanol-rich region exhibits a strong preference for the interface, whereas the cross-associated
amine in the corresponding region in Figure 2.8 strongly prefers the bulk. This tendency, however,
will be moderated by the tendency of the component with the lower surface tension (an outcome
of physical interactions as well) to be preferentially adsorbed at the interface. It is the interplay of
these factors that may explain in qualitative terms the behavior observed in Figures 2.7 and 2.8.

Equation 2.34 has many implications and can be used in various ways, as explained in
Appendix 2.C In all these applications we may use the above formalism to account for the hydrogen
bonding in the solution.

FIGURE 2.8 The preferential adsorption in ethanol(1) + n-butylamine (2) (dashed line) and 1-propanol(1) +
n-propylamine(2) (solid line) mixtures at 25°C.
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2.2.4 MACROMOLECULAR ULTRAFILTRATION

A widely used method for the separation of macromolecules from solution is ultrafiltration — a
pressure-driven membrane process. Because of the formation of a “gel” layer of rejected macro-
molecules on the surface of the membrane, in most ultrafiltration processes the permeate flux
becomes independent of the applied pressure for sufficiently high pressures. It is very important
for this membrane process to have a method for predicting this “gel” concentration. Karode40 has
used LFHB to predict this concentration for a PEG–water system. He has constructed the temper-
ature vs. polymer volume fraction phase diagram for the system (a UCST-type diagram in this
case). The left side branch (polymer lean) of this diagram is the solubility limit line for the
macromolecule, and the right side branch (polymer rich) is the gel concentration line. For a given
temperature we can find the pair of points in the two branches by the classical phase equilibrium
calculation, namely, the equality of the chemical potentials of polymer and solvent in the two phases
α and β (rich and lean):

(2.35)

For these calculations Karode40 combined Equation 2.30 with Equation 2.A23 of Appendix 2.A.
The solubility limit for PEG of molecular weight 6000 Da was predicted to be ~340 kg/m3. The
corresponding osmotic pressure from van’t Hoff’s law was estimated to be ~2.8 MPa.

On the basis of these calculations, Karode was able to explain the experimental findings of
Bhattacharjee and Bhattacharya41 for this system. In their experiments and simulations, the maxi-
mum wall concentration was always far below the above calculated limit of 340 kg/m3. As a
consequence, no gel layer was formed on the membrane surface. In addition, it is reasonable to
expect the wall concentration to be a function of the operating parameters such as the operating
pressure, the stirring speed, etc. In practical applications of PEG ultrafiltration, the filtration would
be osmotically limited and one could never expect the formation of a gel layer. The formation of
such a layer would require application of pressures higher than ~30 atm.

2.3 SOLUBILITY PARAMETER REVISITED

The solubility parameter, δ, is one of the most useful concepts in the physical chemistry and
thermodynamics of solutions. Originally introduced by Hildebrand and Scott,42 it remains today
one of the key parameters for selecting solvents or predicting solubilities and degrees of rubber
swelling.43-45 There is today much interest in utilizing solubility parameter for rationally designing
new processes, such as the supercritical extraction46 and the coating process,45 or new materials
such as drugs and polymer alloys.14,45 In these cases it is usually necessary to have an estimation
of the separate contributions to δ of nonspecific or van der Waals and specific intermolecular
interactions.45

One closely related concept to δ is the cohesive energy E, which is defined as the increase in
the internal energy per mole of the system upon removal of all intermolecular interactions. When
E is divided by the molar volume V, we obtain the cohesive energy density (ced), E/V, of the system.
The solubility parameter is simply the square root of this cohesive energy density. A thorough
discussion of the definition of δ and its relation to internal pressure may be found in the compre-
hensive review by Barton.43

Although simple in its definition, the evaluation of δ is not always straightforward. In many
applications we need to know the effect of temperature and pressure on δ. If in addition the system
is not volatile (such as the high polymers), the evaluation of δ is difficult. The difficulty increases
when we further need to know the separate contribution to δ of intermolecular dispersion forces
and of specific forces such as hydrogen bonding.

µ = µ µ = µ1 1 2
α β α βand 2
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Recently,47 starting from the original definition of cohesive energy density and solubility
parameter, we have proposed a systematic approach for estimating the latter. The potential energy
E and the volume V of the system were obtained from the LFHB model. The model is able to
provide with estimations of E and V over extended ranges of external conditions, for pure fluids
as well as for mixtures, for simple systems as well as for highly nonideal systems, such as the
hydrogen-bonded systems. In the latter systems the approach provides estimations of the separate
components of the solubility parameter, namely, the “hydrogen bonding” contribution and the “van
der Waals” contribution. The approach provides a straightforward procedure for the consistent
estimation of the effect of temperature and pressure on the solubility parameter components of
pure fluids, including high polymers and their mixtures. In the following we briefly present this
approach.

As already mentioned, the starting point is the combination of one of the thermodynamic
frameworks of Appendix 2.A with the above hydrogen bonding formalism. For simplicity of
presentation we use the LF framework and we confine ourselves to the case of one self-associated
(e.g., OH�OH) and one cross-associated (e.g., OH�O(ether)) hydrogen bonding interaction.

2.3.1 PURE VAN DER WAALS FLUIDS

According to the LF model,27-29 the lattice potential energy of the system is

(2.36)

and the volume of the system:

(2.37)

It is worth pointing out that, with the above definitions, –E in Equation 2.36 is simply the
cohesive energy of the system. The cohesive energy density, then, is given by

(2.38)

As a consequence, the solubility parameter of the fluid is given by the simple equation:

(2.39)

The unknown in Equation 2.39 is the reduced density. If the density is known, the reduced
density is obtained by dividing the density with the characteristic density ρ* of the fluid. If the
density is not known, the reduced density may be obtained directly from the LF equation of state
(see Appendix 2.A):

(2.40)

As is clear from Equation 2.39, the dependence of δ on temperature and pressure arises from
the dependence of density on these external conditions.

The component of solubility parameter due to dispersion or van der Waals forces is usually
approximated in the literature through the homomorph concept. The hydrocarbon homomorph of
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the studied substance has a characteristic pressure  (found in tabulations, such as in
Reference 16). As Equation 2.39 indicates, to find this component δhm we must bring the homo-
morph to a condition where the reduced density is equal to that of the studied fluid, or

(2.39a)

2.3.2 MIXTURES OF VAN DER WAALS FLUIDS

Let us now consider a mixture of N1 molecules of type 1 with N2 molecules of type 2 characterized
by the LF scaling constants  and , respectively. Mixing and
combining rules, like those reported in Appendix 2.A, are now needed for ε* and v* of the mixture.
On the basis of these mixing and combining rules we may further define the scaling constants of
the mixture (in the one-fluid approach). With the above definitions we may write for the lattice
potential energy of the mixture an equation identical in form to Equation 2.36. The same holds
true for the total volume of the system (Equation 2.37) and for the equation of state. Of course, in
these equations we must replace the corresponding quantities for the mixtures. Equation 2.39, then,
is valid for mixtures as well, if we use the mixture quantities for P* and reduced density.

2.3.3 HYDROGEN-BONDED MIXTURES

To avoid a lengthy presentation, we present directly the formalism for hydrogen-bonded binary
mixtures. Pure hydrogen-bonded fluids is just a limiting case (ϕ2 = 0).

Let us consider a mixture of N1 and N2 molecules of type 1 and 2, respectively, at temperature
T and external pressure P. Both types of molecules are assumed to possess two types of hydrogen
bonding groups. The first (type 1) is a proton-donor and proton-acceptor or self-associated group
(e.g., –OH, –NH) and the second (type 2) is proton acceptor only (e.g., –O–, –C�O). By applying
the above hydrogen bonding formalism to this case we may write for the hydrogen bonding terms
of E and V of the system:

(2.41)

and

(2.42)

The unknowns in the above equations are the Nij, which are obtained from the corresponding
free energy minimization conditions as before. The average number of segments, r, in the equation
of state must be replaced now by the modified average chain length, , which is given by

(2.43)

With these definitions we may write for the cohesive energy density of the hydrogen-bonded
system:

(2.44)
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Equation 2.44 reduces to Equation 2.38 when hydrogen bonding is absent.
The total solubility parameter of our system is obtained from the square root of ced —

Equation 2.44. The hydrogen bonding component of the solubility parameter is obtained from the
equation:

(2.45)

The homomorph concept may also be used here in the case of hydrogen-bonded liquids.
Equation 2.39a provides the component δhm. In principle, then, we may obtain the “polar” compo-
nent of the solubility parameter as follows:

(2.46)

2.3.4 APPLICATIONS

In this section we apply the above formalism for the evaluation of solubility parameters, first, of
pure components and, subsequently, of mixtures. For all these calculations we need the characteristic
LF scaling constants or equation-of-state parameters of pure components. A compilation of these
parameters may be found in Reference 16. Scaling constants of typical fluids used in this work are
reported in Table 2.3.

As already mentioned, the solubility parameter is a function of both temperature and pressure.
Table 2.4 presents the calculated solubility parameters for a number of pure substances wherein
only “physical” interactions are operating. The table also includes literature values for comparison
purposes. Concerning the agreement with literature values it should be kept in mind that for the
latter there is always an uncertainty, which, even for low molecular weight liquids may sometimes
be as large as 0.5 Hild48 (1 Hild = 1 cal0.5 cm–1.5). The corresponding uncertainty for polymers is,
of course, much larger. In the case of polymers, their processing occurs usually at high temperatures
and varying pressures. As observed in the table, the solubility parameter of polymers depends on
the external temperature and pressure. This should be kept in mind when mixing high polymers.
Under appropriate conditions, homogeneous polymer mixture structures, if formed at processing
conditions, may be frozen in the glassy state at ambient conditions.

TABLE 2.3
LF Scaling Parameters for Pure Fluids

Fluid
T* 
(K)

P* 
(MPa)

δδδδ* 
(kg/m3)

1-Propanol 478 320 858
1-Butanol 494 320 863
1-Hexanol 534 301 867
CO2 294 703 1661
SF6 281 565 2933
n-Octane 502 308 815
Benzene 523 444 994
Poly(vinyl phenol) 649 425 1106
Diethylene glycol 604 451 1183
Triethylene glycol 585 456 1130

δ
ν ν

ν νhb =
− +( )

+ +( )∗
11 11 12 12

11 11 12 12

E E

vv V V

H H

H H˜

δ δ δ δp = − −( )2 2 2
hb hm
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Table 2.5 shows the calculated solubility parameters, δ, for hydrogen-bonded substances along
with their “hydrogen bonding” component δhb. The nonhydrogen-bonding component, δvdW, may
be found from the equation:

(2.47)

The table also shows the literature values for comparison purposes. It is worth pointing out that
this table includes substances in which the hydrogen bonds form three-dimensional networks,
indicating that the present approach is applicable even to rather complex systems.

In the case of pure alkanols or polymers with only –OH hydrogen bonding groups (1-1 type
interaction only, a1 = d1 groups), Equation 2.28 reduces to one simple equation for the number of
hydrogen bonds in the system:

TABLE 2.4
Solubility Parameters of Pure Nonhydrogen-
Bonded Substances as Calculated by the Present 
Model (1 Hild = 1 cal0.5 cm–1.5 = 0.4889 MPa1/2)

Liquid
T 

(K)
P 

(MPa)
δδδδ 

(Hild) δδδδ lit. (Ref.)

n-Hexane 298.15 0.1 7.2 7.3 (1)
318.15 0.1 7.0

n-Heptane 298.15 0.1 7.4 7.4 (1)
318.15 0.1 7.2

Cyclohexane 298.15 0.1 8.3 8.2 (1)
318.15 0.1 8.1

Benzene 298.15 0.1 9.1 9.2 (1)
318.15 0.1 8.9

PE linear 453.15 50.0 8.9 7.7–8.4a (2)
453.15 100.0 9.2

PE branched 453.15 50.0 8.3 7.7–8.4a (2)
PP 543.15 0.1 6.9 8.2–9.2a (2)

543.15 20.0 7.1
PIB 333.15 0.1 8.5 7.8–8.1a (2)

363.15 100.0 8.8
PS 403.15 0.1 8.4 8.5–9.3a (2)

453.15 100.0 8.7
PVA 323.15 0.1 10.1 9.4–11.1a (2)
PMMA 453.15 20.0 9.8 9.1–12.8a (2)
PVME 300.15 0.1 8.7
PAN 423.15 1.0 10.5 12.5–15.4a (2)
PVC 403.15 0.1 9.0 9.4–10.8a (2)

423.15 100.0 9.4
PDMS 298.15 0.1 7.5 7.3–7.6 (2)
PTFE 613.15 0.1 6.5 6.2a (2)

613.15 20.0 7.0

References:
    1. Barton, A., Chem. Rev., 75, 731, 1975.
    2. van Krevelen, D.W., Properties of Polymers, 2nd ed., Elsevier,
Amsterdam, 1976, chap. 7.
a At 298 K and 0.1 MPa.

δ δ δvdW
2

hb
2= −2
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(2.48)

where

(2.49)

In the case of systems possessing two types of interacting groups, such as the diethylene glycol
and triethylene glycol (–OH and –O–groups, 1-1 and 1-2 interactions), the number of each type of
hydrogen bonds is obtained by a simple algorithm as explained in Appendix 2.B For these calcu-
lations we need the values for the energy, entropy, and volume change upon mixing for each type
of hydrogen bond. These values were obtained from the literature49-51 and are as follows: for the
OH�OH interaction,  = –25.1 kJ/mol,  = –26.5 J/(K·mol),  = –5.6 cm3/mol; for the OH�O
interaction,  = –22 kJ/mol,  = –52 J/(K·mol), and  = 0.0 cm3/mol.

As already mentioned, in evaluating the dispersive component of the solubility parameter in the
literature, reference is usually made to the “homomorph” concept. The homomorph is typically the
hydrocarbon with the structure closest to the studied substance. The homomorph of n-pentanol, for
example, is n-hexane and of isopropanol is isobutane. The homomorph concept may be used with the
present approach as well. Equation 2.36 indicates how to use it: The homomorph and the studied
substance should be brought at the same reduced density — a type of “corresponding states.” Table 2.5
also includes the calculated “homomorph” component, δhm, of the solubility parameter.

Figure 2.9 shows the typical temperature and pressure dependence of the solubility parameter
of alkanols. As observed, both effects are by no means negligible. These two effects are much more
pronounced in the case of supercritical systems. Figure 2.10 shows these two effects for the
supercritical CO2. This type of figure is particularly useful for selecting the appropriate external

TABLE 2.5
Solubility Parameters of Hydrogen-Bonded Substances 
at 298.15 K and 0.1 MPa as Calculated by the Present Model

Liquid
δδδδ 

(Hild) δδδδhb δδδδhm δδδδ lit (Ref.) δδδδhb lit (Ref.)

Methanol 14.4 11.8 8.2 14.5 (1) 10.9 (1)
Ethanol 12.6 9.7 8.2 13.0 (1) 9.5 (1)
1-Propanol 11.7 8.6 8.2 11.9 (1) 8.5 (1)
1-Butanol 11.1 7.8 8.1 11.4 (1) 7.7 (1)
1-Pentanol 10.7 7.1 7.9 10.6 (2) 6.8 (2)
1-Hexanol 10.3 6.6 8.1
1-Octanol 9.8 5.9 8.1 10.3 (1) 5.8 (1)
1-Decanol 9.5 5.3 8.0 10.0 (2) 4.9 (2)
Diethylene glycol 14.7 10.3 8.1 14.6 (1) 10.0 (1)
Triethylene glycol 13.4 8.6 8.0 13.5 (1) 9.1 (1)
Poly(vinyl phenol) 10.7a 4.6a — — —

References:
    1. Barton, A., Chem. Rev., 75, 731, 1975.
    2. Hansen, C.M. and Skaarup, K., J. Paint Tech. 39, 511, 1967.
a At 453 K and 50 MPa.

r
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conditions to reach a given solubility capacity (e.g., a given δ). As observed, under appropriate
conditions of temperature and pressure, CO2 may exhibit solubility capacity comparable to n-hexane
(for example, at ~60°C and 40 MPa) or even to benzene (for example, ~35°C and 85 MPa).

It is common practice in supercritical extraction to use a “modifier” or an “entrainer” with the
main supercritical fluid (e.g., CO2) to increase the polarity of the system and concomitantly its
solubility parameter. Table 2.6 reports the solubility parameters for the system CO2 + n-propanol

FIGURE 2.9 The solubility parameter of 1-propanol as a function of temperature at various pressures.

FIGURE 2.10 The solubility parameter of CO2 as a function of temperature at various pressures.
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at varying external conditions. As observed, the concentration of the system in alkanol is an
important additional parameter for the rational design of the supercritical extraction process.

The pressure dependence of solubility parameter and its hydrogen bonding component for this
system, at T = 37°C and at a 0.02 mole fraction of 1-propanol, are shown in Figure 2.11. As
observed, the hydrogen bonding contribution, even at very low alkanol concentration, is significant
in this system.

In summary, then, we could say that the approach presented in this section is a straightforward
procedure for estimating the solubility parameters of substances of varying complexity ranging
from simple nonpolar solvents to hydrogen-bonded high polymers. The calculations are in rather
satisfactory agreement with literature values. The equation-of-state character of the approach
permits the evaluation of solubility parameters over extended ranges of external conditions.

The model used may evaluate the hydrogen bonding component of the solubility parameter
directly and with no recourse to ambiguous concepts such as the homomorph concept. Apart from
this, the model does not distinguish between the remaining polar and nonpolar contributions to δ.

The hydrogen bonding component δhb in the present work has been obtained by assigning
specific values to the energy and entropy change upon hydrogen bond formation widely used in
the literature. In principle, these values may be obtained directly from carefully conducted spec-
troscopic experiments. In this case, δhb may be considered an “experimental” value. By combining,
then, this information with the homomorph component δhm, the model may give the dependence
on temperature and pressure of all three components δhm, δp, and δhb of the solubility parameter.

2.4 RUBBER SWELLING: GELS AND HYDROGELS

Of significant interest is the swelling of network structures either by ordinary solvents or by solvents
in the near-critical or supercritical state. The development in this case is based on the assumption
that the partition function of our system may be factored into three contributions: the two factors
already considered (one due to physical and the other due to hydrogen bonding interactions) and

TABLE 2.6
Solubility Parameters for the 
System CO2(1)–1-Propanol(2)

T (K)
P 

(MPa) X1

δδδδ 
(Hild)

δδδδhb 
(Hild)

305 40 0.98 8.1 1.1
350 40 0.98 6.5 0.7
310 30 0.99 7.4 0.6
310 30 0.95 7.8 1.9
350 30 0.95 6.2 1.3
320 40 0.97 7.2 1.2
320 60 0.97 8.2 1.4
320 80 0.97 8.7 1.4
305 60 0.97 8.7 1.5
305 80 0.97 9.0 1.6
305 90 0.97 9.2 1.6
305 90 0.95 9.3 2.2
315 40 0.97 7.8 1.3
325 40 0.97 7.5 1.2
335 40 0.97 7.1 1.1
355 40 0.97 6.4 0.9
355 40 0.99 6.3 0.3
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a third factor due to rubber elasticity. This is equivalent to writing the following equation for the
Gibbs free energy of the system:

G = GP + GH + Gel (2.50)

For the elastic term we use here the interpolation expression of Birshtein and Pryamitsyn:52

(2.51)

where,  is the swelling ratio, or, the ratio of the total volume to the volume of pure polymer:

(2.52)

νe in Equation 2.51 is the effective number of cross-links in the rubber network. VLF and VHB are
the LF and the hydrogen bonding contributions, respectively, to the total volume of the system.

The consequence of Equation 2.51 is that there is an “elastic” contribution in the basic ther-
modynamic quantities of the system. The contribution to the equation of state (the extra term to
be added in the right-hand side of Equation 2.40) is

(2.53)

FIGURE 2.11 The effect of pressure on the solubility parameter and its hydrogen bonding component for
the mixture CO2 + 1-propanol.
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Thus, the full equation of state (Equation 2.23) is now

(2.23a)

where, as before:16

(2.54)

The presence, of course, of the elastic term changes the minimization conditions, Equation 2.27,
which now become

    for all (i,j) (2.27a)

The contribution to the chemical potential of the solvent (component 1) due to the elastic term
is now

(2.55)

These contributions are valid for the most common case of tetrafunctional cross-links. In the general
case of f-functional cross-links the ½ in the parentheses in Equations 2.53 and 2.55 should be
replaced by the ratio 2/f.

If the (hydro)gel is charged, we must add the electrostatic contribution to the above formulae.
If there is a small charge density, we may use the van’t Hoff equation for the electrostatic effect,
namely,

(2.56)

where m is the number of charged segments per network chain. There is no contribution to the
equation-of-state term, but there is one for the chemical potential, namely,

(2.57)

where, VLF is the LF contribution to the total volume of the system. If, in addition, the surrounding
water of the charged (hydro)gel is a dilute electrolyte solution, we may use the classical Donnan
equilibrium theory to correct the expression for the chemical potential.

As usual, the equilibrium swelling ratio is obtained by setting µ1 –  = 0 and solving for ϕ2.
Let us now apply the above formalism to experimental rubber swelling data.

Lele et al.53 have reported careful experimental data on the swelling capacity of poly(ethylene
oxide) (PEO) gels in chloroform as a function of temperature. Four systems with varying cross-
linking densities from 600 to 2050 mol/m3 were prepared and studied. The parameters needed for
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applying our model to these systems are known from our previous work16,26 and are reported in
Table 2.7. By using these parameters we may predict the swelling capacity of the PEO–CHCl3

system. Figure 2.12 shows these predictions for the two extreme cases of the cross-linking density.
In view of the complexity of the systems, these predictions are rather satisfactory. In addition to
other causes, the discrepancy might be attributed to the uncertainty in the values of the cross-linking
densities reported by Lele et al.53 Of course, we may slightly vary the ζ12 LF binary interaction
parameter and fit the experimental data as shown in Figure 2.12 by the solid lines. Table 2.8 reports
the values of the ζ12 parameter used for this data fit.

Experimental data are also available53 for the swelling capacity of the above cross-linked PEOs
in water. We already have the scaling constants for water and PEO as well as the hydrogen bonding
parameters for the self-association of water. For simplicity we will use here the one-state hydrogen
bonding model for water. However, to apply the above formalism to the PEO hydrogels we also
need the hydrogen bonding parameters for the water–PEO (ether oxygen) cross-association. We
set for simplicity VH = 0, and the remaining energy and entropy parameters are obtained by applying
the QCLFHB model to the experimental data of Malcolm et al.54 for the activity of water in the

TABLE 2.7
Parameters for the PEO–CHCl3 System

T*/K P*/MPa ρρρρ*/kg/m3

CHCl3 499 476 1709
PEO 541 605 1172

E0/J·mol–1 S0/J·K-1·mol–1 V0/cm3·mol–1

Cl3CH�O –10410 –6.11 –0.85

FIGURE 2.12 The swelling capacities of PEO gels of different cross-link densities in chloroform as a function
of temperature. Symbols are experimental data.53 The two dashed lines are the predictions of the model for
the lowest (upper curve) and the highest (lower curve) cross-link densities. Solid lines are calculated by slightly
varying the ζ binary parameter as shown in Table 2.8.
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water + linear PEO system. The water molecule is a relatively small molecule and can form two
hydrogen bonds per oxygen atom with itself. It is assumed that it can also form two bonds per
oxygen atom in PEO chains. Thus, for a molecular weight of 4050, the maximum number of
hydrogen bonds per PEO chain is 2 × 92 = 184. This is the value used for the calculation of water
activities. The obtained values for the hydrogen bonding parameters are EH = –16,500 J/mol;
SH = –15.0 J/K/mol. By using these parameters we may now calculate the swelling capacity of the
PEO hydrogels. It is expected that the number of oxygen sites available for hydrogen bonding will
diminish as we increase the degree of cross-linking of the PEO chains. This number is not known
but the model could be used for estimating it.

The dashed line Figure 2.13 presents the predictions of the model for the swelling capacity of
lightly cross-linked PEO chains by assuming that all (284) oxygen sites are available for hydrogen
bonding. As observed, the model slightly overpredicts this swelling capacity. The experimental data
could be better reproduced by diminishing the available oxygen sites to 182, as shown by the
corresponding solid line in this figure. In a similar manner, we can estimate the numbers of available
oxygen sites with the other cross-linking densities. These estimations are shown in Figure 2.13
near the corresponding solid lines. The values are quite reasonable for these cross-linking densities.
The ξ12 parameter was set equal to 1 in all the above calculations.

TABLE 2.8
The Cross-Link Densities 
and the ζζζζ Parameter

Symbol
Cross-Link Density 

(mol/m3) ζζζζ12

1HT 600 0.991
2HT 1050 0.992
3HT 1400 0.993
4HT 2050 0.999

FIGURE 2.13 The swelling capacities of PEO gels of different cross-link densities in water as a function of
temperature. Symbols are experimental data.53 The dashed line is the predictions of the model for the lowest
cross-link density assuming availability for hydrogen bonding of all oxygens of PEO chains. Solid lines are
calculated by varying the number of available oxygen sites per PEO chain (numbers near each line).
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Another system of significant interest is the poly(n-isopropyl acrylamide) (PNIPA) hydrogel.
Safe calculations cannot be performed at present for this system because neither the LF scaling
constants for PNIPA nor the hydrogen bonding parameters for the water–PNIPA interactions are
available. Lele et al.53 have assumed that the LF scaling parameters of PNIPA are equal to those
for poly(methyl methacrylate) and were able to calculate by the LFHB model the swelling ratio as
a function of temperature. Their calculations are compared with experimental data55 in Figure 2.14.
As observed, the model can reproduce the volume phase transition (gel collapse) near 306 K.

2.5 INTRAMOLECULAR HYDROGEN BONDING

So far, we have confined ourselves to intermolecular hydrogen bonding, that is, hydrogen bonding
between different molecules. However, in molecules possessing both proton donor and proton
acceptor groups, intramolecular association (Figure 2.15) may occur as long as the location of the
association groups does not prohibit such an interaction. Intramolecular hydrogen bonding is often

FIGURE 2.14 The swelling ratio of water + NIPA gel as a function of temperature. Symbols are experimental
data from Marchetti et al.55 The dashed line represents the LFHB model calculations by Lele et al.53 (Adapted
from Lele, A.K. et al., Chem. Eng. Sci., 59, 3535, 1995.)

FIGURE 2.15 Intermolecular (a) and intramolecular (b) hydrogen bonding.
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an important contribution to the overall hydrogen bonding in fluid systems, especially in systems
of biological interest. Of interest is the case of very dilute systems in inert solvents where intermo-
lecular hydrogen bonding is absent and the only observed hydrogen bonds are the intramolecular
ones. In this section we first extent the above hydrogen bonding formalism to account for intramo-
lecular association. Subsequently, we apply the model to recent56 relevant experimental data of
alkoxyethanol + hydrocarbon mixtures.

For simplicity, we confine ourselves to the case of molecules with one donor group (such as
�OH) and w equivalent proton acceptor sites (such as ether oxygen –O–) per molecule. This type
of system (polyethoxyalcohols) is of key importance in the study of nonionic surfactants. The
formalism can easily be extended to more complex cases. Once again, we focus on the chemical
or hydrogen bonding term, QH, of the partition function:

Q = QPQH (2.1)

This term may, in general, be written as

(2.58)

All symbols have their usual meaning. Of specific interest here is the factor Ω.
As before, the pre-exponential factor Ω in Equation 2.58 is the number of different ways of

distributing the hydrogen bonds in the system without requiring that donor and acceptor groups be
neighbors. This requirement of donor/acceptor proximity is taken into account by the first term on
the right-hand side of Equation 2.58. The focus now is on the statistical derivation of Ω. The method
will be explained by applying it to a classical case.

Case: Polyethoxy alcohol (PEA) with w ether oxygen sites

Let us consider a system with N1 PEA molecules and N2 molecules of an inert solvent (N = N1 + N2).
The number of proton donors of type 1 (–OH) is N1, of proton acceptors of type 1 (–OH) is N1, and
of proton acceptors of type 2 (–O–) is wN1. Let there be N11 hydrogen bonds OH�OH, N12 intermo-
lecular bonds OH�O–, and B intramolecular bonds OH�O– in the system. The number of free proton
donors is

N10 = N1 – N11 – N12 – B (2.59)

The number of different ways of distributing the above hydrogen bonds in the system can be
found by applying the above rationale of the LFHB model.16,26 According to this rationale, to find
the different number of isoenergetic configurations of our system, we have to do the following:

1. Find the number of different ways of selecting the associated donor sites out of the donor
population.

2. Find the number of different ways of selecting the associated acceptor sites out of the
acceptor population.

3. Find the number of different ways of making hydrogen bonds between the selected donor
and acceptor sites.

The number of configurations of the system is the product of these three terms.
Let us apply the above procedure to our case. We have first to select the N11, N12, B, and N10

donors out of the N1 donor population. From simple combinatorics, this can be done in
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N1!/[B!N11!N12!N10!] ways. In a second step we have to select the N11 acceptors 1 out of the N1

acceptor population. This can be done in N1!/[N11!(N1 – N11)!] ways. In a third step we have to
select the B acceptors 2 out of the wN1 acceptor population. However, once we have selected the
B proton donors that participate in intramolecular bonds, we have also selected the molecules with
the acceptor 2 sites that participate in the B intramolecular bonds. We will assume for simplicity
that all w acceptor sites are equivalent for the intramolecular bonds. In each of these B molecules
we must now select the acceptor 2 site for the intramolecular bond out of the w acceptor 2 population.
For each molecule this can be done in w!/[1!(w – 1)!] ways. Thus, for the B molecules it can be
done in {w!/[1!(w – 1)!]}B = wB ways. Having selected the B acceptor 2 sites we must now select,
out of the remaining (wN1 – B) acceptor 2 population, the N12 that will participate in the intermo-
lecular bonds. This can be done in (wN1 – B)!/[(wN1 – B – N12)!N12!] ways. The N11 and N12 bonds
can be done in N11!N12! ways while the B bonds in only one way after we have selected both the
donor and the acceptor site in each molecule. Thus, the number of configurations in the hydrogen-
bonded system is

(2.60)

In our case, there are three types of hydrogen bonds: N11 1-1 bonds with free energy of bond
formation , N12 1-2 intermolecular bonds with free energy of bond formation , and B 1-2
intramolecular bonds with free energy of bond formation . The free energy of the i–j bond
formation can be resolved as follows:

(2.61)

 are the energy, volume, and entropy change of the i–j bond formation, respectively.
Thus, the hydrogen bonding term QH of the partition function in Equation 2.58 can then be

written as follows:

(2.62)

The hydrogen bonding part of the free energy of the system is obtained from the equation

(2.63)

By minimizing this equation with respect to the unknowns N11, N12, and B we obtain the
following coupled equations:
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(2.64)

(2.65)

(2.66)

The coupled Equations 2.64 through 2.66 must be solved simultaneously by an appropriate iteration
scheme. After some algebra the above three equations lead to the following equations:

(2.67)

(2.68)

(2.69)

The last equation contains only the unknown B and it can be solved numerically by successive
substitutions. The solution for B can then be replaced in Equations 2.67 and 2.68 to obtain N12 and
N11, respectively.

In the limiting case of highly dilute systems, we have N11 = N12 = 0 and, consequently,
Equation 2.64 becomes

(2.70)

This is a useful equation, which can be used for determining KB from experimental (such as
spectroscopic) information on the degree of hydrogen bonding B/N1.

With the aid of classical thermodynamics we may use Equation 2.1 for obtaining equations for
all basic thermodynamic quantities for both pure components and mixtures. For example, if the LF
framework (see Appendix 2.A) is used for QP, the equation for the heat of mixing of the binary
system becomes

(2.71)

where the symbols have their usual meaning.
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2.5.1 APPLICATIONS

Recently56 we have reported new spectroscopic data for the intermolecular and intramolecular
hydrogen bonding in 2-methoxyethanol + n-hexane and in 2-ethoxyethanol + n-hexane mixtures.
The solutions were studied at 30, 40, and 50°C and at concentrations where either only intra-
molecular association is observed or where both intermolecular and intramolecular associations are
present as two competing types of hydrogen bonds. These data are ideally suited for testing the
above model.

The required parameters for the application of the model are reported in Table 2.9. Two
hydrogen bonding sites per ether oxygen in alkoxyethanols were assumed in the calculations. As
expected, the presence of the electron–drawing ether oxygen in the alkoxyethanol molecules
strengthens the O–H�OH interaction relative to the corresponding interaction in alkanols as can
easily be visualized by semiempirical quantum mechanical calculations of point charge distribution
and bond order in an alkanol (e.g., ethanol) and in an alkoxyalkanol (e.g., 2-methoxyethanol). Thus,
we expect  in alkoxyalkanols to have more negative values than –25,100 J/mol, which corre-
sponds to alkanols.26 This is indeed the case in the data reported in Table 2.9.

The ability of the model to describe the degree of hydrogen bonding in the mixtures of
alkoxyethanols with n-hexane can be appreciated from Figure 2.16, where our spectroscopic data
are compared with the calculated ones. The number of hydrogen bonds per mole in the system has
been calculated with Equations 2.67 through 2.70.

We have not found in the open literature experimental data on the heat of mixing for the two
binary systems examined in this work. However, the parameters reported in Table 2.9 should, in
principle, be valid for all mixtures of alkoxyethanols with inert hydrocarbons. Figure 2.17 compares
the calculated heats of mixing with the experimental ones for the system of 2-ethoxyethanol with
n-octane at 25°C. A similar picture is obtained for the mixture of 2-ethoxyethanol with cyclohexane.
A number of comments regarding the above experimental data and the calculations are in order.

The experiment as well as the calculations show that a large fraction of the –OH groups of
alkoxyethanol molecules in the very dilute mixtures with n-hexane are associated via intramolecular
hydrogen bonding. In both systems, as the temperature increases, the overall degree of hydrogen
bonding diminishes. This trend is also followed by the degree of intermolecular hydrogen bonding.
However, the degree of intramolecular hydrogen bonding increases as the temperature is increased.
The explanation provided by the model is the following: As the temperature increases there is a
drastic decrease of intermolecular hydrogen bonds due to the relatively large entropy change upon
formation of these bonds. Upon destruction of intermolecular hydrogen bonds, more –OH groups
are available for intramolecular association. Thus, although the negative entropy change upon

TABLE 2.9
LF Scaling Constants and Hydrogen Bonding Parameters

LF Scaling Constants

Fluid T* (K) P* (MPa) ρρρρ* (kg/m3)

2-Methoxyethanol 522 509 1062
2-Ethoxyethanol 514 441 1030

Hydrogen Bonding Parameters

Interaction E0/J/mol S0/J/K/mol V0/cm3/mol

1-1 (OH�OH) –28,100 –26.5 0
1-2 (OH�O Inter) –19,000 –24.0 0
B (OH�O Intra) –10,470 –16.0 0

E11
0
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formation of this bond tends to reduce the number of hydrogen bonds, the increased population of
available –OH groups overruns this trend and finally increases the number of intramolecular
hydrogen bonds.

An interesting point comes from Figure 2.17. As observed, the contribution of the intramolecular
hydrogen bonds to the heats of mixing of the system is by no means negligible. The important
point is that its contribution is negative (exothermic) while that of intermolecular hydrogen bonding

FIGURE 2.16 Experimental,56 �, and calculated (dotted line), degree of intermolecular and experimental,56

�, and calculated (solid line), degree of intramolecular hydrogen bonding in the mixture: 2-ethoxyethanol +
n-hexane at 30°C.

FIGURE 2.17 Experimental,57 �, and calculated (solid line), heats of mixing for the system 2-ethoxyethanol(1)
+ n-octane(2) at 25°C. The contributions from dispersive interactions (dashed line), intermolecular hydrogen
bonds (dotted line), and intramolecular hydrogen bonds (dash-dot line) are shown.
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as well as that of the van der Waals dispersive interactions are positive (endothermic). An explanation
of this behavior may come from Figure 2.18 where the degree of hydrogen bonding is estimated
over the full composition range for a typical system. As observed, there is a positive deviation from
linearity for the intramolecular bonding. This excess of intramolecular bonds is responsible for the
negative contribution to the heat of mixing because the formation of an intramolecular bond is an
exothermic process (negative ).

At low concentrations the degree of intramolecular hydrogen bonding is increasing with increas-
ing mole fraction of the alcoxyethanol much stronger than the degree of intermolecular hydrogen
bonding, as shown in Figure 2.16. This is because in this concentration region the inert solvent
does not influence essentially the intramolecular hydrogen bonds while it greatly influences the
formation of the intermolecular bonds as the interacting molecules must come close together
(proximity condition). Of course, at higher concentrations, the –OH groups prefer to bond inter-
molecularly and thus the number of intramolecular hydrogen bonds levels off as shown in
Figure 2.18.

Before judging the overall performance of the model, it is essential to keep in mind that a
single set of hydrogen bonding parameters is used for all alkoxyethanol systems and for all
thermodynamic properties. In view of this, the ability of the model to describe the diverse properties
of these systems is rather satisfactory.

As shown previously, the above formalism can be integrated to any equation-of-state framework,
such as those presented in Appendix 2.A, leading to an equation-of-state theory of hydrogen-bonded
systems. The formalism can also be extended in a straightforward manner to the case of more
complex systems with more than one proton donor group per molecule. However, we must keep
in mind that, due to steric and other interactions, the acceptor sites may not be equivalent.5 This
is important when estimating equilibrium constants and hydrogen bonding energies. In the case of
polyethoxyalcohol molecules, the strength of the intermolecular OH�O– bond is expected to be
close to the corresponding intramolecular OH�O– bond only when the two interacting groups are
sufficiently far apart.4,5 In general, however, we are not justified in neglecting the difference in
strength between intermolecular and intramolecular hydrogen bonds49 as is also clear from the
present work.

FIGURE 2.18 The calculated degree of intermolecular (solid line) and intramolecular (dashed line) hydrogen
bonding in the mixture: 2-ethoxyethanol + n-octane at 25°C over the full composition range.
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The findings of this work may be summarized in the following conclusions:

1. The thermodynamic properties of alkoxyethanol + hydrocarbon mixtures are dictated by
the interplay of dispersive forces, intermolecular hydrogen bonding, and intramolecular
hydrogen bonding.

2. The intramolecular hydrogen bonds are the weakest hydrogen bonds in the system. They
increase rapidly with concentration at very low alkoxyethanol concentrations and level
off at higher concentrations.

3. The self-associations (OH�OH interactions) are the strongest in the system.
4. The contribution of the intermolecular hydrogen bonds to the heat of mixing is endo-

thermic, whereas that of intramolecular bonds is exothermic.
5. The new theoretical model can, at least qualitatively, describe the spectroscopic and

calorimetric data for these systems.

2.6 HYDROGEN BONDING COOPERATIVITY

So far in this presentation we have attributed one set of hydrogen bonding parameters or, equiva-
lently, one equilibrium constant for each type of hydrogen bond, be it monomer–monomer, mono-
mer–dimer, dimer–multimer. Careful spectroscopic studies over the last few decades have revealed
that it is not always possible to explain the experimental data with one association equilibrium
constant only.1,3,6,9,11,15 Very often, spectroscopists use two, instead of one, equilibrium constants
for the above association — one for the monomer/dimer association (Kd) and one for the equilibria
among the higher complexes (K∞). Usually Kd is several times smaller than K∞ and the effect is
called hydrogen bond cooperativity. The first theoretical justification for this came from the statis-
tical treatment of associated solutions by Sarolea-Mathot,58 who predicted that Kd should be smaller
than K∞ by a factor f, where f is the number of possible energetically equivalent orientations of the
monomer. Thus, this difference is ascribed to an entropy factor: the entropy loss when two mono-
mers form a dimer is greater than when only one monomer and a higher multimer unite.

Apart from the classical association approach, two complementary theoretical approaches for
hydrogen bond cooperativity have appeared recently in the literature.59,60 The new approach of
Veytsman59 focuses on the combinatorial problem in the simplest possible case: a fluid whose
molecules have one donor group and one acceptor group with association constants Kd and K∞ for
the formation of dimers and higher multimers, respectively. The problems associated with the
general case are also discussed in earlier work.25

Hydrogen bond cooperativity is treated in the work of Sear and Jackson,60 by including in the
association energy a three-body term which either increases or decreases the strength of the bonds in
chains of three or more molecules. Their model (in essence, an association model) is able to account
for the effect of density on the degree of association and, thus, it can describe vapor–liquid equilibria.

Recently,61 we have examined this cooperativity hypothesis and proposed a straightforward
manner of integrating it in the framework of the LFHB equation-of-state model. This integration
was done without altering the basic rationale of the LFHB model for the enumeration of hydrogen
bond configurations for the self-association and cross-association in the system. In the following
we briefly present the cooperativity formalism. As we will see, the model can accommodate
hydrogen bond cooperativity in complex systems, even polymer mixtures forming three-dimen-
sional networks of hydrogen bonds, and permits its study over an extended range of temperatures
and pressures. It can also handle the formation of cyclic associates.

2.6.1 THE COOPERATIVITY FORMALISM

The systems of interest here are systems containing molecules with groups of type (1) having one
donor and one acceptor site (self-associating groups), such as the –OH groups. In the system there
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may be molecules with groups of type (2) with one acceptor site, such as –C�O or R3N. If the
same molecule has various groups (1) and (2), we assume for simplicity that they are sufficiently
far apart, so that they remain unaffected by the association of other groups of the molecule. Thus,
in the frame of this work, we will have hydrogen bonds of the types 1-1 and 1-2 for the self-
association and cross-association, respectively.

As in the LFHB model, the partition function Q of our system is factored into a physical, QP ,
and a chemical or hydrogen bonding, QH, term, or

Q = QPQH (2.1)

We focus first on the chemical factor. According to the LFHB model, this term may, in general,
be written as

(2.58)

The pre-exponential factor Ω is the number of different ways of distributing the hydrogen bonds
in the system without requiring that donor and acceptor groups be neighbors. This requirement of
donor/acceptor proximity is taken into account by the first term in the right hand side of the above
equation.16,26 The focus now is on the statistical derivation of Ω. The method will be explained by
applying it to three representative cases of practical interest.

To find the different number of isoenergetic configurations of our system (number of the
different ways of forming or distributing the hydrogen bonds in the system), we have to follow the
steps 1 through 3 of Section 2.2.1, namely,

1. Find the number of different ways of selecting the associated donor sites out of the donor
population.

2. Find the number of different ways of selecting the associated acceptor sites out of the
acceptor population.

3. Find the number of different ways of making hydrogen bonds between the selected donor
and acceptor sites.

Let us apply this procedure to hydrogen bond cooperativity.

Case 1: Molecules or groups whose self-association is cooperative

Let us consider a system of N molecules with one proton donor and one acceptor site (–O–H
groups), which self-associate forming N11 bonds. However, the first dimer bond, now, is weaker
than any subsequent bond in a multimer (trimer, tetramer, etc.) complex. In fact, it is not important
for the enumeration of bonds whether the dimer bond is weaker or stronger than the others; it
suffices for it to be distinguishable.

The strength of a bond is assumed to depend on the state of the acceptor site. Thus, the acceptor
sites of the molecules with the N – N11 = N10 free donors (elements of the lowest row in Figure 2.19)
are interacting weakly. All other acceptor sites (acceptors above the first row in Figure 2.19) are
assumed to be interacting with bonds of higher but the same strength. Nd of the N10 weak acceptors
participate in the weak bonds of the system (initial dimerlike bonds)

Following the enumeration method of LFHB, we must first choose the donors that will be
bonded in N11 bonds. It can be done in N!/(N10!N11!) ways. Having selected the N10 free donors,
we have also selected the N10 “weak” acceptors 1 (the same OH group). Of these N10 weak acceptors
we must choose the Nd acceptors that participate in the (weak) hydrogen bonds. This can be done
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in N10!/[Nd!(N10 – Nd)!] ways. Because we recognized that the acceptors in the groups with the free
donors are weak, we must choose, out of the remaining N – N10 = N11 acceptors, the associated
N11 – Nd ones that will participate in the strong bonds. This can be done in N11!/[Nd!(N11 – Nd)!]
ways. Because we have strong and weak acceptors, we must choose, out of the N11 associated
donors, the Nd that will associate with the weak acceptors and the N11 – Nd that will interact with
the strong acceptors. This can be done in N11!/[Nd!(N11 – Nd)!] ways. Having selected the interacting
donors and acceptors, the number of different ways that they can interact to form the Nd weak 1-1
bonds and the N11 – Nd strong 1-1 bonds is Nd!(N11 – Nd)!. Thus, Ω is the product of the above
terms, or

(2.72)

Case 2: Molecules or groups that self-associate and cross-associate but there is cooperativity in
self-association 1-1

Let us have again N1 and N2 molecules (groups) between which there are N11 self-association and
N12 cross-association bonds (1 = –O–H, 2 = B). However, now, the bond for dimer formation is
weaker than any subsequent bond of the multimer complex.

For simplicity we consider that in a complex 1-1-1 … -1-1-2, the bond 1-1 next to the 1-2
bond is as strong as any other 1-1 bond beyond the first dimer bond in a 1-1-1 … -1-1 multimer
(bond cooperativity), as shown in Figure 2.20. In the system there are N10 = N1 – N11 – N12 free
donors of type 1 and N11 + N12 “strong” acceptor groups of type 1. These acceptors are shown in
Figure 2.20 located above the lowest row of acceptors. The strength of the 1-2 bonds is not
important; it suffices for it to be the same for all 1-2 bonds.

In this case, Ω can be obtained as follows: The N11 and N12 interacting donors 1 can be selected
in N1!/[N10!N11!N12!] ways. As in the previous case, with the selection of the N10 free donors we
have also selected the N10 weak acceptors 1. Of these, the associated Nd1 acceptors can be selected

FIGURE 2.19 One configuration of a system with N = 16, N11 = 11. Out of the 11 bonds there are Nd = 4
weak dimerlike bonds marked with dashed lines.
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in N10!/[Nd1!(N10 – Nd1)!] different ways. Because the N10 acceptors 1 (at the groups of the free
donors) have been recognized to be weak, we are left to choose, of the remaining N1 – N10 acceptors
1, the acceptors that will participate in the N11 – Nd1 strong bonds. It can be done in
(N1 – N10)!/[(N1 – N10 – (N11 – Nd1))!(N11 – Nd1)!] ways. Of the N11 interacting donors 1 we must
select the Nd1 and N11 – Nd1, which associate with the weak and the strong acceptors, respectively.
This can be done in N11!/[Nd1!(N11 – Nd1)!] different ways. The N12 interacting acceptors 2 can be
chosen in N2!/[(N2 – N12)!N12!] ways. The N11 and N12 interacting donors can be combined with the
Nd1 weak acceptors 1, the N11 – Nd1 strong acceptors 1, and the N12 acceptors 2, in
Nd1!(N11 – Nd1)!N12! ways. Thus, Ω is given by

(2.73)

Case 3: Same as case 2 but, now, there is cooperativity in both self-association and cross-association

Let us have again N1 and N2 molecules (groups) 1 and 2, between which there are N11 self-association
and N12 cross-association bonds. However, now, the 1-1 bond for dimer formation is weaker than
any subsequent bond of the multimer complex. In addition, the 1-2 bond is becoming stronger
(bond fortification) when it is associated with a multimer complex of molecules of type 1. To
simplify the situation, we will consider that in a complex 1-1-1 … -1-1-2, the bond 1-1 next to the
1-2 bond is equally strong as any other 1-1 bond beyond the first dimer bond in a 1-1-1 … -1-1
multimer (Figure 2.21). Thus, in the system we have N11 1-1 bonds distributed in Nd1 multimers of
the 1-1-1 … 1-1 type and Nd2 multimers of the 1-1-1 … 1-1-1-2 type. In addition, we have N12 1-2
bonds, N12 – Nd2 of which are dimers 1-2 (with no bond fortification). In the system there are
N10 = N1 – N11 – N12 molecules (groups) 1 with the N10 free donor sites 1 and the N10 weak acceptor
sites 1.

FIGURE 2.20 One configuration of a system with N1 = 16, N2 = 4, N11 = 11, N12 = 3. Out of the 11 1-1 bonds
the Nd1 = 1 is a weak dimerlike bond marked with dashed line.
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To calculate Ω, we must first select, of the donor population N1, the N11 and N12 donors 1, which
will participate in hydrogen bonds. This can be done in N1!/[N10!N11!N12!] different ways. In each such
selection we select not only the N10 = N1 – N11 – N12 free donors but, also, the N10 “weak” acceptors
1, which belong to the groups with the free donors. Of these weak acceptors we must select the Nd1

participating in hydrogen bonds. It can be done in N10!/[Nd1!(N10 – Nd1)!] ways. Of the remaining
N1 – N10 = N11 + N12 = NH “strong” acceptors 1, we must select the N11 – Nd1 that participate in hydrogen
bonds. It can be done in (N1 – N10)!/[(N11 – Nd1)!(N12 + Nd1)!] ways. The N12 acceptors 2, which
participate in hydrogen bonds, can be selected from the population N2 in N2!/[(N2 – N12)!N12!] ways.
However, now, the N12 bound acceptors 2 are differentiated in Nd2 acceptors participating in “fortified”
1-2 bonds and in N12 – Nd2 acceptors participating in the weak 1-2 bonds. Their selection can be done
in N12!/[Nd2!(N12 – Nd2)!] different ways. Of the N11 donors 1 we must select the Nd1 and N11 – Nd1

donors that associate with the weak and the strong acceptors 1, respectively and, of the N12 donors 1,
we must select the Nd2 and N12 – Nd2 that participate in fortified and weak 1-2 bonds, respectively. This
can be done in N11!N12!/[Nd1!(N11 – Nd1)!Nd2!(N12 – Nd2)!] ways. Again, all the above Nd1, N11 – Nd1, Nd2,
and N!2 – Nd2 different types of bonds can be done in Nd1!(N11 – Nd1)!Nd2!(N12 – Nd2)! ways. Thus, Ω in
this case is

(2.74)

which reduces to Equation 2.73 by setting Nd2 = 0.

FIGURE 2.21 One configuration of a system with N1 = 17, N2 = 4, N11 = 12, N12 = 3. Of the 12 1-1 bonds the
Nd1 = 1 is a weak dimerlike bond marked with dashed line. Of the 3 1-2 bonds the Nd2 = 2 are fortified 1-2
bonds marked with a heavy solid line.
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Case 4: A more general case

The above enumeration method can be extended easily to the more general case of a system of N1,
N2, …, Nt molecules of type 1, 2, …, t, respectively, which may have both donor/acceptor groups
of type 1 and acceptor groups of type 2. Let each molecule of type i have  donors 1,  acceptors
1, and  acceptors 2. The total number of donors 1 in the system is

(2.2a)

Similarly, the total number of acceptors 1 in the system is

(2.75)

and the acceptors of type 2

(2.76)

Let there be in this system N11 and N12 hydrogen bonds of type 1-1 and 1-2, respectively. The
free donors 1 are

(2.77)

the free acceptors 1 are

(2.78)

and the free acceptors 2 are

(2.79)

Let the (weak) dimerlike bonds 1-1 be Nd1, and the fortified 1-2 bonds be Nd2. By following the
above enumeration method, we obtain for Ω the following expression:

(2.80)

which is the generalization of Equation 2.74. This equation can cope with more complex associates,
such as the one shown in Figure 2.22. It can be applied, for example, to hydrogen bonding networks
of polyoxyalcohols or to mixtures of polyalcohols and polyethers or polyesters.

2.6.2 THE GIBBS FREE ENERGY EQUATION

Let us now return to Equation 2.58 and find the expression for the free energy GH for the above
general case of a hydrogen-bonded system with bond cooperativity. In this case, there are four
types of hydrogen bonds: Nd1 (weak) 1-1 bonds with free energy of bond formation , N11 – Nd1

(strong) 1-1 bonds with free energy of bond formation , Nd2 (strong) 1-2 bonds with free energy
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of bond formation , and N12 – Nd2 (weak) 1-2 bonds with free energy of bond formation .
The free energy of the i–j bond formation can be resolved as follows:

(2.81)

where  are the energy, volume, and entropy change of the i–j bond formation, respectively.
The hydrogen bonding term QH of the partition function in Equation 2.58 can then be written as
follows:

(2.82)

where N = ΣNi is the total number of molecules in the system.
The hydrogen bonding part of the free energy of the system is obtained from the equation:

(2.83)

By minimizing this equation with respect to the unknowns N11, N12, Nd1, Nd2, we obtain the
following coupled equations:

(2.84)

(2.85)

FIGURE 2.22 One complex associate of a system with N1 = 15, N2 = 1, N11 = 10, N12 = Nd2 = 1. Of the 10
1-1 bonds the Nd1 = 3 are weak dimerlike bonds marked with dashed lines. The 1-2 bond is fortified (heavy
solid line). The springs connect different hydrogen bonding groups of the same molecule.
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(2.86)

(2.87)

where the equilibrium constant Kij for the formation of the bond i–j is given by the equation:

(2.88)

The coupled Equations 2.84 through 2.87 must be solved simultaneously by an appropriate iteration
scheme. This solution can be facilitated by replacing Equation 2.86 with the ratio of Equations 2.84
and 2.85, leading to the new equation

(2.85a)

By using these minimization conditions (Equations 2.84 through 2.87) in Equation 2.83, we
obtain for the GH:

(2.89)

Equation 2.89 can be integrated to any equation-of-state framework, such as those reported in
Appendix 2.A, leading to an equation-of-state theory of hydrogen-bonded systems. The procedure
used in the LFHB model16,26 can be applied directly here to obtain full expressions for the total
free energy of the system:

G = GP + GH

2.6.3 THE CASE OF CYCLIC ASSOCIATES

Cyclic associates can be handled in a straightforward manner in the LFHB frame. Let us consider
a simple case with one type of cyclic associates — cyclic tetramers. Let in the above case 1, in
addition to linear associates, there be also Nq cyclic tetramers. There are N11 bonds in the system,
4Nq of which belong to the cyclic tetramers and Nd to the weak dimerlike bonds shown in
Figure 2.23. In the system there are N10 = N – N11 free donor groups. The strength of a hydrogen
bond in the tetramer may or may not be the same as in the strong bonds of the linear associates.

In the enumeration process we have first to find the number of ways of selecting from the N
donor population the 4Nq donors that participate in the cyclic tetramer bonds, and the N11 – 4Nq

that participate in the hydrogen bonds of the linear associates. This can be done in
N!/[(4Nq)!N10!(N11 – 4Nq)!] ways. Having selected the 4Nq donors of the cyclic associates we have
also selected the 4Nq acceptors that participate in the hydrogen bonds of the cyclic associates (the
same OH group). As previously, having selected the N10 free donors, we have also selected the N10

“weak” acceptors (the same OH group). Of these N10 weak acceptors we must choose the Nd

acceptors that participate in the (weak) hydrogen bonds. This can be done in N10!/[Nd!(N10 – Nd)!]
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ways. Because we recognized that the acceptors in the groups with the free donors are weak, we
must choose, of the remaining N – N10 – 4Nq = N11 – 4Nq acceptors, the associated N11 – 4Nq – Nd

ones that will participate in the strong bonds of the linear associates. This can be done in
(N11 – 4Nq)!/[Nd!(N11 – 4Nq – Nd)!] ways. Because we have strong and weak acceptors in the linear
associates, we must choose, of the N11 – 4Nq associated donors, the Nd that will associate with the
weak acceptors and the N11 – 4Nq – Nd that will interact with the strong acceptors. This can be done
in (N11 – 4Nq)!/[Nd!(N11 – 4Nq – Nd)!] ways. Having selected the interacting donors and acceptors,
the number of different ways that they can interact to form the Nd weak 1-1 bonds, the 4Nq bonds
in the cyclic associates, and the N11 – 4Nq – Nd strong 1-1 bonds in the linear associates is
Nd!(4Nq)!(N11 – 4Nq – Nd)!. Thus, Ω is the product of the above terms, or

(2.90)

The exponential term in the partition function (see Equations 2.58 and 2.82) now becomes

As previously, from the minimization conditions we may obtain the values of N11, Nd, and Nq at
equilibrium.

2.6.4 AN APPLICATION TO WATER

The well-known formation of icelike cage structures in water could also be treated as a cooperative
process much like the previous case of formation of cyclic associates. By adopting a scheme similar
to that proposed by John et al.,62 we could assume that in the fluid water we may distinguish two
types of hydrogen bonding states in equilibrium: State A is much like the ordinary linear hydrogen
bonding structures and is the denser state. State B corresponds to the iceberg or cagelike cluster
formation, which is the less dense structure. Each iceberg is formed cooperatively by a number of
water molecules.

We could proceed as in the previous section by setting q around 46, as suggested by Nemethy
and Scheraga,63 and by assuming that all donors and acceptors in each iceberg are involved in
hydrogen bonding. However, we can also follow an alternative simple procedure. For simplicity,

FIGURE 2.23 A cyclic tetramer.
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we will make no distinction between the molecules at the interior and at the surface of the icebergs.
This will permit us to divide the total number M of hydrogen bonds in the system into MA bonds
corresponding to state A and MB bonds corresponding to the cagelike state B. Because each water
molecule has two donor and two acceptor sites, in a system of N water molecules we will have
2N – M free donor sites and an equal number of free acceptor sites.

Following the rationale of the previous section, we may write now for the hydrogen bonding
partition function:

(2.91)

The numbers MA and MB at equilibrium may be obtained from free energy minimization with
respect to them leading to the following two equations:

(2.92)

and

(2.93)

This is a system of two equations with two unknowns, MA and MB. It can be solved easily in terms
of the association constants KA and KB and the physically meaningful solutions are

(2.94)

On the basis of Equation 2.91 we may obtain for the hydrogen bonding contribution to the
chemical potential:

(2.95)

where

(2.96)

This formalism can be coupled now to an equation-of-state formalism resulting in a quite
versatile model of water. Let us use the QCLF framework to implement the above formalism.

As before, to perform the calculations we need the scaling constants and the hydrogen bonding
constants, a total of nine constants in this case. To reduce the number of parameters, we have
assumed, as previously, that r = 1 for water and that the entropy change upon hydrogen bond
formation for the state A is equal to –26.5 J/K/mol, that is, the same as for the OH�OH interaction.
In addition we assume that the volume change upon formation of this bond is zero. These assump-
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tions reduce the number of parameters from nine to six. Because state B is the preferred state up
to ~4°C, we may further impose that the free energy changes for the two states be equal at this
temperature, or

(EH – 277.2SH)state A = (EH – 277.2SH)state B

This condition reduces to five the number of parameters.
We have applied the model over an extended range of external conditions from the triple point

up to the critical point of water. Figure 2.24 compares the experimental64 (steam tables) vapor
pressures with the calculated ones. The two sets of values are practically identical. Figure 2.25
compares the corresponding values for the orthobaric densities of water. As observed, the density
is well described over the full range.

The parameters that were used for the above calculations (obtained from a least squares fit)
are as follows:

ε* = RT* = 2093 J/mol; r = 1, ρ* = 1.1637 g/cm3

EH = –19,380 J/mol; SH = –26.5 J/K mol; VH = 0.0 cm3/mol (state A)

EH = –22,500 J/mol; SH = –37.8 J/K mol; VH = 1.25 cm3/mol (state B)

It is worth observing the value of the volume change upon formation of a hydrogen bond in the
cagelike state B that the cooperativity model calculates. As expected, it is significant and positive.
On the other hand, the significantly more negative value of the entropy change for state B indicates
that these bonds will disappear faster than the state A bonds as we raise the temperature. We should
keep in mind, however, that the above set of parameters is by no means unique.

In the above calculations we have imposed a number of restrictions to reduce the number of
required parameters. If we relax these restrictions, we end up with a quite flexible molecule for water.

FIGURE 2.24 Experimental (symbols)64 and calculated (line) vapor pressures of water up to the critical point.
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APPENDIX 2.A: 
THE EQUATION-OF-STATE FRAMEWORKS

In this appendix we briefly present the two thermodynamic models that have been used as frame-
works for the incorporation of the hydrogen bonding formalism presented in the main text. As
discussed here, the two thermodynamic models are used for the evaluation of the “physical” or
“van der Waals” contribution (as opposed to the “chemical” or hydrogen bonding contribution). In
other words, these models provide the physical term QP of the partition function Q = QPQC of our
system.

2.A.1 THE LATTICE-FLUID FRAMEWORK

According to lattice fluid (LF) theory,1-3 each fluid i is characterized by three scaling constants: a
characteristic temperature , a characteristic pressure , and a characteristic density . These
three constants are enough for full description of the equation-of-state behavior of the fluid, as long
as the operating intermolecular forces are of the van der Waals type. If Mi is the molecular weight
of the fluid, we may define alternative equivalent sets of scaling constants. The LF model treats
each molecule as divided into ri segments, each having a hard core volume  and a mean
intersegmental interaction . These alternative scaling constants are related through the equations:

(2.A1)

and

(2.A2)

The mixture is also characterized by the corresponding scaling constants T*, P*, ρ*, and
alternatively, ε*, v*, r. The latter set is obtained from the appropriate mixing and combining rules.
In this section we will present the multicomponent version of the LF model.

Let us consider a system consisting of N1 molecules of type 1, N2 molecules of type 2, …, Nt

molecules of type t at temperature T and external pressure P. According to the LF theory, the
molecules are considered arranged on a quasi-lattice of Nr sites, N0 of which are empty. Every
molecule of type k consists of rk segments of volume  each. The total number of segments in
the system is

(2.A3)

where N is the total number of molecules and xk is the mole fraction of component k. The total
number of sites in the lattice is

Nr = rN + N0 (2.A4)

The mean interaction energy per segment for molecules of type k is

(2.A5)
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where εkk is the interaction energy for a k–k contact and s is the mean coordination number of the
lattice.

For the mixture and in the one-fluid approximation the following mixing and combining rules
are adopted:

(2.A6)

(2.A7)

where φi is the segment fraction of component i which is equal to:

(2.A8)

and

(2.A9)

The binary parameter ξij assumes values close to one.
For a binary mixture, Equation 2.A7 assumes the simpler form:

(2.A10)

where

(2.A11)

The total volume of the system is

(2.A12)

where V* is the close-packed volume of the system and  is the reduced volume (  is the
reduced density).

The total energy of the system due to physical interactions is

(2.A13)

The segment fractions, φk, should not be confused with the site fractions fk, which are given by

(2.A14)
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With these definitions, the physical term of the partition function of the system is

(2.A15)

where ωk is related to the number of possible conformations of an rk-mer.
The free energy of the system is given by

(2.A16)

Combining Equations 2.A15 and 2.A16 we obtain for the LF (physical) contribution to free energy:

(2.A17)

For a system at equilibrium, the free energy is at a minimum. The minimization condition:

(2.A18)

may then be used for obtaining the LF equation of state for our system:

(2.A19)

where  is the reduced pressure defined as

(2.A20)

 is the reduced temperature

(2.A21)

The chemical potential of component k is obtained from
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(2.A23)

2.A.2 THE QUASI-CHEMICAL LATTICE FLUID (QCLF) FRAMEWORK

Recently4,5 we have presented a quasi-chemical equation-of-state model that accounts for the
nonrandom distribution of free volume in pure nonpolar fluids as well as in their mixtures. The
model has proved successful in describing the phase equilibria of these systems, especially at the
near-critical region. The essentials of this model follow.

Let us consider first a system of N molecules of a pure r-mer fluid at temperature T and external
pressure P. The molecules are considered arranged on a quasi-lattice of Nr sites, N0 of which are
empty. The empty sites, however, are not considered distributed randomly throughout the volume
of the system. In a general way we may consider that the partition function of our system can be
written as follows:

Q(N,T,P) = QRQNR (2.A24)

where QR is the partition function for the hypothetical system where there is a random distribution
of the empty sites and QNR is a correction factor for the actual nonrandom distribution of the empty
sites. As already mentioned, for the first factor we use here the simple LF expression,1-3 which was
presented in the previous section. For the second factor we use Guggenheim’s quasi-chemical
approach6 as adapted to the problem previously,7,8 namely,

(2.A25)

Nrr in Equation 2.A25 is the number of external contacts between the segments of the molecules.
N00 is the number of contacts between the empty sites, whereas Nr0 is the number of contacts
between a molecular segment and an empty site. Superscript 0 refers to the case of randomly
distributed empty sites.

As before, the molecules of the pure fluid are considered divided into r segments of volume
v* each. The same volume is assigned to the empty site as well. Thus, the total volume of the
system is given by

V = Nrv* + N0v* = Nrv* = V* + N0v* (2.A26)

According to the LF model presented in the previous paragraph and to Equation 2.A15, the partition
function QR in the present case may be written as:

(2.A27)
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where the site fractions f0 and f are for the empty sites and the molecular segments, respectively,
namely,

(2.A28)

ω in Equation 2.A27 is a characteristic quantity for the fluid that takes into account the flexibility
and the symmetry of the molecule, which will cancel in all applications of our interest and will
not be given any further consideration.

The potential energy E arises from the intermolecular interactions in the system. It will be
assumed that only first-neighbor segment–segment contacts contribute to it while the contacts of
an empty site with a segment or with another empty site are assigned a zero interaction energy. If
s is the average number of external contacts per segment (either molecular or empty sites) and ε
the segment–segment interaction energy, the potential energy of the system is given by

–E = Nrr ε (2.A29)

In the random case Nrr is given by the equation:1-3

(2.A30)

The average per segment interaction energy in the absence of empty sites is now

(2.A5a)

In the random case, the number of contacts between empty sites is given, in analogy to
Equation 2.A30, by the equation:

(2.A31)

while the number of contacts between a segment and an empty site is given by

(2.A32)

In the nonrandom case, following our previous practice,7,8 we will write for the number of
contacts in the system the following equations:
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The nonrandom Γ factors in Equation 2.A33 are, of course, equal to one in the random case. These
numbers must satisfy the following material balance equations:7,8

(2.A34)

By combining the last three equations, we obtain

(2.A35)

Thus, the three nonrandom Γ factors are not independent. When one is known, the other two are
obtained from Equation 2.A35. The reduced density must, of course, be known prior to using
Equation 2.A35. It will be obtained from the equation of state of the system.

As before, the free energy of our system is obtained from the partition function as follows:

(2.A36)

At equilibrium, the number of empty sites in the system or, equivalently, the reduced density is
obtained from the minimization condition:

(2.A18a)

while the number of contacts Nr0 or, equivalently, the nonrandom factor Γr0 is obtained from the
minimization condition:

(2.A37)

The first minimization condition, Equation 2.A18a, leads to the equation of state:

(2.A38)

In the random case (Γrr = Γ00 = 1) this equation reduces to the familiar LF equation of state,1,2

Equation 2.A19. The second minimization condition, Equation 2.A37, leads to the equation:

(2.A39)

By replacing from Equation 2.A35 in Equation 2.A39, we obtain a quadratic equation for Γr0 whose
physically meaningful solution is

(2.A40)
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Equations 2.A35, 2.A38, and 2.A39 are coupled equations and must be solved simultaneously for
the reduced density or the nonrandom factors.

From the expression for the free energy we obtain by derivation the following equation for the
chemical potential:

(2.A41)

This set of equations is sufficient for performing the basic thermodynamic calculations for pure
fluids.

Let us now consider a binary system of N1 and N2 molecules of components 1 and 2, respectively,
with r1 and r2 segments and of segmental volume  and , respectively. The total number Nr of
lattice sites is now

Nr = N1r1 + N2r2 + N0 = rN + N0 = N(x1r1 + x2r2) + N0 (2.A42)

where N = N1 + N2 is the total number of molecules in the system and x1 and x2 the mole fractions
of components 1 and 2, respectively.

For the mixture, and in the one-fluid approach, the combining and mixing rules, Equations 2.A6
and 2.A7, are assumed to be valid here as well.

Because only segment–segment interactions contribute to the potential energy E, we may write:

E = N11ε11 + N12ε12 + N22ε22 (2.A43)

The number of intersegmental contacts Nij will be obtained by applying the quasi-chemical
approach. The key assumption that is now adopted is the following: The empty sites are distributed
nonrandomly and make no distinction between their neighbor molecular segments. This means that
for nonrandom distribution a number of intesegmental contacts satisfy the following equations:

(2.A44)

The above assumption implies that Equation 2.A25 is also valid for the case of our mixture but
with the Nij obtained from Equation 2.A44. The QR term in Equation 2.A24 for the mixture is
similar to Equation 2.A27 and is given by

(2.A45)
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The equation of state for the mixture is obtained by the minimization procedure discussed
previously. The result is an equation of state identical in form to Equation 2.A38. Similarly, the
quasi-chemical condition for the mixture is identical in form to Equation 2.A39, and the material
balance equations are identical in form to Equations 2.A34 or 2.A35. Of course r, s, ε, and  in
these equations are now quantities pertinent to the mixture.

The chemical potential of each component in the mixture is obtained by a procedure analogous
to that used for deriving Equation 2.A41, and is given by

(2.A46)

2.A.3 OTHER EQUATION-OF-STATE FRAMEWORKS

The above frameworks are by no means unique. Any other equation-of-state model, which can
provide an expression for the QP term of the partition function or the corresponding GP term of
the free energy can be used, in principle, as such a framework. Models, such as those of Prigogine
et al.,9-11 of Patterson et al.,12,13 of Flory et al.,14-16 of Simha et al.,17,18 of Kleintjens and Konings-
veld,19 of Nose,20 of Panayiotou and Vera8 — just to name a few — can serve this purpose.
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APPENDIX 2.B: 
THE ALGORITHM FOR OBTAINING THE NUMBER OF HYDROGEN BONDS

In this appendix we explain how the equations for the number of hydrogen bonds in the system
can be solved numerically to obtain physically meaningful solutions. In the general case we must
solve the equations (see Equations 2.38 and 2.39 of the main text):

    for all i,j (2.B1)

or

(2.B2)

which is a system of (m × n) quadratic equations for νij. This system must be solved in combination
with the equation of state since the reduced density  is needed in the calculations. We should
keep in mind that νij in these equations are fractions of hydrogen bonds, or  and similarly
for νi0 and ν0j. These fractions can be calculated from the following (m × n) equations:

    for all i,j pairs (2.B3)

where

(2.B4)

and

(2.B5)

The numerical procedure for solving these equations is as follows. We assume some initial
values (usually small) for the νij terms and calculate the Pij and Qij terms. By using Equation 2.B3,
we now do the first calculation of the νij terms. This set of νij terms is used for calculating the
second set of Pij and Qij terms, which in turn is used for the second calculation of the νij terms.
This procedure is repeated until two consecutive calculations of the νij terms differ by less than a
preset tolerance.

The above procedure is implemented in the following FORTRAN code in the case of a binary
system of molecules both having two types of donor groups and three types of acceptor groups.
The subroutine returns with the calculated values of Amij terms, which correspond to  terms
for the donor i and acceptor j pair. Yij(k) in this subroutine is the corresponding value of the 
for the i–j pair, as calculated in the kth iteration. The calculations are made at a mixture compositions
given by the mole fraction X1 of component 1. The numbers Dkl of donors of type k in the molecule
of type l and the numbers ACmn of acceptors of type m in the molecule of type n are provided by
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the COMMON block DONACC of the subroutine. Similarly, the Aij terms (see Equation 2.B1) are
provided by the COMMON block AL.

This is a very stable algorithm, which converges rapidly to the solution.

The FORTRAN code

       SUBROUTINE MSOLVER(X1,AM11,AM12,AM13,AM21,AM22,AM23)
       IMPLICIT DOUBLE PRECISION (A-H,O-Z)
       COMMON/DONACC/D11,D12,D21,D22,AC11,AC12,AC21,AC22,AC31,AC32
       COMMON/AL/A11,A12,A13,A21,A22,A23
       DIMENSION Y11(302),Y12(302),Y13(302),Y21(302),Y22(302),
     1  Y23(302)
       Y11(1)=0.005
       Y12(1)=0.005
       Y13(1)=0.005
       Y21(1)=0.005
       Y22(1)=0.005
       Y23(1)=0.005
 4     X2=1.0-X1
       DO1=D11*X1+D12*X2
       DO2=D21*X1+D22*X2
       AC1=AC11*X1+AC12*X2
       AC2=AC21*X1+AC22*X2
       AC3=AC31*X1+AC32*X2
       I=2
 1     P11=DO1+AC1+A11-Y12(I-1)-Y13(I-1)-Y21(I-1)
       Q11=(DO1-Y12(I-1)-Y13(I-1))*(AC1-Y21(I-1))
       R11=P11**2-4.0*Q11
       IF(R11.LT.0.0) GO TO 5
       Y11(I)=(P11-DSQRT(R11))/2.
       P12=DO1+AC2+A12-Y11(I-1)-Y13(I-1)-Y22(I-1)
       Q12=(DO1-Y11(I-1)-Y13(I-1))*(AC2-Y22(I-1))
       R12=P12**2-4.0*Q12
       IF(R12.LT.0.0) GO TO 5
       Y12(I)=(P12-DSQRT(R12))/2.
       P13=DO1+AC3+A13-Y12(I-1)-Y11(I-1)-Y23(I-1)
       Q13=(DO1-Y12(I-1)-Y11(I-1))*(AC3-Y23(I-1))
       R13=P13**2-4.0*Q13
       IF(R13.LT.0.0) GO TO 5
       Y13(I)=(P13-DSQRT(R13))/2.
       P21=DO2+AC1+A21-Y22(I-1)-Y23(I-1)-Y11(I-1)
       Q21=(DO2-Y22(I-1)-Y23(I-1))*(AC1-Y11(I-1))
       R21=P21**2-4.0*Q21
       IF(R21.LT.0.0) GO TO 5
       Y21(I)=(P21-DSQRT(R21))/2.
       P22=DO2+AC2+A22-Y21(I-1)-Y23(I-1)-Y12(I-1)
       Q22=(DO2-Y21(I-1)-Y23(I-1))*(AC2-Y12(I-1))
       R22=P22**2-4.0*Q22
       IF(R22.LT.0.0) GO TO 5
       Y22(I)=(P22-DSQRT(R22))/2.
       P23=DO2+AC3+A23-Y21(I-1)-Y22(I-1)-Y13(I-1)
       Q23=(DO2-Y21(I-1)-Y22(I-1))*(AC3-Y13(I-1))
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       R23=P23**2-4.0*Q23
       IF(R23.LT.0.0) GO TO 5
       Y23(I)=(P23-DSQRT(R23))/2.

       T=DABS(Y11(I)-Y11(I-1))+DABS(Y12(I)-Y12(I-1))+DABS(Y13(I)-
     1  Y13(I-1))+DABS(Y21(I)-Y21(I-1))+DABS(Y22(I)-Y22(I-1))+
     2  DABS(Y23(I)-Y23(I-1))
       IF(T.LT.0.0000001) GO TO 2
       I=I+1
       IF(I.GT.300) THEN
       WRITE(*,*) I,T
       GO TO 2
       ENDIF
       GO TO 1
 2     AM11=Y11(I)
       AM12=Y12(I)
       AM13=Y13(I)
       AM21=Y21(I)
       AM22=Y22(I)
       AM23=Y23(I)
  5    RETURN
       END
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APPENDIX 2.C: 
IMPLICATIONS OF THE EQUATION FOR RELATIVE ADSORPTION

Equation 2.34 of the main text, which we rewrite here for ease of reading,

(2.34)

has significant implications and may be the starting point for development of thermodynamic models
of surface properties. The derivatives in the right hand side of this equation may be calculated in
various ways. The derivative involving the chemical potential can be obtained from equations for
the activity or activity coefficients, which in turn may be obtained, as an example, from correlation
of phase equilibrium data. The derivative involving the surface tension may be obtained either
directly from correlations of experimental data or from model equations for the variation of surface
tension with composition. In what follows, we give an example of how Equation 2.34 could be
used for a rough estimation of the thickness of the surface layer at the liquid–vapor interface in a
solution.

For generality, let us consider a mixture of two components 1 and 2 varying in size and
characterized by molar volumes v1 and v2, respectively. In this case, it is preferable to rewrite
Equation 2.34 in terms of the volume fractions rather than the mole fractions:

(2.C1)

where  is the volume fraction of component 2 in the bulk (liquid) phase, and is defined in general
as

(2.C2)

where n is the number of moles.
By adopting an equation for the chemical potential of the Flory–Huggins type:1

(2.C3)

we obtain for the derivative:

(2.C4)

χ in these equations is the well-known Flory–Huggins interaction parameter.1

An interesting application arises when the surface tension is correlated in terms of the volume
fractions at the interface (superscript s) instead of the corresponding fractions in bulk. Often, a
simple linear correlation of the Eberhart type:2-4
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(2.C5)

is adequate for representing the surface tension over the full composition range. The link between
volume fractions in bulk and in interface is usually obtained from semiempirical or semitheoretical
expressions. Recently, Pineiro et al.,4 by extending the Langmuir isotherm, have provided such an
expression:

(2.C6)

where β is Henry’s constant for two dimensions and measures the lyophobicity of the solute, i.e.,
its tendency to be adsorbed by the surface.4 Once accurate experimental data of the variation of
surface tension with composition are available, we may select appropriate combinations of relations
of the type of Equations 2.C5 and 2.C6 and adjust their parameters (like the parameter β) so that
they reproduce satisfactorily the experimental data. Of course, if volume fractions at the surface
are going to be used, Equation 2.34 must be cast in the appropriate form, or

(2.C7)

In addition, Γ2,1 may also be expressed in terms of the volume fractions at the interface. This
is not a straightforward step, however. It is well known that the liquid–vapor interface of a liquid
is a discontinuous region in which the field forces acting on the molecules of the fluid are
nonhomogeneous. This results in a modification in this region of the number density of molecules
of the fluid, their time average orientation, and their lateral interactions. It is essential to remember
that the real surface layer is not a homogeneous “phase,” but there is a gradual change in concen-
tration with distance from the surface. However, for the development of semiempirical models of
interfacial properties it is often useful to think of a fictitious homogeneous phase, to which one
could attribute an effective “thickness.” Also, the experimental attempts to determine the surface
excess, like the famous microtome or railroad method of McBain and Humphreys5 and the radio-
activity technique of Nilsson,6 give average (number of moles/area) results, which, when translated
into concentrations, give average concentrations as if the interfacial layer were a homogeneous
phase (with an average concentration, mole or volume fractions). For such a homogeneous inter-
facial layer, the relative adsorption can be expressed in terms of the volume fractions at the interface
by recalling the meaning of this quantity in the Gibbs convention: If t is the thickness of the
interfacial layer, the volume corresponding to an area A is t × A. In this volume, the number of
moles of component 1 is (assuming that the molar volumes in bulk and in interface are the same)

(2.C8)

and, similarly,

(2.C9)
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To obtain the relative adsorption of component 2 we must obtain first a volume from the bulk
containing  moles of component 1 and find how many moles of component 2 are contained in
the same volume. By neglecting volume changes upon mixing and by replacing in the definitions
of volume fractions, Equations 2.C2 and 2.C6, we obtain

(2.C10)

By definition,

(2.C11)

Combining the last three equations, we obtain

(2.C12)

This equation can be replaced in Equation 2.C7 to obtain one additional equation relating the
compositions in bulk and in interface. If Equations 2.C3, 2.C5, and 2.C6 are adopted, Equation 2.C7
combined with Equation 2.C12 gives for the “thickness” of the interfacial layer:

(2.C13)

This is a useful equation relating the thickness of the supposedly homogeneous interfacial layer to
properties of pure components (surface tensions and molar volumes), to the bulk composition, and
to the interaction parameters β and χ. It is worth observing that the more negative the χ parameter
(the more favorable the interaction between components 1 and 2), the smaller the thickness of the
interfacial layer. If the thickness is estimated from independent studies, Equation 2.C13 could be
used for obtaining the lipophobicity constant or the composition of the interfacial layer.

If hydrogen bonding is involved, both Equations 2.C3 and 2.C5 must be replaced by more
appropriate equations. In this case the above derivatives may not lead to analytical expressions and
numerical differentiation may be needed. Still, however, Equations 2.C7 and 2.C12 can be used
for making a rough estimation of the effective interfacial layer thickness, which could prove useful
for development of semiempirical models.2-4
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3.1 INTRODUCTION

 

The liquid state of matter plays a very important role in everyday life, and the liquid surface has
a dominant role in many phenomena. In fact, about 70% of the surface of Earth is covered by
water. The most fundamental characteristic of liquid surfaces is that they tend to contract to the
smallest surface area to achieve the lowest free energy. Whereas gases have no definite shape or
volume, completely filling a vessel of any size containing them, liquids have no definite shape but
do have a definite volume, which means that a portion of the liquid takes the shape of that part of
a vessel containing it and occupies a definite volume, with the free surface plane except for capillary
effects where it is in contact with the vessel. This is evident in rain drops and soap films, in addition
to many other systems that will be mentioned later. The cohesion forces present in liquids and
solids and the condensation of vapors to liquid state indicate the presence of much larger intermo-
lecular forces than the gravity forces. Furthermore, the dynamics of molecules at interfaces are
important in a variety of areas, such as biochemistry, electrochemistry, and chromatography. The
degree of sharpness of a liquid surface has been the subject of much discussion in the literature.

There is strong evidence that the change in density from liquid to vapor (by a factor of 1000)
is exceedingly abrupt, in terms of molecular dimensions. The surface of a liquid was analyzed by
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light reflectance investigations, as described by Fresnel’s law. Various investigators indeed found
that the surface transition involves just one layer of molecules. In other words, surfaces and
investigations related to this part of a system are actually just a molecular layer. However, there
exists one system that clearly shows that the “one molecule thick” layer of surface is the surface
of a liquid; thus, the monolayer studies of lipids spread on water and studied by Langmuir balance.

 

1a

 

The surface thermodynamics of these monolayers is based on a unimolecular layer at the interface,
which thus confirms the thickness of the 

 

surface

 

.
The molecules of a liquid in the bulk phase are in a state of constant unordered motion like

those of a gas, but they collide with one another much more frequently owing to the greater number
of them in a given volume:

GAS PHASE....................molecules in gas

----------(INTERMEDIATE PHASE)---------

LIQUID SURFACE...........surface molecules

BULK LIQUID PHASE......molecules inside liquid

It is important to note that the 

 

intermediate

 

 phase is present only between the gas phase and
the liquid phase. Although we do not often think about how any interface behaves at equilibrium,
the liquid surface demands special comment. The surface of a liquid is under constant agitation,
but there are few things in nature presenting an appearance of more complete repose than a liquid
surface at rest. On the other hand, kinetic theory tells us that molecules are subject to much agitation.

This is apparent if we consider the number of molecules that must evaporate each second from
the surface to maintain the vapor pressure. At equilibrium, the number of liquid molecules that
evaporate into the gas phase is equal to the number of gas molecules that condense at the liquid
surface (which will take place in the intermediate phase). The number of molecules hitting the
liquid surface is considered to condense irreversibly.

 

1b

 

 From the kinetic theory of gases, this number
can be estimated as follows:

(3.1)

where 

 

k

 

B

 

 is the Boltzmann constant (1.3805 10

 

–16

 

 erg/deg, 

 

m

 

m

 

 is the mass of molecule, 

 

ρ

 

G

 

 is the
density of the gas, and 

 

M

 

 is the molecular weight.
If we consider water, at 20°C the vapor pressure of this liquid is 17.5 mm, which gives

0.25 g/s/cm

 

2

 

 from Equation 3.1. This corresponds to 9 

 

×

 

 10

 

21

 

 molecules of water per second. While
from consideration of the size of each water molecule we find that there are ~10

 

15

 

 molecules, so
that it can be concluded that the average life of each molecule in the surface is only about one
eight-millionth of a second (

 

¹⁄₈

 

 10

 

–6

 

 s). This must be compounded with the movement of the bulk
water molecules toward the surface region. It thus becomes evident that there is extremely violent
agitation in the liquid surface. In fact, this turbulence may be considered analogous to the movement
of the molecules in the gas phase. This is vividly evident in a cognac glass.

In the case of an interface between two immiscible liquids due to the presence of interfacial
tension, the interface tends to contract. The magnitude of interfacial tension is always lower than
the surface tension of the liquid with the higher tension. The liquid–liquid interface has been
investigated by specular reflection of X rays to gain structural information at angstrom
(Å = 10

 

–8

 

 cm = 0.10 nm) resolution.

 

2-4

 

The term 

 

capillarity

 

 originates from the Latin word 

 

capillus,

 

 a hair, describing the rise of liquids
in fine glass tubes. Laplace showed that the rise of fluids in a narrow capillary was related to the
difference in pressure across the interface and the surface tension of the fluid:

 

5-7

mass cm second2
vap= ( ) = ( )ρ πG B mk T m p M T2 0 0583

0 5.
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(3.2)

This means that when a glass tube of a hair-fine diameter is dipped in water, the liquid meniscus
will rise to the very same height. The magnitude of rise is rather large, i.e., 3 cm if the bore is of
1 mm for water. This equation also explains what happens when liquid drops are formed at a faucet.
Although it may not be obvious here, the capillary force can be very dominating in different
processes. The capillary phenomenon thus means that it will play an important role in all kinds of
systems where liquid is in contact with materials with pores or holes. In such systems the capillary
forces will determine the characteristics of liquid–solid systems. Some of the most important are
as follows:

• All kinds of fluid flow inside solid matrices (ground water; oil recovery)
• Fluid flow inside capillary (oil recovery; groundwater flow; blood flow)

It was recognized at a very early stage that only the forces from the molecules in the surface
layer act on the capillary rise. The flow of blood in all living species is dependent on the capillary
forces. The oil recovery technology in reservoirs is similarly dependent on capillary phenomena.
Actually, the capillary forces become very dominating in such systems.

Furthermore, virtually all elements and chemical compounds have a solid, liquid, and vapor
phase. A transition from one phase to another phase is accompanied by a change in temperature,
pressure, density, or volume. In a recent study, the cascade of a structure in a drop falling from a
faucet was investigated.

 

8

 

 In fact, fluid in the shape of drops (as in rain, sprays, fog, emulsions) is
a common natural phenomenon and has attracted the attention of scientists for many decades.

A molecular explanation can be useful to consider in regard to surface molecules. Molecules
are small objects that behave as if of definite size and shape in all states of matter, e.g., gas (G),
liquid (L), and solid (S).

 

9

 

 The volume occupied by a molecule in the gas phase is some 1000 times
larger than the volume occupied by a molecule in the liquid phase, as follows:

As shown above, the volume of 1 mol of a substance — for example, water in the gas phase
(at standard temperature and pressure), 

 

V

 

G

 

 (~24,000 cc/mol) — is some 1000 times its volume in
the liquid phase, 

 

V

 

L

 

 (~18 cc/mol). The distance between molecules, 

 

D,

 

 will be proportional to 

 

V

 

1/3

 

such that the distance in the gas phase, 

 

D

 

G

 

,

 

 will be approximately 10 ( = 1000

 

1/3

 

) times larger than
in the liquid phase, 

 

D

 

L

 

.

 

 The finite compressibility and the relatively high density, which characterize
liquids in general, point to the existence of repulsive and attractive intermolecular forces. The same
forces that are known to be present in the gaseous form of a substance may be imagined also to
play a role in the liquid form. The mean speed of the molecules in the liquid is the same as that

 

Volume per Mole in Gas or Liquid Phase and Distance 
between Molecules in Gas and Liquid Phases

 

Molar volume of water (at 20°C):
    

 

V

 

gas

 

 = ~24,000 ml as gas
    

 

V

 

liquid

 

 = ~18 ml as liquid
Ratio:
    

 

V

 

gas

 

: 

 

v

 

liquid

 

 = ~1000
Distance (

 

D

 

) between molecules in gas (

 

D

 

G

 

) or liquid (

 

D

 

L

 

) phase:
    Ratio 

 

D

 

G

 

:

 

D

 

L

 

 = (

 

V

 

G

 

:

 

V

 

L

 

)

 

1/3

 

 = (1000)

 

1/3

 

 = 10

∆P = ( ) = ( )

= ( )

γ γ

γ

curvature radius of the curvature

radius of the capillary

1

2 1
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of the molecules in the gas; at the same temperature, the liquid and gas phase differ mainly by
virtue of the difference in the density between them.

The magnitude of surface tension, 

 

γ

 

, is determined by the internal forces in the liquid; thus it
will be related to the internal energy or cohesive energy. The surface tension or the capillary
phenomenon was mentioned in the literature at a very early stage by Leonardo da Vinci.

 

10,11

 

The phenomenon of surface tension can be explained by assuming that the surface behaves
like a stretched membrane, with a 

 

force of tension

 

 acting in the surface at right angles, which tends
to pull the liquid surface away from this line in both directions (Figure 3.1).

Surface tension thus has units of force/length = mass distance/time

 

2

 

 distance = mass/time.

 

2

 

 This
gives 

 

surface tension

 

 in units as mN/m or dyn/cm or Joule/m

 

2

 

 (mN m/m

 

2

 

). As another example,
we can imagine a rectangular frame with a sliding wire, EF, fitted with a scale pan (Figure 3.2). If
the frame is dipped into a soap (or any detergent) solution, a surface film (denoted as EBCF) will
be formed. The surface tension would give rise to a tendency for the film to contract, to achieve a
minimum in free energy. The weight, 

 

w

 

f

 

,

 

 thus required to balance this force would be

(3.3)

 

FIGURE 3.1

 

Tension in liquid surface.

 

FIGURE 3.2

 

Stretching of a thin liquid film.

wf = [ ]2γ EF
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Factor 2 in Equation 3.3 arises from the two sides of the film. If the film is stretched to a new
EBCF point, the work done on the system is

(3.4)

Gibbs

 

12

 

 defined surface tension as the 

 

free energy

 

 excess per unit area:

(3.5a)

where 

 

G

 

 is the free energy of the two-phase system (phases 

 

a

 

 and 

 

b

 

). The liquid and vapor phases
are separated by a surface region.

 

12-17

 

It is also seen that other thermodynamic quantities would be given as

 

1a

 

(3.5b)

(3.5c)

and from this we can obtain

(3.5d)

Hence, the surface tension is also equal to the work spent in forming the unit surface area (m

 

2

 

 or
cm

 

2

 

). This work increases the potential energy or 

 

free surface energy,

 

 

 

G

 

s

 

 (J/m

 

2

 

 = erg/cm

 

2

 

) of the
system. This can be further explained by different observations we make in everyday life, where
liquid drops contract to attain minimum surfaces. If a loop of silk thread is laid carefully on a soap
film and the inside of the loop is pricked with a needle, the loop takes up a circular shape, which
provides a minimum in the energy for the system (Figure 3.3). Indeed, the concept of surface
tension was accepted as early as around the year 1800. The observations such as a floating metal

 

FIGURE 3.3

 

Surface tension causes the equilibrium in the right drawing, where a circular shape is present.

work = EE

EF.EE

E EFF

increase in area
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pin on the surface of water have been a common experience to all youngsters. In fact, a great many
aquatic insects survive by floating on the surface of water in lakes due to surface forces.

It is well known that the attraction between two portions of a fluid decreases very rapidly with
the distance and may be taken as zero when this distance exceeds a limiting value, 

 

R

 

c

 

,

 

 the so-called
range of molecular action. According to Laplace,

 

18-21

 

 surface tension, 

 

γ

 

, is a force acting tangentially
to the interfacial area, which equals the integral of the difference between the external pressure,

 

p

 

ex

 

, and the tangential pressure, 

 

p

 

t

 

:

(3.6)

The z-axis is normal to the plane interface and goes from the liquid to the gas (Figure 3.4). The
magnitude of work that must be exerted to remove a unit area of a liquid film of thickness 

 

t

 

 will
be proportional to the tensile strength (latent heat of evaporation) of the liquid 

 

×

 

 thickness. In the
case of water, this would give approximately 25,000 atm of pressure (600 cal/g 

 

∝

 

 25.2 

 

×

 

 10

 

9

 

erg = 25,000 atm).
However, different theoretical procedures used to estimate 

 

γ

 

 by using Equation 3.6 have been
subject to much difficulty, and some of these procedures have been analyzed in a review.

 

20

 

 In this
review, the energetics and hydrostatic forces were analyzed. The change in density that occurs near
the interface was also discussed.

Further, due to the asymmetry of surface force fields as mentioned here, the outermost layer
of surface molecules in a liquid will be expected to be highly structured, for example, in the case
of water, leading to well-defined structural orientations such as 

 

polychair

 

 or 

 

polyboat

 

 surface
networks.

 

22

 

 In the same way, surface tension can be described by quantitative structure–property
relationship (QSPR) or the so-called parachor (as described in the following section).

 

3.2 THE PARACHOR

 

In all kinds of technology, it is most useful to be able to predict the physical property of a molecule
from some theoretical criteria. Many physical properties of molecules in the bulk phase can be
related to their composition and structure.

 

23

 

 This is very convenient when we need to be able to
predict the properties of any molecule and also from a theoretical viewpoint, which gives us a more
molecular understanding of the different forces present in any system. At a very early stage, it was
accepted that the same could be expressed for surface tension and bulk characteristics. The most
significant observation was that the expression relating surface tension with density was independent
of temperature:

(3.7)

 

FIGURE 3.4

 

Pressure gradient in the surface region. (A and B are two parts of fluid divided by plane C; 

 

dz

 

is an imaginary thin layer in the 

 

z

 

 axis.)

γ = −( )integral exp p dzt

γ1 4 p p CL G−( ) = para
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was useful in the determination of molecular properties.

 

24

 

 After multiplication of both sides by the
molecular weight, 

 

M

 

w

 

,

 

 the constant, 

 

C

 

para

 

, is called the parachor (

 

Ppara):

(3.8)

The parachor quantity, Ppara, is primarily an additive term such that each group of molecules
contributes to the same extent in a homologous series. If one neglects pG in comparison to pL (an
error of less than 0.1%), then we obtain:

(3.9)

where Vm is the molar volume of the liquid. The adaptivity of parachors is thus equivalent to that
of atomic volumes measured under unit surface tension, which is regarded to be approximately the
same as under equal internal pressures.

The atomic and constitutional parachor values are given in Table 3.1.25-27 Furthermore, the
parachor values for single bond (sb); coordinate bond (cb); double bond (db); triple bond (tb);
single-electron bond (seb); 3-, 4-, 5-, 6-, 7-, or 8-membered rings (3r, etc.); and a naphthalene ring
(na) were given as follows:23

As an example, the calculated value for toluonitrile, C6 H4 CH3 CN, is found as:

The measured values of parachor are 290.6 for the ortho, 295.5 for the meta, and 294.4 for the
compound.

A parachor relation between refractive index, n, and surface tension, γ, was also formulated as
follows:28a

TABLE 3.1
Quantitative Structural Relationships for Estimating the Parachor Values

Parachor Values

Reference C H O F Cl Br I N S P

i(24) 4.8 17.1 20 25.7 54.3 68 91 12.5 48.2 38.2
ii(25) 7.2 16.2 20 25 53.5 68 90 13 48.5 37
iii(26) 4.8 16 20 25 54.3 68 90 12.5 48.2 39.2

Parachor Values

Reference CH3 CH2 C6H5 COO COOH OH NH2 NO2 NO3 CONH2

iv(23) 55.5 40.1 189.6 63.8 73.8 29.8 42.5 74 93 91.7

Parachor Values
seb sb cb db tb 3r 4r 5r 6r 7r 8r na

–11.6 0 –1.6 23.2 46.6 16.7 11.6 8.5 6.1 4.6 2.4 12.2

P C M M p pW W L Gpara para= = −( )γ1 4

P M p

V

W L

m

para =

=

γ

γ

1 4

1 4

8 4 8 7 17 1 1 12 5 46 6 3 23 2 6 1 292 9× + × + × + + × + =. . . . . . .
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(3.10)

where R1 is the Lorentz–Lorenz molecular fraction relation:

(3.11)

Some typical parachor calculated values are given in Table 3.2.
Parachors in solution can also be estimated, but it has been reported to be more difficult. This

arises from the fact that the composition of the surface is different from that of the bulk phase.
The present state of analysis is not very satisfactory.23 Furthermore, the parachor theory for
interfacial tension remains to be investigated; therefore, some suggestions will be developed in this
chapter. However, many data are found in literature where surface tension for various mixed systems
is given along with density, refractive index, and viscosity:28b

• Density and surface tension of aqueous H2SO4 at low temperature28b

• Density, viscosity, and surface tension of sodium carbonate + sodium bicarbonate buffer
solutions in the presence of glycerine, glucose, and sucrose from 25 to 40°C28b

• Density, surface tension, and refractive index of aqueous ammonium–oxalate solutions
from 293 to 333 K28b

• Surface tensions, refractive indices, and excess molar volumes of hexane + 1-alkanol
mixtures at 298.15 K28b

• Densities, viscosities, refractive indices, and surface tensions of 4-methyl-2-pentanone
+ ethyl benzoate mixtures at 283.15, 293.15, and 303.15 K28b

3.3 HEAT OF SURFACE FORMATION AND HEAT OF EVAPORATION

All natural phenomena are dependent on temperature and pressure. As mentioned earlier, energy
is required to bring a molecule from the bulk phase to the surface phase of a liquid. In the bulk
phase, the number of neighbors (six near neighbors for hexagonal packing if considering only two-
dimensional packing) will be roughly twice the molecules at the surface (three near neighbors,
when discounting the gas phase molecules) (Figure 3.5).

The interaction between the surface molecules and the gas molecules will be negligible as the
distance between molecules in the two phases will be very large. Furthermore, as explained
elsewhere, these interaction differences disappear at the critical temperature. It was argued15,29 that
when a molecule is brought to the surface of a liquid from the bulk phase (where each molecule
is symmetrically situated with respect to each other), the work done against the attractive force
near the surface will be expected to be related to the work spent when it escapes into the vapor
phase. It can be shown that this is just half for the vaporization process (see Figure 3.5).

The density, viscosity, and surface tension of liquid quinoline, naphthalene, biphenyl, decaflu-
orobiphenyl, and 1,2-diphenylbenzene from 300 to 400°C, have been reported.96

TABLE 3.2
Parachor from Refractive Index

Acetone Ethyl-iodide Ethanol n-Octane Nitromethane

γcalculate 23.35 28.05 21.92 21.30 35.38
γmeasure 23.09 28.10 22.03 21.32 35.6

P R n n( ) = −( ) +( )1
1 4

2 21 2γ

R n n M d1 2 21 2= − + ( )

1079Ch03Frame  Page 74  Thursday, June 20, 2002  11:27 PM

© 2003 by CRC Press LLC



In the earlier literature, several attempts were made to find a correlation between the latent heat
of evaporation, Levap, and γ or the specific cohesion,  (2 γ/pL = 2γvsp), where pL = density of the
fluid and vsp is the specific volume. The following correlation was given:30

(3.12)

However, later analyses showed that this correlation was not very satisfactory for experimental
data. From these analyses it was suggested that there are 13,423,656 layers of molecules in 1 cm3

of water. In Table 3.3 are given some comparisons of this model of a liquid surface as originally
described by Stefan.29

It is found that substances that have nearly spherical molecules have Stefan ratios (γ/Levap) of
approximately half (three near neighbors at the surface/six near neighbors in the bulk phase). On
the other hand, substances with polar groups on one end give much smaller ratios. This suggests
that the molecules are oriented with the nonpolar end toward the gas phase and the polar end toward
the bulk liquid phase. At this stage, more detailed analysis is needed to describe these relations in
more molecular detail. This also requires a method of measuring the molecular structure, which is
lacking at this stage. In spite of this, what we conclude is that the molecular analysis is valid as
regards the surfaces of liquids. Hence, any changes in surface properties would require only
molecules at surfaces, as described below.

It is well known that both the heat of vaporization of a liquid, ∆Hvap, and the surface tension
of the liquid, γ, are dependent on temperature and pressure, and they result from various intermo-
lecular forces existing within the molecules in the bulk liquid.

To understand the molecular structure of liquid surfaces, we may consider this system in a
somewhat simplified model. The molecular surface energy, Σmse, was defined by Eotovos31 (in 1886)
as the surface energy on the face of a cube containing 1 mol of liquid:

(3.13)

where vsp is the specific volume and Mw is the molecular weight. The molar internal heat of
evaporation, Levap, can be given as

FIGURE 3.5 Molecular packing in two dimensions in bulk (six near neighbors) and surface (three near
neighbors) molecules.

aco
2

L V amevap co( ) =
3 2 2 3

= ( )∑ γ
mse

M vW sp

2 3
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(3.14)

and

(3.15)

The correct value for the molar surface energy is probably not the face of a cube representing the
molecular volume:

(3.16)

but rather the area of the sphere containing 1 mol of the liquid:

(3.17)

The amount of heat required to convert 1 g of a pure liquid into saturated vapor at any given
temperature is called the latent heat of evaporation or latent heat of vaporization, Levap. It has been
suggested that

(3.18)

TABLE 3.3
Enthalpy of Surface Formation, hs 
(10–14 erg/molecule), and Ratios of 
Evaporation, Levap (10–14 erg/molecule), 
at a Reduced Temperature (T/Tc = 0.7)

Molecule hS hS/Levap

Nitrogen 3.84 0.51
Oxygen 4.6 0.50
CCl4 18.2 0.45
C6H6 18.4 0.44
Diethylether 15.6 0.42
ClC6H5 20.3 0.42
Methyl formamate 15.4 0.40
Ethyl acetate 18.3 0.4
Acetic acid 11.6 0.34
Water 14.4 0.28
Ethyl alcohol 11.2 0.19
Methyl alcohol 8.5 0.16
Mercury 20 0.64

Source: Adapted from Stefan, J., Ann. Phys., 27, 448, 1886.

L L pM v ve W G Levap = − −( )

γ M v LW sp evap( ) =
2 3

12

molecular volume = ( )M vW
2 3

molecular surface area = ( ) ( )
= ( )

4 3 4

4 836

2 3 2 3

2 3

π π M v

M v

W

W.

latent heat of evaporation

area occupied by all molecules 

   if they lie in the surface

evap

mol

2 2γ γ=

=

=

L

A
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Then we can write:

(3.19)

Hence,

(3.20)

For example, for water,

(3.21)

From this, we find

(3.22)

which is of the right order of magnitude.
In a later investigation,32 a correlation between heat of vaporization, ∆Hvap, and the effective

radius of the molecule, Reff, and surface tension, γ, was given:

(3.23)

These analyses show that a correlation between enthalpy and surface tension exists that is dependent
on the size of the molecule. It thus confirms the molecular model of liquids. More investigations
are required at this stage before a molecular model can be delineated.

3.4 EFFECT OF TEMPERATURE AND PRESSURE ON THE SURFACE TENSION 
OF LIQUIDS

As already mentioned, all natural processes are dependent on the temperature and pressure variations
in the environment. The molecular interactions in the surface (two dimensional) are by one order
of magnitude less than in the bulk (three dimensional). As the temperature increases, the kinetic
energy of the molecules increases. This effect thus provides the means of obtaining information
about molecular interactions in different systems and interfaces. Molecular phenomena at the
surface separating the liquid and the saturated vapor (or the liquid and the walls of its containing
vessel) are appreciably more complex than those that occur inside the homogeneous liquid, and it
is difficult to state much of a rigorous qualitative nature concerning them. The essential difficulty
is that from the microscopic standpoint there is always a well-defined surface of separation between
the two phases, but on the microscopic scale there is only a surface zone, in crossing which the
structure of the fluid undergoes progressive modification. It is in this surface zone that the dynamic
equilibrium between the molecules of the vapor and those of the liquid is established. Owing to

diameter mol spA v=
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the attractive forces exerted by the molecules of the liquid proper on one another, only the fast
moving molecules can penetrate the layer and escape into the vapor; in the process, they lose kinetic
energy and, on average, attain the same velocity as the molecules in the vapor.

Further, the number of molecules escaping cannot, on the average, exceed the number entering
from the much rarer vapor. From a statistical point of view, the density of the fluid is the most
important variable in the surface area; it does not, of course, suffer an abrupt change but varies
continuously in passing through the surface zone from its value in the liquid to the generally much
lower value in the vapor (a decrease by a factor of ~1000). In consequence, it is possible to specify
only rather arbitrarily where the liquid phase ends and the gaseous phase begins. It is convenient
to some extent to define the interface as a certain surface of constant density within the surface
zone such that if each of the two phases remains homogeneous up to the surface, the total number
of molecules would be the same.15,16

The work required to increase the area of a surface is the work required to bring additional
molecules from the interior to the surface. This work must be done against the attraction of
surrounding molecules. Because cohesive forces fall off very steeply with distance, we can consider
as a first approximation interactions between neighboring molecules only. There is strong evidence
that the change of density from the liquid phase to vapor is exceedingly abrupt, as transitional
layers are generally only one or two molecules thick.

Perhaps the most convincing evidence is that derived from the nature of the light reflected from
the surfaces of liquids. According to Fresnel’s law of reflection, if the transition between air and
a medium of refractive index, n, is absolutely abrupt, the light is completely plane polarized if the
angle of incidence is the Brucetarian angle. But, if the transition is gradual, the light is elliptically
polarized. It was found5,33 that there is still some small amount of residual ellipticity in the cleanest
surfaces of water and that these scatter light to some extent.

The structure of liquid surfaces has been described by using a hybrid approach of thermody-
namics and super liquids.3 Even though the surface tension phenomenon of liquids has been
extensively studied, the transition region where surface tension is present has not been successfully
described.

3.4.1 CORRESPONDING STATES THEORY

To understand the molecular structure of liquid surfaces, it is important to be able to describe the
interfacial forces as a function of temperature and pressure. As temperature increases, the kinetic
energy increases due to the increase in the molecular movement. This effect on the change in
surface tension gives information on the surface entropy. Although a large number of reports are
found in the literature at this stage, complete understanding of surface energy and entropy has not
been achieved. In the following some of these considerations will be delineated.

The magnitude of γ decreases almost linearly with temperature within a narrow range:17,19,23

(3.24)

where ko is a constant and t is temperature (°C). It was found that the coefficient ko is approximately
equal to the rate of decrease of density (ρ) with rise of temperature:

(3.25)

Values of constant kd were found to be different for different liquids. Furthermore, the value of kd

was related to Tc (critical temperature) and critical pressure.18

The following equation relates surface tension of a liquid to the density of liquid, ρL, and vapor,
ρV:34

γ γt = −( )o ok t1

ρ ρt o dk t− −( )1
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(3.26a)

where the value of constant Cmc is only nonvariable for organic liquids, while it is not constant for
liquid metals.

The effect of temperature (at constant pressure) on surface tension is different for different
fluids (Table 3.4).5 This is the surface entropy, ss (–dγ/dT). Thus, we can obtain much useful
information from this regarding thermodynamics and the molecular interactions. As shown later,
the effect of temperature can also give information about the surface orientation of the molecules.

These data are given here merely to indicate how surface tension is characteristic for a given
fluid, as we can estimate from the effect of temperature. We clearly observe the range in γ and the
variation in ss for the various types of fluids.

At the critical temperature, Tc, and the critical pressure, Pc, p of liquid and vapor is identical;
the surface tension, γ, and total surface energy, like the energy of vaporization, must be zero.

At critical temperature, Tc, and critical pressure, Pc:

(3.26b)

In current literature erroneously the term Pc is omitted in this equation.34a It also needs to be
emphasized that Tc and Pc exist simultaneously, by definition.

At temperatures below the boiling point, which is ⅔T, the total surface energy and the energy
of evaporation are nearly constant. The surface tension, γ, variation with temperature is given in
Figure 3.6 for different liquid n-alkanes with a number of carbon atoms from 5 (C5) to 18 (C18).35

These data clearly show that the variation of γ with temperature is a very characteristic physical
property of a given liquid, analogous to other bulk properties such as boiling point, heat of
vaporization, density, viscosity, compressibility, and refractive index. In other words, the molecules
at the surface of the alkanes exhibit dependence on chain length, which can be related to some of
these bulk properties. The surface entropy is almost a linear function of nC (Table 3.5). These data
provide very useful information about the molecular structures at the surface. This observation
becomes even more important when considering that the sensitivity16,17 of γ measurements can be
as high as approximately ± 0.001 dyn/cm (mN/m). It is seen that the magnitude of the extrapolated
value of γ at T = 0°C increases with alkane chain length, nC. This means that γ increases with

TABLE 3.4
Typical Data of Variation 
of Surface Tension with 
Temperature of Different Liquids

T γγγγ δδδδγγγγ ////δδδδT a

Fluid (K) (mN/m) (dyn/cm/K)

H2O 293.2 72.8 –0.16
NaCl 1076 114 –0.07
Zn 693.2 782 –0.17
Hg 235.2 498 –0.2

a Equal to – surface entropy.

Source: Adapted from Takahashi, R., Jpn. J.
Appl. Phys., 2(1), 17, 1983.

γ ρ ρL V C−( ) = =
4

3mc ~

d dT
T T P pc c

γ( ) =→ → 0
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increasing van der Waals interactions between chains, analogous to heat of vaporization, melting
point, and other molecular properties. The data thus show how such useful physical measurements
can be related to the molecular property of a homologous series of molecules.

These data clearly show that the magnitude of γ is proportional to the chain length of the
alkanes. This is to be expected based on the previous relation given by Stefan on the dependence
of the magnitude of γ on the heat of evaporation. The data of surface tension vs. temperature can
be analyzed as follows. It is well known that the corresponding states theory can provide much
useful information about the thermodynamics and transport properties of fluids. For example, the
most useful two-parameter empirical expression that relates the surface tension, γ, to the critical
temperature is given as18b

FIGURE 3.6 Variation of γ vs. temperature for nC for n-alkanes. (a) For nC from 5 to 10; (b) for nC from 11
to 16.35

(a)

(b)

1079Ch03Frame  Page 80  Thursday, June 20, 2002  11:27 PM

© 2003 by CRC Press LLC



(3.27)

where ko and k1 are constants. van der Waals derived this equation and showed that the magnitude
of constant k1 = ³⁄₂, although the experiments indicated that k1 = ~1.23. Guggenheim36 has suggested
that k1 = ¹¹⁄₉.

Moreover, the quantity ko = (Vc)2/3/Tc was suggested37 to have a universal value2 of ~4.4;
however, for many liquids, the value of k1 lies between ⁶⁄₅ and ⁵⁄₄. Thus, the correct relation is
given as

(3.28)

It is thus seen that surface tension is related to Tc and Vc. van der Waals17,19,23 also found that ko

was proportional to (Tc)1/3 (Pc)2/3.
The above equation, when fit to the surface tension, γ, data of liquid CH4, has been found to

give the following relation:38a

(3.29)

where Tc,CH4 = 190.55 K. This equation has been found to fit the γ data for liquid methane from
91 to –190°C, with an accuracy of ±0.5 mN/m. Although the theory predicts that the exponent is

TABLE 3.5
Linear Equationa for Data of γγγγ vs. Temperature 
for n-Alkanes in Figure 3.6

Alkane 
(nC) Ao

Bs,s 
(–d γγγγ/dT)

Extrapolated 
Value of γγγγb

5 18.25 0.1102 77
6 20 0.1022 75
7 22.10 0.098 76
8 23.52 0.0951 75
9 24.72 0.0935 75

10 25.67 0.092 75
11 26.46 0.0901 75
12 27.12 0.08843 75
13 27.73 0.0872 75
14 28.30 0.0869 75
15 29 0.08565 75
16 29 0.0854 75
17 29 0.0846 75
18 30 0.08423 75
19 30 0.0837 75
20 31 0.0833 75

a γ = Ao – BS,S T, where T is°C. Magnitude of Ao is the extrap-
olated value of γ at T = 0°C.
b At T = –540°C (see text).

γ = −( )k T To c

k
1 1

γ = ( ) −( )V T T Tc c c

k2 3
1 1

γ CH4
= −( )40 52 1 190 55

1 287
. .

.
T
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valid only asymptotically close to the critical point, the surface tension corresponding states theory
with additional expansion terms has been shown to be valid for many pure substances over their
entire liquid range.38a

In a different context, the surface tension of a fluid, γa , can be related to that of a reference
fluid, γref, as follows:38b

(3.30)

where T is the temperature, Ta,c and Va,c are the critical temperature and volume of fluid under
consideration, respectively. Similarly, the terms Tref,c and Vref,c refer to the critical temperature and
volume of the reference fluid, respectively. This procedure was found to predict the temperature
dependence of γ of various fluids and mixtures (such as CO2, ethane, butane, hexane, octane, hexane
+ ethane, hexane + CO 2). The variation of γ of a mixture of hexane + ethane was almost linear
with the mole fraction of hexane, :

(3.31)

This means that we can estimate the concentration of dissolved ethane from such γ measurements.
Similar analyses of C6 + CO2 data gives almost the same relationship as for C6 + C2H6. This
indicates that in a mixed system the addition of a gas to a fluid simply reduces the magnitude of
γ in the mixture, as the extrapolated plot tends toward almost zero at a mole fraction of the fluid = 0.
That the magnitude of γ of fluids can be measured with a very high accuracy17 suggests that the
solubility of gas (or gases) can be investigated by the γ change. A change in mole fraction by 0.1
unit will give a change in γ of the solution of ~2 mN/m. This quantity can be measured with an
accuracy of ±0.001 mN/m, suggesting a gas solubility sensitivity of ±10–4.

The variation of γ of a large variety of liquids (more than a hundred) is available in literature.1a,35

The different homologue series will provide information about the stabilizing forces in these fluids.
For example, while alkanes are stabilized mainly by van der Waals forces, the alcohols would be
mainly stabilized by both van der Waals forces and hydrogen bonds; the latter is stronger than the
former.

To analyze such thermodynamic relations of different molecules, we will take the model system
to be a homologous series of normal alkanes and alkenes, as very reliable and accurate data are
available in the literature. Linear hydrocarbon chains, n-alkanes, are among the most common
blocks of organic matter. They form part of the organic and biological molecules of lipids, surfac-
tants, and liquid crystals and determine their properties to a large extent. As major constituents of
oils, fuels, polymers, and lubricants, they also have immense industrial importance. Accordingly,
their bulk properties have been extensively studied.

The measured variation in γ with temperature data, near room temperature, was almost linear
with temperature for all the alkanes with carbon atoms, nC, from 5 to 18. This means that the
magnitude of surface entropy is constant over a range of temperature. A similar observation is
made from the analyses of other homologue series of organic fluids (over 100 different molecules):

1. Alkenes35

2. n-Alcohols35

3. CO2 in liquid state38

The γ data of alkanes were analyzed using Equation 3.27. The constants, ko (between 52 and 58)
and k1 (magnitude ranging between 1.2 and 1.5), were found to be dependent on the number of
carbon atoms, nC; since Tc is also found to be dependent on nC, the expression for all the different

γ γa a c c c a c c a cT T T V V T T( ) = ( )( ) ( ), ,ref, ref, , ref ref,

2 3

xC6

γ C C C6 2 6+ = +0 64 17 85. . x

1079Ch03Frame  Page 82  Thursday, June 20, 2002  11:27 PM

© 2003 by CRC Press LLC



alkanes which individually were fit to Equation 3.31 gave rise to a general equation where γ was
a function of nC and T:17

(3.32)

(3.33)

where

(3.34)

The estimated values from the above equation for γ of different n-alkanes were found to agree with
the measured data within a few percent: γ for n-C18H38, at 100°C, was 21.6 mN/m, both measured
and calculated. This shows that the surface tension data of n-alkanes fit the corresponding state
equation very satisfactorily (Table 3.6). In this analysis the pressure is assumed to be constant.
Furthermore, by using this relationship, we do not need any elaborate tables of data. Especially by
using a computer program we can find γ values rapidly and accurately, as a function of both nC

and T. However, the effect of pressure must not be considered negligible, as delineated later. More

TABLE 3.6
Calculated γγγγa and Measured Values 
of Different n-Alkanes at Various Temperatures

Temperature γγγγ γγγγ
n-Alkane (C°) (measured) (calculated)

C5 0 18.23 18.25
50 12.91 12.8

C6 0 20.45 20.40
60 14.31 14.3

C7 30 19.16 19.17
80 14.31 14.26

C9 0 24.76 24.70
50 19.97 20.05

100 15.41 15.4
C14 10 27.47 27.4

100 19.66 19.60
C16 50 24.90 24.90
C18 30 27.50 27.50

100 21.58 21.60

a From Equation 3.33.

Source: Adapted from Birdi, K.S., Lipid and Polymer Monolayers
at Liquid Interfaces, Plenum Press, New York, 1989; Birdi, K.S.,
Self-Assembly Monolayer Structures, Plenum Press, New York,
1999.

γ =

= + − +( )
function of T n

n n n

C

C C C

,

. . . .41 41 2 731 0 192 0 005032 3

1 273 99 86 145 4 17 05 2 1− + − + ( )( ) + ( )( )









T n nC C

k
. . ln . ln

k n n nC C C1

2 3
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studies are needed on similar homologue series of liquids, to understand the relation between
molecules and surface tension.

The physical analyses of the constants ko and k1 have not been investigated at this stage. Further,
as QSPR models can predict relations between molecular structures and boiling points,39-41 it should
be possible to extend these models to surface tension prediction based on the above relation. A
general and semiempirical correlation between the alkane chain length and surface tension has been
described.42

It is worth mentioning that the equation for the data of γ vs. T for polar (and associating)
molecules such as water and alcohols, when analyzed by the above equation, gives magnitudes of
ko and k1 that are significantly different from those found for nonpolar molecules such as alkanes,
etc. This observation therefore requires further analysis to understand the relation among γ, surface
entropy, and Tc (as well as Pc and Vc).

The critical constants of a compound are of both fundamental and practical interest. Further-
more, sometimes the critical constants are not easily measured, due to experimental limitation. In
Table 3.7, the estimated data for γt = 0 (at t = 0°C) and the magnitude of dγ/dT (surface entropy)
for a variety of liquids are given. For a very practical approximate estimation of Tc we can use
these data as

(3.35)

TABLE 3.7
Comparison of Measured and Estimateda Values 
of Tc,1atm at γγγγ = 0 for Different n-Alkanesb

Tc,γ–- 0 (C°) Tc,at Pc
c Pc/bar

nC (estimated) (measured) ∆∆∆∆d ∆∆∆∆/nC
e (measured)

5 166 197 31 6 33.2
6 200 234 34 6 30.1
7 216 267 51 7 27.4
8 240 296 56 7 24.9
9 260 320 60 7 23.4

10 279 344 65 6.5 21.2
11 294 364 70 6.3 19.9
12 307 385 78 6 18.5
13 318 403 85 6 17.2
14 326 420 94 6 14.4
15 336 434 98 6 15.2
16 342 449 107 6 14.1
17 350 460 110 6 13
18 356 475 119 6 12
19 361 483 121 6 11.1
20 367 494 127 6 11

a From γ vs. T data to γ = 0.
b Extrapolated from data in Figure 3.6.
c See Reference 39.
d Tc,γ–>ο – Tc,estimated.
e Tc,γg–>o – Tc,estimated/nC.

T d dTc t= ( )=γ γ0
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where T is in °C. The calculated value for water Tc = 75.87/0.1511 + 273 = 502 K. This compares
with the measured value of 647 K. The data for C6H6 give  = 226.4°C (499 K), as compared
with the measured value of 561 K. The estimated values are lower, as expected.

In the case of n-alkanes, the linear part (see Figure 3.6) was extrapolated to γ = 0 to estimate
Tcc. The analyses of the alkane data for C5 to C20 is of much interest in this context, from both a
theoretical and practical point of view. If we merely extrapolate the linear part of the measured
data (at 1 atm), then the estimated Tc,1atm is found to be somewhat lower (~10%, dependent on nC)
than the directly measured values (Table 3.7). As we observe here, the magnitudes of Tc for these
alkanes can be very high. This may lead, in some cases, to decomposition of the substance if
measurements are made directly. On the other hand, if we can use the present surface tension data
to estimate Tc, then it can provide much useful information.

The difference between the estimated Tc (lower in all cases) and the measured Tc (range
measured from 200 to 500°C at Pc) per carbon atom is found to be 6°. This gives values of estimated
Tc within a 5% error for alkanes with nC from 5 to 20. This finding is of great significance.

One of the most important consequences is that, in the case of fluids that are unstable at high
temperatures, we need only measure the variation of surface tension with temperature, from which
we can estimate the value of Tc. The correction required arises from the effect of Pc on γ.

We can thus show from these data that for n-alkanes:

Or, we can rewrite

(3.36)

This shows convincingly that an increase in pressure gives rise to an increase in surface tension,
i.e., dγ/dP = +. However, the need for this correction is expected; if we consider the fact that at the
critical point the pressure is not 1 atm but Pc, then a correction would be needed. For example, the
Tc and Pc for alkanes of nC equal to 12 and 16 are 658 K and 18 atm and 722 K and 14 atm,
respectively (Table 3.7). In fact, all the relations as found in the literature that neglect critical
pressure are in error.

To modify the data of γ vs. T at 1 atm to include the effect of pressure, Pc, then this would
give an increase in surface tension, as the quantity dγ/dP is positive for liquids.17 In other words,
the analyses of surface tension vs. temperature data must be reformulated to include the effect of
Pc on the surface tension data, as shown in Figure 3.7. The measured γ data is obtained at 1 atm.

The extrapolated line is moved from 1 atm to Pc and moved up by a value that corresponds to
dγ/dP (positive). It is thus possible to estimate the magnitude of dγ/dP from such data.

The correction required based on the above is as follows:

(3.37)

where γt,ref is surface tension at a given temperature (and at 1 atm) and ss is the surface entropy.
The correction term, second on the right-hand side, arises from the correction necessary to obtain
γ at Tc at pressure equal to Pc. Previous studies have shown that an increase in the hydrostatic
pressure over gas–water systems can produce marked changes in the surface tension by virtue of
enhanced adsorption of the gaseous component at the interface.

It is obvious that when more systematic surface tension data become available, a more detailed
molecular description of the significance of this observation can be given. For example, there exists

Tc,C H6 6

T T nc c c,γ 0 6= −

T T nc c C= +,γ 0 6

T s t s nc t s s C= +( ) + ( )γ ,ref ref 6
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no such analysis of alkane mixtures (of two or more components). These latter systems are of much
interest in enhanced oil-recovery processes.

The γ vs. temperature data for the homologous series n-alkanes and n-alkenes show some
unique characteristics. The data for alkanes, on extrapolation to a hypothetical supercooled region,
converge at Tsc = approximately –540°C, and γsc = 75 mN/m.1a The calculated values of γsc are given
in Table 3.7 for a homologous series of alkanes. The magnitude of γsc is estimated as ~75 mN/m
in all cases.

This shows that the alkane molecules in their hypothetical supercooled state at Tsc (–540°C �
2(–273°C) exhibit the same surface tension (γsc = 75 mN/m) regardless of chain length. To analyze
this in more detail, the surface tension data of alkenes were investigated.1a

These data also exhibit a super cooled temperature, Tsc (approximately –540°C), where all the
alkene molecules have the same γsc (75 mN/m). This characteristic property can be ascribed to the
fact that long molecule axes will tend to lie along a preferred direction at the interface. This is well
recognized in such structures as liquid crystal phases. Thus, at the supercooled state at Tsc (–540°C),
the attractive forces and the repulsive forces in different alkanes exhibit a supercooled state where
the dependence on nC disappears. In other words, all alkanes behave as pseudomethane. Another
possibility could be that the holes in the alkanes are all filled at a supercooled state, Tsc , as expected
from Eyring’s43a theory for liquids.

From these observations, we can rewrite Equation 3.36 in the case of n-alkanes data relating
Tc to ss and the above supercooled point:

(3.38)

where Tsc = –540°C. From this relation, we can estimate the values of Tc (within a few percentage
accuracy) if we know ss (or if variation of γ is known for any temperature). Because the change in
γ with temperature can be measured with a very high sensitivity (±0.001 mN/m), then we can
estimate Tc with very high accuracy. Of course, currently these analyses have been found to be
valid only for n-alkanes with chain lengths from nC = 5 to 20. This observation has many useful

FIGURE 3.7 Variation of surface tension γ vs. temperature (T) and pressure (P).
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aspects. It shows that the concepts as described here regarding the molecular structures of liquids
is fairly accurate. Further, the correlation between surface entropy and critical temperature has
much theoretical value, especially in all kinds of theoretical model considerations.

The variation of surface entropy for molecules with complex stabilizing forces other than
alkanes requires extensive analysis at this stage, although preliminary analysis shows that for more
complicated molecules such as alkyl-naphthalene or alkyl-diester homologous series the plots of γ
vs. temperature intersect at ~30 dyn/cm and 150°C.1a

The γ vs. temperature data for complicated homologue series molecules also showed that
molecular packing changes as the alkyl chain changes in a manner different from that in the case
of simple alkane molecules. This is as expected, because the molecules are interacting under
different kinds of forces. The effect of a change in the alkyl chain length will also be different
from that in the case of linear alkanes. The data plots do not converge at lower temperatures, as
was observed for alkanes and alkenes. The data, however, do indeed show that the molecules at
the surface exhibit the same magnitude of surface tension (i.e., ~30 mN/m at 120°C) regardless of
the alkyl chain length. Observation of a variety of homologous series of molecules allows us to
conclude that the hydrophobic effect arising from the addition of each CH2 group gives rise to
three general types of γ vs. temperature data plots (Table 3.8).

The following observations are important when considering the effect of hydrophobicity on γ
and ss:

1. n-Alkanes and n-alkenes: Surface tension increases from 18.25 to 29.18, while surface
entropy decreases from 0.11 to 0.0854 for C5 to C16.

2. Alkyl-phosphonates: Surface tension decreases from 39.15 to 30.73, while surface
entropy decreases from 0.126 to 0.0869 for C1 to C8 phosphonates.

3. Dialkyl-phosphonates and alkyl-diesters: Same trend as for alkyl-phosphonates.

These observations require further theoretical analysis at this stage; however, it is sufficient to stress
that the method to extrapolate the data to hypothetical states is justified in the case of alkanes and
alkenes.

Surface tension of any fluid can be related to various interaction forces, e.g., van der Waals,
hydrogen bonding, dipole, and induction. The above analyses of the alkanes thus provide infor-
mation about the van der Waals forces only. In other homologous series, such as alcohols, we can
expect that there are both van der Waals and hydrogen bonding contributions. We can thus combine
these two kinds of homologous series of molecules and analyze the contribution from each kind
of interaction.

The magnitude of surface tension, γ, has also been calculated from statistical theory and
molecular orientations at the free surface in nematic liquid crystals.43b

TABLE 3.8
Effect of Alkyl Chain Length (nC) on the Variation 
of γγγγ vs. T for Homologous Series of Alkanes 
or Alkenes and Other Fluids

Homologous Series Variation of γ with Temperature and nC

Alkanes Convergence (at γ = 75 mN/m and –540°C)
Alkenes Convergence (at γ = 75 mN/m and –540°C)
Complicated Divergence at lower temperature
Alkyl-derivatives Convergence at ~120°C and γ = ~30 mN/m
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These calculations were carried out based on a model of the mean field approximation in the
system of rodlike molecules interacting via attraction as well as hard-core repulsion. Excluded
volume effect was found to give favorable results regarding the alignment of molecules at the free
surface. Experimental data44 have shown a jump in the surface tension, Tc; however, the estimation
of the jump in surface tension was considerably larger than the experimental data.

As the shape of molecules is known to affect the thermodynamic properties of real fluids and
fluid mixtures, more investigations are necessary. This arises from the fact that all intramolecular
forces are dependent on the distance between the molecules. Hence, in the case of nonspherical or
asymmetrically shaped molecules the distance will be dependent on the nonsymmetric surfaces of
the molecule. Surface tension measurements are thus found to provide much useful information
about this aspect.

In the studies of surface tension of liquids we need data for calibration of instruments at different
temperatures. The variation of γ for water with temperature, t(°C), is given as follows by various
investigators.

By Harkins,14

(3.39)

The high accuracy is important in such data, as we use these for calibration purposes. More recent
and reliable data by Cini et al.45 indicate that

(3.40)

The surface entropy, Ss, corresponding to the above equation is

(3.41)

and the corresponding expression for surface enthalpy, Hs, is

(3.42)

Surface tension is a type of Helmholtz free energy, and the expression for surface entropy is
ss = –dγ/dT. Hence, an amount of heat (Hs) must be generated and absorbed by the liquid when the
surface is extended. The reason heat is absorbed upon extending a surface is that the molecules
must be transferred from the interior against the inward attractive force to form the new surface.
In this process, the motion of the molecules is retarded by this inward attraction, so that the
temperature of the surface layers is lower than that of the interior, unless heat is supplied from
outside.15,18b

These analyses thus confirm the assumptions made regarding the molecular structure of the
interfacial region as compared with the bulk phase. The surface entropy provides a very useful
description of the molecular interactions in the interface of a liquid. The values of surface entropy
(–dγ/dT at 0°C) for a range of liquids are given in Table 3.9. The data clearly show how the surface
entropy describes the molecular properties of the different liquids. The magnitude of surface entropy
varies from 0.07 to 0.16 mN/mT.

The following surface tension data for benzene, C6H6, and ethyl ether are analyzed by using
the above relations for estimating Tc. The surface tension data measured under pressure close to

γ water = − − +75 680 0 138 0 05356 0 06472 3. . . .t t t

γ water = − − −75 668 0 1396 0 2885 10 3 2. . .  t t
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Tc are compared with the estimated values (Table 3.10). This analysis clearly shows that more
investigations are necessary in this area of research.

In a recent study,19 a new model of fluids was described by using the generalized van der Waals
theory. Actually, van der Waals over 100 years ago suggested that the structure and thermodynamic
properties of simple fluids could be interpreted in terms of neatly separate contributions from
intermolecular repulsions and attractions. A simple cubic equation of state was described for the
estimation of the surface tension. The fluid was characterized by the Lennard–Jones (12–6) poten-
tial. In a recent study the dependence of surface tension of liquids on the curvature of the liq-
uid–vapor interface has been described.36a

3.5 SURFACE TENSION OF LIQUID MIXTURES

All industrial liquid systems are made up of more than one component, which makes the studies
of mixed liquid systems important. The analyses of surface tension of liquid mixtures (for example,
two or three or more components) has been the subject of studies in many reports.16,36,37,46-52

According to Guggenheim’s36 model of liquid surfaces, the free energy of the molecule is

(3.43)

where ai is the absolute activity. This latter term can be expressed as

TABLE 3.9
Magnitudes of Surface Tension, γγγγ (mN/m) and Surface Entropya 
for Different Liquids

Surface Surface
Liquid Tension –dγγγγ/dT Liquid Tension –dγγγγ/dT

H2O 75.87 0.1511 [CH2Cl]2 35.31 0.139
CS2 35.71 0.1607 [CH2Br]2 40.51 0.131
CH3OH 23.5 0.071 CH3NO2 36.69 0.146
C2H5OH 23.3 0.080 C2H5NO2 34.92 0.120
C3H7OH 25.32 0.081 Methyl-formate 28.50 0.157
C4H9OH 26.11 0.081 Ethyl-formate 26.30 0.136
C2H4(OH)2 49.34 0.0935 Ethyl-acetate 26.84 0.127
Glycerol 65.28 0.0598 Amyl-acetate 27.04 0.098
[C2H5]2O 19.31 0.117 Ethyl-propionate 5.73 0.111
C6H6 31.7 0.140 Ethyl-malonate 33.6 0.100
Toluene 30.76 0.115 C6H5CN 40.9 0.117
o-Xylene 31.06 0.107 Furfurol 43.5 0.096
m-Xylene 29.7 0.106 Thiophene 33.5 0.113
p-Xylene 29.31 0.115 Pyridine 38.1 0.136
Hexane 21.31 0.1032 Picoline 36.6 0.118
Octane 23.36 0.092 Quinoline 47.0 0.122
Decane 23.76 0.084 Piperidine 30.6 0.118
CHCl3 28.77 0.1134 Benzamide 47.20 0.070
C2H5I 33.53 0.137 Phenylhydrazine 44.02 0.076

a –dγ /dT at 0°C.

Source: Adapted from Partington, J.R., An Advanced Treatise on Physical Chemical, Vol. II,
Longmans, Green, London, 1951.

G k T ai B i= ( )ln
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(3.44)

where Ni is the mole fraction (unity for pure liquids) and gi is derived from the partition function.
The free energy can thus be rewritten as

(3.45)

where s1 is the surface area per molecule. This is the free energy for bringing the molecule, a1,
from the bulk to the surface, .

In a mixture consisting of two components, 1 and 2, we can then write the free energy terms
as follows for each species:

(3.46)

and

(3.47)

where Ns is the mole fraction in the surface such that

(3.48)

TABLE 3.10
Surface Tension Data of C6H6 and Ethylether 
at Different Temperaturesa

Surface Tension

C6H6

Temperature Measured Estimated (C2H5)2O

(°C) (under pressure) (at 1 atm) Measured Estimated

0 31.7 31.7 19.31 19.31
20 28.88 30.06 17.01 16.97
50 — — 13.60 13.46
61 23.61 23.16 — —

110 — — 7.00 6.44
120 16.42 14.9 — —
140 — — 4.00 2.93
170 — — 1.42 –0.58
180 9.56 6.5 — —
240 3.47 –1.9 — —

Tc = 288.5 0 –8.7 — —
Tc = 193 — — 0 –3.3

a Measured and estimated from data in Table 3.9.

a N gi i i=

G g s

k T a a

i i i

B
s

=

= ( )ln 1 1

as
1

γ s k T N g N gB
s s

1 1 1 1 1= ( )ln

γ s k T N g N gs s
2 2 2 2 2= ( )B ln

N Ns s
1 2+ = 1
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As a first approximation we may assume that s = s1 = s2; that is, the surface area per molecule of
each species is approximately the same. This will be reasonable to assume in such cases as mixtures
of hexane + heptane, for example. This gives

(3.49)

Or, in combination with Equation 3.42, we can rewrite as follows:

(3.50)

Hildebrand and Scott37 have given a more expanded description of this derivation.
Using the regular solution theory,36 the relation between activities was given as

(3.51)

where f1 denotes the activity coefficient. Other analyses by later investigators48 gave a different
relationship:

(3.52)

where β is a semiempirical constant.
The surface tensions of a variety of liquid mixtures such as carbontetrachloride-chloroform,

benzene-diphenylmethane, and heptane-hexadecane47 have been reported.
In the case of some mixtures, a simple linear relationship has been observed:

1. Water-m-dihydroxy-benzene (resorcinol) in the range of 0.1 to 10.0 M concentration
gives the following relationship:53a

(3.53)

2. iso-Octane-benzene mixtures: The surface tension changes gradually throughout. This
means that the system behaves almost as an ideal.

3. Water–electrolyte mixtures: The example of water–NaCl shows that the magnitude of
surface tension increases linearly from ~72 to 80 mN/m for 0- to 5-M NaCl solution
(dγ/d mol NaCl = 1.6 mN/mol NaCl):53b

(3.54a)

In another system: for water–NH4NO3:

(3.54b)

It is seen that increase in γ per mol added NaCl is much larger than that for NH4NO3.
In general, the magnitude of surface tension of water increases on the addition of
electrolytes, with a very few exceptions. This indicates that the magnitude of the surface

γ s B
s sk T N g g N g g= ( ) + ( )( )ln ln1 1 1 2 2 2

exp exp exp−( ) = −( ) + −( )γ γs B B Bk T N s k T N g s k T1 1 2
2

2

RT f a N RT f a Nln ; ln1 1 2
2

2 1 1
2= − = −

γ γ γ β12 1 1 2 2 1 2= + −N N N N

γ = − ( ) °( )72 75 8 0 20. . Mresorcinol at C

γ NaCl NaCl at C= + ( ) °( )72 75 1 6 20. . M

γ NH NO NH NO4 3 4 3
at C= + ( ) ° <( )72 75 1 00 20 2. . ,M m m
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excess term is different for different solutes. In other words, the state of solute molecules
at the interface is dependent on the solute. In a recent study a surface tension model for
concentrated electrolyte solutions by the Pitzer equation was described.53b

4. n-Butanol–water and n-hexanoic acid–water mixture data are given in Tables 3.11 and
3.12.54,55

Further, the necessary condition that the local chemical potential difference be constant through-
out the interface provides the following expression for the surface tension:51a

(3.55)

where l is the thickness of the liquid surface, d is the size factor, Scc is the concentration fluctuation
in the bulk liquid mixture surface, and kT is the bulk compressibility. However, there is a need for
investigations that should help in the usefulness of this relation and data.51b

The data of other diverse mixtures include the following:

1. Ethanol–water mixtures and hydrogen bonding: The ethanol–water mixture is known to
be the most extensively investigated system. The addition of even small amounts of
ethanol to water gives rise to contraction in volume.56 A remarkable decrease of the
partial molar volume of ethanol with a minimum at an ethanol molar fraction of 0.08
was observed. The same behavior is observed from heat-of-mixing data. The surface
tension drops rather appreciably when 10 to 20% ethanol is present, while the magnitude
of surface tension slowly approaches that of the pure ethanol.

2. Surface tension of hydrocarbon + alcohol mixtures: The surface tension of the binary
hydrocarbon (benzene, toluene, cyclohexane, methyl-cyclohexane) + alcohol (ethanol,
t-pentyl alcohol) mixtures were reported57 at 303.15 K (30°C).

TABLE 3.11
Surface Tension of n-Butanol Solutions at 25°C

Surface Tension (mol)

0.00329 0.00658 0.01320 0.0264 0.0536 0.1050 0.2110 0.4330

γ 72.80 72.26 70.82 68.00 63.14 56.31 48.08 38.87

Source: Adapted from Harkins, R.W. and Wamper, J., Am. Chem. Soc., 53, 850, 1931.

TABLE 3.12
Aqueous Solutions of n-Hexanoic Acid Mixtures at 19°C

Aqueous solutions (mol)

0.00212 0.0064 0.0128 0.0212 0.0425 0.068 0.085

γ 70. 63 56 49 40 34 31

Source: Adapted from Lange, A.A. and Forker, G.M., Handbook of Chemistry, 10th ed., McGraw-
Hill, New York, 1967.

γ ~ l k d S N V k TkT B T1 12+ ( )( ) ( )[ ][ ] −cc
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The effect of temperature on the surface tension of mixtures of n-propanol/n-heptane has been
investigated.58,59a The variation of surface tension by temperature (K) for pure components was

(3.56)

(3.57)

It is seen that the effect of temperature is lower on a more stable structure as proponal (due to
hydrogen bonding) than in heptane, as expected. In a recent study the refractive indices and surface
tensions of binary mixtures of 1,4-dioxane + n-alkanes at 298.15 K were analyzed.59b

The surface tension of binary mixtures of water + monoethanolamine and water +
2-amino-2-methyl-1-propanol and tertiary mixtures of these amines with water from 25 to 50°C
have been reported.59c The surface tension of aqueous solutions of diethanolamine and triethano-
lamine from 25 to 50°C have been analyzed.59d

3.6 SOLUBILITY OF ORGANIC LIQUIDS IN WATER AND WATER 
IN ORGANIC LIQUIDS

The process of solubility of one compound into another is of fundamental importance in everyday
life; examples are industrial applications (paper, oil, paint, washing) and pollution control (oil spills,
waste control, toxicity, biological processes such as medicine). Accordingly, many reports are found
in the literature that describe this process both on a theoretical basis and by using simple empirical
considerations. As already described here, the formation of a surface or interface requires energy;
however, how theoretical analyses can be applied to curvatures of a molecular-sized cavity has not
been satisfactorily developed. It is easy to accept that any solubility process is in fact the procedure
where a solute molecule is placed into the solvent where a cavity has to be made. The cavity has
both a definite surface area and volume. The energetics of this process is thus a surface phenomenon,
even if of molecular dimensions (i.e., nm2). Solubility of one compound, S, in a liquid such as
water, W, means that molecules of S leave their neighbor molecules (SSS) and surround themselves
by WWW molecules. Thus, the solubility process means formation of a cavity in the water bulk
phase where a molecule, S, is placed (WWWSWWW). Langmuir17 (and some recent investigators)
suggested that this cavity formation is a surface free energy process for the formation of the cavity.

The solubility of various liquids in water, and vice versa, is of much interest in different
industrial and biological phenomena of everyday importance (Table 3.13).60 In any of these appli-
cations, we would encounter instances where a prediction of solubility would be of interest; the
following such applications are mentioned for general interest. Furthermore, solubilities of mole-
cules in a fluid are determined by the free energy of solvation. In more complicated processes such
as catalysis, the reaction rate is related to the desolvation effects.

A correlation between the solubility of a solute gas and the surface tension of the solvent liquid
was described61 based on the curvature dependence of the surface tension for C6H6, C6H12, and
CCl4. This was based on the model that a solute must be placed in a hole (or cavity) in the solvent.
The change in the free energy of the system, ∆Gsol, transferring a molecule from the solvent phase
to a gas phase is then

(3.58)

where εi is the molecular interaction energy. By applying the Boltzmann distribution law,

γ propanol = − −( )25 117 0 0805 273 15. . .T

γ heptane = − −( )22 204 0 1004 273 15. . .T

∆G r isol aq= −4 2π γ ε
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(3.59)

where  is the concentration of gas molecules in the solvent phase and cg is their concentration
in the gas phase. Combining these equations, we obtain:

(3.60)

This model was tested from the solubility data of argon in various solvents (Figure 3.8), where a
plot of log (Oswald coefficient) vs. surface tension is given. In the literature, similar linear corre-
lations were reported for other gas (e.g., He, Ne, Kr, Xe, O2) solubility data.

The solubility of water in organic solvents does not follow any of these aforementioned models.
For example, while the free energy of solubility, ∆Gsol, for alkanes in water is linearly dependent
on the alkyl chain, there exists no such dependence of water solubility in alkanes (see Table 3.13).
If the microscopic interfacial tension determines the work of forming a cavity in alkane, then this
should be almost the same as the cavity needed in alkane for dissolution of water. Furthermore,
very few data in the literature are available concerning the effect of temperature or pressure on
solubility.

TABLE 3.13
Solubilities of Water (w) in Organic Liquids (o) and 
Vice Versa, at 298°C

Liquid (o) Xo in Water Xw in Organic Phase

n-Pentane 9.5 × 10–6 0.48 × 10–3

n-Hexane 1.98 × 10–6 0.351 × 10–3

n-Heptane 0.57 × 10–6 0.61 × 10–3

n-Octane 0.096 × 10–6 0.65 × 10–3

n-Decane 2 × 10–8 a 0.572 × 10–3

n-Dodecane 0.5 × 10–8 a 0.615 × 10–3

Cyclopentane 40.8 × 10–6 0.553 × 103

Cyclohexane 11.8 × 10–6 0.47 × 103

Benzene 409.5 × 10–6 2.74 × 103

n-Butanol 19.2 × 10–3 0.515
2-Butanol 33.6 × 10–3 0.765
2-Methyl-1-ol 26.3 × 10–3 0.456
2-Methyl
Propan-1-ol (miscible)
1-Pentanol 4.56 × 10–3 0.284
2-Pentanol 9.50 × 10–3 0.396
3-Pentanol 11.1 × 10–3 0.308
n-Hexanol 1.23 × 10–3 0.313
1-Heptanol 0.28 × 10–3 0.3a

1-Octanol 0.745 × 10–4 0.3a

a Approximate value.

Source: Adapted from McAuliffe, C., J. Phys. Chem., 70, 1267, 1966.

c c G k Tg
s

g G B= −( )exp ∆

cg
s

ln c c r g k T e k Tg
s

g B i B( ) = −( ) +4 2π aq
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3.6.1 THE HYDROPHOBIC EFFECT

All natural processes are in general dependent on the physicochemical properties of water.
Amphiphile molecules, such as long-chain alcohols or acids, lipids, or proteins, exhibit polar/apolar
characteristics, and the dual behavior is given this designation. The solubility characteristics in
water are determined by the alkyl or apolar part of these amphiphiles, which arise from hydrophobic
effect.17,62-64 Hydrophobicity plays an important role in a wide variety of phenomena, such as
solubility in water of organic molecules, oil–water partition equilibrium, detergents, washing and
all other cleaning processes, biological activity, and chromatography techniques. Almost all drugs
are designed with a particular hydrophobicity as determined by the partitioning of the drug in the
aqueous phase and the cell lipid membrane.

The ability to predict the effects of even simple structural modifications on the aqueous solubility
of an organic molecule could be of great value in the development of new molecules in various
fields, e.g., medical or industrial. There exist theoretical procedures to predict solubilities of
nonpolar molecules in nonpolar solvents5 and for salts or other highly polar solutes in polar solvents,
such as water or similar substances.65a However, the prediction of solubility of a nonpolar solute
in water has been found to require some different molecular considerations.

Furthermore, the central problems of living matter comprise the following factors: recognition
of molecules leading to attraction or repulsion, fluctuations in the force of association and in the
conformation leading to active or inactive states, the influence of electromagnetic or gravitational
fields and solvents including ions, and electron or proton scavengers. In the case of life processes
on Earth, we are mainly interested in solubility in aqueous media.

The unusual thermodynamic properties of nonpolar solutes in aqueous phase were analyzed,65b

by assuming that water molecules exhibit a special ordering around the solute. This water-ordered
structure was called the iceberg structure.

The solubility of semipolar and nonpolar solutes in water has been related to the term molecular
surface area of the solute and some interfacial tension term.66 This model was later analyzed by
various investigators in much greater detail.16,67-70

FIGURE 3.8 Solubility of gas, Ar, vs. surface tension, γ, of liquids.61
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Based on the Langmuir–Herman–Amidon model, the solubility, Xsolute, in water was given by
the following expression:

(3.61)

where surface tension, γsol, is some interfacial tension term at the solute–water (solvent) interface.
The quantity surface area of a molecule is the cavity dimension of the solute when placed in the
water media.

The conformational potential energy of a molecule is, in general, given by71

(3.62)

with the subscripts defined as nb = the nonbonded energy, es = the electrostatic energy, se = the
strain energy associated with the stretching of bonds, t = the strain energy due to bending of bonds,
f = the torsional potential, and hb = the hydrogen bond formation energy. The quantity Vnb is the
sum of two terms, a van der Waals attraction term and a repulsive term. For example, in the simple
hydrocarbons, as there is not very much stretching or bending deformation, the van der Waals
interactions are the most important. The rotations about near-single bonds, the nonbonded interac-
tions, make the major contributions to the torsional potential. The surface areas of the solutes have
been calculated by computer programs.69-72

The data of solubility, total surface area (TSA), and hydrocarbon surface area (HYSA) are
given in Table 3.14 for some typical alkanes and alcohols. The relationship between different surface
areas of contact between the solute solubility (sol) and water were derived as70

(3.63)

where sol is the molar solubility and TSA is in Å2.
The quantity 0.043 (RT = 25.5) is some microsurface tension. The microsurface tension has

not been analyzed exhaustively at the molecular level. It is also important to mention that at the
molecular level there cannot exist any surface property that can be uniform in magnitude in all
directions. Hence, the microsurface tension will be some average value. The effect of temperature
must also be investigated.

In the case of alcohols, assuming a constant contribution from the hydroxyl group, the hydro-
carbon surface area (HYSA) = TSA – hydroxyl group surface area:

(3.64)

However, we can also derive a relationship that includes both HYSA and OHSA (hydroxyl
group surface area):

(3.65)

The relations described above correlate with the measured data, which were satisfactory (~0.4
to 0.978). The following relationship was derived based on the solubility data of both alkanes and
alcohols, which gave correlations on the order of 0.99:

RT Xln solute solsurface area of solute( ) = −( )( )γ

V V V V Vt V Vt f= + + + + +nb es se hb

ln . .

ln . .,

sol TSA

sol TSAsol

( ) = − +

= − ( ) = +

0 043 11 78

25 5 11 78∆G RTo

ln . .sol HYSA( ) = − +0 0396 8 94

ln . . .sol HYSA OHSA( ) = − − +0 043 0 06 12 41
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(3.66)

where the IOH term equals 1 (or the number of hydroxyl groups) if the compound is an alcohol
and 0 if the hydroxyl group is not present.

The term HYSA, thus, can be assumed to represent the quantity that relates to the effect of the
hydrocarbon part on the solubility. The effect is negative, and the magnitude of t is 17.7 erg/cm2.
The magnitude of OHSA is found to be 59.2 Å2. As an example, the surface areas of each carbon
atom and the hydroxyl group in the molecule 1-nonanol were estimated (Table 3.15). It is seen that
the surface area of the terminal methyl group (84.9 Å2) is approximately three times larger than
the methylene groups (31.82 Å2, or 31.82 × 10–20 m2).

The solubility model was tested for the prediction of a complex molecule such as cholesterol.70

The experimental solubility of cholesterol is reported to be ~10–7 M. The predicted value was ~10–6

(TSA = 699 Å2). It is obvious that further refinements are necessary for predicting the solubilities
of such complex organic molecules.

TABLE 3.14
Solubility Data, Boiling Point, Surface Areas,a and Predicted Solubilityb 
of Different Molecules in Waterc

Compound
Solubility Measured 

(molal) TSA OHSA
Boiling 
Point

Solubility Predicted 
(molal)

n-Butane 2.34E–3 255.2 — — 1.43E–3
Isobutane 2.83E–3 249.1 — — 1.86E–3
n-Pentane 5.37E–4 287 — — 3.65E–4
2-Methyl-butane 6.61E–4 274 — — 6.21E–4
3-Methyl-pentane 1.48E–4 300 — — 2.08E–4
Neopentane 7.48E–4 270 — — 7.52E–4
Cyclohexane 6.61E–4 279 — — 5.11E–4
Cycloheptane 3.05E–4 301.9 — — 1.92E–4
Cyclooctane 7.05E–5 322.6 — — 7.89E–5
n-Hexane 1.11E–4 310 — — 1.23E–4
n-Heptane 2.93E–5 351 — — 2.33E–5
n-Octane 5.79E–6 383 — — 5.87E–6
n-Butanol 1.006 272 59 118 0.82
2-Butanol 1.07 264 43 100 1.5
n-Pentanol 0.255 304 59 138 0.21
n-Hexanol 0.06 336 59 157 0.053
Cyclohexanol 0.38 291 50 161 0.43
n-Heptanol 0.016 368 59 176 0.014
1-Octanol 4.5E–3 399 59 195 3.45E–3
1-Nonanol 0.001 431 59 213 8.8E–4
1-Decanol 2.0E–4 463 59 230 2.24E–4
1-Dodecanol 2.3E–5 527 59  — 1.43E–5
1-Tetradecanol 1.5E–6 591 59 264 9.4E–7
1-Pentadecanol 5E–7 623 59  — 2.4E–7

Note: Å = 10–10 m; TSA = total surface area; OHSA = hydroxyl group surface area.

a TSA and OHSA in Å2 units.
b From Equation 3.65.
c At 25°C.

Source: Adapted from Amidon, G.L.L. et al., Pharmaceut. Sci., 63, 3225, 1974.

ln . . . .sol HYSA IOH OHSA( ) = + − +0 043 8 003 0 0586 4 42
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The molecular surface areas are still not easily available, even though computer computations
have been carried out to some extent.70-72 However, all these analyses were reported at some
temperature in the vicinity of room temperature. The effect of temperature and other parameters
such as pressure has not been extensively reported.

Computer simulation techniques have been applied to such solution systems.71b,c The Monte
Carlo statistical mechanics have provided much useful information about the energetics, structure,
and molecular interactions. The computations suggested that at the hexanol–water interface minimal
water penetration into the hydrocarbon regions takes place.

The surface area model for solubility in water or any solvent can be further investigated by
measuring the effect of temperature or added salt. Preliminary measurements indicate that some
of the above models are not satisfactory. We find that the solubility of butanol in water decreases
while the magnitude of surface tension of aqueous NaCl solution increases. These kinds of data
are important for such systems as EOR (enhanced oil recovery).

As is well known,17 the bilayer structure of cell membranes exhibits hydrophobic properties in the
hydrocarbon part. This means that those molecules that must interact with the membrane interior must
be hydrophobic. Anesthesia is brought about by the interaction between some suitable molecule and
the lipid molecules in the biological membrane at the cell interface. The effect of pressure has been
reported to be due to the volume change of membranes, which reverses the anesthesia effect. Local
anesthetics are basically amphiphile molecules of tertiary amines, and some have colloidal properties
in aqueous solution. The anesthetic power is determined by the hydrophobic part of the molecule.
Surface tension measurements showed a correlation with the anesthetic power for a variety of molecules:
dibucane < tetracainebupivacainemepivacaine < lidocaine < procaine (all as HCl salts).73

3.7 INTERFACIAL TENSION OF LIQUIDS

3.7.1 INTRODUCTION

The interfacial forces present between two phases, such as immiscible liquids, are important from
a theoretical standpoint, as well as in regard to practical systems. The liquid1–liquid2 interface is

TABLE 3.15
Surface Areas (A2) of Each Methylene 
and Methyl Group in 1-Nonanol 
CH3–CH2–CH2–CH2–CH2–CH2–CH2–CH2–CH2–OH

Group
Surface Area at the Interface 
between Solute and Solvent

OH 59.15
C1 45.43
C2 39.8
C3 31.82
C4 31.82
C5 31.82
C6 31.82
C7 31.82
C6 42.75
C9 84.92

Source: Adapted from Scamehorn, J.F., Ed., Phenomena in Mixed
Surfactant Systems, ACS Symp. Ser., No. 311, American Chemical
Society, Washington, D.C., 1986.
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an important one as regards such phenomena as chemical problems, extraction kinetics, phase
transfer, emulsions (oil–water), fog, and surfactant solutions. In the case of primary oil production,
we have to take into consideration the surface tension of oil. On the other hand, during a secondary
or tertiary recovery, the interfacial tension between the water phase and oil phase becomes an
important parameter. For example, the bypass and other phenomena such as snap-off are related
to the interfacial phenomena.74 Analogous examples can be given for other systems, such bi-liquid
flow through porous media, where again interfacial tension considerations would be required
(groundwater pollution control). It is thus obvious that other multicomponent flow systems will be
quite complicated phenomena. This is also relevant in the case of blood flow through arteries.
Despite this, data on interfaces and interfacial tension are not found in many textbooks that cover
important aspects of liquids.23 Furthermore, although the concept of hydrophobicity in single-
component systems such as alkanes has been extensively described, these properties for two-phase
systems, such as oil–water, have almost not been described in detail in the current literature.1a The
problem of liquid1–liquid2 interfaces is of interest to both theoreticians and experientialists.

Indeed, over the past decades great effort has been expended in trying to understand and give
plausible theories from a statistical-mechanical point of view.19

The interface can be considered the location where the molecules of different phases meet and
the asymmetric forces are present (Figure 3.9).

The molecules in the bulk phases are surrounded by like molecules. However, at the interface
the molecules are subjected to interactions with molecules of phase O and from phase W. Because
the molecules in both phases are situated at the interface, the orientations may not exactly be the
same as when inside the bulk phase.

Interfacial tension (IFT) between two liquids is less than the surface tension of the liquid with
the higher surface tension, because the molecules of each liquid attract each other across the
interface, thus diminishing the inward pull exerted by that liquid on its own molecules at the surface.

The precise relation between the surface tensions of the two liquids separately against theory
vapor and the interfacial tension between the two liquids depends on the chemical constitution and
orientation of the molecules at the surfaces. In many cases, a rule proposed by Antonow holds true
with considerable success.19

The various kinds of interfacial forces have been described in the literature.16,17 The interface at
the water and simple aromatic hydrocarbons hydrogen bonding has been considered.75-79 The IFT of
water–alkanes and water–aromatic hydrocarbons have been extensively analyzed. These analyses have
been considered for two different kinds of forces: the short-range and long-range work of adhesion.

3.7.2 LIQUID–LIQUID SYSTEMS — WORK OF ADHESION

The free energy of interaction between dissimilar phases is the work of adhesion, WA (energy per
unit area):

(3.67)

FIGURE 3.9 Interfacial region at two liquids (O = oil phase; W = water phase).

W W WA = +AD AH
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where WA is expressed as the sum of different intermolecular forces, e.g.,16,77

• London dispersion forces, D
• Hydrogen bonds, H
• Dipole–dipole interactions, DD
• Dipole-induced interactions, DI
• Π bonds, Π
• Donor–acceptor bonds, DA
• Electrostatic interactions, EL

It is also easily seen that the WAD term will always be present in all systems (i.e., liquids and solids),
while the other contributions will be present to a varying degree as determined by the magnitude
and nature of the dipole associated with the molecules.

To simplify the terms given by the above equation, one procedure has been to compile all the
intermolecular forces arising from the dipolar nature of WAP:

(3.68)

where

(3.69)

The molecular description of dispersion forces has been given in much detail in the literature. The
expression for dispersion forces between two molecules as a function of distance, rD, center-to-
center, is, according to London,77

(3.70)

where

(3.71)

and ai, Ii, and ui are polarizability, ionization potential, and dipole moment, respectively. To
determine how theoretical treatment agrees with experimental data, the surface tension of n-octane
is found, as given below:

(3.72)

(3.73)

In the case of a molecule such as n-octane, γ LP = 0 for any nonpolar molecule; Ni is the density of
CH2 or CH3 groups (3.1 × 1022 groups/cm3); ci is the interaction energy; fi = ~9; λi = 0.87;
ai = 2.12 × 10–24 cm3; Ii = 10.55 V; Di = 4.6 Å; and εi = 1.05. The calculated value for γ of
octane = 19.0 mN/m, while the measured value is 21.5 mN/m, at 20°C. The real outcome of this
example is that such theoretical analyses do indeed predict the surface dispersion forces, γLD, as
measured experimentally, to good accuracy. In a further analysis, the Hamaker constant, Ai, for
liquid alkanes is found to be related to γ LD as

W W WA = +AD AP

W W W WAP AH ADD AID= + +

εa Dk a r,12 1
2=

k a I I I I ui i1 1 2 1 2
23 2= +( ) +,

γ γoctane LD=

= 0 3 2 2. π λ εN c f Di i i i i i
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(3.74)

This was further expanded to include components at an interface between phases I and II:

(3.75)

where ε2 is the dielectric constant of phase II; however, in some cases, forces other than dispersion
forces would also be present.77

The manifestation of intermolecular forces is a direct measure of any interface property and
requires a general picture of the different forces responsible for bond formation, as discussed in
the following.

1. Ionic bonds: The force of attraction between two ions is given as

(3.76)

and the energy, Uion, between two ions is related to rion by the equation as

(3.77)

where two charges (g+, g–) are situated at a distance of rion.
2. Hydrogen bonds: Based on molecular structure, those conditions under which hydrogen

bonds might be formed are (a) presence of a highly electronegative atom, such as O, Cl,
F, and N, or a strongly electronegative group such as –CCl3 or –CN, with a hydrogen
atom attached; (b) in the case of water, the electrons in two unshared sp3 orbitals are
able to form hydrogen bonds; (c) two molecules such as CHCl3 and acetone (CH3COCH3)
may form hydrogen bonds when mixed with each other, which is of much importance
in interfacial phenomena.

3. Weak-electron sharing bonding: In magnitude, this is of the same value as the hydrogen
bond. It is also the Lewis acid–Lewis base bond (comparable to Brønsted acids and
bases). Such forces might contribute appreciably to cohesiveness at interfaces; a typical
example is the weak association of iodine (I2) with benzene or any polyaromatic com-
pound. The interaction is the donation of the electrons of I2 to the electron-deficient
aromatic molecules (π-electrons).

4. Dipole-induced dipole forces: In a symmetric molecule, such as CCl4 or N2, there is no
dipole (µa = 0) through the overlapping of electron clouds from another molecule with
dipole, µb, with which it can interact with induction.

The typical magnitudes of the different forces are given in Table 3.16 for comparison. It will
thus be clear that various kinds of interactions would have to be taken into consideration whenever
we discuss interfacial tensions of liquid–liquid or liquid–solid systems.16,77-79

3.7.3 INTERFACIAL TENSION THEORIES OF LIQUID–LIQUID SYSTEMS

As shown above, various types of molecules exhibit different intermolecular forces, and their
different force and potential-energy functions can be estimated.16 If the potential-energy function
were known for all the atoms or molecules in a system, as well as the spatial distribution of all

Ai = × ( )−3 10 14 11 12
γ LD

A D D
I,II I II= × −( )−3 10 14

2

11 6

ε γ γ

F g g rion = ( )+ − 2

U g g rion ion= ( )+ −
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atoms, it could in principle then be possible to add up all the forces acting across an interface.
Further, this would allow us to estimate the adhesion or wetting character of interfaces. Because
of certain limitations in the force field and potential-energy functions, this is not quite so easily
attained in practice. Further, the microscopic structure at a molecular level is not currently known.
For example, to calculate the magnitude of surface tension of a liquid, we need knowledge of the
radial pair-distribution function. However, for the complex molecule, this would be highly difficult
to measure, although data for simple liquids such as argon have been found to give the desired
result. The intermolecular force in saturated alkanes arise only from London dispersion forces.
Now, at the interface, the hydrocarbon molecules are subjected to forces from the bulk molecule,
equal to γ (we denote phase I as the hydrocarbon in Figure 3.9). Also, the hydrocarbon molecules
are under the influence of London forces due to molecules in phase II. It has been suggested that
the most plausible model is the geometric means of the force due to the dispersion attraction, which
should predict the magnitude of the interaction between any dissimilar phases. As described earlier,
the molecular interactions arise from different kinds of forces, which means that the measured
surface tension, γ, arises from a sum of dispersion, γD, and other polar forces, γP:

(3.78)

Here, γD denotes the surface tensional force solely determined by the dispersion interactions, and
γP arises from the different kinds of polar interactions (Equation 3.72). Some values of typical
liquids are given in Table 3.17.

The interfacial tension between hydrocarbon (HC) and water (W) can be written as

(3.79)

where subscripts HC and W denote the hydrocarbon and water phases, respectively. Considering
the solubility parameter analysis of mixed-liquid systems, we find that the geometric mean of the
attraction forces gives the most useful prediction values of interfacial tension. Analogous to that
analysis in the bulk phase, the geometric mean should also be preferred for the estimation of
intermolecular forces at interfaces. The geometric mean term must be multiplied by a factor of 2

TABLE 3.16
Intermolecular and Interatomic 
Forces between Molecules Energy

Force (kJ/mol)

Chemical bonds
    Ionic 590–1050
    Covalent 60–700
    Metallic 100–350
Intermolecular forces
    Hydrogen bonds 50
    Dipole-Dipole 20
    Dispersion 42
    Dipole-induced dipole 2.1

Source: Adapted from Chattoraj, D.K. and Birdi,
K.S., Adsorption and the Gibbs Surface Excess,
Plenum Press, New York, 1984.

γ γ γ= +D P

γ γ γ γ γHC, HC HCW W W D= + − ( )2
1 2

,
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as the interface experiences this amount of force by each phase. However, the relation in
Equation 3.79 was alternatively proposed by Antonow:

(3.80)

This relation is found to be only an approximate value for such systems as fluorocarbon–water or
hydrocarbon–water interfaces, and not applicable to polar organic liquid–water interfaces. The
effect of additives such as n-alkanols on the interfacial tension of alkane–water interfaces has been
investigated in much detail.80

To analyze these latter systems, a modified theory was proposed. The expression for interfacial
tension was given as81,82

(3.81)

where the value of Φ varied between 0.5 and 0.15. Φ is a correction term for the disparity between
molar volumes of v1 and v2:

(3.82)

In Table 3.18 some representative data are given which were used to verify experimental data.

3.7.4 HYDROPHOBIC EFFECT ON THE SURFACE TENSION AND INTERFACIAL TENSION

In most systems, it is of interest to determine how a change in the alkyl part of the organic molecule
(i.e., the hydrophobic part) affects the surface and interfacial tension. In spite of its importance
(both in biology and technical industry), no such systematic analysis is found in the current
literature. These molecular considerations are pertinent in any reaction where the hydrophobicity
might be of major importance in the system, e.g., surfactant activity, EOR, protein structure and
activity, and pharmaceutical molecules and activity.

TABLE 3.17
Values of the Surface Tension (γγγγ) 
Components of Some Test 
Liquids 20°C

Liquids γγγγL γγγγLD γγγγLP

αl-Br-Naphthalene 44.4 44.4 ~0
Diiodomethane 50.8 50.8 ~0
Dimethyl sulfoxide 44 36 8
Ethylene glycol 48 29 19
Glycerol 64 34 30
Formamide 58 39 19
Water 72 21.8 51

Source: Adapted from Kwok, D.Y. et al.,
Langmuir, 10, 1323, 1994.TFS

γ γ γ γ γ

γ γ
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The hydrophobic interactions are known to control many aspects of self-assembly and stability
of macromolecular and supramolecular structures.16 This has obviously been useful in both theo-
retical analysis and technical development of chemical structures. Furthermore, the interaction
between nonpolar parts of amphiphiles and water is an important factor in many physicochemical
processes, such as surfactant micelle formation and adsorption or protein stability. To make the
discussion short, this interaction will be discussed in terms of the measured data of the surface and
interfacial tension of homologous series. Analyses have shown that there is no clear correlation;
therefore, different homologous series will be discussed separately.

Data concerning the interfacial tension of an alkane–water system deserves detailed analysis
for various basic theoretical reasons. Not only are these systems of fundamental importance in oil
recovery processes and emulsion formation, but such molecules also form the basis of structures
in complex biological and industrial molecules.

These systems also provide an understanding of the molecular basis of interfaces, since the
amphiphile molecules consist of alkyl chains and hydrophilic groups. Thermodynamic analyses on
surface adsorption and micelle formation of a anionic surfactants in water were described by surface
tension (drop volume) measurements.16 These data are analyzed in Table 3.19. These data show
that at 20°C (Table 3.20) the magnitude of surface tension changes nonlinearly (varying from 1.7
to 0.7 mN/m per CH2) with alkyl chain length.

Interfacial tension changes linearly with a magnitude of 0.3 mN/m (dyn/cm) per CH2 group
(Figure 3.10). These data can be compared (Table 3.21) with a homologue series of aromatic
compounds. Surface tension changes with a magnitude of ~0.3 mN/m per CH2 group. This is much
lower than for n-alkanes. The change in interfacial tension per CH2 group is rather large in
comparison with the alkane vs. water data.

TABLE 3.18
Prediction of Interfacial Tension for Hydrogen Bonding Organic 
Liquids (o) vs. Water (w) (20°C)

Organic Liquid (o) γγγγow γγγγo Xo Xw ΦΦΦΦ γγγγow,calc

n-Butyl alcohol 1.8 24.6 0.500 0.0188 1.00 2.2
iso-Butyl alcohol 2.0 23.0 0.449 0.0195 1.01 3.0
n-Amyl alcohol 4.4 25.7 0.357 0.0046 1.00 4.0
iso-Amyl alcohol 4.8 23.2 0.326 0.0055 1.00 5.0
n-Hexyl alcohol 6.8 25.8 0.288 0.0011 0.98 5.1
n-Heptyl alcohol 7.7 25.8 0.267 0.00028 0.98 5.8
n-Octyl alcohol 8.5 27.5 0.25 0.00 0.97 5.1
Cyclohexanol 3.9 32.7 0.406 0.008 0.99 2.3
Diethyl ether 11.0 17.0 0.345 0.0177 0.95 6.0
Diisopropyl ether 17.9 17.3 0.0333 0.00187 0.99 17.2
Ethyl acetate 6.8 23.9 0.139 0.0163 1.03 8.6
Methyl-n-propyl ketone 9.6 24.7 0.152 0.0132 0.98 8.0
Methyl-n-butyl ketone 9.6 25.0 0.176 0.005 0.98 7.5
Methyl-n-amyl ketone 12.4 26.2 0.123 0.0031 0.96 8.4
Isovaleric acid 2.7 25.5 0.39 0.0082 0.99 3.7
Aniline 5.8 42.9 0.218 0.0073 0.97 2.2

Note: Xw = mole fraction in the water phase; XO = mole fraction in the oil phase;
calc = calculated.

Source: Adapted from Good, C.J., in Chemistry and Physics of Interfaces, Ross, S.,
Ed., American Chemical Society, Washington, D.C., 1965.
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The latter values are approximately five times larger. This shows that the simple dependence
of the hydrophobic effect on the number of carbon atoms becomes rather complicated when
considering the interfacial properties. These differences thus may be suggestive of the differences
in orientation of the alkyl chains at the interfaces. This subject has been recently investigated by
measuring surface tension and interfacial tension near the freezing point of the oil (alkanes) phase
under supercooled measurements, as described further below.

In Table 3.22 are data of interfacial tension of the alcohol vs. water system analyzed. The
variation of interfacial tension with a change in alkyl chain length for different organic liquids vs.
water is given in Table 3.23.

These data are analyzed here for the first time in the literature and clearly show that simple
hydrophobic correlations with alkyl chain length as observed in bulk phases16,62a are not found at
interfaces and require further analysis. Interfacial tension analysis of organic mixtures has been
reported.62b

TABLE 3.19
Variation of γγγγ with Alkyl Chain Length and Temperature

nC /T/(°C) 20 25 27.5 30 32.5 35 37.5

5 50.24 — — — — — —
6 50.8 50.41 50.16 49.92 49.74 49.49 49.24
7 51.23 50.77 — 50.28 — — —
8 51.68 51.22 51.02 50.78 50.57 50.31 50.12

10 52.30 — — — — — —
12 52.78 52.46 52.21 51.99 51.74 51.50 51.28
14 53.32 52.92 52.69 52.46 52.27 52.04 51.83
16 53.77 53.30 53.09 52.9 — — —

Source: Adapted from Good, R.J., in Chemistry and Physics of Interfaces,
Ross, S., Ed., American Chemical Society, Washington, D.C., 1965.

TABLE 3.20
Surface and Interfacial Tension 
of n-Alkane/Water Systems

Organic
Surface 
Tension

Interfacial 
Tension

Liquid (ST) (IFT) dγγγγ/CH2 ∆∆∆∆γγγγIFT/CH2

n-C6 18.0 50.7 — —
n-C7 19.7 51.2 1.7 0.5
n-C8 21.4 51.5 1.7 0.3
n-C10 23.5 52.0 1.1 0.3
n-C12 25.1 52.2 0.8 0.1
n-C14 25.6 52.8 0.3 0.3
n-C16 27.3 53.3 0.85 0.3

Source: Adapted from Good, R.J., in Chemistry and Physics of
Interfaces, Ross, S., Ed., American Chemical Society, Washing-
ton, D.C., 1965.
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The protein molecules exhibit hydrophobicity due to polar and apolar side chains.17 The protein
denaturation process has been analyzed by considering the enthalpy of fusion of the hydrophobic
groups when undergoing transfer from the liquid organic phase to water phase.83,84 The hydrophobic
effect is recognized to play an important role in such biological systems.

FIGURE 3.10 Variation in interfacial tension (IFT) of alkanes (C6, C7, C8, C12, C14, C16) vs. water at different
temperatures.1a,81

TABLE 3.21
Surface and Interfacial Tension of Aromatic Compounds vs. Water

Organic Surface Tension Interfacial tension
Liquid (ST) (IFT) ∆∆∆∆γγγγ ST/CH2 ∆∆∆∆γγγγ IFT/CH2

C6H6 28.88 33.90 — —
CH3C6H5 28.5 36.1 –0.38 2.2
C2H5C6H5 29.2 38.4 +0.7 2.3
C3H7C6H5 28.99 39.60 –0.2 1.2

TABLE 3.22
Surface and Interfacial Tension of Alcohol vs. Water System

Organic Surface Tension Interfacial Tension
Liquid (ST) (IFT) ∆∆∆∆γγγγ ST/CH2 ∆∆∆∆γγγγIFT/CH2

n-Butyl alcohol 24.6 1.8 — — 
n-Amyl alcohol 25.7 4.4 1.1 2.6
n-Hexyl alcohol 24.5 6.8 –1.2 2.4
n-Heptyl alcohol 25.8 7.7 1.3 0.9
n-Octyl alcohol 27.5 8.5 1.7 0.8
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3.7.5 HEAT OF FUSION IN THE HYDROPHOBIC EFFECT

In some studies84 it has been pointed out that, when calculating the hydrophobic effect in protein
denaturation, the enthalpy of fusion of the hydrophobic groups should be considered. A similar
analysis had been given in earlier hydrophobic interactions analysis.83

In a later study, a model for absolute free energy of solvation of organic, small inorganic, and
biological molecules in aqueous media was described.85 From the Monte Carlo simulation studies
of aqueous solvation and the hydrophobic effect, we assume that some 250 or more solvent
molecules are involved in the process.86-88 To resolve this problem, the so-called self-consistent
field (SCF) solvation model for the hydrophobic effect was described.85

3.7.6 ANALYSIS OF THE MAGNITUDE OF THE DISPERSION FORCES IN WATER (γγγγD)

Because water plays such a very important role in a variety of systems encountered in everyday life,
its physicochemical properties are of much interest. Therefore, the magnitude of water γD has been the
subject of much investigation and analysis. By using Equation 3.79 and the measured data of interfacial
tension for alkanes–water, the magnitude of γD has generally been accepted to be 21.8 mN/m. This
value, however, has been questioned by other investigators. The criticism arises from the observation
that data of interfacial tension and Equation 3.72 do not give a linear plot for (γ2 – γ12)/γ1 vs. γ1 – 1,
and the plots did not seem to intercept the theoretical origin at 0, –1.

Additionally, it has been shown that the value of γLD as calculated from Equation 3.83 for water
is not independent of the alkane chain length; however, other investigators89 have shown that the
following relationship is valid. A plot of WA = 2 (  γ2,LD)1/2 vs. γ1/2 is linear:

(3.83)

where γ1 is in mN/m units. These observations are consistent with a value of γ2,D = 10.9 mN/m and
the presence of a residual interaction over the interface, possibly resulting from the Debye forces
of 12.0 mN/m. However, this appears unlikely since theoretical calculations16 convincingly give a
value of 19.2 mN/m for γ2,D (γwater,D), and Debye forces could only contribute about 2 mN/m.

Assuming that alkane molecules lie flat at the interface, the additive contributions from the
–CH3 and –CH2 group to WA are given by89

(3.84)

where N is the number of carbon atoms in the alkane chain and σ denotes the surface area for
–CH3 (0.11 nm2) or –CH2 (0.05 nm2) groups. The values for the work of adhesion for –CH3 and

TABLE 3.23
A Summary of Variation of Interfacial 
Tension (IFT) for Various Organic 
Liquids vs. Water

Organic Change in IFT/CH2 Group

Liquid Short Long

Alkanes 0.5 0.3 1.7–0.9
Alcohols 2.5 1 1
Phenyl 2.2 — —

γ1
1 2
,LD

WA = +6 6 12 01. .γ

W W W NA = − + ( )( ) −( ) +2 2 2CH CH CH CH CH CH3 3 2 2 3 2
N - 2σ σ σ σ
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–CH2 groups are estimated to be 30 mN/m = WCH3
 and 52 mN/m = WCH2

, respectively. The plots
of γ12 vs. N using Equation 3.84 show that the relation given in Equation 3.86 for a flat alkane
orientation model at the interface is in agreement with the experimental data. This suggests that
the magnitude of γD for water is 19.5 mN/m, which is in agreement with the experimental data.

To obtain any thermodynamic information of such systems it is useful to consider the effect
of temperature on the interfacial tension. The alkane–water interfacial tension data have been
analyzed (Figure 3.10). These data show that the interfacial tension is lower for C6 (50.7 mN/m)
than for the other higher chain length alkanes. The slopes (interfacial entropy: –dγ/dT) are all almost
the same, ~0.09 mN/m per CH2 group. This means that water dominates the temperature effect, or
that the surface entropy of the interfacial tension is determined predominantly by the water mole-
cules. Further, as described earlier, the variation of surface tension of alkanes varies with chain
length. This characteristic is not present in interfacial tension data; however, it is worth noting that
the slopes in the interfacial tension data are lower than those of both pure alkanes and water. The
molecular description must be analyzed.

It may be safe to conclude that the magnitude of different interfacial tensions (for example,
dispersion tension of water) might be constant; however, there is great need for a more thorough
analysis.

As mentioned earlier, simple specular reflection profiles can yield detailed interfacial structural
information.90 X-ray and neutron reflectometers have been developed specifically to investigate the
liquid surfaces.90,91 The problem is to be able to study the buried interfacial region by x-ray methods.

The beam of x-rays or thermal neutrons is thus required to impinge on the sample at low angles
(<10). This also requires that the top phase be made as thin as possible to avoid significant absorption
or incoherent scattering. The systems studied were90

1. Cyclohexane–water
2. Cyclohexane–water (with surfactant)

These studies showed that the interfacial region is very diffuse and that the major excess electron
density arises from the nonaqueous phase of the interface. The thickness of the layer in the presence
of a surfactant was found to be of the magnitude 15.4 Å (1.54 nm).

In a recent study,92 the liquid(A)–liquid(B) interface was described in terms of the Len-
nard–Jones potential:

(3.85)

and

(3.86)

where uAA and uAB are the respective interaction potentials. The parameter β will, of course, be
determined by the degree of miscibility of liquids A and B. The expression for the interfacial
tension, γAB, is

(3.87)
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The main criterion here is that the normal component of the pressure must remain constant as the
surface line is approached, as required by the mechanics. The deficiency of tension in the transverse
tensor should be analyzed.

3.7.6.1 Liquid–Solid Systems (Contact Angle)

The state of a liquid in contact with a solid surface is very important in many everyday phenomena
(detergency, adhesion, wetting, flotation, suspensions, solid emulsions, erosion, printing, pharma-
ceutical products).

If we consider two systems, such as a drop of liquid (water) placed on different solid surfaces
(glass, Teflon), we observe the following. The contact angle, θ, as defined by the balance between
surface forces (surface tensions) between the respective phases, solid, liquid and LS (liq-
uid–solid):92c

(3.88)

In the case of water–glass and water–Teflon, we find that the magnitude of θ is 30° and 105°,
respectively. Because the liquid is the same, then the difference in contact angle arises from the
different solid surface tensions. From this we can therefore easily see that the surface tension of a
solid is an important surface parameter. A more extensive anlayses can be found elsewhere.92b,96

In recent years a great many studies have reported on the dynamic systems where a drop of
liquid is placed on a smooth solid surface.92c The system liquid drop–solid is a very important
system in everyday life, for example, rain drops on tree leaves or other surfaces. It is also significant
in all kinds of systems where a spray of fluid is involved, such as in sprays or combustion engines.
The dynamics of liquid drop evaporation rate is of much interest in many phenomena. The liq-
uid–solid interface can be considered as follows. Real solid surfaces are, of course, made up of
molecules not essentially different in their nature from the molecules of the fluid. The interaction
between a molecule of the fluid and a molecule of the boundary wall can be regarded as follows.
The molecules in the solid state are not as mobile as those of the fluid. It is therefore permissible
for most purposes to regard the molecules in the solid state as stationary. However, complexity
arises in those liquid–solid systems where a layer of fluid might be adsorbed on the solid surface,
such as in the case of water–glass.

Systematic studies have been reported in the literature on the various modes of liquid drop
evaporation when placed on smooth solid surfaces.92c

In these studies the rate of the mass and contact diameter of water and n-octane drops placed
on glass and Teflon surfaces were investigated. It was found that the evaporation occurred with a
constant spherical cap geometry of the liquid drop. The experimental data supporting this were
obtained by direct measurement of the variation of the mass of droplets with time, as well as by
the observation of contact angles. A model based an the diffusion of vapor across the boundary of
a spherical drop has been considered to explain the data. Further studies were reported, where the
contact angle of the system was θ < 90°. In these systems, the evaporation rates were found to be
linear and the contact radius constant. In the latter case, with θ > 90°, the evaporation rate was
nonlinear, the contact radius decreased and the contact angle remained constant.

As a model system, we may consider the evaporation rates of fluid drops placed on polymer
surfaces in still air.92d The mass and evaporating liquid (methyl acetoacetate) drops on polytetraflu-
oroethylene (Teflon) surface in still air have been reported. These studies suggested two pure modes
of evaporation: at constant contact angle with diminishing contact area and at constant contact area
with diminishing contact angle. In this mixed mode, the drop shape would vary resulting in an
increase in the contact angle with a decrease in the contact circle diameter, or, sometimes a decrease

γ γ γ θS = + ( )SL liquid cos
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in both quantities. These investigators developed a theory to predict the evaporation rate and residual
mass at any time in the life of the drop based on the spherical cap geometry. A later study92d

investigated the change in the profile of small water droplets on polymethylmethacrylate (PMMA)
due to evaporation in open air. The drops were observed to maintain a constant contact radius over
much of the evaporation time. Measurements were carried out on q and the drop height, hd, as a
function of time in the regime of constant contact radius.

The results showed that the initial contact angle was < 90°. No attempt was made to obtain
measurements for the final rapid stages of evaporation where the mixed mode of evaporation
occurred. It was also noted that the earlier models92c did not distinguish between the two principal
radii of curvature occurring at the contact line: these two radii do not have the same values. The
latter studies, therefore, extended the model to a two-parameter spherical cap geometry, which was
able to explain why the experimentally observed change in contact angle should appear linear in
time.

We can describe the state of a liquid drop placed on a smooth solid surface in terms of the
radius, height of the drop, and the contact angle, θ . The liquid drop when placed on a smooth
solid can have a spherical cap shape, which will be the case whenever the drop volume is approx-
imately 10 µl or less. In the case of much larger liquid drops, ellipsoidal shapes may be present,
and a different geometric analysis will have to be implemented. On the other hand, in the case of
rough surfaces, we may have much difficulty in explaining the dynamic results. However, we may
also expect that there will be instances where the drop is nonspherical. This parameter will need
to be determined before any analyses can be carried. Let us assume the case where a spherical cap
drop shape is present. In the case of a liquid drop that is sufficiently small and where surface
tension dominates over gravity, the drop can be assumed to form a spherical cap shape. A spherical
cap shape can be characterized by four different parameters, the drop height (hd), the contact radius
(rb), the radius of the sphere forming the spherical cap (Rs), and the contact angle (θ). By geometry,
the relationships between the two radii, the contact angle, and the volume of the spherical cap (Vc)
are given as:92d

(3.89)

and

(3.90)

where

(3.91)

The height of the spherical cap above the supporting solid surface is related to the two radii and
the contact angle,θ, by

and

(3.92)

r Rb s= ( )sin θ

R V pbs c= ( ) ( )[ ]3
1 3

b = −( ) +( ) = − +1 2 2 3 32cos cos cos cosθ θ θ θ

h Rs= −( )1 cosθ

h rb= ( )tan θ 2
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A spherical cap-shaped drop can be characterized by using any two of these four parameters. When
the horizontal solid surface is taken into account, the rate of volume decrease by time is given as,8-10

(3.93)

where t is the time (s), D is the diffusion coefficient (cm2/s), cS is the concentration of vapor at the
sphere surface (at Rs distance) (g/cm3), c∞ is the concentration of the vapor at infinite distance (Rs

distance) (g/cm3), rL is the density of the drop substance (g/cm3), and f(θ) is a function of contact
angle of the spherical cap. In the literature we find a few solutions of this relationship.92d By using
the analogy between the diffusive flux and electrostatic potential, the exact solution has been derived.

The approximate solution for f(θ) was given as:92d

(3.94)

while other investigators gave the following relationships:92d

(3.95)

It was shown that only in some special cases the magnitude of θ remains constant under evaporation,
such was in water–glass systems. In this latter case, where the contact angle remains constant
during evaporation, the following relation can be written:

(3.96)

Some limited experimental results have been reported that fit this relationship. However, more
detailed investigations are needed to understand fully the evaporation phenomena. Only one case92c

has reported on the fate of the liquid film that remains after most of the liquid has evaporated. It
was shown that we could estimate the degree of porosity of solid surfaces from these data. Thus,
we find a new method of determination of porosity of solids, without the use of mercury porosim-
eter.92c The latter studies are much more accurate, as these were based on measurements of change
of weight of drop vs. time under evaporation. At this stage in the literature, therefore, there is a
need for more studies on this dynamic system of liquid drop–solid.

3.8 SURFACE TENSION AND INTERFACIAL TENSION 
OF OIL–WATER SYSTEMS

The oil–water interface is one of the most important systems. The liquid–liquid interface constitutes
a phase separation where two different molecules meet. We can directly measure the magnitude of
the surface tension, with rather high precision. It would thus seem that much useful information
can be obtained if we could measure a dynamic parameter of the interface, such as the freezing
phenomenon. It is widely known that liquids can be cooled below their freezing temperature without
solidification (supercooled fluid) and that they can be heated above their boiling temperature without
vaporization (superheated liquid).

The behavior of liquid surfaces near the freezing point or under supercooled conditions has
not been investigated in much detail. Although the subject is fundamental and of considerable
intrinsic importance in science and technology, it remains severely underinvestigated because the

−( ) = ( ) ( ) −( ) ( )∞dV dt pR D r c c fc s L S4 θ

f θ θ( ) = − ( )( )1 2cos

f θ θ θ( ) = ( )( ) − ( )( )( )cos ln cos2 1

V V Kf tc ct
2 3 2 3 2 3= − ( )θ
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traditional techniques have been difficult to apply definitively. As is well known, most liquids will
undergo supercooling when the temperature is lowered slowly below the freezing point, so much
so that liquids such as water will not freeze until –40°C under strictly controlled conditions and
purity. Other fluids exhibit similar supercooled behavior: benzene to –8°C and glycerol to –40°C.
Under these conditions the liquid remains homogeneous beyond the line of phase equilibrium into
the so-called metastable region.

This is important, as it is well recognized that supercooled liquids may be regarded as legitimate
representatives of the liquid state.93 The limit of supercooling has also been of some interest, as
surely liquids must solidify before absolute temperature. In fact, the liquid state in comparison to
the gas state is stabilized due to gravity forces. Thus, the supercooled state is a quite legitimate
phase of interest for the fundamental understanding of phase equilibria. Furthermore, the crystal-
lization requires the necessary orientation prior to the phase change.

It has been argued94 that supercooled liquids should be considered legitimate representatives
of the liquid state. The fact that a phase exists with a lower Gibbs energy than the liquid, so that
a spontaneous transformation (i.e., crystallization) is possible, although in some cases it may even
be slow, is not an inherent property of the liquid state and according to some views may be discarded.
The analysis given above on the surface tension of alkanes, alkenes, and other liquids thus provides
support for these postulates.

As mentioned above, the surface tension of all liquids decreases with a rise of temperature. On
the other hand, it was also observed that the surface tension of a supercooled liquid passes
continuously through the freezing point.95

Recent studies have shown that the surface tension of fluids near their freezing point can provide
useful molecular information.96a,b From both x-ray scattering and γ measurements, it was concluded
that abrupt formation of a crystalline monolayer on the surface of n-alkanes, n-C20H44, took place
above their bulk melting temperatures.96a The abrupt change in γ at 38.6°C was suggested to indicate
the solid monolayer formation. The bulk solidification was observed at 35.6°C, after which the
Wilhelmy plate provides no useful information. In Figure 3.11 a schematic description is given.
From these studies it was concluded that a layering transition on the free surface of fluid alkanes

FIGURE 3.11 Variation of γ of long chain alkane in heating and cooling cycles. The arrows indicate the
temperature scan direction.
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at temperatures a few degrees above their solidification is observed. The surface exhibited a single
monolayer of alkane forms in an apparently first-order transition with hexagonal packing structure
and chains oriented vertically.

It was also found that the freezing of lower chain alkanes, such as hexadecane, C16H34, did not
show abnormal surface tension behavior. The data for hexadecane1a,96b were described elsewhere.
The crystallization of a mixture of 90% C16 + 10% C14 was also investigated. These data showed
that crystallization takes place at 15.5°C, which is lower than that for pure C16.

The interfacial tension of the water–alcohol (with 10 to 15 carbon atoms) interface was
investigated near the crystallization temperature.97 The water–undecanol data98 indicated that a
phase transition occurred a few degrees above the melting point (11°C) of the alcohol. Furthermore,
the process of melting should be regarded as the transition of a substance from a state of order to
one of disorder among the molecules.

In a recent investigation,96b the effects of additives to the aqueous phase on the interfacial
tension, γ, vs. temperature curves near the freezing point of n-hexadecane were reported. The aim
of these investigations was to determine the effect of additives such as proteins that are surface
active on the supercooled region and the interfacial tension. This would reveal the effect of the
adsorbed protein molecule on the interfacial tension of the water–alkane system and could be used
as a model for cell membranes.17

The interfacial tension vs. temperature curves for different systems were investigated: C16 vs.
water, C16 vs. an aqueous solution with protein (BSA; casein). These data showed that the freezing
of n-hexadecane takes place at 18°C; however, supercooling is observed down to 16.6°C. In contrast,
surface tension measurements at the air-liquid interface showed no supercooling behavior.1a

The slope of the data, dγ/dT, is of the same value (approximately –0.09 mN/m) as reported in
the literature for a C16–water system. In other words, the magnitude of the interfacial tension of
the system increases as temperature decreases. After reaching the supercooled temperature, 16.6°C,
as the crystallization starts the temperature increases. C16 is still in a liquid state, as the value of
the interfacial tension also abruptly decreases until it reaches the freezing point, 18°C. These data
show, for the first time, that fluids crystallize in the bulk phase in a different way than in the surface.
The large change in interfacial tension after freezing is due to the solidification and inability of the
Wilhelmy plate method to provide any useful information for such solid–oil systems. The abrupt
change observed under the supercooled process must be investigated by high-speed measurements.
This could provide information about the dynamics of surface molecules. The data also show that
the scatter in the plots is reduced after freezing initiates at ~16.5°C. Very fast data acquisition has
been attempted on these systems. The rate of crystallization is very rapid and could not be
determined successfully.

Crystallization is known to initiate at the interface. It is thus obvious that the crystallization
will then be dependent on the magnitude of IFT. The water–hexadecane interface will not be able
to freeze exactly at the freezing point of hexadecane (18°C) because of the neighboring water
molecules. However, at the supercooled temperature of 16°C, it seems that water molecules have
no effect or a lesser effect on the packing of the hexadecane chains at the interface, which means
that the bulk structure of hexadecane and the interfacial phase are similar, and freezing can take
place.

The supercooling is also observed with protein (BSA, casein, lactoglobulin) in addition to the
aqueous phase–C16 system, but the freezing point of hexadecane increases to 18.2°C. This indicates
that the crystallization of the hexadecane is affected by the presence of surface-active molecules.
The supercooling will have extensive dependence on various interfaces, such as emulsions, oil
recovery, and immunological systems. The adsorption of proteins from aqueous solutions on
surfaces has been studied by neutron reflection.99a

It is known that polymer/surfactant complexes are formed at the water–air interface, as studied
by surface tension and x-ray reflectivity studies.99b Furthermore, the effect of surface tension on
the stability of proteins has been described in terms of a molecular thermodynamics model.99c
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Further studies are needed before a more plausible description can be given regarding how the
protein molecules affect the freezing point. Preliminary studies using very fast data acquisition
have indeed indicated that the transition from liquid to solid at interfaces is very complex.1a

These studies provide a view of the structure and molecular interactions in interfacial regions
of more complicated systems, such as monolayer, bilayer, and bi-phase systems. The two-dimen-
sional assemblies are thus subject to the water molecule effect in the packing energetics.

In the future, the rate of the supercooled region should be investigated in more detail. This has
much interest for physicochemical understanding of the kinetics of phase change processes. That
velocity is related to cluster formation might be useful in the estimation of impurities.
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4.1 INTRODUCTION

A liquid layer heated from below is stratified: it may not be stable, and above a certain instability
threshold, rolls and stationary hexagonal cells are produced. This is the well-known Bénard con-
vection. Now, when the liquid layer is heated from above, it is stratified and stable, but the variation
of surface tension can lead to oscillatory surface convection, to stationary or traveling surface
waves. Mass transfer through the interface between two stratified liquid layers can also produce
similar surface waves when the latter results in a lowering of the interfacial tension. Namely, in
the 1960s Linde and Schwarz1 observed patterns at the surface of a shallow octane layer heated
from above. Similarly, Orell and Westwater2 observed stationary and propagating patterns, stripes,
and ripples produced at an ethylene glycol–ethyl acetate interface by the interfacial transfer of
acetic acid from the glycol phase. In both cases, the authors measured the wavelength and wave
velocities, and from a simplified linear stability theory, the oscillation frequencies of the convective
cells and the instability threshold could be fairly predicted.3
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In the 1990s, this problem of surface structuration was revisited in the light of recent theoretical
findings obtained on nonlinear surface waves.4 It could be established that the waves sustained by
a Marangoni effect, as observed by Linde and Schwarz and Orell and Westwater, are relevant to a
nonlinear theory. They have solitonic properties and the patterns that structure the surface are
produced by their collision.5 The description and analysis of these nonlinear waves sustained by a
solutal Marangoni effect are the subject of this chapter.

4.2 THE MARANGONI EFFECT

The Marangoni effect transforms physicochemical energy into flow whose form and evolution
depend on the sign of the thermal or solutal gradient and the transport properties of the adjacent
fluids. It is associated with two surface phenomena. The first is the motion in a fluid interface due
to the local variation of interfacial tension caused by differences in composition or temperature
induced, for example, by dissolution (or evaporation). The second is the departure from equilibrium
tension that is produced by deformation of an interface.6 The pioneering work of Sternling and
Scriven7 provided the basis for the interfacial hydrodynamics incorporating these two surface
phenomena effects. Their analysis was based on the Gibbs–Boussinesq description for approximat-
ing the behavior of real interfaces as the two-dimensional analogue of the three-dimensional fluid
dynamics for Newtonian fluids. In the same way that pressure gradients generate flow in the bulk
of a liquid, surface tension gradients generate interfacial convection accompanied by bulk motions.
The major difference is that pressure gradient–driven motions can occur in inviscid fluids, whereas
surface tension gradient–driven motions are always dissipative because the Marangoni effect
induces shear viscous stresses.

Sternling and Scriven7 wrote the interfacial boundary conditions on nonsteady flows with free
boundary and they analyzed the conditions for hydrodynamic instability when some surface-active
solute transfer occurs across the interface. In particular, they predicted that oscillatory instability
demands suitable conditions crucially dependent on the ratio of viscous and other (heat or mass)
transport coefficients at adjacent phases. This was the starting point of numerous theoretical and
experimental studies on interfacial hydrodynamics (see Reference 4, and references therein). Insta-
bility of the interfacial motion is decided by the value of the Marangoni number, Ma, defined as
the ratio of the interfacial convective mass flux and the total mass flux from the bulk phases evaluated
at the interface. When diffusion is the limiting step to the solute interfacial transfer, it is given by

(4.1)

where C(x,y,z,t) is the solute concentration distribution in the bulk, σ = σ(C) is the surface state
equation of the interfacial tension, µ is the bulk dynamic shear viscosity, D is the diffusion coefficient
of the transferring substance, and L is a characteristic length scale of the solute transfer toward the
interface. This expression (Equation 4.1) is the dimensionless concentration gradient obtained from
the adimensionalization of the system of equations describing the bulk and interfacial hydrody-
namics. It is also a (surface) Reynolds number, or a (mass) Péclet number, based on the scale of
the velocity induced by the surface tension gradients. Other pertinent nondimensional parameters
of the problem are  (the Schmidt number),  (the capillary number), and

 (the static Bond number). Under appropriate circumstances, interfacial instability can
excite (transverse) gravitocapillary waves or (longitudinal) dilational waves propagating at the liquid
surface. The former demand surface deformation, whereas the latter do not. In the following we
illustrate how gravitocapillary waves can be excited to a striking nonlinear level.
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4.3 NONLINEAR SURFACE WAVES

Assume that a capillary wave of wavelength λ is generated by a localized deformation η (pulse)
of the free surface of a liquid layer of thickness h. If h � λ and η � h, the wave propagation
occurs with a linear phase velocity ; this is a result typical of waves in shallow waters.
If the free surface deformation η, although small compared with the wavelength, is not regarded
as infinitesimal, the nonlinearity cannot be neglected. Then, the propagation in, say, the x-direction
of this weakly nonlinear and dispersive shallow water wave can be modeled by the Bouss-
inesq–Korteweg–de Vries (BKdV) equation.4,8 In a reference frame moving with velocity co, the
BKdV equation for an inviscid liquid is

ηt + a1ηηx + a3ηxxx = 0 (4.2)

with    and

where ρ and σ are the liquid density and surface tension, and g is gravity. For simplicity, we have
only considered waves traveling in one direction, say, right-moving waves. Consideration of waves
propagating in both directions, right and left, brings a second time derivative term rather than the
first derivative in Equation 4.2 together with higher-order space derivatives.

The nonlinear term ηηx accounts for wave peaking as higher waves travel with higher velocities.
The peaking and possible breaking is balanced by the dispersive term ηxxx (making velocity
dependent on wavelength) related to gravity and surface tension (via the Bond number). When both
terms (nonlinearity and dispersion) are in (local) dynamic balance, which depends on whether the
ratio a1/a3 is of order unity, a wave or a pulse may become permanent, thus traveling with no
deformation. Indeed, the BKdV Equation 4.2 is known to possess particular solutions in the form
of solitary waves and periodic cnoidal waves trains. The steady, permanent solution called the
solitary wave is

where due to nonlinearity the phase velocity V is amplitude dependent; ηo is the wave amplitude

and its width depends on the quantity .

An important property is that the BKdV solitary waves have particle-like properties when
colliding with each other as first shown by Zabusky and Kruskal,9 who showed that, upon collision,
such solitary waves cross each other without apparent deformation, hence the name solitons.
Moreover, depending on the angle before collision, they experience, at most, a displacement in
their trajectories originating in a temporary change in wave velocity, which is called a phase shift.4

4.4 NONLINEAR WAVE PROPERTIES AND THE MARANGONI EFFECT

A solvent dissolution, a vapor adsorption, any kind of surface-active substance exchange between
the surface and the adjacent subphase, or heating makes the surface tension locally vary, thus
generating Marangoni stresses and convection. Then, gravitocapillary waves (wavelength λ and
amplitude η) excited and sustained by the Marangoni effect in the shallow water waves approxi-
mation can be described by the equation:

ηt + a1ηηx + a2ηxx + a3ηxxx + a4ηxxxx + a5 (ηηx)x = 0 (4.3)
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where the coefficients ai (i = 1 to 5) depend on the dimensionless parameters defined above. Thus,
Equation 4.3 is the natural generalization of Equation 4.2 accounting for the Marangoni effect, the
concomitant dissipation, and hence the appropriate (local) dynamic (input–output) energy balance.
The cumbersome explicit forms of the coefficients ai can be found in Reference 10. It seems
pertinent to recall their origin and the role of the various terms of Equation 4.3 on the wave
propagation.

The new coefficients a1 and a3, that now also depend on Schmidt and capillary numbers in
addition to the Bond number, have exactly the same role as in Equation 4.2 when their ratio a1/a3

is of order unity. The coefficient a2 depends on Schmidt and Marangoni numbers, a4 depends on
capillary, Schmidt, and Bond numbers, and although a5 depends only on the Schmidt number, the
term (ηηx)x is a genuine contribution of the Marangoni stresses. The role of the a2 term, whose
sign changes as the Marangoni number increases, is to create the instability and subsequently at
supercritical Marangoni numbers to provide continuous energy input for the flow.4 This energy
brings the wave motion in the long wavelength range and in part it is dissipated by viscosity at the
opposite side of the spectrum, i.e., at short waves. The a4 term, proportional to ηxxxx, takes care of
this viscous dissipation. The a5 term helps energy redistribution over the wave spectrum.

Note that waves obeying Equation 4.2 can only be the result of initial conditions like with
standard wave makers in the laboratory. They can also take all possible amplitudes or phase
velocities. In contrast, waves obeying Equation 4.3 can only have a single amplitude or velocity,
depending on the conditions of the experiment. The latter case corresponds to the waves reported
here. This is a property generally valid for all dissipative structures whether steady patterns or
waves. Thus, if a wave is excited above or below the required level imposed by the Marangoni
number, it is expected that in the course of time its amplitude and corresponding velocity will
evolve toward a given terminal value set by the Marangoni effect. Hence, initial conditions play a
negligible role.

To see this result, the time variation of the (free) energy of the surface wave is calculated by
multiplying Equation 4.3 by η, and integrating over a wavelength or over the entire surface with,
say, vanishing values of η at both boundaries (x → ±∞). It gives

(4.4)

In Equation 4.4, for simplicity, a5 is neglected. Note also the fact that both a1 and a3 terms
vanish separately by suitable integration by parts. For steady, permanent waves of Equation 4.3,
the left-hand side term vanishes but, as none of the right-hand side terms vanishes separately, the
only possibility to obtain the dynamic (free) energy dynamic balance early mentioned is for both
to vanish combined. This is possible if they have opposite signs, which only occurs when the
Marangoni number is above critical. The vanishing value of a2 defines the critical value of the
Marangoni number for the onset of overstability and the generation of surface waves by the
Marangoni effect. Past the instability threshold, we expect these waves to be sustained by
Equation 4.4. Experimental evidence has confirmed this qualitative prediction and, in particular the
(solitonic) particle-like behavior in surface tension gradient (Marangoni)–driven waves.4

It is also worth recalling that when simultaneously a3 and a4 vanish (we also disregard a5)
Equation 4.3 reduces to the Burgers equation,4 which is known to possess (Taylor–Burgers) shocks.
In this case there is an energy balance between the nonlinear a1 term and the dissipative a2 term.
Shocks are also known to possess solitonic-like properties, a phenomenon already discovered long
ago by Mach and collaborators (for an historical account see e.g., References 4 and 11).

Thus, according to the relative values taken by the coefficients ai (i = 1 to 5), Equation 4.3 is
expected to provide different solutions in the form of humps (bumps) or shocks (kinks, bores,
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mascarets, or hydraulic jumps). The former comes from the BKdV equation as sech2-like solutions
or periodic cnoidal waves whereas the latter come from the Burgers equation as tanh-like solutions.

There is also numerical evidence of the above given solitonic properties of nonlinear waves.
For the particular case of Equation 4.3 and related two-side propagating wave equations, Christov
and Velarde13 have calculated wave profiles and discussed the kinematics of the collisions of
solitonic surface waves in two extreme limiting cases.

Case A: The production-dissipation part of Equation 4.3 (a2, a4, a5 terms), hence the free-energy
balance, is taken as a small perturbation to the BKdV equation. Hump shape solutions after
interaction experience a decrease in amplitude (slow “aging”) while keeping their sech2-like shape
to a large extent. However, if the interaction triggers enough production, the sech2 evolves until it
reaches a shape of higher amplitude in accordance with the energy balance.

Case B: The production-dissipation part of Equation 4.3 is predominant. This corresponds to
negligible dispersion. Although a hump shape solution may exist, it is not stable and a space and
time chaotic regime may occur. Then, shocks (tanh-like) can exist that share features of solitons
but their interactions appear almost completely inelastic: after collision the waves may stick to
each other and form a single structure, or have trajectories that drastically depart from their original
ones. Generally, dissipative waves exhibit inelasticity upon collisions.

Finally, solitary waves are characterized by their collisions. There exist two main types of wave
collisions, oblique and head-on collisions, which generate different patterns in the liquid surface.
Head-on collisions are better analyzed in a space–time diagram, whereas oblique collisions can be
easily analyzed in real space.

Head-on collisions are such that two waves approaching each other emerge after collision,
accelerate, and keep moving away from each other with almost the same velocity as before collision.
The analysis of the collision is achieved by plotting vs. time the position x of several points of the
moving front in an Euclidean frame of reference (Figure 4.1). The velocity changes are measured
by the angle between the pre- and postcollision trajectories. By convention positive (respectively,
negative) phase-shift corresponds to a temporary acceleration (respectively, deceleration) of the
wave caused by the collision, after which the wave appears slightly in advance (respectively,
delayed) relative to its initial position. and after a time called the residence time.

FIGURE 4.1 Space–time plot of a head-on collision with negative phase shift: the waves are temporarily
decelerated due to collision and they reappear delayed.
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When two solitary waves or shocks collide at an initially oblique angle, the result depends on
the actual value of this angle (Figure 4.2). If it is small and acute enough, the trajectories experience
a delay opposite to the case of wide, obtuse-enough collisions. There is, indeed, a critical value of
the collision angle at which no appreciable change of trajectories exists (Figure 4.2b). When the
angle is acute, there is formation of a dead zone on a residence length where the waves strongly
interact (Figure 4.2a). When the angle is wide enough, there is formation of a third wave that after
collision emerges forward, phase locked with the two other waves (Figure 4.2c). This is called the
Mach–Russell stem or third wave, a phenomenon observed by Mach in 1875, and earlier by Russell
and others for the case of oblique reflections at walls.4,11,12 We can observe a change in real
trajectories leading to a phase shift that follows the above convention defined in the space–time
representation for head-on collisions. A residence length is defined by analogy with the residence
time in the space–time representation for the head-on collisions.

4.5 EXPERIMENTS

4.5.1 WAVES, PATTERNS, AND INTERFACIAL TURBULENCE

Experiments show a rich variety of phenomena as illustrated below. Santiago-Rosanne et al.14,15

observed a daisy flower–like pattern generated by the dissolution of a nitroethane drop with a lower
surface tension than that of water and partially soluble in water carefully deposited at a water
surface (Figure 4.3). As soon as the nitroethane droplet is deposited, it spreads under the action of
gravity and capillary forces with formation of a central cap surrounded by a thin circular primary
film ending in a rim. The drop deposition generates circular dimples, a form of rapidly damped
gravitocapillary waves appearing over the entire open surface of the aqueous solution extending
beyond the surface wetted by the nitroethane (Figure 4.3a). Then, a petal-like pattern like a daisy
occurs in the primary film (Figure 4.3b). Finally, the daisy pattern breaks (Figure 4.3c) and evolves
toward a seemingly spatially chaotic state, which is usually called interfacial turbulence
(Figure 4.3d). The time taken for the droplet to be completely dissolved by the mixing process is
about 5 s.

Linde et al.16-18 observed by shadowgraphy traveling surface waves in an annular container from
the absorption of a solvent vapor, e.g., pentane, by another solvent layer, e.g., toluene, which has
a higher surface tension. The time evolution of the surface convection is opposite to the one observed

FIGURE 4.2 Schematic classification of oblique collisions according to the collision angle α represented in
the real space: (a) 2α < π/2 oblique acute collision, (b) 2α ~ π/2 neutral collision, (c) 2α > π/2 Mach–Russell
oblique collision.
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by Santiago-Rosanne et al. When the absorption process starts there is immediately a strong
interfacial turbulence with irregular traveling and breaking waves, which evolve toward more and
more regular periodic wave trains.

These opposite time evolutions of the surface motions are related to the Marangoni number
variations. In the Santiago-Rosanne et al. experiments, at the contact surface between the central
cap and the aqueous layer there is an excess of nitroethane; the first molecular water layer is
immediately saturated with nitroethane and the interfacial tension decreases from σw = 73 mN/m
to σn/w = 14.65 mN/m. Because the nitroethane is very easily dissolved in water in the limit of its
miscibility, its adsorption kinetics at the interface is not expected to be a limiting step at any time
of the experiment, as no surface tension gradient can develop there as long as the central cap exists.
For the same reason there is no surface or interfacial tension gradients in the primary film either,
as long as there is an excess of nitroethane. Gradients can only exist when there has been some
nitroethane depletion in the solution surface. This happens when the nitroethane primary film has
sufficiently diffused in the solution. Besides, as the geometry of the experiment is axisymmetric,
the nitroethane concentration decreases as the distance from the central cap increases. Hence, the
interfacial transfer (characterized by the Marangoni number) depends on the location and changes
in time during the experiment, hence the transient although relatively long lasting character of the
patterns and related phenomena in an unsteady experiment.

In the Linde et al. experiments,16 at the start of the experiment, the concentration gradient is
very high and so is the Marangoni number leading to strong interfacial turbulence. They decrease
further with time as the vapor absorption slows giving rise to quasi-stationary periodic waves with
steady wavelength and frequency until thermodynamic equilibrium between the vapor and liquid
phases is achieved. During the transient phase, the Marangoni number does not depend on the
location in the surface, and no pattern is observed.

4.5.2 EXPERIMENTAL EVIDENCE FOR SOLITONIC BEHAVIOR

As stated above, their shape, their velocity, and their collisions characterize soliton-like waves. In
the present state of knowledge, comparison between theoretical analysis and experimental data can
be obtained in two basic situations when there is predominance of the nonlinearity dispersion
balance, as in BKdV solitons (case A) and when the (free)-energy production dissipation terms
dominate (case B).13

Surface waves only appear when the (local) Marangoni number Ma is higher than a critical
value, i.e., past an instability threshold. Usually the actual value of Ma cannot be easily measured,
and it is estimated. In the Santiago-Rosanne experiments, near the central cap, Ma is practically
zero and case A of surface waves is expected. Far from it the surface tension gradients are much
more important, Ma is large and case B should occur. Remarkable enough is that both limiting
cases can be found for the same wave but at different positions along the front, which illustrates
the local, space–time dependence of the parameters influencing the wave motion.

4.5.2.1 Wave Characteristics

The deformations of the liquid surface induced by the waves are usually in the submillimetric
range, and they can be optically measured by means of a Schlieren technique.14,15 The wave velocity
is obtained by following the trajectory of several points of the moving wave in the laboratory
reference identified by their curvilinear coordinate d along the wave in sequences of frames taken
every 0.02 s. The position, d, is plotted as a function of time. A resulting straight line indicates
constant velocity of propagation of the wave.

Two examples of wave profiles are given in Figures 4.4 and 4.5; they were obtained from an
experiment like the one displayed in Figure 4.3.14
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Figure 4.4a shows the evolution in a moving frame (variable x) of the profile of a wave measured
at a few millimeters near the central cap where the surface tension gradients are small. It is well
fitted to a sech2 function:

traveling with a constant phase velocity c = 7.4 mm/s. It keeps its sech2-like shape during its
propagation. However, its width in the x-direction β = β(t) evaluated at z = 0 changes with time
(Figure 4.4b); sequentially, it decreases, increases, and decreases again.

Far from the central cap, where the surface tension gradients are large, the profile of the same
wave evolves to a tanh-like function:

FIGURE 4.3 Photograph showing the surface phenomena arising when a drop of nitroethane is carefully
deposited on the free surface of a water layer. The solvent drop spreads as a central cap surrounded by a
primary film. The pattern formation and evolution (surface waves and their interactions) in the primary film
are visualized with a Schlieren device sensitive to density gradients and surface deformations. The sequence
of events is as follows: (a) traveling ripples following drop deposition on the water surface with subsequent
drop spreading; (b) petal-like unsteady structure appearing in the primary film due to surface wave collisions;
(c) transition to the chaotic behavior with transient formation of “coherent” structures; (d) interfacial turbu-
lence. (Modified from Santiago-Rosanne, M. et al., J. Colloid Interface Sci., 191, 65, 1997.)

z x x c t( ) ( )= − ⋅[ ]sech2 β
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δ accounts for the width where the jump occurs in the experiment (Figure 4.5a). This tanh-like
wave travels with a constant velocity c = 34 mm/s, and it experiences an increase in velocity,
preserves its shape and its width δ during propagation (i.e., δ is time independent) (Figure 4.5b).

The two wave profiles displayed in Figures 4.4 and 4.5 are very much like the numerical ones
reported by Christov and Velarde.13 As earlier described, the stable sech2-like profile corresponds
to case A, when there is a low level in the energy production dissipation part of Equation 4.3;
hence, dissipation is a small perturbation to the BKdV equation. Two stages of evolution could be
predicted: (1) first, the amplitude and the width of the sech2-like profiles decrease; (2) then, when
the energy input is large enough, the amplitude of the wave increases while its width decreases.
With the Schlieren the absolute measurement can only be done in one direction, here, x; hence,
the absolute value of the amplitude cannot be obtained in the z-direction but the x distances are
absolute. Figure 4.4b shows that the width of the sech2/hump increases and decreases in time as
predicted by the numerical analysis.

Numerical tanh/shock profiles correspond to case B where the level in the energy production
dissipation balance in Equation 4.3 is predominant compared with the viscous-free BKdV terms.

FIGURE 4.3 (CONTINUED)

z x x c t( ) tanh ( )= − ⋅[ ]δ
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Stable tanh-like profiles were found far from the central cap, where, indeed, Ma seems to be large
enough.

A wave can be pinned or completely free to travel until it meets some obstacle, namely, a wall.
The former case occurs when the wave is tied to some point, for example, when it is tied to the
central cap in Figure 4.3b. At the pinning point, Ma = 0 since there is no interfacial mass flux below
the central cap; hence, the wave velocity is also zero there. The value of Ma slightly departs from
zero very near the central cap and increases as we move away from it. Then, when Ma ≠ 0, the
wave travels with a velocity that depends on the distance to the pinning point. The latter case is

FIGURE 4.4 Normalized surface wave sech-like profiles obtained, as the nonlinearity induced by the disper-
sion term in Equation 4.3 is predominant: (a) time evolution of a sech-like profile near the central cap; (b)
shift of the origin on the x-axis to compare all shape profiles together. (o, t = to; *, t = to + 0.16 s; +, t = to +
0.28 s; ×, t = to + 0.36 s.) (From Santiago-Rosanne, M. et al., J. Colloid Interface Sci., 191, 65, 1997. With
permission.)

FIGURE 4.5 Normalized surface wave tanh-like profiles: (a) time evolution of a tanh-like profile far from
the central cap; (b) shift of the origin on the x-axis through the change of variables x′ = x – c · t to compare
all shape profiles together. (*, t = to; +, t = to + 0.04 s; ×, t = to + 0.08 s; o, t = to + 0.12 s; ·, t = to + 0.16 s; •
t = to + 0.24 s.) (From Santiago-Rosanne, M. et al., J. Colloid Interface Sci., 191, 65, 1997. With permission.)
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beautifully shown by the Linde et al. experiments, all waves obtained in an annular cell are free
to travel either clockwise or counterclockwise.16 In a square container they can be reflected upon
collision with the wall.5,19

4.5.2.2 Characterization of the Collisions

In the simple experiment of the deposited nitroethane drop, we can observe several types of
collisions. However, in view of the unsteady character (solvent dissolution, etc.) of this kind of
experiment, the occurrence of a given type of interaction has a random character. However, we can
safely say that each event depends on the local value of parameters such as the local Ma, and not
on the initial conditions of the experiment.

4.5.2.2.1 Oblique Collisions between Pinned Waves
We can observe

• Neutral oblique collisions (Figure 4.6)
• Oblique collisions with negative phase shift and formation of a “dead zone” (vanishing

wave velocity) (Figure 4.7)
• Collisions with positive phase shift and formation of a Mach–Russell-like third wave

(Figure 4.8) obtained when a layer of nitroethane condenses on the aqueous surface
before deposition of the droplet

The trajectories of pinned waves are observed in the (x, y) surface plane. Wave crossings are denoted
with αd for pinned waves with a dead zone and with αt for pinned waves producing a third
(Mach–Russell) wave upon collision. In the scheme in Figure 4.7 we observe a sudden deceleration
of the waves after collision (Figure 4.7a), hence the appearance of a dead zone (corresponding to

FIGURE 4.6 Standard collision of pinned waves: (a and b) before interaction; (c) during interaction; (d) after
interaction. Arrows indicate the direction of propagation of both waves. The dust in the optical system acts
as a fixed reference frame for better observation of the propagation. (From Santiago-Rosanne, M. et al., J.
Colloid Interface Sci., 191, 65, 1997. With permission.)
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the residence length) where locally wave velocities vanish. Then there is a process of reacceleration
(Figure 4.7b) and the dead zone disappears (Figure 4.7c). The critical angle at which the dead zone
disappears is about 23°. In Figure 4.8, we observe collisions of pinned waves with formation of a
“third” wave (Mach–Russell stem). In this case there is an increase in velocity (Figure 4.8a). The
length of the third wave, L, and the angle, αt, decrease with time (Figure 4.8b). Then, the third
wave disappears and there is no velocity change at a critical angle about 82° (Figure 4.8c). Similar
phenomena were reported by Weidman et al.5

4.5.2.2.2 Head-On Collisions between Free Waves
Figure 4.9 shows the head-on collision of two waves. Local collisions at several distances d from
the wave origin at the central cap are analyzed in the space–time diagram.

• d = 14.8 mm (scheme a): The faster wave experiences no velocity change, whereas the
slower wave reappears with still lower velocity.

• d = 7.22 mm (scheme b): The faster wave experiences no velocity change, whereas the
initially slower wave reappears with higher velocity.

• d = 23.4 mm (scheme c): Very far from the central cap is a situation where both waves
reappear after collision with the same velocity.

A common feature of these three collisions is that one wave keeps its initial velocity while the
second wave is accelerated (positive phase shift) (scheme a), decelerated (negative phase shift)
(scheme b), or its velocity remains constant (scheme c). The last steady situation has been numerically

FIGURE 4.7 Oblique collision of pinned waves with formation of a dead zone where waves have vanishing
velocity (same experiment as in Figure 4.3 with a higher time resolution). Details of the evolution of the dead
zone are in the encircled area. Scheme shows the evolution of the negative phase shift and the length, l, of the
dead zone. (a, b, c from Santiago-Rosanne, M. et al., J. Colloid Interface Sci., 191, 65, 1997. With permission.)

     (a)         (b) (c)
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obtained in Reference 13 when the (free)-energy balance Equation 4.4 operates. The two first cases
correspond to an unsteady process where likely the dissipated energy is not balanced by the amount
provided by the Marangoni effect. As far as we know there is no numerical simulation of this kind
of collision. It is amazing that the nature of the collision changes along the waves; this is due to
the spatial variation of the (local) Marangoni number as the distance from the central cap increases.

4.5.2.2.3 Overtaking Collisions
Overtaking collisions occur when two waves with very different velocities are traveling in the same
direction (Figure 4.10). The faster wave collides with the slower one; then they join together forming
a single wave structure that propagates with a still higher velocity, a phenomenon reminiscent of
a numerical finding by Christov and Velarde when the production dissipation part of Equation 4.3
is predominant (case B).13

4.5.3 WAVE COLLISIONS AND PATTERNS

4.5.3.1 Quasi-Elastic and Inelastic Collisions

As far as the production dissipation part of Equation 4.3 can be taken as a small perturbation to
the BKdV equation (case A), wave collisions are essentially elastic, and patterns14 or wave trains
in an annular container16 can be obtained. On the other hand, the increase of production dissipation
can be so important (case B) that the waves evolve toward a chaotic regime, as was numerically
shown in Reference 13.

Figure 4.11 depicts the space–time plot of a head-on quasi-elastic collision with positive phase
shifts between two waves of unequal velocity. The slower wave experiences the larger change in
wave velocity. Both waves travel with higher velocities after the collision. This situation is reminiscent

FIGURE 4.8 Oblique collision of pinned waves with formation of a Mach–Russell-like wave. The evolution
of the Mach–Russell wave can be followed in the encircled area. The scheme shows the evolution of the
positive phase shift and length, L, of the Mach–Russell wave. (Photos modified from Santiago-Rosanne, M.
et al., J. Colloid Interface Sci., 191, 65, 1997. a, b, c from Santiago-Rosanne, M. et al., J. Colloid Interface
Sci., 191, 65, 1997; with permission.)

     (a)      (b)       (c)
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of case A; the dissolution is, however, large enough to enhance the value of the (local) Marangoni
number. Everything happens as if the energy production a2 term in Equation 4.3 were dominating
the a4 dissipative term since an acceleration of the waves is observed. If they had balanced as in
Equation 4.4, the collision would have been elastic and the waves would have recovered their initial
velocities.

Figure 4.12 depicts two situations in which the production dissipation is so important to provide
completely inelastic collisions. In Figure 4.12a the collision is so drastically inelastic that there is
annihilation of both waves followed by interfacial turbulence after interaction. In Figure 4.12b the
slower wave disappears while the faster experiences no change in velocity. Image processing is not
easy, and it cannot be excluded in this case that the slower wave does not annihilate but rather
sticks up to the faster wave, as happens in the numerical study of Equation 4.3 when dissipation
is very high (term a4 predominates relative to the others).

4.5.3.2 Patterns
Patterns are due to wave collisions. In the experiments by Linde and Schwarz1 or Orell and
Westwater,2 the observed polygonal cells are patterns obtained as two traveling wave trains cross
each other. Actually, the second train corresponds to the reflection of the first train against a wall.17,20

Inspection of the pictures in Figure 4.3 shows that the “petals” are patterns due to collisions
between two sets of pinned waves, one set traveling clockwise and the other counterclockwise
(Figure 4.13). Indeed, the formation of one surface wave is simultaneously accompanied by the
formation of its mirror image, a symmetric one. A wave and its symmetric companion never interact
because they always travel in opposite azimuthal directions. Then, only waves traveling in one
direction collide with waves traveling in the opposite direction.

FIGURE 4.9 Head-on collision of free waves. Arrows show direction of propagation. Scheme represents the
collision in a space–time representation at different locations of the waves: (a) the phase shift is negative; (b)
the phase shift of the slower wave is positive; (c) zero phase shift. (Photos modified from Santiago-Rosanne,
M. et al., J. Colloid Interface Sci., 191, 65, 1997. a, b, c from Santiago-Rosanne, M. et al., J. Colloid Interface
Sci., 191, 65, 1997; with permission.)

(a) (b) (c)
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Whatever the boundary conditions, the aspect and the regularity of the pattern depend on the
shape, the size of the container, and the local value of the Marangoni number.

4.6 CONCLUSION

Progress in understanding the surface structuration accompanying heat or mass interfacial transfer
has been considerable. Data analysis of the waves follows the theoretical guide given by Christov

FIGURE 4.10 Example of strongly inelastic overtaking collision of free waves. Arrows show the direction
of propagation. Faster wave (1) overtakes the slower wave (2). Space–time plot of the collision. (From Santiago-
Rosanne, M. et al., J. Colloid Interface Sci., 191, 65, 1997. With permission.)

FIGURE 4.11 Quasi-elastic head-on collisions with positive phase shift. (From Santiago-Rosanne, M. et al.,
J. Colloid Interface Sci., 191, 65, 1997. With permission.)
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and Velarde.13 It is now well established that patterns result from the interactions of nonlinear
surface waves sustained by a Marangoni effect, which have properties characterizing solitons.
However, the comparison can only be qualitative for obvious reasons. Model equations such as
BKdV (Equation 4.2) or the dissipation-modified Equation 4.3 come from such drastically simpli-
fying assumptions as long wavelength, small amplitude, shallow layers, and last but not least, only
one characteristic (local and global) Marangoni number, and steady boundary conditions. Although
good qualitative agreement with numerics exists, clearly much remains to be done from the
theoretical side.4

FIGURE 4.12 Highly inelastic head-on collisions with annihilation of both waves (a) or one wave (b). (From
Santiago-Rosanne, M. et al., J. Colloid Interface Sci., 191, 65, 1997. With permission.)

FIGURE 4.13 Formation of a daisy pattern due to the appearance of many pinned waves and their collisions
with a dead zone. Rotating waves in the clockwise direction collide with counter-clockwise rotating waves.
(From Santiago-Rosanne, M. et al., J. Colloid Interface Sci., 191, 65, 1997. With permission.)

(a) (b)

Counter clockwise Clockwise
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5.1 INTRODUCTION

A colloidal system represents a multiphase (heterogeneous) system, in which at least one of the
phases exists in the form of very small particles: typically smaller than 1 µm but still much larger
than the molecules. Such particles are related to phenomena like Brownian motion, diffusion, and
osmosis. The terms microheterogeneous system and disperse system (dispersion) are more general
because they also include bicontinuous systems (in which none of the phases is split into separate
particles) and systems containing larger, non-Brownian, particles. The term dispersion is often used
as a synonym of colloidal system.

A classification of the colloids with respect to the state of aggregation of the disperse and the
continuous phases is shown in Table 5.1. Some examples follow:

1. Examples of gas-in-liquid dispersions are the foams or the boiling liquids. Gas-in-solid
dispersions are the various porous media such as filtration membranes, sorbents, catalysts,
and isolation materials.

2. Examples of liquid-in-gas dispersions are the mist, the clouds, and other aerosols. Liquid-
in-liquid dispersions are the emulsions. At room temperature there are only four types
of mutually immiscible liquids: water, hydrocarbon oils, fluorocarbon oils, and liquid
metals — Mercury (Hg) and gallium (Ga). Many raw materials and products in food and
petroleum industries exist in the form of oil in water or water in oil emulsions. The soil
and some biological tissues can be considered liquid-in-solid dispersions.

3. Smoke, dust, and some other aerosols are examples of solid-in-gas dispersions. The
solid-in-liquid dispersions are termed suspensions or sols. The pastes and some glues
are highly concentrated suspensions. The gels represent bicontinuous structures of solid
and liquid. The pastes and some glues are highly concentrated suspensions. Solid-in-
solid dispersions are some metal alloys, many kinds of rocks, some colored glasses, etc.

Below we consider mostly liquid dispersions, i.e., dispersions with liquid continuous phase,
such as foams, emulsions, and suspensions. Sometimes these are called complex fluids.

In general, the area of the interface between the disperse and continuous phases is rather large.
For example, 1 cm3 of dispersion with particles of radius 100 nm and volume fraction 30% contains
an interface area about 10 m2. This is the reason the interfacial properties are of crucial importance
for the properties and stability of colloids.

The stabilizing factors for dispersions are the repulsive surface forces, the particle thermal
motion, the hydrodynamic resistance of the medium, and the high surface elasticity of fluid particles
and films.

On the other hand, the factors destabilizing dispersions are the attractive surface forces, the
factors suppressing the repulsive surface forces, the low surface elasticity, gravity, and other external
forces tending to separate the phases.
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Below, in Sections 5.2 and 5.3, we consider effects related to the surface tension of surfactant
solution and capillarity. In Section 5.4 we present a review of the surface forces due to intermo-
lecular interactions. In Section 5.5 we describe the hydrodynamic interparticle forces originating
from the effects of bulk and surface viscosity and related to surfactant diffusion. Section 5.6 is
devoted to the kinetics of coagulation in dispersions. Section 5.7 regards foams containing oil drops
and solid particulates in relation to the antifoaming mechanisms and the exhaustion of antifoams.
Finally, Sections 5.8 and 5.9 address the electrokinetic and optical properties of dispersions.

5.2 SURFACE TENSION OF SURFACTANT SOLUTIONS

5.2.1 STATIC SURFACE TENSION

As a rule, the fluid dispersions (emulsions, foams) are stabilized by adsorption layers of amphiphile
molecules. These can be ionic1,2 and nonionic3 surfactants, lipids, proteins, etc. All have the property
to lower the value of the surface (or interfacial) tension, σ, in accordance with the Gibbs adsorption
equation:4-6

(5.1)

where Γi is the surface concentration (adsorption) of the ith component and µ i is its chemical
potential. The summation in Equation 5.1 is carried out over all components. Usually an equimo-
lecular dividing surface with respect to the solvent is introduced for which the adsorption of the
solvent is set to zero by definition.4,5 Then the summation is carried out over all other components.
Note that Γi is an excess surface concentration with respect to the bulk; Γi is positive for surfactants,
which decrease σ in accordance with Equation 5.1. On the contrary, Γi is negative for aqueous
solutions of electrolytes, whose ions are repelled from the surface by the electrostatic image forces;5

consequently, the addition of electrolytes increases the surface tension of water.6 For surfactant
concentrations above the CMC (critical micellization concentration) µ i = const. and, consequently,
σ = const.; see Equation 5.1 of this handbook.

5.2.1.1 Nonionic Surfactants

5.2.1.1.1 Types of Adsorption Isotherms
Consider the boundary between an aqueous solution of a nonionic surfactant and a hydrophobic
phase, air or oil. The dividing surface is usually chosen to be the equimolecular surface with respect
to water, that is Γw = 0. Then Equation 5.1 reduces to , where the subscript 1 denotes
the surfactant. Because the bulk surfactant concentration is usually not too high, we can use the
expression for the chemical potential of a solute in an ideal solution: , where k
is the Boltzmann constant, T is the absolute temperature, c1 is the concentration of nonionic

TABLE 5.1
Types of Disperse Systems

Continuous Phase

Disperse Phase Gas Liquid Solid

Gas — G in L G in S
Liquid L in G L1 in L2 L in S
Solid S in G S in L S1 in S2

d di

i

iσ µ= −∑Γ

d dσ µ= −Γ1 1

µ µ1 1
0

1= +( ) lnkT c
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surfactant, and  is its standard chemical potential, which is independent of c1. Thus, the Gibbs
adsorption equation acquires the form:

(5.2)

The surfactant adsorption isotherms, expressing the connection between Γ1 and c1, are usually
obtained by means of some molecular model of adsorption. Table 5.2 contains the six most popular
surfactant adsorption isotherms, those of Henry, Freundlich,7 Langmuir,8 Volmer,9 Frumkin,10 and
van der Waals.11 For c1 → 0 all isotherms (except that of Freundlich) reduce to the Henry isotherm:
Γ1/Γ∞ = Kc1. The physical difference between the Langmuir and Volmer isotherms is that the former
corresponds to a physical model of localized adsorption, whereas the latter corresponds to nonlo-
calized adsorption. The Frumkin and van der Waals isotherms generalize, respectively, to the
Langmuir and Volmer isotherms for the case in which the interaction between neighboring adsorbed
molecules is not negligible. (If the interaction parameter β is set to zero, the Frumkin and van der
Waals isotherms reduce to the Langmuir and Volmer isotherms, correspondingly.) The comparison
between theory and experiment shows that for air–water interfaces β > 0, whereas for oil–water
interfaces we can set β = 0.12,13 The latter facts lead to the conclusion that for air–water interfaces
β takes into account the van der Waals attraction between the hydrocarbon tails of the adsorbed
surfactant molecules across air; such attraction is missing when the hydrophobic phase is oil. (Note
that in the case of ionic surfactants it is possible to have β < 0; see the next section.) The adsorption
parameter K in Table 5.2 characterizes the surface activity of the surfactant: the greater the K, the
higher the surface activity. K is related to the standard free energy of adsorption, ,
which is the energy gain for bringing a molecule from the bulk of the aqueous phase to a diluted
adsorption layer:14,15

(5.3)

The parameter δ1 characterizes the thickness of the adsorption layer; δ1 can be set (approximately)
equal to the length of the amphiphilic molecule. Γ∞ represents the maximum possible value of the
adsorption. In the case of localized adsorption (Langmuir and Frumkin isotherms) 1/Γ∞ is the area
per adsorption site. In the case of nonlocalized adsorption (Volmer and van der Waals isotherms)
1/Γ∞ is the excluded area per molecule.

As already mentioned, the Freundlich adsorption isotherm, unlike the others in Table 5.2, does
not become linear at low concentrations, but remains convex to the concentration axis. Moreover,
it does not show a saturation or limiting value. Hence, for the Freundlich adsorption isotherm in
Table 5.2 Γ∞ is a parameter scaling the adsorption (rather than saturation adsorption). This isotherm
can be derived assuming that the surface (as a rule solid) is heterogeneous.16,17 Consequently, if
the data fit the Freundlich equation, this is an indication, but not a proof, that the surface is
heterogeneous.6

The adsorption isotherms in Table 5.2 can be applied to both fluid and solid interfaces. The
surface tension isotherms in Table 5.2, which relate σ and Γ1, are usually applied to fluid interfaces,
although they could also be used for solid–liquid interfaces if σ is identified with the Gibbs4

superficial tension. (The latter is defined as the force per unit length that opposes every increase
of the wet area without any deformation of the solid.)

The surface tension isotherms in Table 5.2 are deduced from the respective adsorption isotherms
in the following way. Integration of Equation 5.2 yields

(5.4)

µ1
0( )

d kT d cσ = − Γ1 1ln

∆f s= −µ µ1
0

1
0( ) ( )

K
kT

s=
−



∞

δ µ µ1 1
0

1
0

Γ
exp

( ) ( )

σ σ= −0 kTJ
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where σ0 is the interfacial tension of the pure solvent and

(5.5)

TABLE 5.2
Types of Adsorption and Surface-Tension Isotherms

Type of Isotherm

Surfactant Adsorption Isotherms 
(for nonionic surfactants: a1s � c1)

Henry

Freundlich

Langmuir

Volmer

Frumkin

van der Waals

Surface Tension Isotherm σσσσ = σσσσ0 –kTJ + σσσσd

(for nonionic surfactants: σσσσd � 0)
Henry

Freundlich

Langmuir

Volmer

Frumkin

van der Waals

Note: The surfactant adsorption isotherm and the surface tension
isotherm, which are combined to fit experimental data, obligatorily
must be of the same type.

Ka s1
1=
∞

Γ
Γ

Ka s

m

1
1

1

=





∞

Γ
Γ

/

Ka s1
1

1

=
−∞

Γ
Γ Γ

Ka s1
1

1

1

1

=
− −






∞ ∞

Γ
Γ Γ

Γ
Γ Γ

exp

Ka
kTs1

1

1

12
=

−
−



∞

Γ
Γ Γ

Γ
exp

β

Ka
kTs1

1

1

1

1

12
=

− −
−
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Γ
Γ Γ

Γ
Γ Γ
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exp

β
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=
Γ1

J = − −
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∞

Γ
Γ
Γ
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J =
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The derivative d ln c1/dΓ1 is calculated for each adsorption isotherm, and then the integration
in Equation 5.5 is carried out analytically. The obtained expressions for J are listed in Table 5.2.
Each surface tension isotherm, σ(Γ1), has the meaning of a two-dimensional equation of state of
the adsorption monolayer, which can be applied to both soluble and insoluble surfactants.6,18

An important thermodynamic property of a surfactant adsorption monolayer is its Gibbs (sur-
face) elasticity:

(5.6)

Expressions for EG, corresponding to various adsorption isotherms, are shown in Table 5.3. Gibbs
elasticity characterizes the lateral fluidity of the surfactant adsorption monolayer. At high values
of Gibbs elasticity the adsorption monolayer behaves as tangentially immobile. In such case, if two
emulsion droplets approach each other, the hydrodynamic flow pattern, as well, the hydrodynamic
interaction, is almost the same as if the droplets were solid. For lower values of the surfactant
adsorption the so-called Marangoni effect appears, which is equivalent to appearance of gradients
of surface tension due to gradients of surfactant adsorption: ∇sσ = –(EG/Γ1) ∇sΓ1 (here ∇s denotes
the surface gradient operator). The Marangoni effect can considerably affect the hydrodynamic
interactions of fluid particles (drops, bubbles); see Section 5.5 below.

5.2.1.1.2 Derivation from First Principles
Each surfactant adsorption isotherm (that of Langmuir, Volmer, Frumkin, etc.), and the related
expressions for the surface tension and surface chemical potential, can be derived from an expression
for the surface free energy, Fs, which corresponds to a given physical model. This derivation helps
us obtain (or identify) the self-consistent system of equations, referring to a given model, which
is to be applied to interpret a set of experimental data. Combination of equations corresponding to
different models (say, Langmuir adsorption isotherm with Frumkin surface tension isotherm) is
incorrect and must be avoided.

TABLE 5.3
Elasticity of Adsorption Monolayers at a Fluid Interface

Type of Isotherm (see Table 5.2) Gibbs Elasticity EG

Henry

Freundlich

Langmuir

Volmer

Frumkin

van der Waals

Note: The above expressions are valid for both nonionic and ionic surfactants.
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E kT
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∞

∞
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∞
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Γ Γ
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Γ Γ
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The general scheme for derivation of the adsorption isotherms is the following:
(i) With the help of statistical mechanics an expression is obtained, for example, for the

canonical ensemble partition function, Q, from which the surface free energy Fs is determined:11

Fs(T, A, N1) = –kT ln Q(T, A, N1) (5.7)

where A is the interfacial area and N1 is the number of adsorbed surfactant molecules; see Table 5.4.
(ii) Differentiating the expression for Fs, we derive expressions for the surface pressure, πs,

and the surface chemical potential of the adsorbed surfactant molecules, µ1s:11

πs ≡ σ0 – σ = – , µ1s = (5.8)

Combining the obtained expressions for πs and µ1s, we can deduce the respective form of the Butler
equation;19 see Equation 5.16 below.

TABLE 5.4
Free Energy and Chemical Potential for Surfactant Adsorption Layers

Type of Isotherm

Surface Free Energy Fs(T, A, N1)
(M = ΓΓΓΓ∞∞∞∞ A)

Henry Fs = N1 + kT [N1ln(N1/M) – N1]

Freundlich
Fs = N1 + [N1ln(N1/M) – N1]

Langmuir Fs = N1 + kT [N1lnN1 + (M – N1)ln(M – N1) – MlnM]

Volmer Fs = N1 + kT [N1lnN1 – N1 – N1ln(M – N1)]

Frumkin
Fs = N1 + kT [N1lnN1 + (M – N1)ln(M – N1) – MlnM]

van der Waals
Fs = N1 + kT [N1lnN1 – N1 – N1ln(M – N1)]

Surface Chemical Potential µ1s

(θθθθ ≡≡≡≡ ΓΓΓΓ1/ΓΓΓΓ∞∞∞∞ )
Henry µ1s =  + kT lnθ

Freundlich
µ1s =  +  lnθ

Langmuir
µ1s =  + 

Volmer
µ1s =  + 

Frumkin
µ1s =  +  – 2βΓ1

van der Waals
µ1s =  +  – 2βΓ1
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(iii) The surfactant adsorption isotherm (Table 5.2) can be derived by setting the obtained
expression for the surface chemical potential µ1s equal to the bulk chemical potential of the sur-
factant molecules in the subsurface layer (that is, equilibrium between surface and subsurface is
assumed):11

µ1s =  + kT ln(a1sδ1/Γ∞) (5.9)

Here a1s is the activity of the surfactant molecule in the subsurface layer; a1s is scaled with the
volume per molecule in a dense (saturated) adsorption layer, v1 = δ1/Γ∞, where δ1 is interpreted as
the thickness of the adsorption layer, or the length of an adsorbed molecule. In terms of the
subsurface activity, a1s, Equation 5.9 can be applied to ionic surfactants and to dynamic processes.
In the simplest case of nonionic surfactants and equilibrium processes, we have a1s ≈ c1, where c1

is the bulk surfactant concentration.
First, let us apply the above general scheme to derive the Frumkin isotherm, which corresponds

to localized adsorption of interacting molecules. (Expressions corresponding to the Langmuir
isotherm can be obtained by setting β = 0 in the respective expressions for the Frumkin isotherm.)
Let us consider the interface as a two-dimensional lattice having M adsorption sites. The corre-
sponding partition function is11

Q(T, M, N1) = (5.10)

The first multiplier in the right-hand side of Equation 5.10 expresses the number of ways N1

indistinguishable molecules can be distributed among M labeled sites; the partition function for a
single adsorbed molecule is q = qx qy qz, where qx, qy, and qz are one-dimensional harmonic-oscillator
partition functions. The exponent in Equation 5.10 accounts for the interaction between adsorbed
molecules in the framework of the Bragg–Williams approximation.11 w is the nearest-neighbor
interaction energy of two molecules and nc, is the number of nearest-neighbor sites to a given site
(for example, nc, = 4 for a square lattice). Next, we substitute Equation 5.10 into Equation 5.7 and
using the known Stirling approximation, ln M! = M ln M – M, we obtain the expression for the
surface free energy corresponding to the Frumkin model:

Fs = kT [N1 ln N1 + (M – N1) ln (M – N1) – M ln M – N1 ln q(T )] (5.11)

Note that

M = Γ∞ A, N1 = Γ1 A (5.12)

where  is the area per one adsorption site in the lattice. Differentiating Equation 5.11 in
accordance with Equation 5.8, we deduce expressions for the surface pressure and chemical poten-
tial:11

πs = – Γ∞ kT ln(1 – θ) – β (5.13)

µ1s =  +  – 2βΓ1 (5.14)
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where we have introduced the notation:

, ,  = –kT ln q(T) (5.15)

We can check that Equation 5.13 is equivalent to the Frumkin’s surface tension isotherm in Table 5.2
for a nonionic surfactant. Furthermore, eliminating ln(1 – θ) between Equations 5.13 and 5.14, we
obtain the Butler19 equation in the form:

µ1s =  +  + kT ln(γ1sθ)    (Butler equation) (5.16)

where we have introduced the surface activity coefficient

γ1s =     (for Frumkin isotherm) (5.17)

(In the special case of Langmuir isotherm we have β = 0, and then γ1s = 1.) The Butler equation is
used by many authors12,20-22 as a starting point for development of thermodynamic adsorption
models. It should be kept in mind that the specific form of the expressions for πs and γ1s, which
are to be substituted in Equation 5.16, is not arbitrary, but must correspond to the same thermody-
namic model (to the same expression for Fs — in our case Equation 5.11). At last, substituting
Equation 5.16 into Equation 5.9 we derive the Frumkin adsorption isotherm in Table 5.2, where K
is defined by Equation 5.3.

Now, let us apply the same general scheme, but this time to the derivation of the van der Waals
isotherm, which corresponds to nonlocalized adsorption of interacting molecules. (Expressions
corresponding to the Volmer isotherm can be obtained by setting β = 0 in the respective expressions
for the van der Waals isotherm.) Now the adsorbed N1 molecules are considered a two-dimensional
gas. The corresponding expression for the canonical ensemble partition function is

Q(T, M, N1) = (5.18)

where the exponent accounts for the interaction between adsorbed molecules, again in the frame-
work of the Bragg–Williams approximation. The partition function for a single adsorbed molecule
is q = qxy qz, where qz is a one-dimensional (normal to the interface) harmonic-oscillator partition
function. On the other hand, the adsorbed molecules have free translational motion in the xy plane
(the interface); therefore, we have11

(5.19)

where  is the molecular mass, hp is the Planck constant and  = A — N1  is the area accessible
to the moving molecules; the parameter  is the excluded area per molecule, which accounts for
the molecular size. Having in mind that M ≡ Γ∞ A, we can bring Equation 5.18 into the form:

Q(T, M, N1) = (5.20)
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where

(5.21)

Further, we substitute Equation 5.20 into Equation 5.7 and, using the Stirling approximation, we
determine the surface free energy corresponding to the van der Waals model:11,18,23

(5.22)

Again, having in mind that M ≡ Γ∞A, we differentiate Equation 5.22 in accordance with Equation 5.8
to deduce expressions for the surface pressure and chemical potential:

πs = Γ∞ kT – β (5.23)

µ1s =  +  – 2βΓ1 (5.24)

where  = –kT ln q0(T) and β is defined by Equation 5.15. We can check that Equation 5.23 is
equivalent to the van der Waals surface tension isotherm in Table 5.2 for a nonionic surfactant.
Furthermore, combining Equations 5.23 and 5.24 we obtain the Butler (Equation 5.16), but this
time with another expression for the surface activity coefficient:

γ1s =      (for van der Waals isotherm) (5.25)

In the special case of Volmer isotherm we have β = 0, and then γ1s = 1/(1 — θ). Finally, substituting
Equation 5.24 into Equation 5.9 we derive the van der Waals adsorption isotherm in Table 5.2, with
K defined by Equation 5.3.

In Table 5.4 we summarize the expressions for the surface free energy, Fs, and chemical
potential µ1s, for several thermodynamic models of adsorption. We recall that the parameter Γ∞ is
defined in different ways for the different models. On the other hand, the parameter K is defined
in the same way for all models, specifically by Equation 5.3. The expressions in Tables 5.2 through
5.4 can be generalized for multicomponent adsorption layers.18,27

At the end of this section, let us consider a general expression, which allows us to obtain the
surface activity coefficient γ1s directly from the surface pressure isotherm πs(θ). From the Gibbs
adsorption isotherm, dπs = Γ1dµ1s, it follows that

(5.26)

By substituting µ1s from the Butler Equation 5.16 into Equation 5.26 and integrating, we can derive
the sought-for expression:

ln γ1s = (5.27)
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We can check that a substitution of πs from Equations 5.13 and 5.23 into Equation 5.27 yields,
respectively, the Frumkin and van der Waals expressions for γ1s, specifically Equations 5.17 and
5.25.

5.2.1.2 Ionic Surfactants

5.2.1.2.1 The Gouy Equation
The thermodynamics of adsorption of ionic surfactants13,24-28 is more complicated (in comparison
with that of nonionics) because of the presence of long-range electrostatic interactions and, in
particular, of an electric double layer (EDL) in the system (Figure 5.1). The electrochemical
potential of the ionic species can be expressed in the form:29

(5.28)

where e is the elementary electric charge, ψ is the electric potential, Zi is the valency of the ionic
component “i,” and ai is its activity. In the EDL (Figure 5.1) the electric potential and the activities
of the ions are dependent on the distance z from the phase boundary: ψ = ψ(z), ai = ai(z). At
equilibrium the electrochemical potential, µ i, is uniform throughout the whole solution, including
the EDL (otherwise diffusion fluxes would appear).29 In the bulk of solution (z → ∞) the electric
potential tends to a constant value, which is usually set equal to zero, that is, ψ → 0 and ∂ψ/∂z → 0
for z → ∞. If the expression for µ i at z → ∞ and that for µ i at some finite z are set equal, from
Equation 5.28 we obtain a Boltzmann-type distribution for the activity across the EDL:29

(5.29)

FIGURE 5.1 Electric double layer in the vicinity of an adsorption layer of ionic surfactant. (a) The diffuse
layer contains free ions involved in Brownian motion, whereas the Stern layer consists of adsorbed (bound)
counterions. (b) Near the charged surface there is an accumulation of counterions and a depletion of coions.
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where  denotes the value of the activity of ion “i” in the bulk of solution. If the activity in the
bulk, , is known, then Equation 5.29 determines the activity ai(z) in each point of the EDL. A
good agreement between theory and experiment can be achieved12,13,27 using the following expres-
sion for :

(5.30)

where  is the bulk concentration of the respective ion, and the activity coefficient γ± is calculated
from the known formula:30

(5.31)

which originates from the Debye–Hückel theory; I denotes the ionic strength of the solution:

(5.32)

where the summation is carried out over all ionic species in the solution. When the solution contains
a mixture of several electrolytes, then Equation 5.31 defines γ± for each separate electrolyte, with
Z+ and Z– the valences of the cations and anions of this electrolyte, but with I the total ionic strength
of the solution, accounting for all dissolved electrolytes.30 The log in Equation 5.31 is decimal, di

is the ionic diameter, A, B, and b are parameters, whose values can be found in the book by Robinson
and Stokes.30 For example, if I is given in moles per liter (M), the parameters values are A = 0.5115
M–1/2, Bdi = 1.316 M–1/2, and b = 0.055 M–1 for solutions of NaCl at 25°C.

The theory of EDL provides a connection between surface charge and surface potential (known
as the Gouy equation31,32 or Graham equation33,34), which can be presented in the form:27,35

 =     (Gouy equation) (5.33)

where Γi (i = 1,…,N) are the adsorptions of the ionic species, zi = Zi /Z1, the index i = 1 corresponds
to the surfactant ions,

,    (5.34)

ε is the dielectric permittivity of the medium (water), and ψs = ψ(z = 0) is the surface potential.
Note that the Debye parameter is κ2 = .

For example, let us consider a solution of an ionic surfactant, which is a symmetric 1:1
electrolyte, in the presence of a symmetric, 1:1, inorganic electrolyte (salt). We assume that the
counterions due to the surfactant and salt are identical. For example, this can be a solution of
sodium dodecyl sulfate (SDS) in the presence of NaCl. We denote by , , and  the bulk
concentrations of the surface active ions, counterions, and coions, respectively (Figure 5.1). For
the special system of SDS with NaCl , , and  are the bulk concentration of the DS–, Na+,
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and Cl– ions, respectively. The requirement for the bulk solution to be electroneutral implies
 = + . The multiplication of the last equation by  yields

 =  + (5.35)

The adsorption of the coions of the nonamphiphilic salt is expected to be equal to zero, Γ3 = 0,
because they are repelled by the similarly charged interface.27,36-38 However, the adsorption of
surfactant at the interface, Γ1, and the binding of counterions in the Stern layer, Γ2, are different
from zero (Figure 5.1). For this system the Gouy Equation 5.33 acquires the form:

    (Z1:Z1 electrolyte) (5.36)

5.2.1.2.2 Contributions from the Adsorption and Diffuse Layers
In general, the total adsorption  of an ionic species include contributions from both the adsorption
layer (surfactant adsorption layer + adsorbed counterions in the Stern layer), Γi, and the diffuse
layer, Λi:

13,24,26,27

 = Γi + Λi,    where    (5.37)

 represents a surface excess of component “i” with respect to the uniform bulk solution. As the

solution is electroneutral, we have  = 0. Note, however, that  ≠ 0; see the Gouy

Equation 5.33. Expressions for Λi can be obtained by using the theory of EDL. For example, because
of the electroneutrality of the solution, the right-hand side of Equation 5.36 is equal to Λ2 – Λ1 –
Λ3, where

Λ2 = 2a2∞κ–1[exp(Φs /2) – 1];    Λj = 2aj∞κ–1[exp(–Φs /2) – 1],    j = 1,3 (5.38)

(κ2 = ; Z1:Z1 electrolyte). In analogy with Equation 5.37, the interfacial tension of the solution,
σ, can be expressed as a sum of contributions from the adsorption and diffuse layers:24,27,32

σ = σa + σd (5.39)

where

σa = σ0 – kTJ    and    (5.40)

Expressions for J are given in Table 5.2 for various types of isotherms. Note that Equations 5.39
and 5.40 are valid under both equilibrium and dynamic conditions. In the special case of SDS +
NaCl solution (see above), at equilibrium, we can use the theory of EDL to express dψ/dz; then
from Equation 5.40 we derive24,27,32
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    (Z1:Z1 electrolyte, at equilibrium) (5.41)

Analytical expressions for σd for the cases of 2:1, 1:2, and 2:2 electrolytes can be found in
References 27 and 35.

In the case of ionic surfactants, Equation 5.1 can be presented in two alternative, but equivalent,
forms27,35

    (T = const.) (5.42)

    (T = const.) (5.43)

where ais = ai(z = 0) is the “subsurface” value of activity ai. From Equations 5.29 and 5.34 we obtain

(5.44)

The comparison between Equations 5.42 and 5.43 shows that the Gibbs adsorption equation can
be expressed either in terms of σ, , and  or in terms of , Γi, and . Note that Equations 5.42
and 5.44 are valid under equilibrium conditions, whereas Equation 5.43 can be used also for the
description of dynamic surface tension (Section 5.2.2) in the case of surfactant adsorption under
diffusion control, assuming local equilibrium between adsorptions Γi and subsurface concentrations
of the respective species.

The expression σa = σ0 – kTJ, with J given in Table 5.2, can be used for description of both
static and dynamic surface tension of ionic and nonionic surfactant solutions. The surfactant
adsorption isotherms in this table can be used for both ionic and nonionic surfactants, with the
only difference that in the case of ionic surfactant the adsorption constant K depends on the
subsurface concentration of the inorganic counterions;27 see Equation 5.48 below.

5.2.1.2.3 The Effect of Counterion Binding
As an example, let us consider again the special case of SDS + NaCl solution. In this case, the
Gibbs adsorption equation takes the form:

(5.45)

where, as before, the indices “1” and “2” refer to the DS– and Na+ ions, respectively. The differentials
in the right-hand side of Equation 5.45 are independent (one can vary independently the concen-
trations of surfactant and salt), and moreover, dσa is an exact (total) differential. Then, according
to the Euler condition, the cross derivatives must be equal:27

(5.46)

A surfactant adsorption isotherm, , and a counterion adsorption isotherm,
, are thermodynamically compatible only if they satisfy Equation 5.46. The coun-

terion adsorption isotherm is usually taken in the form:

σ
κd

c

skT
a= − 



 −



∞

8
2

12 cosh
Φ

d kT d ai i

i

N

σ = − ∞
=

∑ ˜ lnΓ
1

d kT d aa i is

i

N

σ = −
=

∑Γ ln
1

a a zis i i s= −∞ exp( )Φ

Γ̃i ai∞ σa ais

d kT d a d aa s sσ = − +( ln ln )Γ Γ1 1 2 2

∂
∂

∂
∂

Γ Γ1

2

2

1ln lna as s

=

Γ Γ1 1 1 2= ( , )a as s

Γ Γ2 2 1 2= ( , )a as s

© 2003 by CRC Press LLC



    (Stern isotherm) (5.47)

where K2 is a constant parameter. The latter equation, termed the Stern isotherm,39 describes
Langmuirian adsorption (binding) of counterions in the Stern layer. It can be proved that a sufficient
condition Γ2 from Equation 5.47 to satisfy the Euler condition (Equation 5.46), together with one
of the surfactant adsorption isotherms for Γ1 in Table 5.2, is27

(5.48)

where K1 is another constant parameter. In other words, if K is expressed by Equation 5.48, the
Stern isotherm 47 is thermodynamically compatible with every of the surfactant adsorption iso-
therms in Table 5.2. In analogy with Equation 5.3, the parameters K1 and K2 are related to the
respective standard free energies of adsorption of surfactant ions and counterions :

    (i = 1, 2) (5.49)

where δi stands for the thickness of the respective adsorption layer.

5.2.1.2.4 Dependence of Adsorption Parameter K on Salt Concentration
The physical meaning of Equation 5.48 can be revealed by chemical-reaction considerations. For
simplicity, let us consider Langmuir-type adsorption; i.e., we treat the interface as a two-dimensional
lattice. We will use the notation θ0 for the fraction of the free sites in the lattice, θ1 for the fraction
of sites containing adsorbed surfactant ion S–, and θ2 for the fraction of sites containing the complex
of an adsorbed surfactant ion + a bound counterion. Obviously, we can write θ0 + θ1 + θ2 = 1. The
adsorptions of surfactant ions and counterions can be expressed in the form:

Γ1/Γ∞ = θ1 + θ2; Γ2/Γ∞ = θ2 (5.50)

Following Kalinin and Radke,25 we consider the “reaction” of adsorption of S– ions:

A0 + S– = A0S– (5.51)

where A0 symbolizes an empty adsorption site. In accordance with the rules of the chemical kinetics
we can express the rates of adsorption and desorption in the form:

r1,ads = K1,adsθ0 c1s, r1,des = K1,desθ1 (5.52)

where, as before, c1s is the subsurface concentration of surfactant and K1,ads and K1,des are constants.
In view of Equation 5.50 we can write θ0 = (Γ∞ – Γ1)/Γ∞ and θ1 = (Γ1 – Γ2)/Γ∞. Thus, with the help
of Equation 5.52 we obtain the net adsorption flux of surfactant:

Q1 ≡ r1,ads – r1,des = K1,adsc1s(Γ∞ – Γ1)/Γ∞ – K1,des(Γ1 – Γ2)/Γ∞ (5.53)

Next, let us consider the reaction of counterion binding:

A0S– + M+ = A0SM (5.54)
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The rates of the direct and reverse reactions are, respectively,

r2,ads = K2,adsθ1 c2s, r2,des = K2,desθ2 (5.55)

where K2,ads and K2,des are the respective rate constants, and c2s is the subsurface concentration of
counterions. Having in mind that θ1 = (Γ1 – Γ2)/Γ∞ and θ2 = Γ2/Γ∞, with the help of Equation 5.55
we deduce an expression for the adsorption flux of counterions:

Q2 ≡ r2,ads – r2,des = K2,ads c2s(Γ1 – Γ2)/Γ∞ – K2,des Γ2/Γ∞ (5.56)

If we can assume that the reaction of counterion binding is much faster than the surfactant
adsorption, then we can set Q2 ≡ 0, and Equation 5.56 reduces to the Stern isotherm (Equation 5.47),
with K2 ≡ K2,ads/K2,des. Next, a substitution of Γ2 from Equation 5.47 into Equation 5.53 yields35

Q1 ≡ r1,ads – r1,des = K1,ads c1s(Γ∞ – Γ1)/Γ∞ – K1,des(1 + K2 c2s)–1 Γ1/Γ∞ (5.57)

Equation 5.57 shows that the adsorption flux of surfactant is influenced by the subsurface concen-
tration of counterions, c2s. At last, if there is equilibrium between surface and subsurface, we have
to set Q1 ≡ 0 in Equation 5.57, and thus we obtain the Langmuir isotherm for an ionic surfactant:

Kc1s = Γ1/(Γ∞ – Γ1),    with K ≡ (K1,ads /K1,des)(1 + K2 c2s) (5.58)

Note that K1 ≡ K1,ads/K1,des. This result demonstrates that the linear dependence of K on c2s

(Equation 5.48) can be deduced from the reactions of surfactant adsorption and counterion binding
(Equations 5.51 and 5.54). (For I < 0.1 M we have γ± ≈ 1 and then activities and concentrations of
the ionic species coincide.)

5.2.1.2.5 Comparison of Theory and Experiment
As illustration, we consider the interpretation of experimental isotherms by Tajima et al.38,40,41 for
the surface tension σ vs. SDS concentrations at 11 fixed concentrations of NaCl (Figure 5.2).
Processing the set of data for the interfacial tension  as a function of the bulk
concentrations of surfactant (DS–) ions and Na+ counterions,  and , we can determine the

FIGURE 5.2 Plot of the surface tension σ vs. the concentration of SDS, c1∞, for 11 fixed NaCl concentrations.
The symbols are experimental data by Tajima et al.38,40,41 The lines represent the best fit42 with the full set of
equations specified in the text, involving the van der Waals isotherms of adsorption and surface tension
(Table 5.2).
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surfactant adsorption, , the counterion adsorption, , the surface potential,
, and the Gibbs elasticity EG(c1∞, c2∞) for every desirable surfactant and salt concentra-

tions.
The theoretical dependence  is determined by the following full set of equations:

Equation 5.44 for i = 1,2; the Gouy Equation 5.36, Equation 5.39 (with σd expressed by
Equation 5.41 and J from Table 5.2), the Stern isotherm (Equation 5.47), and one surfactant
adsorption isotherm from Table 5.2, say, the van der Waals isotherm. Thus, we get a set of six
equations for determining six unknown variables: σ, Φs, a1s, a2s, Γ1, and Γ2. (For I < 0.1 M the
activities of the ions can be replaced by the respective concentrations.) The principles of the
numerical procedure are described in Reference 27.

The theoretical model contains four parameters, β, Γ∞, K1, and K2, whose values are to be
obtained from the best fit of the experimental data. Note that all 11 curves in Figure 5.2 are fitted
simultaneously.42 In other words, the parameters β, Γ∞, K1, and K2 are the same for all curves. The
value of , obtained from the best fit of the data in Figure 5.2, corresponds to 1/  = 31 Å2. The
respective value of K1 is 82.2 m3/mol, which in view of Equation 5.49 gives a standard free energy
of surfactant adsorption  = 12.3 kT per DS– ion, that is, 30.0 kJ/mol. The determined value
of K2 is 8.8 × 10–4 m3/mol, which after substitution in Equation 5.49 yields a standard free energy
of counterion binding  = 1.9 kT per Na+ ion, that is, 4.7 kJ/mol. The value of the parameter
β is positive, 2β Γ∞/kT = +2.89, which indicates attraction between the hydrocarbon tails of the
adsorbed surfactant molecules. However, this attraction is too weak to cause two-dimensional phase
transition. The van der Waals isotherm predicts such transition for 2β Γ∞/kT > 6.75.

Figure 5.3 shows calculated curves for the adsorptions of surfactant,  (the full lines), and
counterions,  (the dotted lines), vs. the SDS concentration, . These lines represent the variation
of  and  along the experimental curves, which correspond to the lowest and highest NaCl
concentrations in Figure 5.2, that is, c3∞ = 0 and 115 mM. We see that both  and  are markedly
greater when NaCl is present in the solution. The highest values of  for the curves in Figure 5.3
are 4.2 × 10–6 mol/m2 and 4.0 × 10–6 mol/m2 for the solutions with and without NaCl, respectively.
The latter two values compare well with the saturation adsorptions measured by Tajima et al.40,41

for the same system by means of the radiotracer method, that is,  = 4.3 × 10–6 mol/m2 and
3.2 × 10–6 mol/m2 for the solutions with and without NaCl.

FIGURE 5.3 Plots of the dimensionless adsorptions of surfactant ions Γ1/Γ∞ (DS–, the full lines), and coun-
terions Γ2/Γ∞ (Na+, the dotted lines), vs. the surfactant (SDS) concentration, c1∞. The lines are calculated42 for
NaCl concentrations 0 and 115 mM using parameter values determined from the best fit of experimental data
(Figure 5.2).
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For the solution without NaCl the occupancy of the Stern layer, Γ2/Γ1 rises from 0.15 to 0.73
and then exhibits a tendency to level off. The latter value is consonant with data of other authors,43-45

who have obtained values of Γ2/Γ1 up to 0.70 to 0.90 for various ionic surfactants; pronounced
evidences for counterion binding have been obtained also in experiments with solutions containing
surfactant micelles.46-50 As could be expected, both Γ1 and Γ2 are higher for the solution with NaCl.
These results imply that the counterion adsorption (binding) should be always taken into account.

The fit of the data in Figure 5.2 also gives the values of the surface electric potential, . For
the solutions with 115 mM NaCl, the model predicts surface potentials varying in the range | | = 55
to 95 mV within the experimental interval of surfactant concentrations, whereas for the solution
without salt the calculated surface potential is higher: | | = 150 to 180 mV (for SDS  has a
negative sign). Thus, it turns out that measurements of surface tension, interpreted by means of an
appropriate theoretical model, provide a method for determining the surface potential  in a broad
range of surfactant and salt concentrations. The described approach could be also applied to solve
the inverse problem, that is, to process data for the surface potential. In this way, the adsorption
of surfactant on solid particles can be determined from the measured zeta-potential.51

5.2.2 DYNAMIC SURFACE TENSION

If the surface of an equilibrium surfactant solution is disturbed (expanded, compressed, renewed,
etc.), the system will try to restore the equilibrium by exchange of surfactant between the surface
and the subsurface layer (adsorption-desorption). The change of the surfactant concentration in the
subsurface layer triggers a diffusion flux in the solution. In other words, the process of equilibration
(relaxation) of an expanded adsorption monolayer involves two consecutive stages:

1. Diffusion of surfactant molecules from the bulk solution to the subsurface layer
2. Transfer of surfactant molecules from the subsurface to the adsorption layer; the rate of

transfer is determined by the height of the kinetic barrier to adsorption

(In the case of desorption the processes have the opposite direction.) Such interfacial expansions
are typical for foam generation and emulsification. The rate of adsorption relaxation determines
whether or not the formed bubbles/drops will coalesce upon collision and, in final reckoning; how
large the foam volume and the emulsion drop-size will be.52,53 Below, we focus on the relaxation
time of surface tension, τσ, which characterizes the interfacial dynamics.

The overall rate of surfactant adsorption is controlled by the slowest stage. If it is stage (1),
we deal with diffusion control, whereas if stage (2) is slower, the adsorption occurs under barrier
(kinetic) control. The next four subsections are dedicated to processes under diffusion control (which
are the most frequently observed), whereas in Section 5.2.2.5 we consider adsorption under barrier
control.

Various experimental methods for dynamic surface tension measurements are available. Their
operational timescales cover different time intervals.54,55 Methods with a shorter characteristic
operational time are the oscillating jet method,56-58 the oscillating bubble method,59-62 the fast-formed
drop technique,63,64 the surface wave techniques,65-68 and the maximum bubble pressure method.69-74

Methods of longer characteristic operational time are the inclined plate method,75,76 the drop-
weight/volume techniques,77-80 the funnel81 and overflowing cylinder82 methods, and the axisym-
metric drop shape analysis (ADSA);83,84 see References 54, 55, and 85 for a more detailed review.

In this section, devoted to dynamic surface tension, we consider mostly nonionic surfactant
solutions. In Section 5.2.2.4 we address the more complicated case of ionic surfactants. We will
restrict our considerations to the simplest case of relaxation of an initial uniform interfacial
dilatation. The more complex case of simultaneous adsorption and dilatation is considered else-
where.54,70,74,82,85
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ψ s ψ s
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5.2.2.1 Adsorption under Diffusion Control

Here we consider a solution of a nonionic surfactant, whose concentration, , depends
on the position and time because of the diffusion process. (As before, z denotes the distance to the
interface, which is situated in the plane z = 0.) Correspondingly, the surface tension, surfactant
adsorption and the subsurface concentration of surfactant vary with time: , ,
c1s = c1s(t). The surfactant concentration obeys the equation of diffusion:

    (z > 0, t > 0) (5.59)

where D1 is the diffusion coefficient of the surfactant molecules. The exchange of surfactant between
the solution and its interface is described by the boundary conditions:

c1(0,t) = c1s(t),    ,    (z = 0, t > 0) (5.60)

The latter equation states that the rate of increase of the adsorption Γ1 is equal to the diffusion
influx of surfactant per unit area of the interface. Integrating Equation 5.59, along with
Equation 5.60, we can derive the equation of Ward and Tordai:86

Γ1(t) = Γ1(0) + (5.61)

Solving Equation 5.61 together with some of the adsorption isotherms Γ1 = Γ1(c1s) in Table 5.2, we
can in principle determine the two unknown functions Γ1(t) and c1s(t). Because the relation Γ1(c1s)
is nonlinear (except for the Henry isotherm), this problem, or its equivalent formulations, can be
solved either numerically87 or by employing appropriate approximations.70,88

In many cases it is convenient to use asymptotic expressions for the functions Γ1(t), c1s(t), and
σ(t) for short times (t → 0) and long times (t → ∞). A general asymptotic expression for the short
times can be derived from Equation 5.61 substituting c1s ≈ c1s(0) = const.:

Γ1(t) = Γ1(0) +     (t → 0) (5.62)

Analogous asymptotic expression can be obtained also for the long times, although the derivation
is not so simple. Hansen89 derived a useful asymptotics for the subsurface concentration:

c1s(t) = c1∞ –     (t → ∞) (5.63)

where Γ1e is the equilibrium value of the surfactant adsorption. The validity of the Hansen
Equation 5.63 was confirmed in subsequent studies by other authors.90,91

Below we continue our review of the asymptotic expressions considering separately the cases
of small and large initial perturbations.
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5.2.2.2 Small Initial Perturbation

When the deviation from equilibrium is small, then the adsorption isotherm can be linearized:

(5.64)

Here and hereafter the subscript e means that the respective quantity refers to the equilibrium state.
The set of linear equations, 5.59, 5.60, and 5.64, has been solved by Sutherland.92 The result, which
describes the relaxation of a small initial interfacial dilatation, reads

(5.65)

where

(5.66)

is the characteristic relaxation time of surface tension and adsorption, and

(5.67)

is the so-called complementary error function.93,94 The asymptotics of the latter function for small
and large values of the argument are93,94

    for x � 1;        for x � 1 (5.68)

Combining Equations 5.65 and 5.68 we obtain the short-time and long-time asymptotics of the
surface tension relaxation:

    (t � τσ) (5.69)

    (t � τσ) (5.70)

Equation 5.70 is often used as a test to verify whether the adsorption process is under diffusion
control: data for σ(t) are plotted vs. 1/  and we check if the plot complies with a straight line;
moreover, the intercept of the line gives σe . We recall that Equations 5.69 and 5.70 are valid in
the case of a small initial perturbation; alternative asymptotic expressions for the case of large
initial perturbation are considered in the next subsection.
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With the help of the thermodynamic Equations 5.2 and 5.6 we derive

(5.71)

Thus, Equation 5.66 can be expressed in an alternative form:35

(5.72)

Substituting EG from Table 5.3 into Equation 5.72 we can obtain expressions for τσ corresponding
to various adsorption isotherms. In the special case of the Langmuir adsorption isotherm we can
present Equation 5.72 in the form:35

    (for Langmuir isotherm) (5.73)

Equation 5.73 visualizes the very strong dependence of the relaxation time τσ on the surfactant
concentration c1; in general, τσ can vary with many orders of magnitude as a function of c1.
Equation 5.73 shows also that high Gibbs elasticity corresponds to short relaxation time, and vice
versa.

As a quantitative example let us take typical parameter values: K1 = 15 m3/mol, 1/Γ∞ = 40 Å2,
D1 = 5.5 × 10–6 cm2/s, and T = 298 K. Then with c1 = 6.5 × 10–6 M, from Table 5.3 (Langmuir
isotherm) and Equation 5.73 we calculate EG ≈ 1.0 mN/m and τσ ≈ 5 s. In the same way, for
c1 = 6.5 × 10–4 M we calculate EG ≈ 100 mN/m and τσ ≈ 5 × 10–4 s.

To directly measure the Gibbs elasticity EG, or to precisely investigate the dynamics of surface
tension, we need an experimental method, whose characteristic time is smaller compared with τσ .
Equation 5.73 and the latter numerical example show that when the surfactant concentration is
higher, the experimental method should be faster.

5.2.2.3 Large Initial Perturbation

By definition, we have large initial perturbation when at the initial moment the interface is clean
of surfactant:

Γ1(0) = 0, c1s(0) = 0 (5.74)

In such a case, the Hansen Equation 5.63 reduces to

c1s(t) = c1∞ –     (t → ∞) (5.75)

By substituting c1s(t) for c1 in the Gibbs adsorption Equation 5.2, and integrating, we obtain the
long-time asymptotics of the surface tension of a nonionic surfactant solution after a large initial
perturbation:

σ(t) – σe =     (large initial perturbation) (5.76)
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with the help of Equation 5.72 we can bring Equation 5.76 into another form:

σ(t) – σe =     (large initial perturbation) (5.77)

where EG is given in Table 5.3. It is interesting to note that Equation 5.77 is applicable to both
nonionic and ionic surfactants with the only difference that for nonionics τσ is given by
Equation 5.66, whereas for ionic surfactants the expression for τσ is somewhat longer; see Refer-
ences 35 and 95.

The above equations show that in the case of adsorption under diffusion control the long-time
asymptotics can be expressed in the form:

σ = σe + S t–1/2 (5.78)

In view of Equations 5.70 and 5.77, the slope S of the dependence σ vs. t–1/2 is given by the
expressions:95

Ss = [σ(0) – σe]     (small perturbation) (5.79)

            Sl = EG     (large perturbation) (5.80)

As known, the surfactant adsorption Γ1 monotonically increases with the rise of the surfactant
concentration, c1. In contrast, the slope Sl is a nonmonotonic function of c1: Sl exhibits a maximum
at a certain concentration. To demonstrate that we will use the expression

Sl = (5.81)

which follows from Equations 5.76 and 5.78. In Equation 5.81 we substitute the expressions for c1

stemming from the Langmuir and Volmer adsorption isotherms (Table 5.2 with c1 = a1s); the result
reads

    (for Langmuir isotherm) (5.82)

    (for Volmer isotherm) (5.83)

where θ and  are the dimensionless adsorption and slope coefficient:

θ = Γ1e/Γ∞,    (5.84)

Figure 5.4 compares the dependencies  (θ) given by Equations 5.82 and 5.83; we see that the
former is symmetric and has a maximum at θ = 0.5, whereas the latter is asymmetric with a
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maximum at θ ≈ 0.29. We recall that the Langmuir and Volmer isotherms correspond to localized
and nonlocalized adsorption, respectively (see Section 5.2.1.1.2). Then Figure 5.4 shows that the
symmetry/asymmetry of the plot  vs. θ provides a test for verifying whether the adsorption is
localized or nonlocalized. (The practice shows that the fits of equilibrium surface tension isotherms
do not provide such a test; theoretical isotherms corresponding to localized and nonlocalized
adsorption are found to fit equally well surface tension data!)

From another viewpoint, the nonmonotonic behavior of Sl(θ) can be interpreted as follows.
Equation 5.80 shows that Sl ∝ EG ; then the nonmonotonic behavior stems from the fact that
EG is an increasing function of c1, whereas τσ is a decreasing function of c1. This qualitative
conclusion is valid also for the case of ionic surfactant, as demonstrated in the next section.

5.2.2.4 Generalization for Ionic Surfactants

In the case of ionic surfactants the dynamics of adsorption is more complicated because of the
presence of a dynamic EDL. Indeed, the adsorption of surfactant at the interface creates surface
charge, which is increasing in the course of the adsorption process. The charged interface repels
the new-coming surfactant molecules, but attracts the conversely charged counterions (see
Figure 5.1); some of them bind to the surfactant headgroups thus decreasing the surface charge
density and favoring the adsorption of new surfactant molecules. The theoretical description of the
overall adsorption process involves the (electro)diffusion equations for the surfactant ions, coun-
terions, and coions, and the Poisson equation from electrodynamics. Different analytical and
numerical approaches to the solution of this problem have been proposed.13,95-102 Below we describe
an approach to the dynamics of ionic surfactant adsorption, which is simpler both as a concept and
as a computer program realization, but agrees very well with the experiment.

Two timescales can be distinguished in the adsorption process of ionic species. The first
timescale is characterized by the diffusion relaxation time of the EDL, ; see
Equations 5.32 and 5.34 above. It accounts for the interplay of electrostatic interactions and
diffusion. The second scale is provided by the characteristic time of the used experimental method,
texp, that is, the minimum interfacial age that can be achieved with the given method; typically, texp

≥ 5 × 10–3 s. For example, if the diffusivity is D1 = 5.5 × 10–10 m2/s, for I = 10–5 M and 10–2 M one
calculates, correspondingly, tedl = 1.7 × 10–5 and 1.7 × 10–8 s. We see that ε ≡ tedl /texp � 1 is a small
parameter. The presence of such small parameter implies the existence of two characteristic length

FIGURE 5.4 Plot of the dimensionless slope, , vs. the dimensionless equilibrium surfactant adsorption,
θ = Γ1e/Γ∞, in accordance with Equations 5.82 and 5.83, corresponding to the cases of localized and nonlo-
calized adsorption.
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scales: inner (in the EDL) lin ≡ (D1 tedl)1/2 and outer (outside the EDL) lout ≡ (D1 texp)1/2. In fact, lin

characterizes the width of the layer in which the variation of the ionic concentrations is governed
by the electric field, whereas lout scales the width of the zone in which the concentrations of the
species vary due to the diffusion. Next, we can apply the method of the matched inner and outer
asymptotic expansions103 to solve the problem. Without entering into mathematical details, here
we outline the final results and the computational procedure, which is relatively simple.104

In the outer zone, where the electrical field is zero we obtain a generalized version of the
Hansen Equation 5.75 for all diffusing species:

(5.85)

where ci,b is the concentration of the respective ion at the inner boundary of the outer zone, Di is
diffusion coefficient, and  is the total equilibrium adsorption of the respective species; see
Equations 5.37 and 5.38. In Section 5.2.1.2.5 we specified the full set of equations that allow one
to calculate all equilibrium parameters; supposedly the constants β, Γ∞, K1, and K2 are determined
from the best fit of experimental data — see the discussion related to Figure 5.2. (In the simpler
case of nonionic surfactant the full set of equations reduces to a couple of corresponding adsorption
and surface tension isotherms from Table 5.2, which enables us to calculate Γ1 and σ for each given
value of c1.) The computational procedure for the dynamic problem is the following:

1. We calculate  using the full set of equations in Section 5.2.1.2.5.
2. Next, from Equation 5.85 we calculate ci,b(t) for a set of values of t in the experimental

time interval.
3. Further, in the full set of equations in Section 5.2.1.2.5 we replace everywhere ci∞ with

ci,b(t); then, for each value of t, we solve this system of equations to determine the
functions Γi(t), Φs(t), and σ(t). In the long-time limit we can determine also Sl = ∂σ/∂t–1/2.

The justification of this procedure can be accomplished by means of the method of the matched
asymptotic expansions.104

Comparison of theory and experiment. To illustrate how the theory compares with the exper-
iment, in Figure 5.5 we present five experimental curves for σ(t) corresponding to five different
surfactant concentrations, at fixed concentration of added electrolyte, 12 mM NaCl. The surfactant
is sodium dodecyl-benzene-sulfonate (DDBS). (This specific sample was a technical product con-
taining 82.6 wt% pure DDBS and 17.4 wt% Na2SO4.) The dynamic surface tension σ(t) was
measured by means of the fast formed drop (FFD) technique.63,64 The method consists of a sudden
formation of a drop at the orifice of a capillary by a quick breaking of a jet of surfactant solution,
which flows out of the capillary. Thus, a fresh curved interface is formed at the capillary tip. The
surfactant adsorbs at the immobile curved interface and, consequently, the surface tension and the
pressure inside the drop decrease with time; the pressure is registered by means of a piezotransducer,
whose electric output can be converted in terms of surface tension by using the Laplace equation
of capillarity. In this way, the curves for σ(t) in Figure 5.5 were obtained.104 The capillary pressure
was recorded every 0.1 s, which gives a large number of experimental points and provides good
statistics. In addition, equilibrium surface tension isotherms have been obtained and processed as
explained in Section 5.2.1.2.5 to determine the parameters β, Γ∞, K1, K2, etc. The van der Waals
isotherm (Table 5.2) has been employed.

The long-time portions of the curves in Figure 5.5, plotted as σ vs. t–1/2, comply very well with
straight lines, whose slopes, Sl, are plotted in Figure 5.6a — the points. The theoretical curve for
Sl is calculated using the procedure given after Equation 5.85. The curve is obtained using only the
parameters of the equilibrium surface tension isotherm and the diffusion coefficients of the ionic
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species. We see that the agreement between theory and experiment is excellent. (No adjustable
parameters have been used to fit the dynamic data.) The plot in Figure 5.6a exhibits a maximum,
in agreement with our expectations (see Section 5.2.2.3).

The comparison between theory and experiment could be carried out also in terms of the
relaxation time of the surface tension, τσ. We can use the connection τσ = π (Sl /EG)2, which follows
from Equation 5.80. The Gibbs elasticity EG is calculated from the van der Waals expression in
Table 5.3. The results for τσ and EG are shown in Figure 5.6b. We see the wide range of variation
of the characteristic relaxation time τσ, which varies with more than four orders of magnitude in
the investigated range of concentrations. Moreover, one sees that for the higher surfactant concen-
trations, the so-called long-time relaxation could be effectuated within 0.01 to 0.1 s. On the other
hand, for the low surfactant concentrations the relaxation can be longer than 100 s. In part, this
variation of the relaxation time tσ with orders of magnitude is due to the strong variation of the
surface elasticity EG with the surfactant concentration; see the right-hand curve in Figure 5.6b.

5.2.2.5 Adsorption under Barrier Control

In general, adsorption is under barrier (kinetic, transfer) control when the stage of surfactant transfer
from the subsurface to the surface is much slower than the diffusion stage because of some kinetic
barrier. The latter can be due to steric hindrance, spatial reorientation, or conformational changes
accompanying the adsorption of molecules, including destruction of the shells of oriented water
molecules wrapping the surfactant hydrocarbon tail in water.105 We will restrict our considerations
to the case of pure barrier control, without double layer effects. In such case the surfactant
concentration is uniform throughout the solution, c1 = const., and the increase of the adsorption
Γ1(t) is solely determined by the transitions of surfactant molecules over the adsorption barrier,
separating subsurface from surface:

(5.86)

rads and rdes are the rates of surfactant adsorption and desorption. The concept of barrier-limited
adsorption originates from the works of Bond and Puls106 and Doss107 and has been further developed

FIGURE 5.5 Experimental curves104 for the relaxation of surface tension σ with time t for five fixed concen-
trations (denoted in the figure) of sodium dodecyl-benzene-sulfonate (DDBS). The solutions contain 12 mM
added NaCl, and Na2SO4 whose concentration is 21 wt% that of DDBS.
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by other authors.108-115 Table 5.5 summarizes some expressions for the total rate of adsorption under
barrier control, Q. The quantities Kads and Kdes in Table 5.5 are the rate constants of adsorption and
desorption, respectively. Their ratio is equal to the equilibrium constant of adsorption:

(5.87)

The parameters Γ∞ and K are the same as in Tables 5.2 through 5.4. Setting Q = 0 (assuming
equilibrium surface–subsurface), from each expression in Table 5.5 we deduce the respective
equilibrium adsorption isotherm in Table 5.2. In addition, for β = 0 the expressions for Q related
to the Frumkin and van der Waals model reduce, respectively, to the expressions for Q in the
Langmuir and Volmer models. For Γ1 � Γ∞ both the Frumkin and Langmuir expressions in Table 5.5
reduce to the Henry expression.

FIGURE 5.6 (a) Plot of the slope coefficient Sl vs. the surfactant (DDBS) concentration; the points are the
values of Sl for the curves in Figure 5.5; the line is the theoretical curve obtained using the procedure described
after Equation 5.85 (no adjustable parameters). (b) Plots of the relaxation time τσ and the Gibbs elasticity EG

vs. the DDBS concentration; EG is computed from the equilibrium surface tension isotherm; τσ = π (Sl /EG)2

is calculated using the above values of Sl.

(a)

(b)

K K Kads des =
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Substituting Q from Table 5.5 into Equation 5.86, and integrating, we can derive explicit
expressions for the relaxation of surfactant adsorption:

(5.88)

Equation 5.88 holds for σ(t) only in the case of small deviations from equilibrium, whereas there
is not such a restriction concerning Γ1(t) ; the relaxation time in Equation 5.88 is given by the
expressions:

    (Henry and Freundlich) (5.89)

    (Langmuir) (5.90)

Equation 5.88 predicts that the perturbation of surface tension, ∆σ(t) = σ(t) — σe
, relaxes exponen-

tially. This is an important difference with the cases of adsorption under diffusion and electrodif-
fusion control, for which ∆σ(t) ∝ 1/ ; see Equations 5.70, 5.76, and 5.78. Thus, a test whether
or not the adsorption occurs under purely barrier control is to plot data for ln[∆σ(t)] vs. t and to
check if the plot complies with a straight line.

In the case of ionic surfactants the adsorption of surfactant ions is accompanied by binding of
counterions. In addition, the concentrations of the ionic species vary across the EDL (even at
equilibrium). These effects are taken into account in Equation 5.57, which can be used as an
expression for Q in the case of Langmuirian barrier adsorption of an ionic surfactant.

In fact, a pure barrier regime of adsorption is not frequently observed. It is expected that the
barrier becomes more important for substances of low surface activity and high concentration in
the solution. Such adsorption regime was observed with propanol, pentanol, 1,6-hexanoic acid,
etc.; see Reference 85 for details.

TABLE 5.5
Rate of Surfactant Adsorption for Different Kinetic Models

Type of Isotherm
Rate of Reversible Adsorption

Q = rads (c1,ΓΓΓΓ1) – rdes (ΓΓΓΓ1)

Henry Q = Kads c1 – KdesΓ1/Γ∞

Freundlich Q = Kads Km–1 – KdesΓ1/Γ∞

Langmuir
Q = Kads c1 – KdesΓ1/Γ∞
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It may happen that the characteristic times of diffusion and transfer across the barrier are
comparable. In such case we deal with mixed kinetic regime of adsorption. Insofar as the stages
of diffusion and transfer are consecutive, the boundary conditions at the interface are

(5.91)

The formal transition in Equation 5.91 from mixed to diffusion control of adsorption is not trivial
and demands application of scaling and asymptotic expansions. The criterion for occurrence of
adsorption under diffusion control (presence of equilibrium between subsurface and surface) is

� 1 (5.92)

where a is a characteristic thickness of the diffusion layer.
An important difference between the regimes of diffusion and barrier control is in the form of

the respective initial conditions. In the case of large initial deformations, these are

Γ1(0) = 0, c1s(0) = 0    (diffusion control) (5.93)

Γ1(0) = 0, c1s(0) = c1∞    (barrier control) (5.94)

Equation 5.93 reflects the fact that in the diffusion regime the surface is always assumed to be
equilibrated with the subsurface. In particular, if Γ1 = 0, then we must have c1s = 0. In contrast,
Equation 5.94 stems from the presence of barrier: for time intervals shorter than the characteristic
time of transfer, the removal of the surfactant from the interface (Γ1 = 0) cannot affect the subsurface
layer (because of the barrier) and then c1s(0) = c1∞. This purely theoretical consideration implies
that the effect of barrier could show up at the short times of adsorption, whereas at the long times
the adsorption will occur under diffusion control.116 The existence of barrier-affected adsorption
regime at the short adsorption times could be confirmed or rejected by means of the fastest methods
for measurement of dynamic surface tension.

5.3 CAPILLARY HYDROSTATICS AND THERMODYNAMICS

5.3.1 SHAPES OF FLUID INTERFACES

5.3.1.1 Laplace and Young Equations

A necessary condition for mechanical equilibrium of a fluid interface is the Laplace equation of
capillarity117-120

2Hσ = ∆P (5.95)

Here H is the local mean curvature of the interface and ∆P is the local jump of the pressure across
the interface. If z = z(x, y) is the equation of the interface in Cartesian coordinates, then H can be
expressed in the form:120

(5.96)
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where ∇s is the gradient operator in the plane xy. More general expressions for H can be found in
the literature on differential geometry.120-122 Equation 5.95, along with Equation 5.96, represents a
second-order partial differential equation that determines the shape of the fluid interface. The
interface is bounded by a three-phase contact line at which the boundary conditions for the
differential equation are formulated. The latter are the respective necessary conditions for mechan-
ical equilibrium at the contact lines. When one of the three phases is solid (Figure 5.7a), the
boundary condition takes the form of the Young123 equation:

σ12 cos α = σ1s – σ2s (5.97)

where α is the three-phase contact angle, σ12 is the tension of the interface between the fluid phases
1 and 2, whereas σ1s and σ2s are the tensions of the two fluid–solid interfaces. Insofar as the values
of the three σ are determined by the intermolecular forces, the contact angle α is a material
characteristic of a given three-phase system. However, when the solid is not smooth and chemically
homogeneous, then the contact angle exhibits hysteresis; i.e., α has no defined equilibrium value.6,124

Contact angle hysteresis can be observed even with molecularly smooth and homogeneous inter-
faces under dynamic conditions.125

When all the three neighboring phases are fluid, then the boundary condition takes the form
of the Neumann126 vectorial triangle:

σ12 v12 + σ13 v13 + σ23 v23 = 0 (5.98)

(see Figure 5.7b); here vik is a unit vector, which is simultaneously normal to the contact line and
tangential to the boundary between phases i and k. The Laplace, Young, and Neumann equations
can be derived as conditions for minimum of the free energy of the system;35,120,127 the effect of
the line tension can be also taken into account in Equations 5.97 and 5.98.127

FIGURE 5.7 Sketch of fluid particle (1) attached to an interface. (a) Fluid particle attached to solid interface;
α is the contact angle; σ is the interfacial tension of the boundary between the two fluid phases. (b) Fluid
particle attached to a fluid interface; σ12, σ13, and σ23 are the interfacial tensions between the respective phases;
ψc is the slope angle of the outer meniscus at the contact line.
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In the special case of spherical interface H = 1/R, with R the sphere radius, and Equation 5.95
takes its most popular form, 2σ/R = ∆P. In the case of axisymmetric meniscus (z axis of symmetry,
Figure 5.7) the Laplace equation reduces to either of the following two equivalent forms:119,128

(5.99)

(5.100)

Two equivalent parametric forms of Laplace equation are often used for calculations:119,128

(5.101)

or

(5.102)

Here, ϕ is the meniscus running slope angle and s is the arc length along the generatrix of the
meniscus. Equation 5.102 is especially convenient for numerical integration, whereas
Equation 5.101 may create numerical problems at the points with tanϕ = ±∞, like the particle
equator in Figure 5.7a. A generalized form of Equation 5.101, with account for the interfacial
(membrane) bending elastic modulus, kc,

(5.103)

serves for description of the axisymmetric configurations of real and model cell membranes.35,129,130

The Laplace equation can be generalized to account also for the interfacial bending moment
(spontaneous curvature), shear elasticity, etc.; for review see References 35 and 129. The latter
effects are physically important for such systems or phenomena as capillary waves,131 lipid mem-
branes,132,133 emulsions,134 and microemulsions.135

5.3.1.2 Solutions of Laplace Equations for Menisci of Different Geometry

Very often the capillary menisci have rotational symmetry. In general, there are three types of
axially symmetric menisci corresponding to the three regions denoted in Figure 5.8: (1) meniscus
meeting the axis of revolution, (2) meniscus decaying at infinity, and (3) meniscus confined between
two cylinders, 0 < R1 < r < R2 < ∞. These three cases are separately considered below.

5.3.1.2.1 Meniscus Meeting the Axis of Revolution
This includes the cases of a bubble/droplet under a plate (Figure 5.7a), the two surfaces of a floating
lens (Figure 5.7b), and any kind of sessile or pendant droplets/bubbles. Such a meniscus is a part
of a sphere when the effect of gravity is negligible, that is, when

∆ρ g b2/σ � 1 (5.104)
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Here g is the gravity acceleration, ∆ρ is the difference in the mass densities of the lower and the
upper fluid, and b is a characteristic radius of the meniscus curvature. For example, if Equation 5.104
is satisfied with b = R1 (see Figure 5.8), the raise, h, of the liquid in the capillary is determined by
means of the equation6

h = (2σ cosα)/(∆ρ g R1) (5.105)

When the gravity effect is not negligible, the capillary pressure, ∆P, becomes dependent on the
z-coordinate:

∆P = 2σ/b + ∆ρ g z (5.106)

Here b is the radius of curvature at the particle apex, where the two principal curvatures are equal
(e.g., the bottom of the bubble in Figure 5.7a). Unfortunately, Equation 5.99, along with
Equation 5.106, has no closed analytical solution. The meniscus shape can be exactly determined
by numerical integration of Equation 5.102. Alternatively, various approximate expressions are
available.128,136,137 For example, if the meniscus slope is small,  � 1, Equation 5.99 reduces to
a linear differential equation of Bessel type, whose solution reads

z(r) = 2[I0(qr) – 1]/(bq2) q ≡ (∆ρ g/σ)1/2 (5.107)

where I0(x) is the modified Bessel function of the first kind and zeroth order.138,139 Equation 5.107
describes the shape of the lower surface of the lens in Figure 5.7b; similar expression can be derived
also for the upper lens surface.

5.3.1.2.2 Meniscus Decaying at Infinity
Examples are the outer menisci in Figures 5.7b and 5.8. In this case the action of gravity cannot
be neglected insofar as the gravity keeps the interface flat far from the contact line. The capillary
pressure is

∆P = ∆ρ gz (5.108)

FIGURE 5.8 Capillary menisci formed around two coaxial cylinders of radii R1 and R2. (I) Meniscus meeting
the axis of revolution; (II) meniscus decaying at infinity; (III) meniscus confined between the two cylinders.
h denotes the capillary raise of the liquid in the inner cylinder; hc is the elevation of meniscus II at the contact
line r = R2.

′z 2
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As mentioned above, Equation 5.99, along with Equation 5.108, has no closed analytical solution.
On the other hand, the region far from the contact line has always small slope,  � 1. In this
region Equation 5.99 can be linearized, and then in analogy with Equation 5.107 we derive

z(r) = A K0 (qr)    (  � 1) (5.109)

where A is a constant of integration and K0(x) is the modified Bessel function of the second kind
and zeroth order.138,139 The numerical integration of Equation 5.102 can be carried out by using the
boundary condition128 z′ /z = –qK1(qr)/K0(qr) for some appropriately fixed r � q–1 (see
Equation 5.109). Alternatively, approximate analytical solutions of the problem are avail-
able.128,137,140 In particular, Derjaguin141 has derived an asymptotic formula for the elevation of the
contact line at the outer surface of a thin cylinder,

hc = –R1 sinψc ln[qR1γe (1 + cosψc)/4],    (qR1)2 � 1 (5.110)

where R1 is the radius of the contact line, ψc is the meniscus slope angle at the contact line
(Figure 5.8), q is defined by Equation 5.107, and γe = 1.781 072 418 … is the constant of Euler–Mas-
ceroni.139

5.3.1.2.3 Meniscus Confined between Two Cylinders (0 < R1 < r < R2 < ∞)
This is the case with the Plateau borders in real foams and emulsions, and with the model films in
the Scheludko cell;142,143 such is the configuration of the capillary bridges (Figure 5.9a) and of the
fluid particles pressed between two surfaces (Figure 5.9b). When the gravitational deformation of
the meniscus cannot be neglected, the interfacial shape can be determined by numerical integration
of Equation 5.102, or by iteration procedure.144 When the meniscus deformation caused by gravity
is negligible, analytical solution can be found as described below.

To determine the shape of the menisci depicted in Figures 5.9a and b, we integrate
Equation 5.101 from r0 to r to derive

(5.111)

The pressures in phases 1 and 2, P1 and P2, and r0 are shown in Figure 5.9. Equation 5.111 describes
curves, which after Plateau118,119,145-147 are called “nodoid” and “unduloid” (see Figure 5.10). The

FIGURE 5.9 Concave (a) and convex (b) capillary bridges between two parallel plates. P1 and P2 denote the
pressures inside and outside the capillary bridge, r0 is the radius of its section with the midplane; rc is the
radius of the three-phase contact lines.
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nodoid (unlike the unduloid) has points with horizontal tangent, where dz/dr = 0. Then, with the
help of Equation 5.111 we can deduce that the meniscus generatrix is a part of nodoid if k1r0 ∈
(–∞, 0) ∪ (1, +∞), while the meniscus generatrix is a part of unduloid if k1r0 ∈ (0, 1).

In the special case, when k1r0 = 1, the meniscus is spherical. In the other special case, k1r0 = 0,
the meniscus has the shape of catenoid, i.e.,

(5.112)

The meniscus has a “neck” (Figure 5.9a) when k1r0 ∈ (–∞, ½); in particular, the generatrix is
nodoid for k1r0 ∈ (–∞, 0), catenoid for k1r0 = 0, and unduloid for k1r0 ∈ (0, ½). For the configuration
depicted in Figure 5.9a we have r1 > r0 (in Figure 5.10 ra = r0, rb = r1) and Equation 5.111 can be
integrated to yield

(5.113)

where sgn x denotes the sign of x, q1 = (1 – r0
2/r1

2)1/2, sin φ1 = q1
–1 (1 – r0

2/r2)1/2; F(φ, q) and E(φ, q)
are the standard symbols for elliptic integrals of the first and the second kind.138,139 A convenient
method for computation of F(φ, q) and E(φ, q) is the method of the arithmetic-geometric mean (see
Reference 138, chap. 17.6).

The meniscus has a “haunch” (Figure 5.9b) when k1r0 ∈ (½, +∞); in particular, the generatrix
is unduloid for k1r0 ∈ (½, 1), circumference for k1r0 = 1, and nodoid for k1r0 ∈ (1, +∞). For the
configuration depicted in Figure 5.9b we have r0 > r1 (in Figure 5.10 ra = r1, rb = r0) and
Equation 5.111 can be integrated to yield

(5.114)

where q2 = (1 – r1
2/r0

2)1/2, sin φ2 = q2
–1 (1 – r 2/r0

2)1/2. Additional information about the shapes, stabil-
ity, and nucleation of capillary bridges, and for the capillary-bridge forces between particles, can
be found in chapter 11 of Reference 35.

FIGURE 5.10 Typical shape of nodoid (a) and unduloid (b) Plateau curves. Note that the curves are confined
between two cylinders of radii ra and rb.
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5.3.1.3 Gibbs–Thomson Equation

The dependence of the capillary pressure on the interfacial curvature leads to a difference between
the chemical potentials of the components in small droplets (or bubbles) and in the large bulk
phase. This effect is the driving force of phenomena like nucleation148,149 and Ostwald ripening (see
Section 5.3.1.4 below). Let us consider the general case of a multicomponent two-phase system;
we denote the two phases by α and β. Let phase α be a liquid droplet of radius R. The two phases
are supposed to coexist at equilibrium. Then we can derive4,5,150,151

(5.115)

where µ is chemical potential, Vi is partial volume, and the superscripts denote phase and the
subscripts denote component. Equation 5.115 is derived under the following assumptions. When β
is a gaseous phase, it is assumed that the partial volume of each component in the gas is much
larger than its partial volume in the liquid α; this is fulfilled far enough from the critical point.151

When phase β is liquid, it is assumed that Pβ(R) = Pβ(R = ∞), where P denotes pressure.
When phase β is an ideal gas, Equation 5.115 yields4,5,150,151

(5.116)

where Pi
β(R) and Pi

β(∞) denote, respectively, the equilibrium vapor pressure of component i in the
droplet of radius R and in a large liquid phase of the same composition. Equation 5.116 shows that
the equilibrium vapor pressure of a droplet increases with the decrease of the droplet size. (For a
bubble, instead of a droplet, R must be changed to –R in the right-hand side of Equation 5.116 and
the tendency becomes the opposite.) Equation 5.116 implies that in an aerosol of polydisperse droplets
the larger droplets will grow and the smaller droplets will diminish to complete disappearance.

The small droplets are “protected” against disappearance when phase α contains a nonvolatile
component. Then instead of Equation 5.116 we have

(5.117)

where X denotes the molar fraction of the nonvolatile component in phase α; for X(R) = X(∞)
Equation 5.117 reduces to Equation 5.116. Setting the left-hand side of Equation 5.117 equal to 1,
we can determine the value X(R) needed for a liquid droplet of radius R, surrounded by the gas
phase β, to coexist at equilibrium with a large (R = ∞) liquid phase α of composition X(∞).

When both phases α and β are liquid, Equation 5.115 yields

(5.118)

where (R) denotes the equilibrium molar fraction of component i in phase β coexisting with a
droplet of radius R, and (∞) denotes the value of (R) for R → ∞, i.e., for phase β coexisting
with a large phase α of the same composition as the droplet. In the case of an oil in water emulsion

 can be the concentration of the oil dissolved in the water. In particular, Equation 5.118 predicts

µ µ µ µ σβ β α α α
i R i R i R i R iV

R
( ) − ( ) = ( ) − ( ) =

=∞ =∞

2

P R

P

V

RkT
i

i

i
β

β

ασ( )
∞( ) =







exp
2

P R

P
X R
X

V

RkT
i

i

i
β

β

ασ( )
∞( ) = − ( )

− ∞( )






1
1

2
exp

X R

X

V

RkT
i

i

i
β

β

ασ( )
∞( ) =







exp
2

Xi
β

Xi
β Xi

β

Xi
β

© 2003 by CRC Press LLC



that the large emulsion droplets will grow and the small droplets will diminish. This phenomenon
is called Ostwald ripening (see the next section). If the droplets (phase α) contain a component
that is insoluble in phase β, the small droplets will be protected against complete disappearance;
a counterpart of Equation 5.117 can be derived:

(5.119)

where X denotes the equilibrium concentration in phase α of the component that is insoluble in
phase β. Setting the left-hand side of Equation 5.119 equal to 1, we can determine the value X(R)
needed for an emulsion droplet of radius R, surrounded by the continuous phase β, to coexist at
equilibrium with a large (R = ∞) liquid phase α of composition X(∞).

5.3.1.4 Kinetics of Ostwald Ripening in Emulsions

Ostwald ripening is observed when the substance of the emulsion droplets (we will call it component
1) exhibits at least minimal solubility in the continuous phase, β. As discussed above, the chemical
potential of this substance in the larger droplets is lower than in the smaller droplets; see
Equation 5.115. Then a diffusion transport of component 1 from the smaller toward the larger
droplets will take place. Consequently, the size distribution of the droplets in the emulsion will
change with time. The kinetic theory of Ostwald ripening was developed by Lifshitz and Slyozov,152

Wagner,153 and further extended and applied by other authors.154-157 The basic equations of this
theory are the following.

The volume of an emulsion droplet grows (or diminishes) due to the molecules of component
1 supplied (or carried away) by the diffusion flux across the continuous medium. The balance of
component 1 can be presented in the form:157

(5.120)

where t is time, D is the diffusivity of component 1 in the continuous phase, V1 is the volume per
molecule of component 1, cm is the number-volume concentration of component 1 in the continuous
medium far away from the droplets surfaces, and ceq(R) is the respective equilibrium concentration
of the same component for a droplet of radius R as predicted by the Gibbs–Thomson equation.
Note that Equation 5.120 is rigorous only for a diluted emulsion, in which the interdroplet concen-
tration levels off at a constant value, c = cm, around the middle of the space between each two
droplets. Some authors155 add in the right-hand side of Equation 5.120 terms accounting for the
convective mass transfer (in the case of moving droplets) and thermal contribution to the growth
rate, as well.

Because the theory is usually applied to droplets of diameter not smaller than micrometer
(which are observable by optical microscope), the Gibbs–Thomson equation, Equation 5.118, can
be linearized to yield157

(5.121)

with c∞ the value of ceq for a flat interface. With σ = 50 mN/m, V1 = 100 Å3, and T = 25°C we
estimate b = 2.5 nm. The latter value justifies the linearization of the Gibbs–Thomson equation for
droplets of micrometer size.
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Let f(R,t) be the size distribution function of the emulsion droplets such that f(R,t) dR is the
number of particles per unit volume in the size range from R to (R + dR). The balance of the number
of particles in the system reads

(5.122)

The term in the left-hand side of Equation 5.122 expresses the change of the number of droplets
whose radius belongs to the interval [R, R + dR] during a time period dt; the two terms in the right-
hand side represent the number of the incoming and outgoing droplets in the size interval [R,
R + dR] during time period dt. Dividing both sides of Equation 5.122 by (dR dt) we obtain the so-
called continuity equation in the space of sizes:153-157

(5.123)

One more equation is needed to determine cm. In a closed system, this can be the total mass
balance of component 1:

(5.124)

The first and the second terms in the brackets express the amount of component 1 contained in the
continuous phase and in the droplets, respectively. This expression is appropriate for diluted
emulsions when cm is not negligible compared to the integral in the brackets.

Alternatively, in opened systems and in concentrated emulsions, we can use a mean field
approximation based on Equation 5.121 to obtain the following equation for cm:

(5.125)

where R0 is a lower limit of the experimental distribution, typically R0 ≈ 1 µm as smaller droplets
cannot be observed optically. The estimates show that the neglecting of the integrals over the interval
0 < R < R0 in Equation 5.125 does not significantly affect the value of Rm. We see that
Equation 5.125 treats each emulsion droplet as surrounded by droplets of average radius Rm which
provide a medium concentration cm in accordance with the Gibbs–Thomson equation,
Equation 5.121. From Equations 5.120 through 5.123 and 5.125 we can derive a simple expression
for the flux j:

(5.126)

In calculations we use the set of Equations 5.120, 5.123, and 5.124 or 5.125 to determine the
distribution f(R,t) at known distribution f(R,0) at the initial moment t = 0. In other words, the theory
predicts the evolution of the system at given initial state. From a computational viewpoint it is
convenient to calculate f(R,t) in a finite interval R0 ≤ R < Rmax (Figure 5.11). The problem can be
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solved numerically by discretization: the interval R0 ≤ R < Rmax is subdivided into small portions
of length δ, the integrals are transformed into sums and the problem is reduced to solving a linear
set of equations for the unknown functions fk(t) ≡ f(Rk, t), where Rk = R0 + kδ, k = 1,2,… .

In practice, the emulsions are formed in the presence of surfactants. At concentrations above
the critical micellization concentration (CMC) the swollen micelles can serve as carriers of oil
between the emulsion droplets of different size. In other words, surfactant micelles can play the
role of mediators of the Ostwald ripening. Micelle-mediated Ostwald ripening has been observed
in solutions of nonionic surfactants.158-160 In contrast, it was found that the micelles do not mediate
the Ostwald ripening in undecane-in-water emulsions at the presence of an ionic surfactant (SDS).161

It seems that the surface charge due to the adsorption of ionic surfactant (and the resulting double
layer repulsion) prevents the contact of micelles with the oil drops, which is a necessary condition
for micelle-mediated Ostwald ripening.

5.3.2 THIN LIQUID FILMS AND PLATEAU BORDERS

5.3.2.1 Membrane and Detailed Models of a Thin Liquid Film

Thin liquid films can be formed between two colliding emulsion droplets or between the bubbles
in a foam. Formation of thin films accompanies the particle–particle and particle–wall interactions
in colloids. From a mathematical viewpoint a film is thin when its thickness is much smaller than
its lateral dimension. From a physical viewpoint a liquid film formed between two macroscopic
phases is thin when the energy of interaction between the two phases across the film is not negligible.
The specific forces causing the interactions in a thin liquid film are called surface forces. Repulsive
surface forces stabilize thin films and dispersions, whereas attractive surface forces cause film
rupture and coagulation. This section is devoted to the macroscopic (hydrostatic and thermody-
namic) theory of thin films, while the molecular theory of surface forces is reviewed in Section 5.4
below.

In Figure 5.12 a sketch of plane-parallel liquid film of thickness h is presented. The liquid in
the film contacts with the bulk liquid in the Plateau border. The film is symmetric, i.e., it is formed
between two identical fluid particles (drops, bubbles) of internal pressure P0. The more complex
case of nonsymmetric and curved films is reviewed elsewhere.162-164

Two different, but supplementary, approaches (models) are used in the macroscopic description
of a thin liquid film. The first of them, the “membrane approach,” treats the film as a membrane
of zero thickness and one tension, γ, acting tangentially to the membrane (see the right-hand side
of Figure 5.12). In the “detailed approach,” the film is modeled as a homogeneous liquid layer of

FIGURE 5.11 Sketch of the droplet size distribution function, f(R,t) vs. the droplet radius R at a given moment
t. δ is the length of the mesh used when solving the problem by discretization.
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thickness h and surface tension σf. The pressure P0 in the fluid particles is larger than the pressure,
Pl, of the liquid in the Plateau border. The difference

(5.127)

represents the capillary pressure of the liquid meniscus. By making the balance of the forces acting
on a plate of unit width along the y-axis and height h placed normally to the film at –h/2 < z < h/2
(Figure 5.12) we derive the Rusanov165 equation:

(5.128)

Equation 5.128 expresses a condition for equivalence between the membrane and detailed models
with respect to the lateral force. To derive the normal force balance we consider a parcel of unit
area from the film surface in the detailed approach. Because the pressure in the outer phase P0 is
larger than the pressure inside the liquid, Pl, the mechanical equilibrium at the film surface is
ensured by the action of an additional disjoining pressure, Π(h), representing the surface force per
unit area of the film surfaces166

(5.129)

(see Figure 5.12). Note that Equation 5.129 is satisfied only at equilibrium; at nonequilibrium
conditions the viscous force can also contribute to the force balance per unit film area. In general,
the disjoining pressure, Π, depends on the film thickness, h. A typical Π(h)-isotherm is depicted
in Figure 5.13 (for details see Section 5.4 below). We see that the equilibrium condition, Π = Pc,
can be satisfied at three points shown in Figure 5.13. Point 1 corresponds to a film, which is
stabilized by the double layer repulsion; sometimes such a film is called the “primary film” or
“common black film.” Point 3 corresponds to unstable equilibrium and cannot be observed exper-
imentally. Point 2 corresponds to a very thin film, which is stabilized by the short range repulsion;
such a film is called the “secondary film” or “Newton black film.” Transitions from common to
Newton black films are often observed with foam films.167-170 Note that Π > 0 means repulsion
between the film surfaces, whereas Π < 0 corresponds to attraction.

5.3.2.2 Thermodynamics of Thin Liquid Films

In the framework of the membrane approach, the film can be treated as a single surface phase,
whose Gibbs–Duhem equation reads:162,171

FIGURE 5.12 The detailed and membrane models of a thin liquid film (on the left- and right-hand side,
respectively).
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(5.130)

where γ is the film tension, T is temperature, s f is excess entropy per unit area of the film, Γi and µ i

are the adsorption and the chemical potential of the ith component. The Gibbs–Duhem equations
of the liquid phase (l) and the outer phase (o) read

(5.131)

where  and  are entropy and number of molecules per unit volume, and Pχ is pressure (χ = l, o).
The combination of Equations 5.127 and 5.131 provides an expressions for dPc. Let us multiply
this expression by h and subtract the result from the Gibbs–Duhem equation of the film,
Equation 5.130. The result reads

(5.132)

where

(5.133)

FIGURE 5.13 Sketch of a disjoining pressure isotherm of the DLVO type, Π vs. h. The intersection points
of the Π(h)-isotherm with the line Π = Pc correspond to equilibrium films: h = h1 (primary film), h = h2

(secondary film). Point 3 corresponds to unstable equilibrium.
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An alternative derivation of the same equations is possible.172,173 Imagine two equidistant planes
separated at a distance h. The volume confined between the two planes is thought to be filled with
the bulk liquid phase (l). Taking surface excesses with respect to the bulk phases we can derive
Equations 5.132 and 5.133 with  being the excess surface entropy and adsorption ascribed
to the surfaces of this liquid layer.172,173 A comparison between Equations 5.132 and 5.130 shows
that there is one additional differential in Equation 5.132. It corresponds to one supplementary
degree of freedom connected with the choice of the parameter h. To specify the model we need an
additional equation to determine h. For example, let this equation be

(5.134)

Equation 5.134 requires h to be the thickness of a liquid layer from phase (l), containing the same
amount of component 1 as the real film. This thickness is called the thermodynamic thickness of
the film.173 It can be on the order of the real film thickness if component 1 is chosen in an appropriate
way, say, the solvent in the film phase.

From Equations 5.129, 5.132, and 5.134 we obtain172

(5.135)

A corollary of Equation 5.135 is the Frumkin174 equation:

(5.136)

Equation 5.136 predicts a rather weak dependence of the film tension γ on the disjoining pressure,
Π, for equilibrium thin films (small h). By means of Equations 5.128 and 5.129, Equation 5.135
can be transformed to read173

(5.137)

From Equation 5.137 we can derive the following useful relations:172

(5.138)

(5.139)

with σl the surface tension of the bulk liquid. Equation 5.139 allows calculation of the film surface
tension when the disjoining pressure isotherm is known.

Note that the above thermodynamic equations are, in fact, corollaries from the Gibbs–Duhem
equation of the membrane approach (Equation 5.130). There is an equivalent and complementary
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approach, which treats the two film surfaces as separate surface phases with their own fundamental
equations.165,175,176 Thus, for a flat symmetric film we postulate

(5.140)

where A is area; Uf, Sf, and  are excess internal energy, entropy, and number of molecules
ascribed to the film surfaces. Compared with the fundamental equation of a simple surface phase,5

Equation 5.140 contains an additional term, ΠAdh, which takes into account the dependence of the
film surface energy on the film thickness. Equation 5.140 provides an alternative thermodynamic
definition of disjoining pressure:

(5.141)

5.3.2.3 The Transition Zone between Thin Film and Plateau Border

5.3.2.3.1 Macroscopic Description
The thin liquid films formed in foams or emulsions exist in a permanent contact with the bulk
liquid in the Plateau border encircling the film. From a macroscopic viewpoint, the boundary
between film and Plateau border is treated as a three-phase contact line: the line, at which the two
surfaces of the Plateau border (the two concave menisci sketched in Figure 5.12) intersect at the
plane of the film (see the right-hand side of Figure 5.12). The angle, α0, subtended between the
two meniscus surfaces, represents the thin film contact angle. The force balance at each point of
the contact line is given by Equation 5.98 with σ12 = γ and σ13 = σ23 = σl. The effect of the line
tension, κ, can be also taken into account. For example, in the case of a symmetric flat film with
circular contact line, like those depicted in Figure 5.12, we can write176

(5.142)

where rc is the radius of the contact line.
There are two film surfaces and two contact lines in the detailed approach (see the left-hand

side of Figure 5.12). They can be treated thermodynamically as linear phases and a one-dimensional
counterpart of Equation 5.140 can be postulated:176

(5.143)

Here UL, SL, and  are linear excesses,  is the line tension in the detailed approach, and

(5.144)

is a one-dimensional counterpart of the disjoining pressure (see Equation 5.141). The quantity τ,
called the transversal tension, takes into account the interaction between the two contact lines. The
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general force balance at each point of the contact line can be presented in the form of the following
vectorial sum:162

(5.145)

The vectors taking part in Equation 5.145 are depicted in Figure 5.14, where . For the
case of a flat symmetric film (Figure 5.12) the tangential and normal projections of Equation 5.145,
with respect to the plane of the film, read

(5.146)

(5.147)

Note that in general α ≠ α0 (see Figure 5.12). Besides, both α0 and α can depend on the radius of
the contact line due to line tension effects. In the case of straight contact line from Equations 5.139
and 5.146 we derive173

(5.148)

Since cos α ≤ 1, the surface tension of the film must be less than the bulk solution surface tension,
σf < σl, and the integral term in Equation 5.148 must be negative in order for a nonzero contact
angle to be formed. Hence, the contact angle, α, and the transversal tension, τ (see Equation 5.147),
are integral effects of the long-range attractive surface forces acting in the transition zone between
the film and Plateau border, where h > h1 (see Figure 5.13).

In the case of a fluid particle attached to a surface (Figure 5.15) the integral of the pressure
Pl = P0 – ∆ρ g z over the particle surface equals the buoyancy force, Fb, which at equilibrium is
counterbalanced by the disjoining-pressure and transversal-tension forces:162,177

(5.149)

FIGURE 5.14 The force balance in each point of the two contact lines representing the boundary between a
spherical film and the Plateau border (see Equation 5.145).

σ σ σ τκ
i
f

i
l

i i i+ + + = =0, ,1 2

σ
κ κi i cir= ˜

σ κ σ αf

c

l

r
+ =

˜
cos

1

τ σ α= l sin

cos ( )α σ
σ σr

f

l l

h

c
h dh

1
1

1
2=∞

∞

= = + ∫Π

2 1 1
2π τ πr F rc b c= + Π

© 2003 by CRC Press LLC



Fb is negligible for bubbles of diameter smaller than ~300 µm. Then the forces due to τ and Π
counterbalance each other. Hence, at equilibrium the role of the repulsive disjoining pressure is to
keep the film thickness uniform, whereas the role of the attractive transversal tension is to keep
the bubble (droplet) attached to the surface. In other words, the particle sticks to the surface at its
contact line where the long-range attraction prevails (see Figure 5.13), whereas the repulsion
predominates inside the film, where Π = Pc > 0. Note that this conclusion is valid not only for
particle–wall attachment, but also for particle–particle interaction. For zero contact angle τ is also
zero (Equation 5.147) and the particle will rebound from the surface (the other particle), unless
some additional external force keeps it attached.

5.3.2.3.2 Micromechanical Description
From a microscopic viewpoint, the transition between the film surface and the meniscus is smooth,
as depicted in Figure 5.16. As the film thickness increases across the transition zone, the disjoining
pressure decreases and tends to zero at the Plateau border (see Figures 5.13 and 5.16). Respectively,

FIGURE 5.15 Sketch of the forces exerted on a fluid particle (bubble, drop, vesicle) attached to a solid surface:
Π is the disjoining pressure, τ is the transversal tension, Pl is the pressure in the outer liquid phase.

FIGURE 5.16 Liquid film between two attached fluid particles (bubbles, drops, vesicles). The solid lines
represent the actual interfaces, whereas the dashed lines show the extrapolated interfaces in the transition zone
between the film and the Plateau border.
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the surface tension varies from σf for the film to σl for the Plateau border.178,179 By using local force
balance considerations, we can derive the equations governing the shape of the meniscus in the
transition zone; in the case of axial symmetry (depicted in Figure 5.16), these equations read179

(5.150)

(5.151)

where ϕ(r) and h(r) = 2z(r) are the running meniscus slope angle and thickness of the gap.
Equations 5.150 and 5.151 allow calculation of the three unknown functions, z(r), ϕ(r), and σ(r),
provided that the disjoining pressure, Π(h), is known from the microscopic theory. By eliminating
Pc between Equations 5.150 and 5.151 we can derive179

(5.152)

This result shows that the hydrostatic equilibrium in the transition region is ensured by simultaneous
variation of σ and Π. Equation 5.152 represents a generalization of Equation 5.138 for a film of
uneven thickness and axial symmetry. Generalization of Equations 5.150 through 5.152 for the case
of more complicated geometry is also available.162,163

For the Plateau border we have z � h, Π → 0, σ → σl = const., and both Equations 5.150 and
5.151 reduce to Equation 5.101 with ∆P = Pc. The macroscopic contact angle, α, is defined as the
angle at which the extrapolated meniscus, obeying Equation 5.101, meets the extrapolated film
surface (see the dashed line in Figure 5.16). The real surface, shown by solid line in Figure 5.16,
differs from this extrapolated (idealized) profile, because of the interactions between the two film
surfaces, which is taken into account in Equation 5.150, but not in Equation 5.101. To compensate
for the difference between the real and idealized system, the line and transversal tensions are
ascribed to the contact line in the macroscopic approach. In particular, the line tension makes up
for the differences in surface tension and running slope angle:179

(5.153)

whereas τ compensates for the differences in surface forces (disjoining pressure):

(5.154)
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The superscripts “real” and “idealized” in Equation 5.153 mean that the quantities in the respective
parentheses must be calculated for the real and idealized meniscus profiles; the latter coincide for
r > rB (Figure 5.16). Results for  and τ calculated by means of Equations 5.153 and 5.154 can
be found in Reference 180.

In conclusion, it should be noted that the width of the transition region between a thin liquid
film and Plateau border is usually very small178 — below 1 µm. That is why the optical measure-
ments of the meniscus profile give information about the thickness of the Plateau border in the
region r > rB (Figure 5.16). Then, if the data are processed by means of the Laplace equation
(Equation 5.101), one determines the contact angle, α, as discussed above. Despite that it is a purely
macroscopic quantity, α characterizes the magnitude of the surface forces inside the thin liquid
film, as implied by Equation 5.148. This has been pointed out by Derjaguin181 and Princen and
Mason.182

5.3.2.4 Methods for Measuring Thin Film Contact Angles

Prins183 and Clint et al.184 developed a method of contact angle measurement for macroscopic flat
foam films formed in a glass frame in contact with a bulk liquid. They measured the jump in the
force exerted on the film at the moment when the contact angle is formed. A similar experimental
setup was used by Yamanaka185 for measurement of the velocity of motion of the three-phase contact
line.

An alternative method, which can be used in both equilibrium and dynamic measurements with
vertical macroscopic films, was developed by Princen and Frankel.186,187 They determined the contact
angle from the data for diffraction of a laser beam refracted by the Plateau border.

In the case of microscopic films, especially appropriate are the interferometric methods: light
beams reflected or refracted from the liquid meniscus interfere and create fringes, which in turn
give information about the shape of the liquid surfaces. The fringes are usually formed in the
vicinity of the contact line, which provides a highly precise extrapolation procedure used to
determine the contact angle (see Figure 5.16). We can distinguish several interference techniques
depending on how the interference pattern is created. In the usual interferometry the fringes are
due to interference of beams reflected from the upper and lower meniscus. This technique can be
used for contact angle measurements with foam films,144,188-190 emulsion films,191,192 and adherent
biological cells.130 The method is applicable for not-too-large contact angles (α < 8° to 10°); for
larger meniscus slopes the region of fringes shrinks and the measurements are not possible.

The basic principle of differential interferometry consists of an artificial splitting of the original
image into two equivalent and overlapping images (see Françon193 or Beyer194). Thus, interfero-
metric measurements are possible with meniscus surfaces of larger slope. The differential interfer-
ometry in transmitted light was used by Zorin et al.195,196 to determine the contact angles of wetting
and free liquid films. This method is applicable when the whole system under investigation is
transparent to the light.

Differential interferometry in reflected light allows measurement of the shape of the upper
reflecting surface. This method was used by Nikolov et al.177,197-199 to determine the contact angle,
film and line tension of foam films formed at the top of small bubbles floating at the surface of
ionic and nonionic surfactant solutions. An alternative method is the holographic interferometry
applied by Picard et al.200,201 to study the properties of bilayer lipid membranes in solution. Film
contact angles can be also determined from the Newton rings of liquid lenses, which spontaneously
form in films from micellar surfactant solutions.144

Contact angles can be also determined by measuring several geometric parameters character-
izing the profile of the liquid meniscus and processing them by using the Laplace equation
(Equation 5.101).202,203 The computer technique allows processing of many experimental points
from meniscus profile and automatic digital image analysis.

κ̃
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Contact angles of microscopic particles against another phase boundary can be determined
interferometrically, by means of a film trapping technique (FTT).204,205 It consists of capturing of
micrometer-sized particles, emulsion drops, and biological cells in thinning free foam films or
wetting films. The interference pattern around the entrapped particles allows reconstruction of the
meniscus shape, determination of the contact angles, and calculation of the particle-to-interface
adhesion energy.204,205

5.3.3 LATERAL CAPILLARY FORCES BETWEEN PARTICLES ATTACHED TO INTERFACES

5.3.3.1 Particle–Particle Interactions

The origin of the lateral capillary forces between particles captive at a fluid interface is the
deformation of the interface, which is supposed to be flat in the absence of particles. The larger
the interfacial deformation, the stronger the capillary interaction. It is known that two similar
particles floating on a liquid interface attract each other206-208 (Figure 5.17a). This attraction appears
because the liquid meniscus deforms in such a way that the gravitational potential energy of the
two particles decreases when they approach each other. Hence, the origin of this force is the particle
weight (including the Archimedes force).

A force of capillary attraction appears also when the particles (instead of being freely floating)
are partially immersed in a liquid layer on a substrate209-211 (Figure 5.17b). The deformation of the
liquid surface in this case is related to the wetting properties of the particle surface, i.e., to the
position of the contact line and the magnitude of the contact angle, rather than to gravity.

To distinguish between the capillary forces in the case of floating particles and in the case of
partially immersed particles on a substrate, the former are called lateral flotation forces and the
latter, lateral immersion forces.208,211 These two kinds of force exhibit similar dependence on the
interparticle separation but very different dependencies on the particle radius and the surface tension
of the liquid (see References 35 and 212 for comprehensive reviews). The flotation and immersion
forces can be both attractive (Figures 5.17a and b) and repulsive (Figures 5.17c and d). This is

FIGURE 5.17 Flotation (a, c, e) and immersion (b, d, f) lateral capillary forces between two particles attached
to fluid interface: (a) and (b) are two similar particles; (c) is a light and a heavy particle; (d) is a hydrophilic
and a hydrophobic particle; (e) is small floating particles that do not deform the interface; (f) is small particles
captured in a thin liquid film deforming the interfaces due to the wetting effects.
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determined by the signs of the meniscus slope angles ψ1 and ψ2 at the two contact lines: the capillary
force is attractive when sinψ1 sinψ2 > 0 and repulsive when sinψ1 sinψ2 < 0. In the case of flotation
forces ψ > 0 for light particles (including bubbles) and ψ < 0 for heavy particles. In the case of
immersion forces between particles protruding from an aqueous layer ψ > 0 for hydrophilic particles
and ψ < 0 for hydrophobic particles. When ψ = 0 there is no meniscus deformation and, hence,
there is no capillary interaction between the particles. This can happen when the weight of the
particles is too small to create significant surface deformation (Figure 5.17e). The immersion force
appears not only between particles in wetting films (Figures 5.17b and d), but also in symmetric
fluid films (Figure 5.17f). The theory provides the following asymptotic expression for calculating
the lateral capillary force between two particles of radii R1 and R2 separated by a center-to-center
distance L:35,207-212

   rk � L (5.155)

where σ is the liquid–fluid interfacial tension, r1 and r2 are the radii of the two contact lines, and
Qk = rk sinψk (k = 1, 2) is the “capillary charge” of the particle;208,211 in addition

(5.156)

Here, ∆ρ is the difference between the mass densities of the two fluids, and Π′ is the derivative of
the disjoining pressure with respect to the film thickness; K1(x) is the modified Bessel function of
the first order. The asymptotic form of Equation 5.155 for qL � 1 (q–1 = 2.7 mm for water),

� L � q–1 (5.157)

looks like a two-dimensional analogue of Coulomb’s law, which explains the name capillary charge
of Q1 and Q2. Note that the immersion and flotation forces exhibit the same functional dependence
on the interparticle distance; see Equations 5.155 and 5.157. On the other hand, their different
physical origin results in different magnitudes of the capillary charges of these two kinds of capillary
force. In this aspect they resemble the electrostatic and gravitational forces, which obey the same
power law, but differ in the physical meaning and magnitude of the force constants (charges,
masses). In the special case when R1 = R2 = R and rk � L � q–1 we can derive211,212

(5.158)

Hence, the flotation force decreases, while the immersion force increases, when the interfacial
tension σ increases. Besides, the flotation force decreases much more strongly with the decrease
of R than the immersion force. Thus, Fflotation is negligible for R < 10 µm, whereas Fimmersion can be
significant even when R = 10 nm. This is demonstrated in Figure 5.18 where the two types of
capillary interaction are compared for a wide range of particle sizes. The values of the parameters
used are particle mass density ρp = 1.05 g/cm3, surface tension σ = 72 mN/m, contact angle α = 30°,
interparticle distance L = 2R, and thickness of the nondisturbed planar film l0 = R. The drastic
difference in the magnitudes of the two types of capillary forces is due to the different deformation
of the water–air interface. The small floating particles are too light to create substantial deformation
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of the liquid surface, and the lateral capillary forces are negligible (Figure 5.17e). In the case of
immersion forces the particles are restricted in the vertical direction by the solid substrate. Therefore,
as the film becomes thinner, the liquid surface deformation increases, thus giving rise to a strong
interparticle attraction.

As seen in Figure 5.18, the immersion force can be significant between particles whose radii
are larger than few nanometers. It has been found to promote the growth of two-dimensional crystals
from colloid particles,213-216 viruses, and globular proteins.217-223 Such two-dimensional crystals have
found various applications: for nanolithography,224 microcontact printing,225 as nanostructured mate-
rials in photo-electrochemical cells,226 for photocatalitic films,227 photo- and electro-luminescent
semiconductor materials,228 as samples for electron microscopy of proteins and viruses,229 as
immunosensors,230 etc. (for reviews see References 35 and 231).

In the case of interactions between inclusions in lipid bilayers (Figure 5.19) the elasticity of
the bilayer interior must also be taken into account. The calculated energy of capillary interaction
between integral membrane proteins turns out to be of the order of several kT.133 Hence, this
interaction can be a possible explanation of the observed aggregation of membrane proteins.133,232-234

The lateral capillary forces have been calculated also for the case of particles captured in a spherical
(rather than planar) thin liquid film or vesicle.235

Lateral capillary forces between vertical cylinders or between spherical particles have been
measured by means of sensitive electromechanical balance,236 piezotransducer balance,237 and
torsion microbalance.238 Good agreement between theory and experiment has been established.237,238

As already mentioned, the weight of micrometer-sized and sub-micrometer floating particles
is not sufficient to deform the fluid interface and to bring about capillary force between the particles

FIGURE 5.18 Plot of the capillary interaction energy in kT units, ∆W/kT, vs. the radius, R, of two similar
particles separated at a center-to-center distance L = 2R.

FIGURE 5.19 Inclusions (say, membrane proteins) in a lipid bilayer: the thickness of the inclusion can be
greater (a) or smaller (b) than the thickness of the (nondisturbed) lipid bilayer. In both cases, the overlap of
the deformations around the inclusions leads to an attraction between them (see References 35 and 133).
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(Figure 5.17e). However, the situation changes if the contact line at the particle surface has undu-
lated or irregular shape (Figure 5.20a). This may happen when the particle surface is rough, angular,
or heterogeneous. In such cases, the contact line sticks to an edge or to the boundary between two
domains of the heterogeneous surface. The undulated contact line induces undulations in the
surrounding fluid interface.231,239-241 Let z = ζ(x, y) be the equation describing the interfacial shape
around such isolated particle. Using polar coordinates (r, ϕ) in the xy plane, we can express the
interfacial shape as a Fourier expansion:

ζ(r,ϕ) = (Am cos mϕ + Bm sin mϕ) (5.159)

where r is the distance from the particle center and Am and Bm are coefficients. In analogy with
electrostatics, Equation 5.159 can be interpreted as a multipole expansion: the terms with m = 1,
2, 3, …, play the role of capillary “dipoles,” “quadrupoles,” “hexapoles,” etc.231,240,241 The term with
m = 0 (capillary “charge”) is missing since there is no axisymmetric contribution to the deformation
(negligible particle weight). Moreover, the dipolar term with m = 2 is also absent because it is
annihilated by a spontaneous rotation of the floating particle around a horizontal axis.240 Therefore,
the leading term becomes the quadrupolar one, with m = 2. The interaction between capillary
quadrupoles has been investigated theoretically.240,241 This interaction is nonmonotonic: attractive
at long distances, but repulsive at short distances. Expressions for the rheological properties (surface
dilatational and shear elasticity and yield stress) of Langmuir monolayers from angular particles
have been derived.35,241 “Mesoscale” capillary multipoles have been experimentally realized by
Bowden et al.,242,243 by appropriate hydrophobization or hydrophilization of the sides of floating
plates.

At last, let us consider another type of capillary interactions — between particles surrounded
by finite menisci. Such interactions appear when micrometer-sized or sub-micrometer particles are
captured in a liquid film of much smaller thickness (Figure 5.20b).244-247 If such particles are
approaching each other, the interaction begins when the menisci around the two particles overlap,
L < 2rp in Figure 5.20b. The capillary force in this case is nonmonotonic: initially the attractive
force increases with the increase of interparticle distance; then it reaches a maximum and further
decays.247 In addition, there are hysteresis effects: the force is different on approach and separation
at distances around L = 2rp.247

5.3.3.2 Particle–Wall Interactions

The overlap of the meniscus around a floating particle with the meniscus on a vertical wall gives
rise to a particle–wall interaction, which can be both repulsive and attractive. An example for a

FIGURE 5.20 Special types of immersion capillary forces: (a) The contact line attachment to an irregular
edge on the particle surface produces undulations in the surrounding fluid interface, which give rise to lateral
capillary force between the particles. (b) When the size of particles entrapped in a liquid film is much greater
than the nonperturbed film thickness, the meniscus surfaces meet at a finite distance, rp; in this case, the
capillary interaction begins at L ≤ 2rp.
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controlled meniscus on the wall is shown in Figure 5.21, where the “wall” is a hydrophobic Teflon
barrier whose position along the vertical can be precisely varied and adjusted.

Two types of boundary conditions at the wall are analyzed theoretically:35,248 fixed contact line
(Figure 5.21) or, alternatively, fixed contact angle. In particular, the lateral capillary force exerted
on the particle depicted in Figure 5.21 is given by the following asymptotic expression:35,248

(5.160)

Here, Q2 and r2 are the particle capillary charge and contact line radius, H characterizes the position
of the contact line on the wall with respect to the nondisturbed horizontal liquid surface
(Figure 5.21); x is the particle–wall distance; q is defined by Equation 5.156 (thick films). The first
term in the right-hand side of Equation 5.160 expresses the gravity force pushing the particle to
slide down over the inclined meniscus on the wall; the second term originates from the pressure
difference across the meniscus on the wall; the third term expresses the so-called capillary image
force, that is, the particle is repelled by its mirror image with respect to the wall surface.35,248

Static249 and dynamic250 measurements with particles near walls have been carried out. In the
static measurements the equilibrium distance of the particle from the wall (the distance at which
F = 0) has been measured and a good agreement with theory has been established.249

In the dynamic experiments250 knowing the capillary force F (from Equation 5.160), and
measuring the particle velocity, , we can determine the drag force, Fd:

(5.161)

where R2, m, and  are the particle radius, mass, and acceleration, η is the viscosity of the liquid,
and fd is the drag coefficient. If the particle were in the bulk liquid, fd would be equal to 1 and Fd

would be given by the Stokes formula. In general, fd differs from unity because the particle is
attached to the interface. The experiment250 gives fd varying between 0.68 and 0.54 for particle
contact angle varying from 49° to 82°; the data are in good quantitative agreement with the

FIGURE 5.21 Experimental setup for studying the capillary interaction between a floating particle (1) and a
vertical hydrophobic plate (2) separated at a distance, x. The edge of the plate is at a distance, H, lower than
the level of the horizontal liquid surface far from the plate; (3) and (4) are micrometric table and screw (see
References 249 and 250 for details).
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hydrodynamic theory of the drag coefficient.251 In other words, the less the depth of particle
immersion, the less the drag coefficient, as could be expected. However, if the floating particle is
heavy enough, it deforms the surrounding liquid surface; the deformation travels together with the
particle, thus increasing fd several times.250 The addition of surfactant strongly increases fd. The
latter effect can be used to measure the surface viscosity of adsorption monolayers from low-
molecular-weight surfactants,252 which is not accessible to the standard methods for measurement
of surface viscosity.

In the case of protein adsorption layers, the surface elasticity is so strong that the particle
(Figure 5.21) is arrested in the adsorption film. Nevertheless, with heavier particles and at larger
meniscus slopes, it is possible to break the protein adsorption layer. Based on such experiments, a
method for determining surface elasticity and yield stress has been developed.253

5.4 SURFACE FORCES

5.4.1 DERJAGUIN APPROXIMATION

The excess surface free energy per unit area of a plane-parallel film of thickness h is14,254

(5.162)

where, as before, Π denotes disjoining pressure. Derjaguin255 derived an approximate formula,
which expresses the energy of interaction between two spherical particles of radii R1 and R2 through
the integral of f(h):

(5.163)

Here h0 is the shortest distance between the surfaces of the two particles (Figure 5.22). In the
derivation of Equation 5.163 it is assumed that the interaction between two parcels from the particle
surfaces, separated at the distance h, is approximately the same as that between two similar parcels
in a plane-parallel film. This assumption is correct when the range of action of the surface forces
and the distance h0 are small compared to the curvature radii R1 and R2. It has been established,
both experimentally34 and theoretically,256 that Equation 5.163 provides a good approximation in
the range of its validity.

Equation 5.163 can be generalized for smooth surfaces of arbitrary shape (not necessarily
spheres). For that purpose, the surfaces of the two particles are approximated with paraboloids in
the vicinity of the point of closest approach (h = h0). Let the principal curvatures at this point be
c1 and  for the first particle, and c2 and  for the second particle. Then the generalization of
Equation 5.163 reads254

(5.164)
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where ω is the angle subtended between the directions of the principal curvatures of the two
approaching surfaces. For two spheres we have , and Equation 5.164
reduces to Equation 5.163.

For two cylinders of radii r1 and r2 crossed at angle ω we have c1 = c2 = 0; , 
and Equation 5.164 yields

(5.165)

Equation 5.165 is often used in connection with the experiments with the surface force appara-
tus,34,257 in which the interacting surfaces are two crossed cylindrical mica sheets. The divergence
in Equation 5.165 for ω = 0 reflects the fact that the axes of the two infinitely long cylinders are
parallel for ω = 0 and thus the area of the interaction zone becomes infinite.

The main features of the Derjaguin approximation are the following: (1) It is applicable to any
type of force law (attractive, repulsive, oscillatory), if the range of the forces is much smaller than
the particles radii, and (2) it reduces the problem for interactions between particles to the simpler
problem for interactions in plane-parallel films.

5.4.2 VAN DER WAALS SURFACE FORCES

The van der Waals interaction between molecules i and j obeys the law:

(5.166)

where uij is the potential energy of interaction, r is the distance between the two molecules, and
αij is a constant characterizing the interaction. In fact, the van der Waals forces represent an averaged
dipole–dipole interaction, which is a superposition of three main terms: (1) orientation interaction:
interaction between two permanent dipoles;258 (2) induction interaction: interaction between one
permanent dipole and one induced dipole;259 (3) dispersion interaction: interaction between two
induced dipoles.260 The theory yields34

FIGURE 5.22 Two spherical particles of radii R1 and R2; the shortest and the running surface-to-surface
distances are denoted by h0 and h, respectively.
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(5.167)

where pi and αi0 are molecular dipole moment and electronic polarizability; hp is the Planck constant;
and νi is the orbiting frequency of the electron in the Bohr atom.

For van der Waals interactions between molecules in a gas phase, the orientation interaction
can yield from 0% (nonpolar molecules) up to 70% (molecules of large permanent dipole moment,
like H2O) of the value of αij; the contribution of the induction interaction in αij is usually low,
about 5 to 10%; the contribution of the dispersion interaction might be between 24% (water) and
100% (nonpolar hydrocarbons); for numerical data, see Reference 34.

According to the microscopic theory by Hamaker,261 the van der Waals interaction between two
macroscopic bodies can be found by integration of Equation 5.166 over all couples of molecules,
followed by subtraction of the interaction energy at infinite separation between the bodies. The
result depends on the geometry of the system. For a plane-parallel film from component 3 located
between two semi-infinite phases composed from components 1 and 2, the van der Waals interaction
energy per unit area and the respective disjoining pressure, stemming from Equation 5.166, are261

(5.168)

where, as usual, h is the thickness of the film and AH is the compound Hamaker constant:14

(5.169)

Aij is the Hamaker constant of components i and j; ρi and ρj are the molecular number densities of
phases i and j built up from components i and j, respectively. If Aii and Ajj are known, we can
calculate Aij by using the Hamaker approximation

(5.170)

In fact, Equation 5.170 is applicable to the dispersion contribution in the van der Waals interaction.34

When components 1 and 2 are identical, AH is positive (see Equation 5.169), therefore, the van
der Waals interaction between identical bodies, in any medium, is always attractive. Besides, two
dense bodies (even if nonidentical) will attract each other when placed in medium 3 of low density
(gas, vacuum). When the phase in the middle (component 3) has intermediate Hamaker constant
between those of bodies 1 and 2, AH can be negative and the van der Waals disjoining pressure can
be repulsive (positive). Such is the case of an aqueous film between mercury and gas.262

Lifshitz et al.263,264 developed an alternative approach to the calculation of the Hamaker constant
AH in condensed phases, called the macroscopic theory. The latter is not limited by the assumption
for pairwise additivity of the van der Waals interaction (see also References 34, 254, and 265). The
Lifshitz theory treats each phase as a continuous medium characterized by a given uniform dielectric
permittivity, which is dependent on the frequency, ν, of the propagating electromagnetic waves.
For the symmetric configuration of two identical phases “i” interacting across a medium “j,” the
macroscopic theory provides the expression34

(5.171)
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where εi and εj are the dielectric constants of phases i and j; ni and nj are the respective refractive
indices for visible light; as usual, hp is the Planck constant; νe is the main electronic absorption
frequency, which is  Hz for water and most organic liquids.34 The first term in the right-
hand side of Equation 5.171, , is the so-called zero-frequency term, expressing the contribution
of the orientation and induction interactions. Indeed, these two contributions to the van der Waals
force represent electrostatic effects. Equation 5.171 shows that the zero-frequency term can never
exceed ¾kT ≈ 3 × 10–21 J. The last term in Equation 5.171, , accounts for the dispersion
interaction. If the two phases, i and j, have comparable densities (as for emulsion systems, say,
oil–water–oil), then  and  are comparable by magnitude. If one of the phases, i or j, has
a low density (gas, vacuum), we obtain  � . In the latter case, the Hamaker microscopic
approach may give comparable  and  in contradiction to the Lifshitz macroscopic theory,
which is more accurate for condensed phases.

A geometric configuration, which is important for disperse systems, is the case of two spheres
of radii R1 and R2 interacting across a medium (component 3). Hamaker261 has derived the following
expression for the van der Waals interaction energy between two spheres:

(5.172)

where

(5.173)

and h0 is the same as in Figure 5.22. For x � 1 Equation 5.172 reduces to

(5.174)

Equation 5.174 can be also derived by combining Equation 5.168 with the Derjaguin approximation
(Equation 5.163). It is worthwhile noting that the logarithmic term in Equation 5.172 can be
neglected only if x � 1. For example, even when x = 5 × 10–3, the contribution of the logarithmic
term amounts to about 10% of the result (for y = 1); consequently, for larger values of x this term
must be retained.

Another geometric configuration, which corresponds to two colliding deformable emulsion
droplets, is sketched in Figure 5.23. In this case the interaction energy is given by the expression266

    (h, r � Rs) (5.175)

where h and r are the thickness and the radius of the flat film formed between the two deformed
drops, respectively. Rs is the radius of the spherical part of the drop surface (see Figure 5.23).
Equation 5.175 is a truncated series expansion; the exact formula, which is more voluminous, can
be found in Reference 266. Expressions for U for other geometric configurations are also avail-
able.35,265

The asymptotic behavior of the dispersion interaction at large intermolecular separations does
not obey Equation 5.166; instead, uij ∝ 1/r7 due to the electromagnetic retardation effect established
by Casimir and Polder.267 Various expressions have been proposed to account for this effect in the
Hamaker constant.265
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The orientation and induction interactions are electrostatic effects, so they are not subjected to
electromagnetic retardation. Instead, they are subject to Debye screening due to the presence of
electrolyte ions in the liquid phases. Thus, for the interaction across an electrolyte solution the
screened Hamaker constant is given by the expression34,268

(5.176)

where A0 denotes the contribution of orientation and induction interaction into the Hamaker constant
and Ad is the contribution of the dispersion interaction; κ is the Debye screening parameter: κ = κc

I1/2 (see Equation 5.34).

5.4.3 ELECTROSTATIC SURFACE FORCES

5.4.3.1 Two Identically Charged Planes

First we consider the electrostatic (double layer) interaction between two identical charged plane
parallel surfaces across a solution of symmetric Z:Z electrolyte. The charge of a counterion (i.e.,
ion with charge opposite to that of the surface) is –Ze, whereas the charge of a coion is +Ze (Z = ±1,
±2, …) with e the elementary charge. If the separation between the two planes is very large, the
number concentration of both counterions and coions would be equal to its bulk value, n0, in the
middle of the film. However, at finite separation, h, between the surfaces the two EDL overlap and
the counterion and coion concentrations in the middle of the film, n10 and n20, are no longer equal.
Because the solution inside the film is supposed to be in electrochemical (Donnan) equilibrium
with the bulk electrolyte solution of concentration n0, we can write269  or, alternatively,

FIGURE 5.23 Thin film of radius r and thickness h formed between two attached fluid particles; the spherical
part of the particle surface has radius Rs.
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(5.177)

As pointed out by Langmuir,270 the electrostatic disjoining pressure, Πel, can be identified with the
excess osmotic pressure in the middle of the film:

(5.178)

Equation 5.178 demonstrates that for two identically charged surfaces Πel is always positive, i.e.,
corresponds to repulsion between the surfaces. In general, we have 0 < m ≤ 1, because the coions
are repelled from the film due to the interaction with the film surfaces. To find the exact dependence
of Πel on the film thickness, h, we solve the Poisson–Boltzmann equation for the distribution of
the electrostatic potential inside the film. The solution provides the following connection between
Πel and h for symmetric electrolytes:254,271

(5.179)

where F(ϕ, θ) is an elliptic integral of the first kind, and ϕ is related with θ as follows:

cosϕ = (cotθ)/sinh(ZΦs /2)    (fixed surface potential Φs) (5.180)

tanϕ = (tanθ)sinh(ZΦ∞ /2)    (fixed surface charge σs) (5.181)

(5.182)

Here, Φs is the dimensionless surface potential and Φ∞ is the value of Φs for h → ∞. Equation 5.179
expresses the dependence Πel(h) in a parametric form: Πel(θ), h(θ). Fixed surface potential or charge
means that Φs or ss does not depend on the film thickness h. The latter is important to be specified
when integrating Π(h) or f(h) (in accordance with Equations 5.162 to 5.165) to calculate the
interaction energy.

In principle, it is possible for neither the surface potential nor the surface charge to be constant.272

In such a case, a condition for charge regulation is applied, which in fact represents the condition
for dynamic equilibrium of the counterion exchange between the Stern and diffuse parts of the
EDL. As discussed in Section 5.2.1.2.3, the Stern layer itself can be considered as a Langmuirian
adsorption layer of counterions. We can relate the maximum possible surface charge density (due
to all surface ionizable groups) to Γ1 in Equation 5.47: σmax = ZeΓ1. Similarly, the effective surface
charge density, σs, which is smaller by magnitude than σmax (because some ionizable groups are
blocked by adsorbed counterions) can be expressed as σs = Ze(Γ1 — Γ2). Then, with the help of
Equation 5.44, the Stern isotherm (Equation 5.47) can be represented in the form:

(5.183)

The product ZΦs is always positive. At high surface potential, ZΦs → ∞, from Equation 5.183 we
obtain σs → σmax , that is, no blocking of surface ionizable by adsorbed counterions.
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When the film thickness is large enough (κh ≥ 1) the difference between the regimes of constant
potential, constant charge, and charge regulation becomes negligible; i.e., the usage of each leads
to the same results for Πel(h).14

When the dimensionless electrostatic potential in the middle of the film

(5.184)

is small enough (the film thickness, h, is large enough), we can suppose that Φm ≈ 2Φ1(h/2), where
Φ1 is the dimensionless electric potential at a distance h/2 from the surface (of the film) when the
other surface is removed at infinity. Because

(5.185)

from Equations 5.178, 5.184, and 5.185 we obtain a useful asymptotic formula:273

(5.186)

It is interesting to note that, when Φs is large enough, the hyperbolic tangent in Equation 5.186 is
identically 1, and Πel (as well as fel) becomes independent of the surface potential (or charge).
Equation 5.186 can be generalized for the case of 2:1 electrolyte (bivalent counterion) and 1:2
electrolyte (bivalent coion):274

(5.187)

where n(2) is the concentration of the bivalent ions, the subscript “i:j” takes value “2:1” or “1:2,” and

(5.188)

5.4.3.2 Two Nonidentically Charged Planes

Contrary to the case of two identically charged surfaces, which always repel each other (see
Equation 5.178), the electrostatic interaction between two plane-parallel surfaces of different poten-
tials, ψs1 and ψs2, can be either repulsive or attractive.254,275 Here, we will restrict our considerations
to the case of low surface potentials, when the Poisson–Boltzmann equation can be linearized.
Despite that it is not too general quantitatively, this case exhibits qualitatively all features of the
electrostatic interaction between different surfaces.

If ψs1 = const. and ψs2 = const., then the disjoining pressure at constant surface potential reads254

(5.189)

When the two surface potentials have opposite signs, i.e., when  is negative for
all h and corresponds to electrostatic attraction (Figure 5.24a). This result could have been antici-
pated, as two charges of opposite sign attract each other. More interesting is the case when ψs1ψs2 > 0,
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but ψs1 ≠ ψs2. In the latter case, the two surfaces repel each other for h > h0, whereas they attract each
other for h < h0 (Figure 5.24a); h0 is determined by the equation 
Besides, the electrostatic repulsion has a maximum value of

(5.190)

A similar electrostatic disjoining pressure isotherm has been used to interpret the experimental
data for aqueous films on mercury.262 It is worthwhile noting that  depends only on ψs1;
i.e., the maximum repulsion is determined by the potential of the surface of lower charge.

If σs1 = const. and σs2 = const., then instead of Equation 5.189 we have254

(5.191)

When σ1σ2 > 0, Equation 5.191 yields  for every h (see Figure 5.24b). However, when
σ1σ2 < 0,  is repulsive for small thickness, h < h0, and attractive for larger separations, h > h0;
h0 is determined by the equation The electrostatic disjoining pres-
sure in this case has a minimum value

(5.192)

Finally, it should be noted that all curves depicted in Figure 5.24a and b decay exponentially
at h → ∞. An asymptotic expression for Z:Z electrolytes, which generalizes Equation 5.186,
holds254,273

(5.193)

Equation 5.193 is valid for both low and high surface potentials, only if exp(–κh) � 1.

FIGURE 5.24 Electrostatic disjoining pressure at (a) fixed surface potential, , and (b) fixed surface charge
density, , both of them plotted vs. the film thickness h. ψs1 and ψs2 are the potentials of the two surfaces;
σs1 and σs2 are the respective surface charge densities.
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5.4.3.3 Two Charged Spheres

When the EDL are thin compared with the particle radii (κ –1 � R1, R2) and the gap between the
particles is small (h0 � R1, R2), we can use Equation 5.193 in conjunction with the Derjaguin
approximation, Equations 5.162 and 5.163. The result for the energy of electrostatic interaction
between two spheres reads

(5.194)

Equation 5.194 is valid for any surface potentials ψs1 and ψs2 but only for exp(κh) � 1. Comple-
mentary expressions, which are valid for every h � R1,R2, but for small surface potentials can be
derived by integrating Equations 5.189 and 5.191, instead of Equation 5.193. In this way, for
ψs1 = const. and ψs2 = const., we can derive276

(5.195)

or, alternatively, for σs1 = const. and σs2 = const. we obtain277

(5.196)

The range of validity of the different approximations involved in the derivations of Equations 5.194
to 5.196 is discussed in the book of Russel et al.278

As mentioned above, Equations 5.194 to 5.196 hold for h0 � R. In the opposite case, when h0

is comparable to or larger than the particle radius R, we can use the equation14

(5.197)

stemming from the theory of Debye and Hückel279 for two identical particles. Equation 5.197 was
derived by using the superposition approximation (valid for weak overlap of the two EDL) and the
linearized Poisson–Boltzmann equation. A simple approximate formula, representing in fact inter-
polation between Equations 5.197 and 5.195 (the latter for R1 = R2 = R), has been derived by
McCartney and Levine:280

(5.198)

Equation 5.198 has the advantage of giving a good approximation for every h0 provided that the
Poisson–Boltzmann equation can be linearized. Similar expressions for the energy of electrostatic
interaction between two deformed droplets or bubbles (Figure 5.23) can be derived.266

5.4.4 DLVO THEORY

The first quantitative theory of interactions in thin liquid films and dispersions is the DLVO theory
called after the names of the authors: Derjaguin and Landau281 and Verwey and Overbeek.273 In
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this theory, the total interaction is supposed to be a superposition of van der Waals and double
layer interactions. In other words, the total disjoining pressure and the total interaction energy are
presented in the form:

(5.199)

A typical curve, Π vs. h, exhibits a maximum representing a barrier against coagulation, and two
minima, called primary and secondary minimum (see Figure 5.13); the U vs. h curve has a similar
shape. The primary minimum appears if strong short-range repulsive forces (e.g., steric forces) are
present. With small particles, the depth of the secondary minimum is usually small (Umin < kT). If
the particles cannot overcome the barrier, coagulation (flocculation) does not take place, and the
dispersion is stable because of electrostatic repulsion, which gives rise to the barrier. With larger
colloidal particles (R > 0.1 µm) the secondary minimum could be deep enough to cause coagulation
and even formation of ordered structures of particles.282

By addition of electrolyte or by decreasing the surface potential of the particles, we can suppress
the electrostatic repulsion and thus decrease the height of the barrier. According to DLVO theory,
the critical condition determining the onset of rapid coagulation is

(5.200)

where h = hmax denotes the position of the barrier.
By using Equation 5.174 for Uvw and Equation 5.194 for Uel we derive from Equations 5.199

and 5.200 the following criterion for the threshold of rapid coagulation of identical particles
(R1 = R2 = R; γ1 = γ2 = γ):

(5.201)

For a Z:Z electrolyte, substituting κ2 = (2Z2e2n0)/(ε0εkT) into Equation 5.201, we obtain:

(5.202)

When ψs is high enough, the hyperbolic tangent equals 1 and Equation 5.202 yields
n0(critical) ∝ Z–6, which is, in fact, the empirical rule established earlier by Schultze283 and Hardy.284

5.4.5 NON-DLVO SURFACE FORCES

After 1980, a number of surface forces have been found that are not taken into account by
conventional DLVO theory. They are considered separately below.

5.4.5.1 Ion Correlation Forces

As shown by Debye and Hückel,279 due to the strong electrostatic interaction between the ions in
a solution, the positions of the ions are correlated in such a way that a counterion atmosphere
appears around each ion, thus screening its Coulomb potential. The energy of formation of the
counterion atmospheres contributes to the free energy of the system called correlation energy.23
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The correlation energy affects also a contribution to the osmotic pressure of the electrolyte solution,
which can be presented in the form:23

(5.203)

The first term in the right-hand side of the Equation 5.203 corresponds to an ideal solution, whereas
the second term takes into account the effect of electrostatic interactions between the ions (the
same effect is accounted for thermodynamically by the activity coefficient; see Equation 5.31).

The expression for Πel in the DLVO theory (Equation 5.178) obviously corresponds to an ideal
solution, with the contribution of the ionic correlations being neglected. Hence, in a more general
theory, instead of Equation 5.199 we write:

(5.204)

where Πcor is the contribution of the ionic correlations to the disjoining pressure. The theory of
Πcor takes into account the following effects: (1) the different ionic concentration (and hence the
different Debye screening) in the film compared to that in the bulk solution; (2) the energy of
deformation of the counterion atmosphere due to the image forces; (3) the energy of the long-range
correlations between charge-density fluctuations in the two opposite EDL. For calculating Πcor both
numerical solutions285,286 and analytical expressions287,288 have been obtained. For example, in the
case when the electrolyte is symmetric (Z:Z) and exp(–κh) � 1 we can use the asymptotic for-
mula:287

(5.205)

where Πel is the conventional DLVO electrostatic disjoining pressure,

The results for the case of symmetric electrolytes are the following. Πcor is negative and
corresponds to attraction, which can be comparable by magnitude with Πvw. In the case of 1:1
electrolyte Πcor is usually a small correction to Πel. In the case of 2:2 electrolyte, however, the
situation can be quite different: the attractive forces, Πcor + Πvw, prevail over Πel and the total
disjoining pressure, Π, becomes negative. The effect of Πcor is even larger in the presence of ions
of higher valency. Thus, the ion-correlation attraction could be the explanation for the sign inversion
of the second virial coefficient, β2, of micellar surfactant solutions (from β2 > 0 to β2 < 0, measured
by light scattering) when the Na+ ions are replaced by Al3+ ions at fixed total ionic strength (see
figure 31 in Reference 289). Short-range net attractive ion-correlation forces have been measured
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by Marra290,291 and Kjellander et al.292,293 between highly charged anionic bilayer surfaces in CaCl2

solutions. These forces are believed to be responsible for the strong adhesion of some surfaces
(clay and bilayer membranes) in the presence of divalent counterions.34,292,294 On the other hand,
Kohonen et al.295 measured a monotonic repulsion between two mica surfaces in 4.8 × 10–3 M
solution of MgSO4. Additional work is necessary to verify the theoretical predictions and to clarify
the physical significance of the ion-correlation surface force.

Note that the theory predicts ion-correlation attraction not only across water films with over-
lapping EDL, but also across oily films intervening between two water phases. In the latter case,
Πcor is not zero because the ions belonging to the two outer double layers interact across the thin
dielectric (oil) film. The theory for such a film296 predicts that Πcor is negative (attractive) and
strongly dependent on the dielectric permittivity of the oil film; Πcor can be comparable by mag-
nitude with Πvw; Πel = 0 in this case.

5.4.5.2 Steric Interaction

5.4.5.2.1 Physical Background
The steric interaction between two surfaces appears when chain molecules, attached at some point(s)
to a surface, dangle out into the solution (Figure 5.25). When two such surfaces approach each
other, the following effects take place:34,297-299 (1) The entropy decreases due to the confining of
the dangling chains, which results in a repulsive osmotic force known as steric or overlap repulsion.
(2) In a poor solvent, the segments of the chain molecules attract each other; hence, the overlap
of the two approaching layers of polymer molecules will be accompanied with some intersegment
attraction; the latter can prevail for small overlap, however at the distance of larger overlap it
becomes negligible compared with the osmotic repulsion. (3) Another effect, known as the bridging
attraction, occurs when two opposite ends of the chain molecule can attach (adsorb) to the opposite
approaching surfaces, thus forming a bridge between them (see Figure 5.25e).

Steric interaction can be observed in foam or emulsion films stabilized with nonionic surfactants
or with various polymers, including proteins. The usual nonionic surfactants molecules are anchored

FIGURE 5.25 Polymeric chains adsorbed at an interface: (a) terminally anchored polymer chain of mean
end-to-end distance L; (b) a brush of anchored chains; (c) adsorbed (but not anchored) polymer coils;
(d) configuration with a loop, trains, and tails; (e) bridging of two surfaces by adsorbed polymer chains.
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(grafted) to the liquid interface by their hydrophobic moieties. When the surface concentration of
adsorbed molecules is high enough, the hydrophilic chains are called to form a brush (Figure 5.25b).
The coils of macromolecules, such as proteins, can also adsorb at a liquid surface (Figure 5.25c).
Sometimes, the configurations of the adsorbed polymers are very different from the statistical coil:
loops, trains, and tails can be distinguished (Figure 5.25d).

The osmotic pressure of either dilute or concentrated polymer solutions can be expressed in
the form:300

(5.206)

Here N is the number of segments in the polymer chain, n is the number segment density, and v
and w account for the pair and triplet interactions, respectively, between segments. In fact, v and w
are counterparts of the second and third virial coefficients in the theory of imperfect gases;11 v and
w can be calculated if information about the polymer chain and the solvent is available:278

(5.207)

where  (m3/kg) is the specific volume per segment, m (kg/mol) is the molecular weight per
segment, NA is the Avogadro number, and χ is the Flory parameter. The latter depends on both the
temperature and the energy of solvent–segment interaction. Then, v can be zero (see Equation 5.207)
for some special temperature, called the theta temperature. The solvent at the theta temperature is
known as the theta solvent or ideal solvent. The theta temperature in polymer solutions is a
counterpart of the Boil temperature in imperfect gases: this is the temperature at which the
intermolecular (intersegment) attraction and repulsion are exactly counterbalanced. In a good
solvent, however, the repulsion due mainly to the excluded volume effect dominates the attraction
and v > 0. In contrast, in a poor solvent the intersegment attraction prevails, so v < 0.

5.4.5.2.2 Thickness of the Polymer Adsorption Layer
The steric interaction between two approaching surfaces appears when the film thickness becomes
of the order of, or smaller than 2L, where L is the mean-square end-to-end distance of the hydrophilic
portion of the chain. If the chain were entirely extended, then L would be equal to Nl with l the
length of a segment; however, due to the Brownian motion L < Nl. For an anchored chain, such as
that depicted in Figure 5.25a, in a theta solvent, L can be estimated as:278

(5.208)

In a good solvent L > L0, whereas in a poor solvent L < L0. In addition, L depends on the surface
concentration, Γ, of the adsorbed chains; i.e., L is different for an isolated molecule and for a brush
(see Figures 5.25a and b). The mean field approach278,301 applied to polymer solutions provides the
following equation for calculating L:

(5.209)

where  are the dimensionless values of L, Γ, and v defined as follows:

(5.210)
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For an isolated adsorbed molecule  in an ideal solvent , Equation 5.209 predicts
, i.e., L = L0.

5.4.5.2.3 Overlap of Adsorption Layers
We now consider the case of terminally anchored chains, like those depicted in Figure 5.25a and
b. Dolan and Edwards302 calculated the steric interaction free energy per unit area, f, as a function
on the film thickness, h, in a theta solvent:

(5.211)

(5.212)

where L0 is the end-to-end distance as defined by Equation 5.208. The boundary between the power-
law regime (f ∝ 1/h2) and the exponential decay regime is at h = L0 1.7 L0, with the latter
slightly less than 2L0, which is the intuitively expected onset of the steric overlap. The first term
in the right-hand side of Equation 5.211 comes from the osmotic repulsion between the brushes,
which opposes the approach of the two surfaces; the second term is negative and accounts effectively
for the decrease of the elastic energy of the initially extended chains when the thickness of each
of the two brushes, pressed against each other, decreases.

In the case of good solvent, the disjoining pressure Π = –df/dh can be calculated by means of
Alexander–de Gennes theory as:303,304

(5.213)

where Lg is the thickness of a brush in a good solvent.305 The positive and the negative terms in
the right-hand side of Equation 5.213 correspond to osmotic repulsion and elastic attraction. The
validity of Alexander–de Gennes theory was experimentally confirmed by Taunton et al.,306 who
measured the forces between two brush layers grafted on the surfaces of two crossed mica cylinders.

In the case of adsorbed molecules, like those in Figure 5.25c, which are not anchored to the
surface, the measured surface forces depend significantly on the rate of approaching of the two
surfaces.307,308 The latter effect can be attributed to the comparatively low rate of exchange of
polymer between the adsorption layer and the bulk solution. This leads to a hysteresis of the surface
force: different interaction on approach and separation of the two surfaces.34 In addition, we can
observe two regimes of steric repulsion: (1) weaker repulsion at larger separations due to the overlap
of the tails (Figure 5.25d) and (2) stronger repulsion at smaller separations indicating overlap of
the loops.309

5.4.5.3 Oscillatory Structural Forces

5.4.5.3.1 Origin of the Structural Forces
Oscillatory structural forces appear in two cases: (1) in thin films of pure solvent between two
smooth solid surfaces; (2) in thin liquid films containing colloidal particles (including macromol-
ecules and surfactant micelles). In the first case, the oscillatory forces are called the solvation
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forces.34,310 They are important for the short-range interactions between solid particles and disper-
sions. In the second case, the structural forces affect the stability of foam and emulsion films as
well as the flocculation processes in various colloids. At higher particle concentrations, the structural
forces stabilize the liquid films and colloids.311-315 At lower particle concentrations, the structural
forces degenerate into the so-called depletion attraction, which is found to destabilize various
dispersions.316,317

In all cases, the oscillatory structural forces appear when monodisperse spherical (in some
cases ellipsoidal or cylindrical) particles are confined between the two surfaces of a thin film. Even
one “hard wall” can induce ordering among the neighboring molecules. The oscillatory structural
force is a result of overlap of the structured zones at two approaching surfaces.318-321 A simple
connection between density distribution and structural force is given by the contact value theo-
rem:34,321,322

(5.214)

where Πos is the disjoining pressure component due to the oscillatory structural forces, ns(h) is the
particle number density in the subsurface layer as a function of the distance between the walls, h.
Figure 5.26 illustrates the variation of ns with h and the resulting disjoining pressure, Πos. We see
that in the limit of very small separations, as the last layer of particles is eventually squeezed out,
ns → 0 and

(5.215)

FIGURE 5.26 (a) Sketch of the consecutive stages of the thinning of a liquid film containing spherical
particles; (b) plot of the related oscillatory structural component of disjoining pressure, Πos, vs. the film
thickness h (see Reference 34 for details).
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In other words, at small separations Πos is negative (attractive). Equation 5.215 holds for both
solvation forces and colloid structural forces. In the latter case, Equation 5.215 represents the
osmotic pressure of the colloid particles and the resulting attractive force is known as the depletion
force (see Section 5.4.5.3.3 below).

It is worthwhile noting that the wall can induce structuring in the neighboring fluid only if the
magnitude of the surface roughness is negligible compared with the particle diameter, d. Indeed,
when surface irregularities are present, the oscillations are smeared out and oscillatory structural
force does not appear. If the film surfaces are fluid, the role of the surface roughness is played by
the interfacial fluctuation capillary waves, whose amplitude (usually between 1 and 5 Å) is com-
parable to the diameter of the solvent molecules. That is the reason oscillatory solvation forces
(due to structuring of solvent molecules) are observed only with liquid films, which are confined
between smooth solid surfaces.34 In order for structural forces to be observed in foam or emulsion
films, the diameter of the colloidal particles must be much larger than the amplitude of the surface
corrugations.315

The period of the oscillations is, in fact, always about the particle diameter.34,315 In this aspect,
the structural forces are appropriately called the “volume exclusion forces” by Henderson,323 who
derived an explicit (although rather complex) formula for calculating these forces.

A semiempirical formula for the oscillatory structural component of disjoining pressure was
proposed324

(5.216)

where d is the diameter of the hard spheres, d1 and d2 are the period and the decay length of the
oscillations which are related to the particle volume fraction, φ, as follows:324

(5.217)

Here ∆φ = φmax – φ with φmax = π/( ) the value of φ at close packing. P0 is the particle osmotic
pressure determined by means of the Carnahan–Starling formula325

(5.218)

where n is the particle number density. It is clear that for h < d, when the particles are expelled
from the slit into the neighboring bulk suspension, Equation 5.216 describes the depletion attraction.
On the other hand, for h > d the structural disjoining pressure oscillates around P0 as defined by
Equation 5.218 in agreement with the finding of Kjellander and Sarman.326 The finite discontinuity
of Πos at h = d is not surprising as, at this point, the interaction is switched over from the oscillatory
to the depletion regime.

It is interesting to note that in an oscillatory regime the concentration dependence of Πos is
dominated by the decay length d2 in the exponent (see Equations 5.216 and 5.217). Roughly
speaking, for a given distance h, the oscillatory disjoining pressure Πos increases five times when
φ is increased 10%.324
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The contribution of the oscillatory structural forces to the interaction free energy per unit area
of the film can be obtained by integrating Πos:

(5.219)

It should be noted that Equations 5.216 and 5.219 refer to hard spheres of diameter d. In
practice, however, the interparticle potential can be “soft” because of the action of some long-range
forces. If such is the case, we can obtain an estimation of the structural force by introducing an
effective hard-core diameter:314

(5.220)

where β2 is the second virial coefficient in the virial expansion of the particle osmotic pressure:
Posm/(nkT) = 1 + β2n/2 + … . When the particles are ionic surfactant micelles (or other electrically
charged particles), the diameter of the effective hard sphere can be approximated as d ≈ dH + 2κ –1,
where the Debye screening length, κ –1, involves contributions from both the background electrolyte
and the counterions dissociated from the micelles312,313,327,328

(5.221)

Here, dH is the micelle hydrodynamic diameter (usually measured by dynamic light scattering); as
before, CMC stands for the critical micellization concentration, Cs is the total concentration of
ionic surfactant; Ia is the ionic strength due to added inorganic electrolyte (if any), and αd is the
degree of ionization of the micelle surface ionizable groups (non-neutralized by bound counterions).

In Figure 5.27 a curve calculated from Equation 5.216 is compared with the predictions of
other studies. The dotted line is calculated by means of the Henderson theory.323 The theoretical
curve calculated by Kjellander and Sarman326 for φ = 0.357 and h > 2 by using the anisotropic
Percus–Yevick approximation is shown by the dashed line; the crosses represent grand canonical
Monte Carlo simulation results due to Karlström.329 We proceed now with separate descriptions of
solvation, depletion, and colloid structural forces.

5.4.5.3.2 Oscillatory Solvation Forces
When the role of hard spheres, like those depicted in Figure 5.26, is played by the molecules of
solvent, the resulting volume exclusion force is called the oscillatory solvation force, or sometimes
when the solvent is water, the oscillatory hydration force.34 The latter should be distinguished from
the monotonic hydration force, which has a different physical origin and is considered separately
in Section 5.4.5.4 below.

Measurement of the oscillatory solvation force became possible after the precise surface force
apparatus had been constructed.34 This apparatus allowed to measure the surface forces in thin
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liquid films confined between mica (or modified mica) surfaces and in this way to check the validity
of the DLVO theory down to thickness of about 5 Å and even smaller. The experimental results
with nonaqueous liquids of both spherical (CCl4) or cylindrical (linear alkanes) molecules showed
that at larger separations the DLVO theory is satisfied, whereas at separations on the order of several
molecular diameters an oscillatory force is superimposed over the DLVO force law. In aqueous
solutions, oscillatory forces were observed at higher electrolyte concentrations with periodicity of
0.22 to 0.26 nm, about the diameter of the water molecule.34 As mentioned above, the oscillatory
solvation forces can exist only between smooth solid surfaces.

5.4.5.3.3 Depletion Forces
Bondy330 observed coagulation of rubber latex in presence of polymer molecules in the disperse
medium. Asakura and Oosawa316 published a theory that attributed the observed interparticle
attraction to the overlap of the depletion layers at the surfaces of two approaching colloidal particles
(Figure 5.28). The centers of the smaller particles, of diameter, d, cannot approach the surface of
a bigger particle (of diameter D) at a distance shorter than d/2, which is the thickness of the
depletion layer. When the two depletion layers overlap (Figure 5.28), some volume between the
large particles becomes inaccessible for the smaller particles. This gives rise to an osmotic pressure,

FIGURE 5.27 Dimensionless oscillatory disjoining pressure, Πosd3/kT, plotted vs. h/d. The solid curve cal-
culated from Equation 5.216 is compared to the theories by Henderson323 (the dotted curve), Kjellander and
Sarman326 (the dashed curve), and Karlström329 (the x points). (From Kralchevsky, P.A. and Denkov, N.D.,
Chem. Phys Lett., 240, 385, 1995.)

FIGURE 5.28 Overlap of the depletion zones around two particles of diameter D separated at a surface-to-
surface distance h0; the smaller particles have diameter d.
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which tends to suck out the solvent between the bigger particles, thus forcing them against each
other. The total depletion force experienced by one of the bigger particles is316

(5.222)

where the effective depletion area is

(5.223)

Here, h0 is the shortest distance between the surfaces of the larger particles, and n is the number
density of the smaller particles. By integrating Equation 5.222 we can derive an expression for the
depletion interaction energy between the two larger particles, Udep(h0). For D � d this expression
reads:

(5.224)

where φ = πnd3/6 is the volume fraction of the small particles. The maximum value of Udep at h0 = 0
is . For example, if D/d = 50 and φ = 0.1, then Udep(0) = 7.5 kT. This
depletion attraction turns out to be large enough to cause flocculation in dispersions. de Hek and
Vrij317 studied systematically the flocculation of sterically stabilized silica suspensions in cyclo-
hexane by polystyrene molecules. Patel and Russel331 investigated the phase separation and rheology
of aqueous polystyrene latex suspensions in the presence of polymer (Dextran T-500). The stability
of dispersions is often determined by the competition between electrostatic repulsion and depletion
attraction.332 An interplay of steric repulsion and depletion attraction was studied theoretically by
van Lent et al.333 for the case of polymer solution between two surfaces coated with anchored
polymer layers. Joanny et al.334 and Russel et al.278 reexamined the theory of depletion interaction
by taking into account the internal degrees of freedom of the polymer molecules; their analysis
confirmed the earlier results of Asakura and Oosawa.316

In the case of plane-parallel films the depletion component of disjoining pressure is

(5.225)

which is similar to Equation 5.215. This is not surprising because in both cases we are dealing
with the excluded volume effect. Evans and Needham335 succeeded in measuring the depletion
energy of two interacting bilayer surfaces in a concentrated Dextran solution; their results confirm
the validity of Equation 5.225.

The depletion interaction is present always when a film is formed from micellar surfactant
solution; the micelles play the role of the smaller particles. At higher micellar concentrations, the
volume exclusion interaction becomes more complicated: it follows the oscillatory curve depicted
in Figure 5.26. In this case only, the first minimum (that at h → 0) corresponds to the conventional
depletion force.
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5.4.5.3.4 Colloid Structural Forces
In the beginning of the 20th century, Johnnott336 and Perrin337 observed that soap films decrease their
thickness by several stepwise transitions. The phenomenon was called stratification. Bruil and
Lyklema338 and Friberg et al.339 studied systematically the effect of ionic surfactants and electrolytes
on the occurrence of the stepwise transitions. Keuskamp and Lyklema340 anticipated that some oscil-
latory interaction between the film surfaces must be responsible for the observed phenomenon.
Kruglyakov341 and Kruglyakov and Rovin342 reported the existence of stratification with emulsion films.

The experimental results obtained called for some theoretical interpretation. Some authors342,343

suggested that a possible explanation of the phenomenon can be the formation of lamella liquid-
crystal structure inside the film. Such lamellar micelles are observed to form in surfactant solutions,
but at concentrations much higher than those used in the experiments with stratifying films. The
latter fact makes the lamella-liquid-crystal explanation problematic. Nikolov et al.311,312,344 observed
stratification not only with micellar surfactant solutions but also with latex suspensions. The heights
of the stepwise changes in the film thickness were approximately equal to the diameter of the
spherical particles, contained in the foam film.311-315,345

The experimental observations show that stratification is always observed when spherical
colloidal particles are present in the film at a sufficiently high volume fraction; therefore, a realistic
explanation can be that the stepwise transitions are manifestations of the oscillatory structural
forces. The role of the “hard spheres” this time is played by the colloidal particles rather than by
the solvent molecules. The mechanism of stratification was studied theoretically in Reference 346,
where the appearance and expansion of black spots in the stratifying films were described as being
a process of condensation of vacancies in a colloid crystal of ordered micelles within the film.

Two pronounced effects with stratifying films deserve to be mentioned. (1) The increase of
electrolyte ionic strength, Ia, leads to smoother and faster thinning of the foam films from ionic
surfactant solutions. When Ia becomes high enough, the stepwise transitions disappear.312 This can
be explained by suppression of the oscillatory structural forces due to decrease of the effective
micelle volume fraction because of shrinkage of the counterion atmospheres (see Equation 5.221).
(2) In the case of nonionic surfactant micelles, an increase of temperature leads to a similar effect —
disappearance of the stepwise character of the film thinning.314 This can be attributed to the change
of the intermicellar interaction from being repulsive to being attractive with an increase of temper-
ature.347 The electrolyte and temperature dependence of the colloid structural forces provides a tool
for the control of the stability of dispersions.

Oscillatory structural forces due to micelles328 and microemulsion droplets348 were directly
measured by means of a surface force balance. The application of interference methods to free
vertical stratifying films, containing 100-nm latex particles, showed that the particles form a colloid
crystal structure of hexagonal packing inside the films.349 Structuring of latex particles, analogous
to stratification, was observed also in wetting films.350 The measured contact angles of stratifying
emulsion films, containing surfactant micelles, were found to agree well with Equation 5.219 (see
also Equation 5.148).192 Theoretical modeling of the oscillatory force and the stepwise film thinning
by means of the integral equations of statistical mechanics351 and numerical simulations352,353 has
been carried out.

5.4.5.4 Repulsive Hydration and Attractive Hydrophobic Forces

These two surface forces are observed in thin aqueous films. Their appearance is somehow con-
nected with the unique properties of the water as solvent: small molecular size, large dipole moment,
high dielectric constant, and formation of an extensive hydrogen bonding network.34,354

5.4.5.4.1 Repulsive Hydration Forces
In their experiments with films from aqueous electrolyte solutions confined between two mica
surfaces, Israelachvili et al.355,356 and Pashley357,358 examined the validity of the DLVO theory at
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small film thickness. At electrolyte concentrations below 10–4 mol/l (KNO3 or KCl), they observed
the typical DLVO maximum (see Figure 5.13); however, at electrolyte concentrations higher than
10–3 mol/l they did not observe the expected DLVO maximum and primary minimum. Instead, a
strong short-range repulsion was detected. Empirically, this force, called the hydration repulsion,
appears to follow an exponential law:34

(5.226)

where the decay length λ0 ≈ 0.6 to 1.1 nm for 1:1 electrolytes and f0 depends on the hydration of
the surfaces but is usually about 3 to 30 mJ/m2.

The physical importance of the hydration force is that it stabilizes some dispersions preventing
coagulation in the primary minimum. It is believed that the hydration force is connected with the
binding of strongly hydrated ions at the interface. This is probably the explanation of the experi-
mental results of Healy et al.,359 who found that even high electrolyte concentrations cannot cause
coagulation of amphoteric latex particles due to binding of strongly hydrated Li+ ions at the particle
surfaces. If the Li+ ions are replaced by weakly hydrated Cs+ ions, the hydration repulsion becomes
negligible, compared with the van der Waals attraction, and the particles coagulate as predicted by
the DLVO theory. Hence, the hydration repulsion can be regulated by ion exchange.

For now, there is no generally accepted theory of the repulsive hydration forces. The first
quantitative theory by Marčelja and Radič360 attributes the hydration repulsion to the water struc-
turing in the vicinity of a surface, which leads to the appearance of a decaying polarization profile.
This model was further developed by other authors.361,362 A different approach was proposed by
Jönsson and Wennerström,363 who developed an explicit electrostatic model based on the image
charge concept. Leikin and Kornyshev364 combined the main features of the solvent polarization360

and image charge363 models in a nonlocal electrostatic theory of the repulsion between electroneutral
lipid bilayers. On the other hand, Israelachvili and Wennerström365 demonstrated that the short-
range repulsion between lipid membranes may also be a manifestation of undulation, peristaltic,
and protrusion forces, which are due to thermally excited fluctuations at the interfaces (see the next
section).

In the case of charged surfaces, Henderson and Lozada-Cassou366 pointed out that the physical
origin of the hydration repulsion can be attributed to the presence of a layer of lower dielectric
constant, ε, in the vicinity of the interface. It was demonstrated that the DLVO theory complemented
with such a layer correctly predicts the dependence of hydration repulsion on the electrolyte
concentration. A further extension of this approach was given by Basu and Sharma,367 who incor-
porated the effect of the variation of ε in the theory of electrostatic disjoining pressure. Their model
provides quantitative agreement with the experimental data at low electrolyte concentration and
pH, and qualitative agreement at higher electrolyte concentration and pH.

A further development of the theory368 demonstrates that if the theory of Basu and Sharma367

is further extended by taking into account the finite size of the ions, then quantitative agreement
between theory and experiment can be achieved for all electrolyte concentrations and pH. In
summary, the hydration repulsion can be attributed to the interplay of the following two effects,
which are neglected in the conventional DLVO theory.

The effect of the dielectric saturation is due to the presumed preferential alignment of the
solvent dipoles near a charged surface. From the viewpoint of the macroscopic continuum theory,
this effect is represented by a reduced dielectric permittivity, ε, in the vicinity of the interface.367,368

We can use the Booth369 formula to relate ε with the intensity of the electric field, E = |dψ/dx|:

(5.227)
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where nr = 1.33 is the refractive index of water, εb is the bulk dielectric constant (for E = 0),
and µ = 1.85 × 10–18 CGSE units is the dipole moment of water. Equation 5.227 is used by Basu
and Sharma367 to calculate the hydration repulsion. However, it turns out that the finite size of the
ions also gives a considerable contribution to the hydration repulsion.

The volume excluded by the ions becomes important in relatively thin films, insofar as the
counterion concentration is markedly higher in the vicinity of a charged surface. This effect was
taken into account368 by means of the Bikerman equation:370,371

(5.228)

Here, x is the distance to the charged surface; ni and Ui are, respectively, the number density and
the potential energy (in kT units) of the ith ion in the double electric layer; ni0 is the value of ni in
the bulk solution; the summation is carried out over all ionic species; v is the average excluded
volume per counterion and can be theoretically estimated368 as equal to eight times the volume of
the hydrated counterion.

The electrostatic boundary problem accounting for the effects of dielectric saturation and ionic
excluded volume can be formulated as follows.368 The electric potential in the film, ψ(x), satisfies
the Poisson equation:

(5.229)

where ε is given by Equation 5.227 and the surface charge density, ρ(x), is determined from
Equation 5.228:

(5.230)

The potential energy Ui accounts for both the mean-field electrostatic energy and the energy of
hydration367

(5.231)

where di is the diameter of the ith ion. The boundary condition of the charged surface reads:

(5.232)

where σs is determined by the Stern isotherm, Equation 5.183. The boundary problem
(Equations 5.229 to 5.232) can be solved numerically. Then, the total electrostatic disjoining
pressure can be calculated by means of the expression368
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(5.233)

where the subscript m denotes values of the respective variables at the midplane of the film. Finally,
the non-DLVO hydration force can be determined as an excess over the conventional DLVO
electrostatic disjoining pressure:

(5.234)

where  is defined by Equation 5.178, which can be deduced from Equation 5.233 for v → 0
and ε ≡ εb. Note that both the effect of v ≠ 0 and ε ≠ εb lead to a larger value of ψm, which contributes
to a positive (repulsive) Πhr.

The theory368 based on Equations 5.227 to 5.234 gives an excellent numerical agreement with
the experimental data of Pashley,357,358 Claesson et al.372 and Horn et al.373 An illustration is given
in Figure 5.29, where v is equal to eight times the volume of the hydrated Na+ ion. In all cases,
acceptable values of the adjustable parameters, σmax and Φa =  in the Stern isotherm are
obtained (see Equations 5.49 and 5.183). It is interesting to note that in all investigated cases the
effect of v ≠ 0 gives about four times larger contribution in Πhr compared to the effect of ε ≠ εb.

5.4.5.4.2 Hydrophobic Attraction
Water does not spread spontaneously on hydrocarbons and the aqueous films on hydrocarbons are
rather unstable.374 The cause for these effects is a strong attractive hydrophobic force, which is
found to appear in aqueous films in contact with hydrophobic surfaces. The experiments showed
that the nature of the hydrophobic surface force is different from the van der Waals and double
layer interactions.375-379 It turns out that the hydrophobic interaction decays exponentially with the
increase of the film thickness, h. The hydrophobic free energy per unit area of the film can be
described by means of the equation:34

(5.235)

FIGURE 5.29 Comparison of theory368 with experimental data357 measured with solution of 5 mM NaCl at
pH = 6.3 between mica surfaces: the total interaction free energy, f = fvw + fel + fhr, is plotted against the film
thickness h (see Equations 5.162 and 5.233). The solid line is the best fit calculated with adsorption energy
Φa = –5.4 kT per Na+ ion, and area per surface ionizable group 0.714 nm2.
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where typically γ = 10 to 50 mJ/m2, and λ0 = 1 to 2 nm in the range 0 < h < 10 nm. Larger decay
length, λ0 = 12 to 16 nm, was reported by Christenson et al.379 for the range 20 < h < 90 nm. This
amazingly long-range attraction entirely dominates the van der Waals forces. In particular, it can
create rupture of foam films containing small oil droplets or larger hydrophobic surfaces. Ducker
et al.380 measured the force between hydrophobic and hydrophilic silica particles and air bubbles
by means of an atomic force microscope.

It was found experimentally that 1:1 and 2:2 electrolytes reduce considerably the long-range
part of the hydrophobic attraction.378,379 The results suggest that this reduction is due to ion
adsorption or ion exchange at the surfaces rather than to the presence of electrolyte in the solution
itself. Therefore, the physical implication (which might seem trivial) is that the hydrophobic
attraction across aqueous films can be suppressed by making the surfaces more hydrophilic. Besides,
some special polar solutes are found to suppress the hydrophobic interaction at molecular level in
the bulk solution, e.g., urea, (NH2)2CO, dissolved in water can cause proteins to unfold. The polar
solutes are believed to destroy the hydrogen bond structuring in water; therefore, they are sometimes
called chaotropic agents.34

There is no generally accepted explanation of hydrophobic forces. Nevertheless, many authors
agree that hydrogen bonding in water and other associated liquids is the main underlying factor.34,381

One possible qualitative picture of the hydrophobic interaction is the following. If there were no
thermal motion, the water molecules would form an icelike tetrahedral network with four nearest
neighbors per molecule (instead of 12 neighbors at close packing), since this configuration is favored
by the hydrogen bond formation. However, due to the thermal motion a water molecule forms only
about 3 to 3.5 transient hydrogen bonds with its neighbors in the liquid382 with the lifetime of a
hydrogen bond of about 10–11 s. When a water molecule is brought in contact with a nonhydrogen
bonding molecule or surface, the number of its possible favorable configurations is decreased. This
effect also reduces the number of advantageous configurations of the neighbors of the subsurface
water molecules and some ordering propagates in the depth of the liquid. This ordering might be
initiated by the orientation of the water dipoles at a water–air or water–hydrocarbon interface, with
the oxygen atom oriented toward the hydrophobic phase.383-386 Such ordering in the vicinity of the
hydrophobic wall is entropically unfavorable. When two hydrophobic surfaces approach each other,
the entropically unfavored water is ejected into the bulk, thereby reducing the total free energy of
the system. The resulting attraction can in principle explain the hydrophobic forces. However, the
existing theory381 is still far from a quantitative explanation for the experimental data.

Another hypothesis for the physical origin of the hydrophobic force considers a possible role
of formation of gaseous capillary bridges between the two hydrophobic surfaces (see
Figure 5.9a).34,387,388 In this case, the hydrophobic force would be a kind of capillary-bridge force
(see chapter 11 in Reference 35). Such bridges could appear spontaneously, by nucleation (spon-
taneous dewetting), when the distance between the two surfaces becomes smaller than a certain
threshold value, of the order of several hundred nanometers. Gaseous bridges could appear even
if there is no dissolved gas in the water phase; the pressure inside a bridge can be as low as the
equilibrium vapor pressure of water (23.8 mmHg at 25°C) owing to the high interfacial curvature
of nodoid-shaped bridges (see Section 5.3.1.2.3 and Reference 35). A number of studies389-397

provide evidence in support of the capillary-bridge origin of the long-range hydrophobic surface
force. In particular, the observation of “steps” in the experimental data was interpreted as an
indication for separate acts of bridge nucleation.393

In summary, it is more likely that two different effects are called hydrophobic interaction: (1)
the known molecular hydrophobic effect,34,398 which could bring about a relatively short-range
attractive surface force,381,399 and (2) formation of capillary bridges-cavities between two hydro-
phobic surfaces.387-397 For now, there is sufficient evidence showing that both effects exist in reality,
often in interplay with each other.
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5.4.5.5 Fluctuation Wave Forces

All fluid interfaces, including lipid membranes and surfactant lamellas, are involved in a thermal
fluctuation wave motion. The configurational confinement of such thermally exited modes within
the narrow space between two approaching interfaces gives rise to short-range repulsive surface
forces, which are considered below.

5.4.5.5.1 Undulation Forces
The undulation force arises from the configurational confinement related to the bending mode of
deformation of two fluid bilayers. This mode consists in undulation of the bilayer at constant bilayer
area and thickness (Figure 5.30a). Helfrich et al.400,401 established that two such bilayers, apart at
a mean distance h, experience a repulsive disjoining pressure given by the expression:

(5.236)

where kt is the bending elastic modulus of the bilayer as a whole. The experiment402 and the
theory35,133 show that kt is of the order of 10–19 J for lipid bilayers. The undulation force has been
measured, and the dependence Πund ∝ h–3 confirmed experimentally.403-405

5.4.5.5.2 Peristaltic Force
The peristaltic force365 originates from the configurational confinement related to the peristaltic
(squeezing) mode of deformation of a fluid bilayer (Figure 5.30b). This mode of deformation
consists in fluctuation of the bilayer thickness at a fixed position of the bilayer midsurface. The

FIGURE 5.30 Surface forces due to configurational confinement of thermally exited modes into a narrow
region of space between two approaching interfaces: (a) bending mode of membrane fluctuations giving rise
to the undulation force; (b) squeezing mode of membrane fluctuations producing the peristaltic force; (c)
fluctuating protrusion of adsorbed amphiphilic molecules engendering the protrusion surface force.
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peristaltic deformation is accompanied with extension of the bilayer surfaces. Israelachvili and
Wennerström365 demonstrated that the peristaltic disjoining pressure is related to the stretching
modulus, ks, of the bilayer:

(5.237)

The experiment406 gives values of ks varying between 135 and 500 mN/m, depending on temperature
and composition of the lipid membrane.

5.4.5.6 Protrusion Force

Because of the thermal motion, the protrusion of an amphiphilic molecule in an adsorption mono-
layer (or micelle) may fluctuate about the equilibrium position of the molecule (Figure 5.30c). In
other words, the adsorbed molecules are involved in a discrete wave motion, which differs from
the continuous modes of deformation considered above. Aniansson et al.407,408 analyzed the energy
of protrusion in relation to the micelle kinetics. These authors assumed the energy of molecular
protrusion to be of the form u(z) = αz, where z is the distance out of the surface (z > 0) and
determined α ≈ 3 × 10–11 J/m for single-chained surfactants. The average length of the Brownian
protrusion of the amphiphilic molecules is on the order of λ ≡ kT/α.365

By using a mean-field approach Israelachvili and Wennerström365 derived the following expres-
sion for the protrusion disjoining pressure, which appears when two protrusion zones overlap
(Figure 5.30c):

(5.238)

where λ is the characteristic protrusion length; λ = 0.14 nm at 25°C for surfactants with paraffin
chain; Γ denotes the number of protrusion sites per unit area. Note that Πprotr decays exponentially
for h � λ, but Πprotr ∝ h–1 for h < λ, i.e., Πprotr is divergent at h → 0. The respective interaction free
energy (per unit film area) is

fprotr = (5.239)

Equation 5.238 was found to fit experimental data well for the disjoining pressure of liquid
films stabilized by adsorbed protein molecules: bovine serum albumin (BSA).409 In that case, Γ was
identified with the surface density of the loose secondary protein adsorption layer, while λ turned
out to be about the size of the BSA molecule.409

5.5 HYDRODYNAMIC INTERACTIONS IN DISPERSIONS

5.5.1 BASIC EQUATIONS AND LUBRICATION APPROXIMATION

In addition to the surface forces (see Section 5.4 above), two colliding particles in a liquid medium
also experience hydrodynamic interactions due to the viscous friction, which can be rather long
range (operative even at distances above 100 nm). The hydrodynamic interaction among particles
depends on both the type of fluid motion and the type of interfaces. The quantitative description
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of this interaction is based on the classical laws of mass conservation and momentum balance for
the bulk phases:410-415

(5.240)

(5.241)

where ρ is the mass density, v is the local mass average velocity, P is the hydrodynamic stress
tensor; Pb is the body-force tensor which accounts for the action of body forces such as gravity,
electrostatic forces (the Maxwell tensor), etc. In a fluid at rest, and in the absence of body forces,
the only contact force given by the hydrodynamic stress tensor is the scalar thermodynamic pressure,
p, and P can be written as P = –pI, where I is the unit tensor in space. For a fluid in motion, the
viscous forces become operative and

(5.242)

where T is the viscous stress tensor. From the definition of the stress tensor (Equation 5.242), it
follows that the resultant hydrodynamic force, F, exerted by the surrounding fluid on the particle
surface, S, and the torque, M, applied to it are given by the expressions410,412

, (5.243)

where r0 is the position vector of a point of S with respect to an arbitrarily chosen coordinate origin,
and n is the vector of the running unit normal to the surface S. In the presence of body forces, the
total force, Ftot, and torque, Mtot, acting on the particle surface are

,    (5.244)

The dependence of the viscous stress on the velocity gradient in the fluid is a constitutive law,
which is usually called the bulk rheological equation. The general linear relation between the
viscous stress tensor, T, and the rate of strain tensor,

(5.245)

(the superscript T denotes conjugation) reads

(5.246)

The latter equation is usually referred as the Newtonian model or Newton’s law of viscosity. In
Equation 5.246, ζ is the dilatational bulk viscosity and η is the shear bulk viscosity. The usual
liquids comply well with the Newtonian model. On the other hand, some concentrated macromolecular
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solutions, colloidal dispersions, gels, etc., may exhibit non-Newtonian behavior; their properties
are considered in detail in some recent review articles and books.415-418 From Equations 5.241 and
5.246, we obtain the Navier–Stokes equation:419,420

, (f ≡ ∇ ·Pb) (5.247)

for homogeneous Newtonian fluids, for which the dilatational and shear viscosities, ζ and η, do
not depend on the spatial coordinates. In Equation 5.247, the material derivative d/dt can be
presented as a sum of a local time derivative and a convective term:

(5.248)

If the density, ρ, is constant, the equation of mass conservation (Equation 5.240) and the
Navier–Stokes Equation 5.247 reduce to

, (5.249)

For low shear stresses in the dispersions, the characteristic velocity, Vz, of the relative particle
motion is small enough for the Reynolds number, Re = ρVzL/η, to be a small parameter, where L
is a characteristic length scale. In this case, the inertia terms in Equations 5.247 and 5.249 can be
neglected. Then, the system of equations becomes linear and the different types of hydrodynamic
motion become additive;278,421,422 e.g., the motion in the liquid flow can be presented as a superpo-
sition of elementary translation and rotational motions.

The basic equations can be further simplified in the framework of the lubrication approximation,
which can be applied to the case when the Reynolds number is small and when the distances
between the particle surfaces are much smaller than their radii of curvature (Figure 5.31).423,424

There are two ways to take into account the molecular interactions between the two particles across
the liquid film intervening between them: (1) the body force approach; (2) the disjoining pressure
approach. The former approach treats the molecular forces as components of the body force, f

FIGURE 5.31 Sketch of a plane-parallel film formed between two identical fluid particles.
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(Equation 5.247); consequently, they give contributions to the normal and tangential stress boundary
conditions.425,426 In case (2), the molecular interactions are incorporated only in the normal stress
boundary conditions at the particle surfaces. When the body force can be expressed as a gradient
of potential,  (that is, ), the two approaches are equivalent.427

If two particles are interacting across an electrolyte solution, the equations of continuity and
the momentum balance, Equation 5.249, in lubrication approximation reads428

, , (5.250)

where vII and ∇ II are the projection of the velocity and the gradient operator on the plane xy; the
z axis is (approximately) perpendicular to the film surfaces S1 and S2 (see Figure 5.31); ci = ci(r,z,t)
is the ion concentration (i = 1, 2, …, N); Φ is the dimensionless electric potential (see
Sections 5.2.1.2 and 5.2.2). It turns out that in lubrication approximation, the dependence of the
ionic concentrations on the z coordinate comes through the electric potential Φ(r,z,t): we obtain a
counterpart of the Boltzmann equation , where ci,n refers to an imaginary
situation of “switched off” electric charges (Φ ≡ 0). The kinematic boundary condition for the film
surfaces has the form:

(5.251)

where uj is the velocity projection in the plane xy at the corresponding film surface, Sj , which is
close to the interfacial velocity; (vz)j is the z component of the velocity at the surface Sj . The general
solution of Equations 5.250 and 5.251 could be written as

(5.252)

(5.253)

Here h = h2 — h1 is the local film thickness; the meaning of  is analogous to that of
; the functions, , account for the distribution of the ith ionic species in the EDL:

,        (k = 1, 2, 3, i = 1, 2, …, N) (5.254)

The equation determining the local thickness, h, of a film with fluid surfaces (or, alternatively,
determining the pressure distribution at the surfaces of the gap between two solid particles of known
shape) is
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(5.255)

The problem for the interactions upon central collisions of two axisymmetric particles (bubbles,
droplets, or solid spheres) at small surface-to-surface distances was first solved by Reynolds423 and
Taylor429 for solid surfaces and by Ivanov et al.430,431 for films of uneven thickness. Equation 5.255
is referred to as the general equation for films with deformable surfaces430,431 (see also the more
recent reviews164,289,432). The asymptotic analysis433-435 of the dependence of the drag and torque
coefficient of a sphere, which is translating and rotating in the neighborhood of a solid plate, is
also based on Equation 5.255 applied to the special case of stationary conditions.

Using Equation 5.244, we can obtain expressions for the components of the total force exerted
on the particle surface, S, in the lubrication approximation:

(5.256)

(5.257)

where p∞ is the pressure at infinity in the meniscus region (Figure 5.31) and  ≡ Π – Πel accounts
for the contribution of non-electrostatic (non-double-layer) forces to the disjoining pressure (see
Section 5.4). The normal and the lateral force resultants, Fz and FII, are the hydrodynamic resistance
and shear force, respectively.

5.5.2 INTERACTION BETWEEN PARTICLES OF TANGENTIALLY IMMOBILE SURFACES

The surfaces of fluid particles can be treated as tangentially immobile when they are covered by
dense surfactant adsorption monolayers that can resist tangential stresses.164,289,432,436,437 In such a
case, the bubbles or droplets behave as flexible balls with immobile surfaces. When the fluid
particles are rather small (say, microemulsion droplets), they can behave like hard spheres; therefore,
some relations considered below, which were originally derived for solid particles, can be also
applied to fluid particles.

5.5.2.1 Taylor and Reynolds Equations, and Influence of the Particle Shape

In the case of two axisymmetric particles moving along the z axis toward each other with velocity
Vz = –dh/dt Equation 5.255 can be integrated, and from Equation 5.256 the resistance force can be
calculated. The latter turns out to be proportional to the velocity and bulk viscosity and depends
on the shape in a complex way. For particles with tangentially immobile surfaces and without
surface electric charge (u1 = u2 = 0, Φ = 0), Charles and Mason438 have derived

(5.258)
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where r is the radial coordinate in a cylindrical coordinate system. In the case of two particles of
different radii, R1 and R2, film radius R, and uniform film thickness h (Figure 5.32), from
Equation 5.258 the following expression can be derived:439,440

, R* ≡ 2R1R2/(R1 + R2) (5.259)

This geometric configuration has proved to be very close to the real one in the presence of
electrostatic disjoining pressure.180 The Charles–Mason formula (Equation 5.258) and
Equation 5.256 have been used to calculate the velocity of film thinning for a large number of
cases, summarized by Hartland441 in tables for more than 50 cases (two- and three-dimensional
small drops, fully deformed large drops subjected to large forces, two-dimensional hexagonal drops,
etc.).

Setting R = 0 in Equation 5.259, we can derive a generalized version of the Taylor formula429

for the velocity of approach of two nondeformable spheres under the action of an external (non-
viscous) force, Fz:440

(5.260)

When a solid sphere of radius Rc approaches a flat solid surface, we may use the Taylor formula
with R* = 2Rc when the gap between the two surfaces is small compared to Rc.

In the case when two plane-parallel ellipsoidal disks of tangentially immobile surfaces are
moving against each other under the action of an external force, Ftot,z, from Equations 5.255 and
5.256, we can derive the Reynolds equation423 for the velocity of film thinning:

(5.261)

FIGURE 5.32 Sketch of a film between two nonidentical fluid particles of radii R1 and R2. The film thickness
and radius are denoted by h and R.
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where a and b are the principal radii of curvature. If there is a contribution of the disjoining pressure,
Π, the Reynolds equation for a flat axisymmetric film (a = b = R) between two fluid particles of
capillary pressure Pc can be written in the form:143

(5.262)

From Equations 5.259 and 5.262 the ratio between the Reynolds velocity and the velocity of
film thinning for a given force is obtained. In Figure 5.33, this ratio is plotted as a function of the
film thickness, h, divided by inversion thickness, .432 We see that the influence of the
viscous friction in the zone encircling the film (this influence is not accounted for in Equation 5.262)
decreases the velocity of thinning about three times for the larger distances, whereas for the small
distances this influence vanishes. From Equations 5.259 and 5.260, the ratio between the Taylor
velocity (corresponding to nondeformable spheres) and the approaching velocity of two deformable
particles can be calculated. The dependence of this ratio on the distance between the particles for
different film radii is illustrated in Figure 5.34. We see that an increase of the film radius, R, and
a decrease of the distance, h, lead to a decrease in the velocity. The existence of a film between
the particles can decrease the velocity of particle approach, Vz, by several orders of magnitude.

5.5.2.2 Interactions among Nondeformable Particles at Large Distances

The hydrodynamic interaction between members of a group of small particles suspended in a
viscous fluid has fundamental importance for the development of adequate models for calculating
the particle collective diffusion coefficient and the effective viscosity of suspension.278,421,437,442,443

The Stokesian resistance is determined for a number of specific particle shapes under the condition
that the particles are located so far apart that the hydrodynamic interactions can be ignored.421 A
general theory applicable to a single particle of arbitrary shape has been developed by Brenner.444,445

This method gives the first-order correction (with respect to the particle volume fraction) of the
viscosity and diffusivity. Matrix relations between resistance and velocity for the pure translational
and rotational motions of the members of a general multiparticle system involved in a linear shear
flow are given by Brenner and O’Neill.446 In principle, from these relations we can further obtain
the higher-order terms in the series expansion of the viscosity and diffusivity with respect to the
powers of the particle volume fraction.

FIGURE 5.33 Plot of VRe/Vz vs. h/hi for two fluid particles (Equation 5.259) which are deformed because of
the viscous friction in the transition zone between the film and the bulk phase (see Figure 5.32).
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At present, the only multiparticle system for which exact values of the resistance tensors can
be determined is that of two spheres. It turns out that all types of hydrodynamic flows related to
the motion of two spherical particles (of radii R1 and R2) can be expressed as superpositions of the
elementary processes depicted in Figure 5.35.278,412,421,422,447-456

The first particle moves toward the second immobile particle and rotates around the line of
centers (see Figure 5.35a). This is an axisymmetric rotation problem (a two-dimensional hydrody-
namic problem) which was solved by Jeffery448 and Stimson and Jeffery449 for two identical spheres
moving with equal velocities along their line of centers. Cooley and O’Neill450,451 calculated the
forces for two nonidentical spheres moving with the same speed in the same direction or, alterna-
tively, moving toward each other. A combination of these results permits evaluation of the total
forces and torques acting on the particles.

The first particle then moves along an axis perpendicular to the center line and rotates around
this axis, whereas the second particle is immobile; see Figure 5.35b (this is a typical three-
dimensional hydrodynamic problem). The contribution of this asymmetric motion of the spheres
to the resistance tensors was determined by Davis452 and O’Neill and Majumdar.453

FIGURE 5.35 Types of hydrodynamic interactions between two spherical particles: (a) motion along and
rotation around the line of centers; (b) motion along and rotation around an axis perpendicular to the line of
centers; (c) the first particle moves under the action of an applied external force, F, whereas the second particle
is subjected to the hydrodynamic disturbance created by the motion of the first particle.

FIGURE 5.34 Plot of VTa/Vz vs. h/R* for various values of the dimensionless film radius, R/R*. VTa corresponds
to two nondeformed (spherical) particles (Equation 5.260), whereas Vz is the velocity of approach of two
deformed particles (Equation 5.259).
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The first particle moves with linear velocity, U1, under the action of an applied external force,
F, whereas the second particle is subjected to the hydrodynamic disturbances (created by the motion
of the first particle) and moves with a linear velocity, U2 (see Figure 5.35c). As a rule, this is a
three-dimensional hydrodynamic problem. For this case, Batchelor457 and Batchelor and Wen458

have derived the following expressions for the instantaneous translational velocities of the two
particles in an otherwise quiescent and unbounded fluid:

(5.263)

(5.264)

where r is the vector connecting the particle centers and r = |r|. Expressions for the mobility
functions Aij and Bij (i,j = 1,2) at large values of the dimensionless distance s = 2r/(R1 + R2) and
comparable particle radii λ = R2/R1 = O(1) have been derived by Jeffrey and Onishi459 and Davis
and Hill.456 The derived far-field expansions are

(5.265)

In the case of a small heavy sphere falling through a suspension of large particles (fixed in
space), we have λ � 1; the respective expansions, corresponding to Equation 5.265, were obtained
by Fuentes et al.460 In the opposite case, when λ � 1, the suspension of small background spheres
will reduce the mean velocity of a large heavy particle (as compared with its Stokes velocity461)
because the suspension behaves as an effective fluid of larger viscosity as predicted by the Einstein
viscosity formula.457,460
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5.5.2.3 Stages of Thinning of a Liquid Film

Experimental and theoretical investigations162,170,289,432,437,462,463 show that during the approach of
two fluid colloidal particles, a flat liquid film can appear between their closest regions (see
Figure 5.23). The hydrodynamic interactions as well as the buoyancy, the Brownian, electrostatic,
van der Waals, and steric forces and other interactions can be involved in film forma-
tion.134,180,439,464,465 The formation and the evolution of a foam or emulsion film usually follows the
stages shown in Figure 5.36.

Under the action of an outer driving force, the fluid particles approach each other. The hydro-
dynamic interaction is stronger at the front zones and leads to a weak deformation of the interfaces
in this front region. In this case, the usual hydrodynamic capillary number, Ca = ηVz/σ, which is
a small parameter for nondeformable surfaces, should be modified to read Ca = ηVzR*/σh, where
the distance, h, between the interfaces is taken into account. The shape of the gap between two
drops for different characteristic times was calculated numerically by many authors.465-485 Experi-
mental investigation of these effects for symmetric and asymmetric drainage of foam films were
carried out by Joye et al.474,475 In some special cases, the deformation of the fluid particle can be
very fast: for example, the bursting of a small air bubble at an air–water interface is accompanied
by a complex motion resulting in the production of a high-speed liquid jet (see Boulton-Stone and
Blake485).

When a certain small separation, hi, the inversion thickness, is reached, the sign of the curvature
in the contact of the fluid particles (drops, bubbles) changes. A concave lens–shaped formation
called a dimple is formed (see Frankel and Mysels486). This stage is also observed for asymmetric
films.475 A number of theoretical studies have described the development of a dimple at the initial
stage of film thinning.465-485 The inversion thickness can be calculated from a simple equation in
which the van der Waals interaction is explicitly taken into account (see Section 5.4.2)164,431,465

(5.266)

where σ1 and σ2 are the interfacial tensions of the phase boundaries S1 and S2; in this case Fz is
the external force (of nonviscous and non–van der Waals origin) experienced by the approaching
particles; AH is the Hamaker constant. In the case, when the van der Waals force is negligible,
Equation 5.266 reduces to .164,431 Danov et al.439 have shown that in the

FIGURE 5.36 Main stages of formation and evolution of a thin liquid film between two bubbles or drops:
(a) mutual approach of slightly deformed surfaces; (b) at a given separation, the curvature at the center inverts
its sign and a dimple arises; (c) the dimple disappears, and eventually an almost plane-parallel film forms;
(d) due to thermal fluctuations or other disturbances the film either ruptures or transforms into a thinner
Newton black film (e), which expands until reaching the final equilibrium state (f).
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case of Brownian flocculation of identical small droplets, hi obeys the following transcendental
equation:

(5.267)

where kT is the thermal energy; γ(z) = Fz/Vz is the hydrodynamic resistance given by Equation 5.259;
U is the potential energy due to the surface forces (see Equation 5.164); and z is the distance
between the droplet mass centers. These authors pointed out that with an increase of droplet size
the role of the Brownian force in the film formation decreases, but for micrometer-sized liquid
droplets the Brownian force is still by several orders of magnitude greater than the buoyancy force
due to gravity. If the driving force is large enough, so that it is able to overcome the energy barrier
created by the electrostatic repulsion and/or the increase of the surface area during the droplet
deformation, then film with a dimple will be formed. On the contrary, at low electrolyte concen-
tration (i.e., strong electrostatic repulsion) such a dimple might not appear. Parallel experiments487

on the formation and thinning of emulsion films of macroscopic and microscopic areas, prepared
in the Scheludko cell143 and in a miniaturized cell, show that the patterns and the timescales of the
film evolution in these two cases are significantly different. There is no dimple formation in the
case of thin liquid films of small diameters.487

In the case of predominant van der Waals attraction, instead of a dimple, a reverse bell-shaped
deformation, called a pimple, appears and the film quickly ruptures. 465,472,481,484 The thickness, hp,
at which the pimple appears can be calculated from the relationship:465

(5.268)

The pimple formation thickness depends significantly on the radius, R*. If a drop of tangentially
immobile surfaces and radius Rd is driven by the buoyancy force, then we have

(5.269)

where ∆ρ is the density difference, and g is the gravity acceleration. For the collision of this drop
with another immobile one, we have . We see that hp is inversely proportional
to the drop radius. For typical values of the Hamaker constant AH = 4 × 10–20 J, density difference
∆ρ = 0.12 × 103 g/cm3, and Rd = 10 µm, the thickness of pimple formation is hp = 82.3 nm. Note
that this thickness is quite large. The pimple formation can be interpreted as the onset of instability
without fluctuations (stability analysis of the film intervening between the drops has been carried
out elsewhere52).

As already mentioned, if the van der Waals force (or other attractive force) is not predominant,
first a dimple forms in the thinning liquid films. Usually the dimple exists for a short period of
time; initially it grows, but as a result of the swift outflow of liquid it decreases and eventually
disappears. The resulting plane-parallel film thins at almost constant radius R. When the electrostatic
repulsion is strong, a thicker primary film forms (see point 1 in Figure 5.13). From the viewpoint
of conventional DLVO theory, this film must be metastable. Indeed, the experiments with micro-
scopic foam films, stabilized with sodium octyl sulfate or sodium dodecyl sulfate in the presence
of different amount of electrolyte,488 show that a black spot may suddenly form and a transition to
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secondary (Newton black) film may occur (see point 2 in Figure 5.13). The rate of thinning depends
not only on the capillary pressure (the driving force) but also very strongly on the surfactant
concentration (for details, see Section 5.5.3.2 below).

The appearance of a secondary film (or film rupture, if the secondary film is not stable) is
preceded by corrugation of the film surfaces due to thermally excited fluctuations or outer distur-
bances. When the derivative of the disjoining pressure, ∂Π/∂h, is positive, the amplitude of the
fluctuations (ζ in Figure 5.36d) spontaneously grows. As already mentioned, the instability leads
to rupture of the film or to formation of black spots. The theory of film stability was developed by
de Vries,489 Vrij,490 Felderhof,425 Sche and Fijnaut,426 Ivanov et al.,491 Gumerman and Homsy,492

Malhotra and Wasan,493 Maldarelli and Jain,427 and Valkovska et al.494 On the basis of the lubrication
approximation for tangentially immobile surfaces, Ivanov et al.491 and Valkovska et al.494 derived a
general expression for the critical film thickness, hcr, by using long-waves stability analysis:

(5.270)

where kcr is the wave number of the critical wave defined as

(5.271)

In Equation 5.271, htr is the so-called transitional thickness490,491,494 at which the increase of free
energy due to the increased film area and the decrease of free energy due to the van der Waals
interaction in the thinner part (Figure 5.36d) compensate for each other. At htr the most rapidly
growing fluctuation (the critical wave) becomes unstable. The transitional thickness obeys the
following equation:491,494

(5.272)

Figures 5.37 and 5.38 show the critical thicknesses of rupture, hcr, for foam and emulsion films,
respectively, plotted vs. the film radius.495 In both cases the film phase is the aqueous phase, which
contains 4.3 × 10–4 M SDS + added NaCl. The emulsion film is formed between two toluene drops.
Curve 1 is the prediction of a simpler theory, which identifies the critical thickness with the
transitional one.493 Curve 2 is the theoretical prediction of Equations 5.270 to 5.272 (no adjustable
parameters); in Equation 5.171 for the Hamaker constant the electromagnetic retardation effect has
also been taken into account.278 In addition, Figure 5.39 shows the experimental dependence of the
critical thickness vs. the concentration of surfactant (dodecanol) for aniline films. Figures 5.37 to
5.39 demonstrate that when the film area increases and/or the electrolyte concentration decreases
the critical film thickness becomes larger.

The surface corrugations do not necessarily lead to film rupture. Instead, black spots (secondary
films of very low thickness; h2 in Figure 5.13) can be formed. The typical thickness of plane-parallel
films at stage c (Figure 5.36c) is about 200 nm, while the characteristic thickness h2 of the Newton
black film (Figure 5.36e and f) is about 5 to 10 nm. The black spots either coalesce or grow in
diameter, forming an equilibrium secondary (Newton black) film with a thickness h2 and radius
Rsp. These spots grow until they cover the whole film area.
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After the entire film area is occupied by the Newton black film, the film radius increases until
it reaches its equilibrium value, R = RNBF (Figure 5.36f). Finally, the equilibrium contact angle is
established. For more details about this last stage of film thinning, see part IV.C of Reference 164.

5.5.2.4 Dependence of Emulsion Stability on the Droplet Size

Experimental data497,498 show that the emulsion stability correlates well with the lifetime of separate
thin emulsion films or of drops coalescing with their homophase. To simplify the treatment we will
consider here the lifetime of a single drop pressed against its homophase under the action of gravity.
To define the lifetime (or drainage time) τ, we assume that in the initial and final moments the film
has some known thicknesses hin and hf:

FIGURE 5.37 Dependence of the critical thickness, hcr, on the radius, R, of foam films. The experimental
points are data from Reference 495; the films are formed from a solution of 4.3 × 10–4 M SDS + 0.25 M NaCl.
Curve 1 is the prediction of the simplified theory,493 whereas Curve 2 is calculated using Equations 5.270 to
5.272; no adjustable parameters.

FIGURE 5.38 Critical thickness, hcr, vs. radius, R, of emulsion films, toluene/water/toluene. The experimental
points are data from Reference 495; the films are formed from a solution of 4.3 × 10–4 M SDS + 0.1 M NaCl.
Curve 1 is the prediction of the simplified theory,493 whereas Curve 2 is calculated using Equations 5.270 to
5.272; no adjustable parameters.
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(5.273)

The final thickness, hf, may coincide with the critical thickness of film rupture. Equation 5.273 is
derived for tangentially immobile interfaces from Equation 5.259 at a fixed driving force (no
disjoining pressure).

In the case of gravity-driven coalescence of a droplet with its homophase, the driving force is
given by Equation 5.269 and the mean drop radius is R* = 2Rd. Then, from Equations 5.269 and
5.273 we can deduce the droplet lifetime in the so-called Taylor regime, corresponding to nonde-
formed droplets (R = 0):

(5.274)

We see that τTa depends logarithmically on the ratio of the initial and final thickness. Moreover,
in the Taylor regime the lifetime, τ, decreases with the increase of the driving force, Fz, and the
drop radius, Rd. The latter fact is confirmed by the experimental data of Dickinson et al.499

(Figure 5.40).
In the case of deformed drops (R ≠ 0), the drainage time, τ, is determined by Equation 5.273,

and in such a case the fluid particles approach each other in the Reynolds regime.432,496 The
dependence of τ on Rd in Equation 5.273 is very complex, because the driving force, Fz, and the
film radius, R, depend on Rd. The film radius can be estimated from the balance of the driving and
capillary force:432,496

FIGURE 5.39 Dependence of the critical thickness, hcr, of aniline films on the concentration of dodecanol,
c0. (Modified from Ivanov, I.B., Pure Appl. Chem., 52, 1241, 1980.)
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(5.275)

In this regime, the lifetime, τ, increases with an increase of the driving force, Fz. This is exactly
the opposite trend compared to results for the Taylor regime (see Equation 5.274). The result can
be rationalized in view of Reynolds equation (Equation 5.262). In the numerator of this equation,
Fz ∝ Rd

3, whereas in the denominator R4 ∝ Rd
8 (see Equation 5.275); as a result, the drainage rate

becomes proportional to Rd
–5, i.e., Vz decreases as the droplet radius increases.

The numerical results from Equations 5.273 to 5.275 for the lifetime or drainage time, τ, vs.
the droplet radius, Rd, are plotted in Figure 5.41 for parameter values typical for emulsion systems:
∆ρ = 0.2 g/cm3, η = 1 cP, hf = 5 nm, and hin = Rd/10. The various curves in Figure 5.41 correspond

FIGURE 5.40 Experimental data of Dickinson et al.499 for the lifetime, τ, of drops vs. their radius, Rd. The
oil drops are pressed against their homophase by the buoyancy force. (From Dickinson, E. et al., J. Chem.
Soc. Faraday Trans., 84, 871, 1988.)

FIGURE 5.41 Calculated lifetime, τ, of drops approaching a fluid interface in Taylor regime (the solid line)
and in Reynolds regime (the other lines) as a function of the droplet radius, Rd.
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to different values of the surface tension, σ, shown in the figure. The left branches of the curves
correspond to the Taylor regime (nondeformed droplets), whereas the right branches correspond
to the Reynolds regime (formation of film between the droplets). In particular, the data shown in
Figure 5.40 correspond to the left branch (Figure 5.41); in addition, the data also comply with the
right branch.432 The presence of a deep minimum on the τ vs. Rd curve was first pointed out by
Ivanov.500,501 The theoretical dependencies in Figure 5.41 agree well with experimental data502 for
the lifetime of oil droplets pressed by the buoyancy force against a large oil–water interface in a
system containing protein: BSA.

5.5.3 EFFECT OF SURFACE MOBILITY

The hydrodynamic interactions between fluid particles (drops, bubbles) suspended in a liquid
medium depend on the interfacial mobility. In the presence of surfactants, the bulk fluid motion
near an interface disturbs the homogeneity of the surfactant adsorption monolayer. The ensuing
surface tension gradients act to restore the homogeneous equilibrium state of the monolayer. The
resulting transfer of adsorbed surfactant molecules from the regions of lower surface tension toward
the regions of higher surface tension constitutes the Marangoni effect. The analogous effect, for
which the surface tension gradient is caused by a temperature gradient, is known as the Marangoni
effect of thermocapillarity. In addition, the interfaces possess specific surface rheological properties
(surface elasticity and dilatational and shear surface viscosities), which give rise to the so-called
Boussinesq effect (see below).503

5.5.3.1 Diffusive and Convective Fluxes at an Interface — Marangoni Effect

To take into account the influence of surfactant adsorption, Equations 5.240 and 5.241 are to be
complemented with transport equations for each of the species (k = 1,2,…,N) in the bulk
phases410,413,436,437

    (k = 1,2, …,N) (5.276)

where ck and jk are bulk concentration and flux, respectively, of the kth species — note that jk

includes the molecular diffusive flux, the flux driven by external forces (e.g., electrodiffu-
sion428,436,437), and the thermodiffusion flux436 — and rk is the rate of production due to chemical
reactions, including surfactant micellization or micelle decay. The surface mass-balance equation
for the adsorption, Γk, has the form:428,436,437

(5.277)

where n is the unit normal to the interface directed from phase 1 to phase 2;  denotes the
difference between the values of a given physical quantity at the two sides of the interface; ∇ s is
the surface gradient operator;504 vs is the local material surface velocity;  is the two-dimensional
flux of the kth component along the interface; and  accounts for the rate of production of the
kth component due to interfacial chemical reactions and could include conformational changes of
adsorbed proteins. Equation 5.277 provides a boundary condition for the normally resolved flux,
jk. From another viewpoint, Equation 5.277 represents a two-dimensional analogue of
Equation 5.276. The interfacial flux, , can also contain contributions from the interfacial molecular
diffusion, electrodiffusion, and thermodiffusion. A simple derivation of the time-dependent con-
vective-diffusion equation for surfactant transport along a deforming interface is given by Brenner
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and Leal,505-508 Davis et al.,443 and Stone.509 If the molecules are charged, the bulk and surfaces
electrodiffusion fluxes can be expressed in the form:428,510,511

,    (5.278)

for the bulk and interfacial phase. Here,  and  are the bulk and surface collective diffusion
coefficients, respectively, which are connected with the diffusion coefficients of individual mole-
cules,  and , through the relationship511

,    (5.279)

where  and  are the bulk and surface chemical potentials, respectively. The dimensionless
bulk friction coefficient, Kb, accounts for the change in the hydrodynamic friction between the fluid
and the particles (created by the hydrodynamic interactions between the particles). The dimension-
less surface mobility coefficient, Ks, accounts for the variation of the friction of a molecule in the
adsorption layer. Feng512 has determined the surface diffusion coefficient, the dilatational elasticity,
and the viscosity of a surfactant adsorption layer by theoretical analysis of experimental data. Stebe
and Maldarelli513,514 studied theoretically the surface diffusion driven by large adsorption gradients.
The determination of bulk and surface diffusion coefficients from experimental data for the drainage
of nitrobenzene films stabilized by different concentrations of dodecanol was reported.510

Note that the adsorption isotherms, relating the surface concentration, Γk, with the subsurface
value of the bulk concentration, ck (see Section 5.2.2.1 above), or the respective kinetic
Equation 5.86 for adsorption under barrier control (see Section 5.2.2.5), should also be employed
in the computations based on Equations 5.276 to 5.279 in order for a complete set of equations to
be obtained.

Another boundary condition is the equation of the interfacial momentum balance:414,432,437

∇ s·σσσσ = n· (5.280)

where σσσσ is the interfacial stress tensor, which is a two-dimensional counterpart of the bulk stress
tensor, P. Moreover, a two-dimensional analogue of Equations 5.242, 5.245, and 5.246, called the
Boussinesq–Scriven constitutive law, can be postulated for a fluid interface:164,437,503,515-519

σσσσ (5.281)

where ηdl and ηsh are the interfacial dilatational and shear viscosities, respectively; Is is the unit
surface idemfactor;504 and, as usual, σa is the scalar adsorption part of the surface tension (see
Section 5.2.1.2.2). In view of the term σaIs in Equation 5.281, the Marangoni effects are hidden in
the left-hand side of the boundary condition (Equation 5.280) through the surface gradient of σa:

,    ,    (5.282)

where Ek is the Gibbs elasticity for the kth surfactant species (see Equation 5.6) and ET represents
the thermal analogue of the Gibbs elasticity. The thermocapillary migration of liquid drops or
bubbles and the influence of ET on their motion are investigated in a number of works.520-522
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In fact, Equation 5.281 describes an interface as a two-dimensional Newtonian fluid. On the
other hand, a number of non-Newtonian interfacial rheological models have been described in the
literature.523-526 Tambe and Sharma527 modeled the hydrodynamics of thin liquid films bounded by
viscoelastic interfaces, which obey a generalized Maxwell model for the interfacial stress tensor.
These authors528,529 also presented a constitutive equation to describe the rheological properties of
fluid interfaces containing colloidal particles. A new constitutive equation for the total stress was
proposed by Horozov et al.530 and Danov et al.531 who applied a local approach to the interfacial
dilatation of adsorption layers.

When the temperature is not constant, the bulk heat transfer equation complements the system
and involves Equations 5.240, 5.241, and 5.276. The heat transfer equation is a special case of the
energy balance equation. It should be noted that more than 20 various forms of the overall
differential energy balance for multicomponent systems are available in the literature.410,413 The
corresponding boundary condition can be obtained as an interfacial energy balance.437,519 Based on
the derivation of the bulk532 and interfacial531,533 entropy inequalities (using the Onsager theory),
various constitutive equations for the thermodynamic mass, heat, and stress fluxes have been
obtained.

5.5.3.2 Fluid Particles and Films of Tangentially Mobile Surfaces

When the surface of an emulsion droplet is mobile, it can transmit the motion of the outer fluid to
the fluid within the droplet. This leads to a special pattern of the fluid flow and affects the dissipation
of energy in the system. The problem concerning the approach of two nondeformed (spherical)
drops or bubbles of pure phases has been investigated by many authors.432,459,460,466,467,534-539 A number
of solutions, generalizing the Taylor equation (Equation 5.260), have been obtained. For example,
the velocity of central approach, Vz, of two spherical drops in pure liquid is related to the hydro-
dynamic resistance force, Fz, by means of a Padé-type expression derived by Davis et al.466

,    (5.283)

where h is the closest surface-to-surface distance between the two drops, and ηd is the viscosity
of the disperse phase (the liquid in the droplets). In the limiting case of solid particles, we have ηd

→ ∞, and Equation 5.283 reduces to the Taylor equation (Equation 5.260). Note that in the case
of close approach of two drops (ξ � 1), the velocity Vz is proportional to . This implies that
the two drops can come into contact (h = 0) in a finite period of time (τ < ∞) under the action of
a given force, Fz, because the integral in Equation 5.273 is convergent for hf = 0. This is in contrast
to the case of immobile interfaces (ξ � 1), when Vz µ h and τ → ∞ for hf → 0.

In the other limiting case, that of two nondeformed gas bubbles (ηd → 0) in pure liquid,
Equation 5.283 cannot be used; instead, Vz can be calculated from the expression due to Beshkov
et al.539

(5.284)

Note that in this case Vz ∝ (ln h)–1, and the integral in Equation 5.273 is convergent for hf → 0. In
other words, the theory predicts that the lifetime, τ, of a doublet of two colliding spherical bubbles
in pure liquid is finite. Of course, the real lifetime of a doublet of bubbles or drops is affected by
the surface forces for h < 100 nm, which should be accounted for in Fz and which may lead to the
formation of thin film in the zone of contact.134,266
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Let us proceed with the case of deformed fluid particles (Figure 5.23). A number of theoretical
studies540-543 have been devoted to the thinning of plane-parallel liquid films of pure liquid phases
(no surfactant additives). Ivanov and Traykov542 derived the following exact expressions for the
velocity of thinning of an emulsion film:

,    ,    (5.285)

where ρd is the density of the disperse phase, VRe is the Reynolds velocity defined by Equation 5.262,
and εe is the so-called emulsion parameter. Substituting typical parameter values in Equations 5.283
and 5.285 we can check that at a given constant force the velocity of thinning of an emulsion film
is smaller than the velocity of approach of two nondeformed droplets and much larger than VRe. It
is interesting to note that the velocity of thinning as predicted by Equation 5.285 does not depend
on the viscosity of the continuous phase, η, and its dependence on the drop viscosity, ηd, is rather
weak. There are experimental observations confirming this prediction (see Reference 32, p. 381).

The presence of surfactant adsorption monolayers decreases the mobility of the droplet (bubble)
surfaces. This is due to the Marangoni effect (see Equation 5.282). From a general viewpoint, we
may expect that the interfacial mobility will decrease with the increase of surfactant concentration
until eventually the interfaces become immobile at high surfactant concentrations (see Section 5.5.2,
above); therefore, a pronounced effect of surfactant concentration on the velocity of film drainage
should be expected. This effect really exists (see Equation 5.286, below), but in the case of emulsions
it is present only when the surfactant is predominantly soluble in the continuous phase.

Traykov and Ivanov543 established (both theoretically and experimentally) the interesting effect
that when the surfactant is dissolved in the disperse phase (that is, in the emulsion droplets), the
droplets approach each other just as in the case of pure liquid phases, i.e., Equation 5.285, holds.
Qualitatively, this effect can be attributed to the fact that the convection-driven surface tension
gradients are rapidly damped by the influx of surfactant from the drop interior; in this way, the
Marangoni effect is suppressed. Indeed, during the film drainage the surfactant is carried away
toward the film border, and a nonequilibrium distribution, depicted in Figure 5.42a appears.
Because, however, the mass transport is proportional to the perturbation, the larger the deviation
from equilibrium, the stronger the flux tending to eliminate the perturbation (the surfactant flux is
denoted by thick arrows in Figure 5.42b). In this way, any surface concentration gradient (and the
related Marangoni effect) disappears. The emulsion films in this case behave as if surfactant is
absent.

In the opposite case, when the surfactant is soluble in the continuous phase, the Marangoni
effect becomes operative and the rate of film thinning becomes dependent on the surface (Gibbs)
elasticity (see Equation 5.282). Moreover, the convection-driven local depletion of the surfactant
monolayers in the central area of the film surfaces gives rise to fluxes of bulk and surface diffusion
of surfactant molecules. The exact solution of the problem428,430,462,510,511,543 gives the following
expression for the rate of thinning of symmetric planar films (of both foam and emulsion type):

FIGURE 5.42 Damping of convection-driven surface tension gradients by influx of surfactant from the drop
interior. (a) Since the mass transport is proportional to the perturbation, the larger the perturbation, the stronger
the flux tending to eliminate it. (b) Uniform surfactant distribution is finally reached.
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,    (5.286)

where, as usual, D and Ds are the bulk and interfacial collective diffusion coefficients (see
Equation 5.279); EG is the Gibbs elasticity; and εf is the so-called foam parameter.496 In the special
case of foam film, one substitutes εe = 0 in Equation 5.286. Note that the diffusive surfactant
transport, which tends to restore the uniform adsorption monolayers, damps the surface tension
gradients (which oppose the film drainage) and thus accelerates the film thinning. However, at large
surfactant concentrations, the surface elasticity, EG, prevails, εf increases, and, consequently, the
thinning rate decreases down to the Reynolds velocity, Vz → VRe (see Equation 5.286). Similar
expressions for the rate of film thinning, which are appropriate for various ranges of values of the
interfacial parameters, can be found in the literature.164,431,432,477,544,545 A table describing the typical
ranges of variation of the interfacial properties (Γ, EG, D, Ds, ∂σ/∂c, etc.) for emulsion and foam
systems can be found in Reference 164, table 2 therein. For h < 100 nm, the influence of the
disjoining pressure should be taken into account (see Equation 5.262). In some studies,164,440,527,546-549

the effect of the interfacial viscosity on the rate of thinning and the lifetime of plane-parallel films
is investigated; this effect is found to decrease when the film thickness, h, becomes smaller and/or
the film radius, R, becomes larger.

Note that Equation 5.286 does not hold in the limiting case of foam films (εe = 0) at low
surfactant concentration, εf → 0. The following expression is available for this special case:496

(5.287)

The merit of this equation is that it gives as limiting cases both Vz/VRe for foam films without
surfactant, εf → 0, and Equation 5.286 with εe = 0 (note that in the framework of the lubrication
approximation, used to derive Equation 5.286, the terms ∝ h2/R2 are being neglected).
Equation 5.287 has also some shortcomings, which are discussed in Reference 496.

Another case, which is not described by the above equations, is the approach of two nonde-
formed (spherical) bubbles in the presence of surfactant. The velocity of approach in this case can
be described by means of the expression:431,440,501,511

(5.288)

where the parameters b and hs account for the influence of bulk and surface diffusivity of surfactants,
respectively. From Equation 5.279 these parameters are calculated to be511

,    (5.289)

A generalization of Equation 5.288 to the more complicated case of two nondeformed (spher-
ical) emulsion droplets which account for the influence of surface viscosity has been published in
Reference 440.

Returning to the parameter values, we note that usually εe � εf and εe � 1. Then, comparing
the expressions for Vz/VRe as given by Equations 5.285 and 5.286, we conclude that the rate of
thinning is much greater when the surfactant is dissolved in the droplets (the disperse phase) in
comparison with the case when the surfactant is dissolved in the continuous phase. This prediction
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of the theory was verified experimentally by measuring the number of films that rupture during a
given period of time,550 as well as the rate of thinning. When the surfactant was dissolved in the
drop phase, the average lifetime was the same for all surfactant concentrations (Figure 5.43a), in
agreement with Equation 5.285. For the emulsion film with the same, but inverted, liquid phases
(the former continuous phase becomes disperse phase, and vice versa), i.e., the surfactant is in the
film phase, the average lifetime is about 70 times longer — compare curve 3 in Figure 5.43a with
curve 2 in Figure 5.43b. The theoretical conclusions have been also checked and proved in exper-
imental measurements with nitroethane droplets dispersed in an aqueous solution of the cationic
surfactant hexadecyl trimethyl ammonium chloride (HTAC).498

5.5.3.3 Bancroft Rule for Emulsions

There have been numerous attempts to formulate simple rules connecting the emulsion stability
with the surfactant properties. Historically, the first was the Bancroft rule,551 which states that “to

FIGURE 5.43 Histograms for the lifetimes of emulsion films: ∆N/N is the relative number of films that have
ruptured during a time interval ∆t = 0.4 s. (a) Surfactant in the drops: benzene films between water drops
containing surfactant sodium octylsulfonate of concentration (1) 0 M, (2) 10–4 M, and (3) 2 × 10–3 M. (b)
Surfactant in the film: (1) benzene film with 0.1 M of lauryl alcohol dissolved in the film, (2) water film with
2 × 10–3 M of sodium octylsulfonate inside. (From Traykov, T.T. and Ivanov, I.B., Int. J. Multiphase Flow, 3,
471, 1977.)
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have a stable emulsion the surfactant must be soluble in the continuous phase.” A more sophisticated
criterion was proposed by Griffin552 who introduced the concept of hydrophilic-lipophilic balance
(HLB). As far as emulsification is concerned, surfactants with an HLB number in the range of 3
to 6 must form water in oil (W/O) emulsions, whereas those with HLB numbers from 8 to 18 are
expected to form oil in water (O/W) emulsions. Different formulae for calculating the HLB numbers
are available; for example, the Davies expression553 reads

HLB = 7 + (hydrophilic group number) – 0.475nc (5.290)

where nc is the number of –CH2– groups in the lipophilic part of the molecule. Shinoda and Friberg554

proved that the HLB number is not a property of the surfactant molecules only, but also depends
strongly on the temperature (for nonionic surfactants), on the type and concentration of added
electrolytes, on the type of oil phase, etc. They proposed using the phase inversion temperature
(PIT) instead of HLB for characterization of the emulsion stability.

Davis555 summarized the concepts about HLB, PIT, and Windsor’s ternary phase diagrams for
the case of microemulsions and reported topologically ordered models connected with the Helfrich
membrane bending energy. Because the curvature of surfactant lamellas plays a major role in
determining the patterns of phase behavior in microemulsions, it is important to reveal how the
optimal microemulsion state is affected by the surface forces determining the curvature
energy.163,556,557 It is hoped that lattice models558,559 and membrane curvature models560,561 will lead
to predictive formulae for the microemulsion design.

Ivanov et al.496,500,501,562 have proposed a semiquantitative theoretical approach that provides a
straightforward explanation of the Bancroft rule for emulsions. This approach is based on the idea
of Davies and Rideal32 that both types of emulsions are formed during the homogenization process,
but only the one with lower coalescence rate survives. If the initial drop concentration for both
emulsions is the same, the coalescence rates for the two emulsions — (Rate)1 for emulsion 1 and
(Rate)2 for emulsion 2 (Figure 5.44) — will be proportional to the respective coalescence rate
constants, kc,1 and kc,2 (see Section 5.6, below), and inversely proportional to the film lifetimes, τ1

and τ2:

(5.291)

FIGURE 5.44 The two possible types of emulsions obtained just after the homogenization; the surfactant is
soluble in Phase I.
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Here V1 and V2 denote the respective velocities of film thinning. After some estimates based on
Equations 5.262, 5.273, 5.285, and 5.286, we can express the ratio in Equation 5.291 in the form:

(5.292)

where hcr,1 and hcr,2 denote the critical thickness of film rupture for the two emulsions in Figure 5.44.
Many conclusions can be drawn, regarding the type of emulsion to be formed:

1. If the disjoining pressures, Π1 and Π2, are zero, the ratio in Equation 5.292 will be very
small. Hence, emulsion 1 (surfactant soluble in the continuous phase) will coalesce much
more slowly and it will survive. This underlines the crucial importance of the surfactant
location (which is connected with its solubility), thus providing a theoretical foundation
for Bancroft’s rule. The emulsion behavior in this case will be controlled almost entirely
by the hydrodynamic factors (kinetic stability).

2. The disjoining pressure, Π, plays an important role. It can substantially change and even
reverse the behavior of the system if it is comparable by magnitude with the capillary
pressure, Pc. For example, if (Pc – Π2) → 0 at a finite value of Pc-Π1 (which may happen,
for example, for an O/W emulsion with oil soluble surfactant), the ratio in Equation 5.292
may become much larger than unity, which means that emulsion 2 will become thermo-
dynamically stable. In some cases the stabilizing disjoining pressure is large enough for
emulsions with a very high volume fraction of the disperse phase (above 95% in some
cases) to be formed.563

3. The Gibbs elasticity, EG, favors the formation of emulsion 1, because it slows the film
thinning. On the other hand, increased surface diffusivity, Ds, decreases this effect,
because it helps the interfacial tension gradients to relax, thus facilitating the formation
of emulsion 2.

4. The film radius, R, increases and the capillary pressure, Pc, decreases with the drop
radius, Rd. Therefore, larger drops will tend to form emulsion 1, although the effect is
not very pronounced.

5. The difference in critical thicknesses of the two emulsions only slightly affects the rate
ratio in Equation 5.292, although the value of hcr itself is important.

6. The viscosity of the continuous phase, η, has no effect on the rate ratio, which depends
only slightly on the viscosity of the drop phase, ηd. This is in agreement with the
experimental observations (see Reference 32).

7. The interfacial tension, σ, affects the rate ratio directly only through the capillary
pressure, Pc = 2σ/Rd. The electrolyte primarily affects the electrostatic disjoining pres-
sure, Π, which decreases as the salt content increases, thus destabilizing the O/W emul-
sion. It can also influence the stability by changing the surfactant adsorption (including
the case of nonionic surfactants).

8. The temperature strongly affects the solubility and surface activity of nonionic surfac-
tants.3 It is well known that at higher temperature nonionic surfactants become more oil
soluble, which favors the W/O emulsion. Thus, solubility may change the type of
emulsion formed at the PIT. The surface activity has numerous implications; the most
important is the change of the Gibbs elasticity, EG, and the interfacial tension, σ.

9. Surface active additives (cosurfactants, demulsifiers, etc.), such as fatty alcohols in the
case of ionic surfactants, may affect the emulsifier partitioning between the phases and
its adsorption, thereby changing the Gibbs elasticity and the interfacial tension. The
surface-active additive may also change the surface charge (mainly by increasing the
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spacing among the emulsifier ionic headgroups), thus decreasing the repulsive electro-
static disjoining pressure and favoring the W/O emulsion. Polymeric surfactants and
adsorbed proteins increase the steric repulsion between the film surfaces. They may favor
either O/W or W/O emulsions, depending on their conformation at the interface and their
surface activity.

10. The interfacial bending moment, B0, can also affect the type of the emulsion, although
this is not directly visible from Equation 5.292. (Note that B0 = –4kcH0, where H0 is the
so-called spontaneous curvature and kc is the interfacial curvature elastic modulus.129

Typically, B0 is of the order of 5 × 10–11 N.) Usually, for O/W emulsions, B0 opposes the
flattening of the droplet surfaces in the zone of collision (Figure 5.23), but for W/O
emulsions favors the flattening.134 This effect might be quantified by the expression for
the curvature contribution in the energy of droplet–droplet interaction:134

(5.293)

It turns out that Wc > 0 for the droplet collisions in an O/W emulsion, while Wc < 0 for
a W/O emulsion.134 Consequently, the interfacial bending moment stabilizes the O/W
emulsions but destabilizes the W/O ones. There is supporting experimental evidence564

for microemulsions, i.e., for droplets of rather small size. Moreover, the effect of the
bending moment can be important even for micrometer-sized droplets.134 This is because
the bent area increases faster (R2 ∝ Rd

2) than the bending energy per unit area decreases
(Wc/R2 ∝ 1/Rd) when the droplet radius, Rd, increases (see Equation 5.293).

For micrometer-sized emulsion droplets the capillary pressure can be so high that a film may
not appear between the drops. In such a case, instead of Equation 5.292, we can use analogous
expression for nondeformed (spherical) drops.565

5.5.3.4 Demulsification

It has been known for a long time32 that one way to destroy an emulsion is to add a surfactant,
which is soluble in the drop phase — this method is termed chemical demulsification. To understand
the underlying process, let us consider two colliding emulsion droplets with film formed in the
zone of collision (see Figures 5.23 and 5.45). As discussed above, when the liquid is flowing out
of the film, the viscous drag exerted on the film surfaces (from the side of the film interior) carries
away the adsorbed emulsifier toward the film periphery. Thus, a nonuniform surface distribution
of the emulsifier (shown in Figure 5.45a by empty circles) is established. If demulsifier (the closed
circles in Figure 5.45b) is present in the drop phase, it will occupy the interfacial area freed by the
emulsifier. The result will be a saturation of the adsorption layer, as shown in Figure 5.45b. If the
demulsifier is sufficiently surface active, its molecules will be able to decrease substantially, and
even to eliminate completely, the interfacial tension gradients, thus changing the emulsion to type
2 (see Figure 5.44 and Section 5.5.3.2, above). This leads to a strong increase in the rate of film
thinning, rapid drop coalescence, and emulsion destruction.500,501 The above mechanism suggests
that the demulsifier has to possess the following properties:

1. It must be soluble in the drop phase or in both phases, but in the latter case its solubility
in the drop phase must be much higher.

2. Its diffusivity and concentration must be large enough to provide a sufficiently large demul-
sifier flux toward the surfaces and thus eliminate the gradients of the interfacial tension.

3. Its surface activity must be comparable and even higher than that of the emulsifier;
otherwise, even though it may adsorb, it will not be able to suppress the interfacial
tension gradients.

W R B R R Rc d d= − ( )2 12
0
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In regard to defoaming, various mechanisms are possible, which are discussed in Section 5.7,
below.

5.5.4 INTERACTIONS IN NONPREEQUILIBRATED EMULSIONS

The common nonionic surfactants are often soluble in both water and oil phases. In the practice
of emulsion preparation, the surfactant (the emulsifier) is initially dissolved in one of the liquid
phases and then the emulsion is prepared by homogenization. In such a case, the initial distribution
of the surfactant between the two phases of the emulsion is not in equilibrium; therefore, surfactant
diffusion fluxes appear across the surfaces of the emulsion droplets. The process of surfactant
redistribution usually lasts from many hours to several days, until finally equilibrium distribution
is established. The diffusion fluxes across the interfaces, directed either from the continuous phase
toward the droplets or the reverse, are found to stabilize both thin films and emulsions. In particular,
even films, which are thermodynamically unstable, may exist several days because of the diffusion
surfactant transfer; however, they rupture immediately after the diffusive equilibrium has been
established. Experimentally, this effect manifests itself in phenomena called cyclic dimpling566 and
osmotic swelling.567 These two phenomena, as well as the equilibration of two phases across a
film,568,569 are described and interpreted below.

5.5.4.1 Surfactant Transfer from Continuous to Disperse Phase (Cyclic Dimpling)

The phenomenon of cyclic dimpling was first oserved501,566 with xylene films intervening between
two water droplets in the presence of the nonionic emulsifier Tween 20 or Tween 80 (initially

FIGURE 5.45 (a) Nonuniform surface distribution of an emulsifier due to drag from the draining film. (b)
Suppression of the surface tension gradients by a demulsifier added in the drop phase.
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dissolved in water but also soluble in oil). The same phenomenon also has been observed with
other emulsion systems.

After the formation of such an emulsion film, it thins down to an equilibrium thickness (approxi-
mately 100 nm), determined by the electrostatic repulsion between the interfaces. As soon as the film
reaches this thickness, a dimple spontaneously forms in the film center and starts growing
(Figure 5.46a). When the dimple becomes bigger and approaches the film periphery, a channel forms
connecting the dimple with the aqueous phase outside the film (Figure 5.46b). Then, the water contained
in the dimple flows out leaving an almost plane-parallel film behind. Just afterward, a new dimple
starts to grow and the process repeats again. The period of this cyclic dimpling remains approximately
constant for many cycles and could be from a couple of minutes up to more than 10 min. It was
established that this process is driven by the depletion of the surfactant concentration on the film
surfaces due to the dissolving of surfactant in the adjacent drop phases. The depletion triggers a surface
convection flux along the two film surfaces and a bulk diffusion flux in the film interior. Both fluxes
are directed toward the center of the film. The surface convection causes a tangential movement of the
film surfaces; the latter drag along a convective influx of solution in the film, which feeds the dimple.
Thus, the cyclic dimpling appears to be a process leading to stabilization of the emulsion films and
emulsions due to the influx of additional liquid in the region between the droplets, which prevents
them from a closer approach, and eventually, from coalescence.

Combining the general equation of films with deformable interfaces (Equation 5.255), the mass
balance (Equations 5.276 and 5.277), and the boundary condition for the interfacial stresses
(Equation 5.281), we can derive570

FIGURE 5.46 Spontaneous cyclic dimpling caused by surfactant diffusion from the aqueous film toward the
two adjacent oil phases. (a) Schematic presentation of the process. (b) Photograph of a large dimple just before
flowing out; the interference fringes in reflected light allow determination of the dimple shape.
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(5.294)

where j is the diffusion flux in the drop phase, and, as usual, r is radial coordinate, h(r,t) is the film
thickness, σ is surface tension, Γ is adsorption, and Π is disjoining pressure. The comparison
between the numerical calculations based on Equation 5.294 and the experimental data for the
cyclic dimpling with the anionic surfactant sodium nonylphenol polyoxyethylene-25 sulfate show
a very good agreement (Figure 5.47). The experimental points are obtained from the interference
fringes (see Figure 5.46). The shape in the initial moment, t = 0, serves as an initial condition for
determining h(r,t) by solving Equation 5.294. The curves for t = 3, 9, 17, and 29 s represent
theoretical predictions. The scaling parameters along the h and r axes in Figure 5.47 are h0 = 350 nm
and R = 320 µm, with the latter the film radius; the only adjustable parameter is the diffusion flux, j.

5.5.4.2 Surfactant Transfer from Disperse to Continuous Phase (Osmotic Swelling)

Velev et al.498 reported that emulsion films, formed from preequilibrated phases containing the
nonionic surfactant Tween and 0.1 M NaCl, spontaneously thin to Newton black films (thickness
≈ 10 nm) and then rupture. However, when the nonionic surfactant Tween 20 or Tween 60 is initially
dissolved in the xylene drops and the film is formed from the nonpreequilibrated phases, no black
film formation and rupture are observed.501,567 Instead, the films have a thickness above 100 nm,
and we observe formation of channels of larger thickness connecting the film periphery with the
film center (Figure 5.48). We may observe that the liquid is circulating along the channels for a
period from several hours to several days. The phenomenon continues until the redistribution of
the surfactant between the phases is accomplished. This phenomenon occurs only when the back-
ground surfactant concentration in the continuous (the aqueous) phase is not lower than the CMC.
These observations can be interpreted in the following way.

Because the surfactant concentration in the oil phase (the disperse phase) is higher than the
equilibrium concentration, surfactant molecules cross the oil–water interface toward the aqueous
phase. Thus, surfactant accumulates within the film, because the bulk diffusion throughout the film
is not fast enough to transport promptly the excess surfactant into the Plateau border. As the
background surfactant concentration in the aqueous phase is not less than CMC, the excess
surfactant present in the film is packed in the form of micelles (denoted by black dots in
Figure 5.48a). This decreases the chemical potential of the surfactant inside the film. Nevertheless,

FIGURE 5.47 Comparison between the theory of cyclic dimpling (the lines) and the experimental data (the
points) for the dimple shape, h(r), determined from the interference fringes (see Figure 5.46b); emulsifier is
anionic surfactant sodium nonylphenol polyoxyethylene-25 sulfate and the oil phase is styrene.
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the film is subjected to osmotic swelling because of the increased concentration of micelles within.
The excess osmotic pressure

(5.295)

counterbalances the outer capillary pressure and arrests further thinning of the film. Moreover, the
excess osmotic pressure in the film gives rise to a convective outflow of solution: this is the physical
origin of the observed channels (Figure 5.48b).

Experimental data501,567 show that the occurrence of the above phenomenon is the same for
initial surfactant concentration in the water varying from 1 up to 500 times the CMC, if only some
amount of surfactant is also initially dissolved also in the oil. This fact implies that the value of
the surfactant chemical potential inside the oil phase is much greater than that in the aqueous phase,
with the latter closer to its value at the CMC in the investigated range of concentrations.

5.5.4.3 Equilibration of Two Droplets across a Thin Film

In the last two sections, we considered mass transfer from the film toward the droplets and the
reverse, from droplets toward the film. In both cases, the diffusion fluxes lead to stabilization of
the film. Here we consider the third possible case corresponding to mass transfer from the first
droplet toward the second one across the film between them. In contrast with the former two cases,
in the last case the mass transfer is found to destabilize the films. Experimentally, the diffusion
transfer of alcohols, acetic acid, and acetone was studied.571,572 The observed destabilization of the
films can be attributed to the appearance of Marangoni instability,568 which manifests itself through
the growth of capillary waves at the interfaces, which eventually can lead to film rupture.

FIGURE 5.48 Osmotic swelling of an aqueous film formed between two oil droplets. (a) The surfactant
dissolved in the oil is transferred by diffusion toward the film, where it forms micelles, the osmotic effects
of which increase the local pressure. (b) Photograph of a typical pattern from a circular film with channels.
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The Marangoni instabilities can appear not only in thin films, but also in the simpler case of
a single interface. In this case, the Marangoni instability may bring about spontaneous emulsifica-
tion. This effect has been theoretically investigated by Sternling and Scriven,573 whose work
stimulated numerous theoretical and experimental studies on spontaneous emulsification. Lin and
Brenner574 examined the role of the heat and mass transfer in an attempt to check the hypothesis
of Holly575 that the Marangoni instability can cause the rupture of tear films. Their analysis was
extended by Castillo and Velarde,576 who accounted for the tight coupling of the heat and mass
transfer and showed that it drastically reduces the threshold for Marangoni convection. Instability
driven by diffusion flux of dissolved oil molecules across an asymmetric liquid film (oil–water–air
film) has been theoretically investigated.569 It was found that even small decrements of the water–air
surface tension, caused by the adsorbed oil, are sufficient to trigger the instability.

5.5.5 HYDRODYNAMIC INTERACTION OF A PARTICLE WITH AN INTERFACE

There are various cases of particle–interface interactions, which require separate theoretical treat-
ment. The simpler case is the hydrodynamic interaction of a solid particle with a solid interface.
Other cases are the interactions of fluid particles (of tangentially mobile or immobile interfaces)
with a solid surface; in these cases, the hydrodynamic interaction is accompanied by deformation
of the particle. On the other hand, the colloidal particles (both solid and fluid) may hydrodynamically
interact with a fluid interface, which thereby undergoes a deformation. In the case of fluid interfaces,
the effects of surfactant adsorption, surface diffusivity, and viscosity affect the hydrodynamic
interactions. A special class of problems concerns particles attached to an interface, which are
moving throughout the interface. Another class of problems is related to the case when colloidal
particles are confined in a restricted space within a narrow cylindrical channel or between two
parallel interfaces (solid and/or fluid); in the latter case, the particles interact simultaneously with
both film surfaces.

The theoretical contributions are limited to the case of low Reynolds number421,422,496,577-579

(mostly for creeping flows, see Section 5.5.1), avoiding the difficulties arising from the nonlinearity
of the equations governing the fluid motion at higher velocities. Indeed, for low Reynolds numbers,
the term v · ∇ v in the Navier–Stokes equation (see Equations 5.247 to 5.249) is negligible, and
we may apply the method of superposition to solve the resulting linear set of equations. This means
that we may first solve the simpler problems about the particle elementary motions: (1) particle
translation (without rotation) in an otherwise immobile liquid, (2) particle rotation (without trans-
lation) in an otherwise immobile liquid, and (3) streamlining of an immobile particle by a Couette
or Poiseuille flow. Once the problems about the elementary motions have been solved, we may
obtain the linear and angular velocity of the real particle motion combining the elementary flows.
The principle of combination is based on the fact that for low Reynolds numbers the particle
acceleration is negligible, and the net force and torque exerted on the particle must be zero. In
other words, the hydrodynamic drag forces and torques originating from the particle translation
and rotation are counterbalanced by those originating from the streamlining:

Ftranslation + Frotation + Fstreamlining = 0, Mtranslation + Mrotation + Mstreamlining = 0 (5.296)

That is the reason we will now consider expressions for F and M for various types of elementary
motions.

5.5.5.1 Particle of Immobile Surface Interacting with a Solid Wall

The force and torque exerted on a solid particle were obtained in the form of a power series with
respect to Rd/l, where Rd is the particle radius and l is the distance from the center of the particle
to the wall. Lorentz580 derived an asymptotic expression for the motion of a sphere along the normal
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to a planar wall with an accuracy of up to Rd/l. Faxen581 developed the method of reflection for a
sphere moving between two parallel planes in a viscous fluid. Using this method, Wakiya582

considered the cases of motion in flow of Couette and Poiseuille; however, the method employed
by him cannot be applied to small distances to the wall.442 The next important step was taken by
Dean and O’Neill583 and O’Neill,584 who found an exact solution for the force and the torque acting
on a spherical particle moving tangentially to a planar wall at an arbitrary distance from the wall.
The limiting case of small distances between the particle and the wall was examined by several
authors.433-435,585 Instead of an exact solution of the problem, the authors derived asymptotic formulae
for the force and torque. Keh and Tseng586 presented a combined analytical-numerical study for
the slow motion of an arbitrary axisymmetric body along its axis of revolution, with the latter
normal to a planar surface. The inertial migration of a small solid sphere in a Poiseuille flow was
calculated by Schonberg and Hinch587 for the case when the Reynolds number for the channel is
of the order of unity.

Below we present expressions for the forces and torques for some of the elementary motions.
In all cases we assume that the Reynolds number is small, the coordinate plane xy is parallel to
the planar wall and h is the shortest surface-to-surface distance from the particle to the wall.

First, we consider the case of a pure translational motion: a solid spherical particle of radius
Rd that translates along the y axis with a linear velocity U and angular velocity ω ≡ 0 in an otherwise
quiescent fluid. In spite of the fact that the particle does not rotate, it experiences a torque, M,
directed along the x axis, due to friction with the viscous fluid. The respective asymptotic
expressions433-435 for the components of the drag force, F, and torque, M, read

,    ,    ,    (5.297)

(5.298)

(5.299)

where fy and mx are dimensionless drag force and torque coefficients, respectively.
Second, we consider the case of pure rotation: a solid spherical particle of radius Rd is situated

at a surface-to-surface distance, h, from a planar wall and rotates with angular velocity, ω, around
the x axis in an otherwise quiescent fluid. The corresponding force and torque resultants are433-435

,    ,    ,    (5.300)

,    (5.301)

From Equations 5.297 to 5.301, it follows that the force and the torque depend weakly (logarith-
mically) on the distance, h, as compared to the Taylor or Reynolds laws (Equations 5.260 and 5.261).

As discussed in Sections 5.5.2.1 and 5.5.3.2, a fluid particle in the presence of high surfactant
concentration can be treated as a deformable particle of tangentially immobile surfaces. Such a
particle deforms when pressed against a solid wall (see the inset in Figure 5.49). To describe the
drag due to the film intervening between the deformed particle and the wall, we may use the
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expression derived by Reynolds423 for the drag force exerted on a planar solid ellipsoidal disk,
which is parallel to a solid wall and is moving along the y axis at a distance h from the wall:

,    (5.302)

Here, a and b are the semiaxes of the ellipse; for a circular disk (or film), we have a = b = R. By
combining Equations 5.297 and 5.298 with Equation 5.302, we can derive an expression for the
net drag force experienced by the deformed particle (the inset in Figure 5.49) when it moves along
the y axis with a linear velocity U:

,    (5.303)

Here, as usual, h and R denote the film thickness and radius, and Rd is the curvature radius of the
spherical part of the particle surface. The dependence of the dimensionless drag coefficient, fy, on
the distance h for different values of the ratio R/Rd is illustrated in Figure 5.49. The increase of
R/Rd and the decrease of h/Rd may lead to an increase of the drag force, fy, by an order of magnitude.
That is the reason the film between a deformed particle and a wall can be responsible for the major
part of the energy dissipation. Moreover, the formation of doublets and flocks of droplets separated
by liquid films seems to be of major importance for the rheological behavior of emulsions.

5.5.5.2 Fluid Particles of Mobile Surfaces

Let us start with the case of pure phases, when surfactant is missing and the fluid–liquid interfaces
are mobile. Under these conditions, the interaction of an emulsion droplet with a planar solid wall
was investigated by Ryskin and Leal,588 and numerical solutions were obtained. A new formulation
of the same problem was proposed by Liron and Barta.589 The case of a small droplet moving in
the restricted space between two parallel solid surfaces was solved by Shapira and Haber.590,591

These authors used the Lorentz reflection method to obtain analytical solutions for the drag force
and the shape of a small droplet moving in Couette flow or with constant translational velocity.

The more complicated case, corresponding to a viscous fluid particle approaching the boundary
between two pure fluid phases (all interfaces deformable), was investigated by Yang and Leal,592,593

who succeeded in obtaining analytical results.

FIGURE 5.49 Deformed fluid particle (the inset) moving tangentially to an immobile solid surface: plot of
the dimensionless drag coefficient, fy, vs. the dimensionless film thickness, h/Rd, for three values of the
dimensionless film radius, R/Rd (see Equation 5.303).
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Next, we proceed with the case when surfactant is present and the Marangoni effect becomes
operative. Classical experiments carried out by Lebedev594 and Silvey595 show that the measured
velocity of sedimentation, U, of small fluid droplets in a viscous liquid (pure liquid phases assumed)
does not obey the Hadamar596 and Rybczynski597 equation:

(5.304)

where F is the drag force. The limiting case ηd → 0 corresponds to bubbles, whereas in the other
limit, ηd → ∞, Equation 5.304 describes solid particles. Note that Equation 5.304 is derived for the
motion of a spherical fluid particle (drop or bubble) of viscosity ηd in a liquid of viscosity η in
the absence of any surfactant. The explanation of the contradiction between theory and
experiment594,595 turned out to be very simple: even liquids that are pure from the viewpoint of the
spectral analysis may contain some surface-active impurities, whose bulk concentration might be
vanishingly low, but which can provide a dense adsorption layer at the restricted area of the fluid
particle surface. Then, the effects of Gibbs elasticity and interfacial viscosity substantially affect
the drag coefficient of the fluid particle. The role of the latter two effects was investigated by
Levich,436 Edwards et al.,437 and He et al.598 for the motion of an emulsion droplet covered with a
monolayer of nonsoluble surfactant (adsorption and/or desorption not present). These authors used
the Boussinesq–Scriven constitutive law of a viscous fluid interface (Equation 5.281), and estab-
lished that only the dilatational interfacial viscosity, ηdl, but not the shear interfacial viscosity, ηsh,
influences the drag force. If the surfactant is soluble in both phases and the process of adsorption
is diffusion controlled (see Section 5.2.2.1) the generalization of Equation 5.304 is

(5.305)

where Dd is the surfactant diffusion coefficient in the drop phase; c and cd are the concentrations
of surfactant in the continuous and drop phases, respectively; ha = ∂Γ/∂c and hd,a = ∂Γ/∂cd are the
slopes of adsorption isotherms with respect to the surfactant concentration. In the limiting case
without surfactant Equation 5.305 is reduced to the Hadamar596 and Rybczynski597 equation
(Equation 5.304).

Danov et al.251,599-602 investigated theoretically the hydrodynamic interaction of a fluid particle
with a fluid interface in the presence of surfactant. The numerical results of these authors reveal
that there is a strong influence of both shear and dilatational interfacial viscosities on the motion
of the fluid particle when the particle–interface distance, h, is approximately equal to or smaller
than the particle radius, Rd. For example, in the presence of an external force acting parallel to the
interface (along the y axis), the stationary motion of the spherical particle close to the viscous
interface is a superposition of a translation along the y axis with velocity Vy and a rotation (around
the x axis) with an angular velocity, ωx (see the inset in Figure 5.50a). The numerical results of
Danov et al.601,602 for Vy and ωx normalized by the Stokes velocity, VStokes = F/(6πηRd), are plotted
in Figures 5.50a and 5.50b vs. h/Rd for four different types of interfaces: (1) solid particle and solid
wall (see Equations 5.297 to 5.299); (2) fluid particle and fluid interface for K = E = 100; (3) the
same system as (2) but for K = E = 10; and (4) the same system as (2) but for K = E = 1, where

K ≡ ηdl /(ηRd), E ≡ ηsh /(ηRd) (5.306)

(For the definition of the interfacial viscosities, ηdl and ηsh, see Equation 5.281.) As seen in
Figure 5.50a, the velocity of the sphere, Vy, is less than VStokes for the solid (1) and the highly viscous
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(2) interfaces, and Vy noticeably decreases when the distance h decreases. However, in case (4),
corresponding to low surface viscosities, the effect is quite different: Vy/VStokes is greater than unity
(the sphere moves faster near the interface than in the bulk), and its dependence on h is rather
weak. The result about the angular velocity, ωx, is also intriguing (Figure 5.50b). The stationary
rotation of a sphere close to a solid (1) or highly viscous (2) interface is in the positive direction,
i.e., ωx > 0. For the intermediate interfacial viscosity (3), the sphere practically does not rotate,
whereas, for the interfaces of low viscosity (4), the drop rotates in the opposite direction, i.e., ωx

< 0. The inversion of the sign of ωx is due to the fact that the friction of the particle with the bulk
fluid below it (see the inset in Figure 5.50a) becomes stronger than the friction with the interface
above the particle.

Finally, we consider the case of a solid particle attached to a liquid–fluid interface. This
configuration is depicted in Figure 5.17e; note that the position of the particle along the normal to
the interface is determined by the value of the three-phase contact angle. Stoos and Leal603 inves-
tigated the case when such an attached particle is subjected to a flow directed normally to the
interface. These authors determined the critical capillary number, beyond which the captured particle
is removed from the interface by the flow.

Danov et al.251 examined the case of an attached particle moving along a liquid–gas interface
under the action of an applied force directed tangentially to the interface. The effect of the contact

FIGURE 5.50 Spherical particle moving tangentially to a viscous interface: plots of the stationary dimen-
sionless linear (Vy/VStokes) (a) and angular (ωxRd/VStokes) (b) velocities vs. the dimensionless thickness, h/Rd.
The curves corresponds to various surface viscosities: (1) K = E = ∞ (solid surfaces); (2) K = E = 100; (3)
K = E = 10, and (4) K = E = 1 (see Equation 5.306).

(a)

(b)
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angle (the depth of immersion), as well as the effect of adsorbed surfactant on the drag force, were
investigated. These authors also calculated the surface diffusion coefficient of a Brownian particle
attached to the liquid surface. Let Dp and Dp0 be the particle surface diffusion coefficient in the
presence and in the absence of surfactant, respectively. In Figure 5.51a, we plot the results for
Dp/Dp0 vs. the solid–liquid–gas contact angle, θ, for three different values of the parameters K and
E characterizing the surface viscosities (see Equation 5.306): (1) K = E = 1, (2) K = E = 5, and (3)
K = E = 10. The relatively small slope of the curves in Figure 5.51a indicates that Dp/Dp0 depends
less significantly on the contact angle, θ, than on the surface viscosity characterized by K and E.
Note, however, that Dp0 itself depends markedly on θ: the absolute value of Dp0 is smaller for the
smaller values of θ (for deeper immersion of the particle in the liquid phase). Figure 5.51b presents
the calculated dependence of Dp/Dp0 on the surface viscosity characterized by K and E (K = E is
used in the calculations) for various fixed values of the contact angle, θ. Apparently, the particle
mobility decreases faster for the smaller values of K and then tends to zero insofar as the fluid
surface “solidifies” for the higher values of the surface viscosities. The experimental data from
measurements of the drag coefficient of spherical particles attached to fluid interfaces250 showed
very good agreement with the predictions of the theory.251

The role of surface viscosity and elasticity on the motion of a solid particle trapped in a thin
film, at an interface, or at a membrane of a spherical vesicle has been recently investigated in
References 604 and 605. The theoretical results604,605 have been applied to process the experimental
data for the drag coefficient of polystyrene latex particles moving throughout the membrane of a
giant lipid vesicle.606-612 Thus, the interfacial viscosity of membranes has been determined.

FIGURE 5.51 Effect of adsorbed surfactant on the surface diffusivity, Dp, of a Brownian particle attached to
a fluid interface: (a) plot of Dp/Dp0 vs. particle contact angle, θ, for various surface viscosities (see
Equation 5.306); (b) plot of Dp/Dp0 vs. the dimensionless surface viscosity, K = E, for various θ.
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5.5.6 BULK RHEOLOGY OF DISPERSIONS

The description of the general rheological behavior of colloidal dispersions requires information
regarding the drag forces and torques experienced by the individual particles.278,613,614 In dilute
systems, the hydrodynamic interactions between the particles can be neglected and their motion
can be treated independently. In contrast, when the particle concentration is higher, the effect of
hydrodynamic interactions between a spherical particle and an interface on the drag force and
torque acquires considerable importance. The viscosity and the collective diffusion coefficient of
colloidal dispersions can be strongly affected also by long-range surface forces, like the electrostatic
double layer force; see Section 5.9.2.4 below.

Long ago Einstein615 obtained a formula for the diffusion coefficient for solid spheres in the
dilute limit:

D = kT/(6πηmRp) (5.307)

where Rp is the particle radius and ηm is the viscosity of the liquid medium. This relation was later
generalized by Kubo616 for cases when the hydrodynamic resistance becomes important. The further
development in this field is reviewed by Davis.577

The particle–particle interactions lead to a dependence of the viscosity, η, of a colloidal
dispersion on the particle volume fraction, φ. Einstein617 showed that for a suspension of spherical
particles in the dilute limit:

(5.308)

Later Taylor618 generalized Equation 5.308 for emulsion systems taking into account the viscous
dissipation of energy due to the flow inside the droplets. Oldroyd619 took into account the effect of
surface viscosity and generalized the theory of Taylor618 to diluted monodisperse emulsions whose
droplets have viscous interfaces. Taylor,620 Fröhlich and Sack,621 and Oldroyd622 applied asymptotic
analysis to derive the next term in Equation 5.308 with respect to the capillary number. Thus, the
effect of droplet interfacial tension was included. This generalization may be important at high
shear rates. Another important generalization is the derivation of appropriate expressions for the
viscosity of suspensions containing particles with different shapes.421,422 A third direction of gen-
eralization of Equation 5.308 is to calculate the next term in the series with respect to the volume
fraction, φ. Batchelor623 took into account the long-range hydrodynamic interaction between the
particles to derive:

(5.309)

From a mathematical viewpoint, Equation 5.309 is an exact result; however, from a physical
viewpoint, Equation 5.309 is not entirely adequate to the real dispersions, as only the long-range
hydrodynamic interactions are operative in colloids. A number of empirical expressions have been
proposed in which the coefficient multiplying φ2 varies between 5 and 15.624 The development of
new powerful numerical methods during the last 5 years helped for a better understanding of the
rheology of emulsions.625-633 The simple shear and Brownian flow of dispersions of elastic capsules,
rough spheres, and liquid droplets were studied in References 626, 630, 632, and 633. The effect
of insoluble surfactants and the drop deformation on the hydrodynamic interactions and on the
rheology of dilute emulsions are the subject of investigation in References 627, 629, and 631.
Loewenberg and Hinch625,628 discussed the basic ideas of the numerical simulations of concentrated
emulsion flows. These works are aimed at giving a theoretical interpretation of various experimental
results for dilute and concentrated dispersions. When the Peclet number is not small, the convective

η η φ φ= + +m O[ . ( )]1 2 5 2
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term in the diffusion equation (Equations 5.276 and 5.277) cannot be neglected and the respective
problem has no analytical solution. Thus, a complex numerical investigation has to be applied.634,635

The formulae of Einstein,615,617 Taylor,618 and Oldroyd619 have been generalized for dilute
emulsions of mobile surfaces with account for the Gibbs elasticity and the bulk and surface diffusion
and viscosity:636

(5.310)

where  is the average value of the interfacial mobility parameter, εm, for all droplets in the
control volume. The mobility parameter of individual drops, εm, and the effective surfactant diffusion
coefficient, Deff, are636

(5.311)

(5.312)

(see Equation 5.305 and below). If the droplet size distribution in the emulsion, and the interfacial
rheological parameters are known, then the average value  can be estimated. For monodisperse
emulsions the average value, , and the interfacial mobility parameter, εm, are equal. In the
special case of completely mobile interfaces, that is, RdEG/(ηmDeff) → 0 and (3ηdl + 2ηsh)/(Rdηm)
→ 0, the mobility parameter, εm, does not depend on the droplet size, and from Equation 5.311
and 312 the Taylor618 formula is obtained. It is important to note that the Taylor formula takes into
account only the bulk properties of the phases (characterized by ηd/ηm); in such a case εm is
independent of Rd and the Taylor equation is applicable also to polydisperse emulsions. If only the
Marangoni effect is neglected (EG → 0), then Equations 5.311 and 5.312 become equivalent to the
Oldroyd619 formula, which is originally derived only for monodisperse emulsions.

For higher values of the particle volume fraction, the rheological behavior of the colloidal
dispersions becomes rather complex. We will consider qualitatively the observed phenomena, and
next we will review available semiempirical expressions.

For a simple shear (Couette) flow, the relation between the applied stress, τ, and the resulting
shear rate, , can be expressed in the form:

τ = η (5.313)

(For example, when a liquid is sheared between two plates parallel to the xy plane, we have
 = ∂vx/∂z.) A typical plot of  vs. τ is shown in Figure 5.52a. For low and high shear rates, we

observe Newtonian behavior (η = const.), whereas in the intermediate region a transition from the
lower shear rate viscosity, η0, to the higher shear rate viscosity, η∞, takes place. This is also
visualized in Figure 5.52b, where the viscosity of the colloidal dispersion, η, is plotted vs. the shear
rate, ; note that in the intermediate zone η has a minimum.415

Note also that both η0 and η∞ depend on the particle volume fraction, φ. de Kruif et al.624

proposed the semiempirical expansions:

(5.314)
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(5.315)

as well as two empirical expressions that can be used in the whole range of values of φ:

,    (5.316)

In regard to the dependence of η on the shear stress, τ, Russel et al.278 reported that for the
intermediate values of τ, corresponding to non-Newtonian behavior (Figure 5.52a and b), the
experimental data correlate reasonably well with the expression:

FIGURE 5.52 Qualitative presentation of basic relations in rheology of suspensions: (a) rate of strain, , vs.
applied stress, τ, (see Equation 5.313); (b) average viscosity of a suspension, η, vs. rate of strain, ; (c)
dimensionless parameter τc (Equation 5.317) vs. particle volume fraction φ.
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(5.317)

with 1 ≤ n ≤ 2, where τc is the value of τ for which η = (η0 + η∞)/2. In its own turn, τc depends
on the particle volume fraction φ (see Figure 5.52c). We see that τc increases with the volume
fraction, φ, in dilute dispersions then passes through a maximum and finally decreases to zero; note
that τc → 0 corresponds to η0 → ∞. The peak at φ ≈ 0.5 is the only indication that the hard-sphere
disorder–order transition either occurs or is rheologically significant in these systems.278

The restoring force for a dispersion to return to a random, isotropic situation at rest is either
Brownian (thermal fluctuations) or osmotic.637 The former is most important for submicrometer
particles and the latter for larger particles. Changing the flow conditions changes the structure, and
this leads to thixotropic effects, which are especially strong in flocculated systems.

Krieger and Dougherty638 applied the theory of corresponding states to obtain the following
expression for the viscosity of hard-sphere dispersions:

(5.318)

where [η] is the dimensionless intrinsic viscosity, which has a theoretical value of 2.5 for mono-
disperse rigid spheres, and φmax is the maximum packing volume fraction for which the viscosity
η diverges. The value of φmax depends on the type of packing of the particles415 (Table 5.6). The
maximum packing fraction, φmax, is very sensitive to particle-size distribution and particle shape.639

Broader particle-size distributions have greater values of φmax. On the other hand, nonspherical
particles lead to poorer space-filling and hence lower φmax. Table 5.7 presents the values of [η] and
φmax obtained by fitting the results of a number of experiments on dispersions of asymmetric particles
using Equation 5.318. The trend of [η] to increase and of φmax to decrease with increasing asymmetry
is clearly seen, but the product, [η]φmax, is almost constant; [η]φmax is about 2 for spheres and about
1.4 for fibers. This fact can be utilized to estimate the viscosity of a wide variety of dispersions.

A number of rheological experiments with foams and emulsions are summarized in the reviews
by Prud’home and Khan640 and Tadros.641 These experiments demonstrate the influence of films
between the droplets (or bubbles) on the shear viscosity of the dispersion as a whole. Unfortunately,
there is no consistent theoretical explanation of this effect accounting for the different hydrodynamic
resistance of the films between the deformed fluid particles as compared to the nondeformed

TABLE 5.6
Maximum Packing Volume Fraction, φφφφmax,
for Various Arrangements 
of Monodisperse Spheres

Arrangement φφφφmax

Simple cubic 0.52
Minimum thermodynamically stable configuration 0.548
Hexagonally packed sheets just touching 0.605
Random close packing 0.637
Body-centered cubic packing 0.68
Face-centered cubic/hexagonal close packed 0.74
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spherical particles (see Sections 5.5.2 and 5.5.3). In the case of emulsions and foams, the deformed
droplets or bubbles have a polyhedral shape, and maximum packing fraction can be φmax ≈ 0.9 and
even higher. For this case, a special geometric rheological theory has been developed.437,642,643

Wessel and Ball644 and Kanai et al.645 studied in detail the effects of shear rate on the fractal
structure of flocculated emulsion drops. They showed that the size of the flocs usually decreases
with the increase of the shear stress; often the flocs are split to single particles at high shear rates.
As a result, the viscosity decreases rapidly with the increase of the shear rate.

Interesting effects are observed when a dispersion contains both larger and smaller particles;
the latter are usually polymer coils, spherical or cylindrical surfactant micelles, or microemulsion
droplets. The presence of the smaller particles may induce clustering of the larger particles due to
the depletion attraction (see Section 5.4.5.3.3, above); such effects are described in the works on
surfactant-flocculated and polymer-flocculated emulsions.646-649 Other effects can be observed in
dispersions representing mixtures of liquid and solid particles. Yuhua et al.650 have established that
if the size of the solid particles is larger than three times the size of the emulsion drops, the emulsion
can be treated as a continuous medium (of its own average viscosity), in which the solid particles
are dispersed; such treatment is not possible when the solid particles are smaller.

5.6 KINETICS OF COAGULATION

There are three scenarios for the occurrence of a two-particle collision in a dispersion depending
on the type of particle–particle interactions. (1) If the repulsive forces are predominant, the two
colliding particles will rebound and the colloidal dispersion will be stable. (2) When at a given
separation the attractive and repulsive forces counterbalance each other (the film formed upon
particle collision is stable), aggregates or flocs of attached particles can appear. (3) When the
particles are fluid and the attractive interaction across the film is predominant, the film is unstable
and ruptures; this leads to coalescence of the drops in emulsions or of the bubbles in foams.

To a great extent, the occurrence of coagulation is determined by the energy, U, of particle–par-
ticle interaction. U is related to the disjoining pressure, Π, by means of Equations 5.162 and 5.163.
Qualitatively, the curves Π vs. h (see Figure 5.13) and U vs. h are similar. The coagulation is called
fast or slow depending on whether the electrostatic barrier (see Figure 5.13) is less than kT or much
higher than kT. In addition, the coagulation is termed reversible or irreversible depending on whether
the depth of the primary minimum (see Figure 5.13) is comparable with kT or much greater than kT.

Three types of driving forces can lead to coagulation. (1) The body forces, such as gravity and
centrifugal force, cause sedimentation of the heavier particles in suspensions or creaming of the

TABLE 5.7
Values of [ηηηη] and φφφφmax for a Number of Dispersions Obtained 
by Fitting Experimental Data by Means of Equation 5.318

System [ηηηη] φφφφmax [ηηηη]φφφφmax Ref.

Spheres (submicron) 2.7 0.71 1.92 de Kruif et al.624

Spheres (40 µm) 3.28 0.61 2.00 Giesekus651

Ground gypsum 3.25 0.69 2.24 Turian and Yuan652

Titanium dioxide 5.0 0.55 2.75 Turian and Yuan652

Glass rods (30 × 700 µm) 9.25 0.268 2.48 Clarke653

Quartz grains (53 to 76 µm) 5.8 0.371 2.15 Clarke653

Glass fibers:
    Axial ratio 7 3.8 0.374 1.42 Giesekus651

    Axial ratio 14 5.03 0.26 1.31 Giesekus651

    Axial ratio 21 6.0 0.233 1.40 Giesekus651
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lighter droplets in emulsions. (2) For the particles that are smaller than about 1 µm, the Brownian
stochastic force dominates the body forces, and the Brownian collision of two particles becomes
a prerequisite for their attachment and coagulation. (3) The temperature gradient in fluid dispersions
causes termocapillary migration of the particles driven by the Marangoni effect. The particles
moving with different velocities can collide and form aggregates.

5.6.1 IRREVERSIBLE COAGULATION

The kinetic theory of fast irreversible coagulation was developed by von Smoluchowski.654,655 Later
the theory was extended to the case of slow and reversible coagulation. In any case of coagulation
(flocculation), the general set of kinetic equations reads

    (k = 1, 2, …) (5.319)

Here, t is time; n1 denotes the number of single particles per unit volume; nk is the number of
aggregates of k particles (k = 2, 3, …) per unit volume;  (i,j = 1, 2, 3, …) are rate constants of
flocculation (coagulation; see Figure 5.53); qk denotes the flux of aggregates of size k which are
products of other processes, different from the flocculation itself (say, the reverse process of
aggregate disassembly or the droplet coalescence in emulsions; see Equations 5.331 and 5.335
below). In the special case of irreversible coagulation without coalescence, we have qk ≡ 0. The
first term in the right-hand side of Equation 5.319 is the rate of formation of k aggregates by the
merging of two smaller aggregates, whereas the second term expresses the rate of loss of k
aggregates due to their incorporation into larger aggregates. The total concentration of aggregates
(as kinetically independent units), n, and the total concentration of the constituent particles (includ-
ing those in aggregated form), ntot, can be expressed as

,    (5.320)

The rate constants can be expressed in the form:

FIGURE 5.53 Elementary acts of flocculation according to the von Smoluchowski scheme;  (i,j = 1, 2, 3,
…) are rate constants of flocculation.
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(5.321)

where  is the relative diffusion coefficients for two flocks of radii Ri and Rj and aggregation
number i and j, respectively; Ei,j is the so-called collision efficiency.470,656 Below we give expressions
for  and Ei,j appropriate for various physical situations.

The Einstein approach (see Equation 5.307), combined with the Rybczynski-Hadamar equation
(Equation 5.304) leads to the following expression for the relative diffusivity of two isolated
Brownian droplets:

(perikinetic coagulation) (5.322)

The limiting case ηd → 0 corresponds to two bubbles, whereas in the other limit (ηd → ∞)
Equation 5.322 describes two solid particles or two fluid particles of tangentially immobile surfaces.

When the particle relative motion is driven by a body force or by the thermocapillary migration
(rather than by self-diffusion), Equation 5.322 is no longer valid. Instead, in Equation 5.321 we
have to formally substitute the following expression for  (see Rogers and Davis657):

 (orthokinetic coagulation) (5.323)

Here vj denotes the velocity of a flock of aggregation number j. Physically, Equation 5.323 accounts
for the fact that some particle (usually a larger one) moves faster than the remaining particles and
can “capture” them upon collision. This type of coagulation is called orthokinetic to distinguish it
from the self-diffusion-driven perikinetic coagulation described by Equation 5.322. In the case of
gravity-driven flocculation, we can identify vj with the velocity U in Equation 5.304, where F is
to be set equal to the gravitational force exerted on the particle; for a solid particle or a fluid particle
of tangentially immobile surface, this yields vj = 2g∆ρRj

2/(9η) with g the acceleration due to gravity
and ∆ρ the density difference between the two phases.

In the case of orthokinetic coagulation of liquid drops driven by the thermocapillary migration,
the particle velocity vj is given by the expression (see Young et al.658):

    (thermocapillary velocity) (5.324)

where the thermal conductivity of the continuous and disperse phases are denoted by λ and λd,
respectively. The interfacial thermal elasticity, ET, is defined by Equation 5.282.

The collision efficiency, Ei,j, in Equation 5.321 accounts for the interactions (of both hydrody-
namic and intermolecular origin) between two colliding particles. The inverse of Ei,j is often called
the stability ratio or the Fuchs factor659 and can be expressed in the following general form:14,470

(5.325a)
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where, as usual, h is the closest surface-to-surface distance between the two particles; R* is defined
by Equation 5.259; Ui,j(s) is the energy of (nonhydrodynamic) interactions between the particles
(see Section 5.4 above); β(s) accounts for the hydrodynamic interactions; and Fz/Vz is the particle
friction coefficient. Thus, β → 1 for s → ∞, insofar as for large separations the particles obey the
Rybczynski–Hadamar equation (Equation 5.304). In the opposite limit, s � 1, i.e., close approach
of the two particles, Fz/Vz can be calculated from Equation 5.260, 283, 284, or 288, depending on
the specific case. In particular, for s � 1, we have β ∝ 1/s for two solid particles (or fluid particles
of tangentially immobile surfaces), β ∝ s–1/2 for two liquid droplets, and β ∝ ln s for two gas bubbles.
We see that for two solid particles (β ∝ 1/s), the integral in Equation 5.325a may be divergent. To
overcome this problem, one usually accepts that for the smallest separations Ui,j is dominated by
the van der Waals interaction, as given by Equation 5.174, i.e., Ui,j → –∞, and, consequently, the
integrand in Equation 5.325a tends to zero for s → 0.

Note that the value of Wi,j is determined mainly by the values of the integrand in the vicinity
of the electrostatic maximum (barrier) of Ui,j (see Figure 5.13), insofar as Ui,j enters Equation 5.325a
as an exponent. By using the method of the saddle point, Derjaguin14 estimated the integral in
Equation 5.325a:

(5.325b)

where sm denotes the value of s corresponding to the maximum. We see that the larger the barrier,
Ui,j(sm), the smaller the collision efficiency, Ei,j, and the slower the coagulation.

Note also that for imaginary particles, which experience neither long-range surface forces
(Ui,j = 0) nor hydrodynamic interactions (β = 1), Equation 5.325a yields a collision efficiency Ei,j = 1
and Equation 5.321 reduces to the von Smoluchowski654,655 expression for the rate constant of the
fast irreversible coagulation. In this particular case, Equation 5.319 represents an infinite set of
nonlinear differential equation. If all flocculation rate constants are the same and equal to af, the
problem has a unique exact solution:654,655

,        (k = 1, 2, …) (5.326)

It is supposed that the total average concentration of the constituent particles (in both singlet and
aggregated form), ntot, does not change and is equal to the initial number of particles, n0. Unlike
ntot, the concentration of the aggregates, n, decreases with time, while their size increases. Differ-
entiating Equation 5.326 we obtain:

,    ,    (5.327)

where  is the average volume per aggregate and φ0 is the initial volume fraction of the constituent
particles. Combining Equations 5.321 and 5.327, we obtain the following result for perikinetic
(Brownian) coagulation:

,    (5.328)
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where V0 =  is the volume of a constituent particle, tBr is the characteristic time of the
coagulation process in this case, E0 is an average collision efficiency, and D0 is an average diffusion
coefficient.

In contrast,  is not a linear function of time for orthokinetic coagulation. When the floccu-
lation is driven by a body force, i.e., in case of sedimentation or centrifugation, we obtain:656

,    (5.329)

where tbf is the characteristic time in this case and vbf is an average velocity of aggregate motion.
As discussed above, when the body force is gravitational, we have vbf = 2g∆ρR0

2/(9η).
When the orthokinetic coagulation is driven by the thermocapillary migration, the counterpart

of Equation 5.329 reads656

,    (5.330)

where vtm is an average velocity of thermocapillary migration and ttm is the respective characteristic
time. Note that D0 ∝  vbf ∝  and vtm ∝ R0 (see Equations 5.307 and 5.324). Then, from
Equations 5.328 to 5.330, it follows that the three different characteristic times exhibit different
dependencies on particle radius: tBr ∝ , tbf ∝ , while ttm is independent of R0. Thus, the
Brownian coagulation is faster for the smaller particles, the body force–induced coagulation is
more rapid for the larger particles, whereas the thermocapillary driven coagulation is not so sensitive
to the particle size.660

The von Smoluchowski scheme based on Equations 5.326 and 5.327 has found numerous
applications.278 An example for biochemical application is the study661,662 of the kinetics of floccu-
lation of latex particles caused by human gamma globulin in the presence of specific “key-lock”
interactions. The infinite set of von Smoluchowski equations (Equation 5.319) was solved by Bak
and Heilmann663 in the particular case when the aggregates cannot grow larger than a given size;
an explicit analytical solution was obtained by these authors.

5.6.2 REVERSIBLE COAGULATION

In the case of reversible coagulation, the flocs can disaggregate because the primary minimum
(Figure 5.13) is not deep enough.14 For example, an aggregate composed of i + j particles can be
split on two aggregates containing i and j particles. We denote the rate constant of this reverse
process by  (Figure 5.54a). It is assumed that both the straight process of flocculation
(Figure 5.53) and the reverse process (Figure 5.54a) take place. The kinetics of aggregation in this
more general case is described by the von Smoluchowski set of equations, Equation 5.319, where
we have to substitute:

,        (k = 2, 3, …) (5.331)

In Equation 5.331 qk equals the rate of formation of k aggregates in the process of disassembly of
larger aggregates minus the rate of decay of the k aggregates. As before, the total number of
constituent particles, ntot, does not change. However, the total number of the aggregates, n, can
either increase or decrease depending on whether the straight or the reverse process prevails.
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Summing up all equations in 5.319 and using Equation 5.331, we derive the following equation
for n:

(5.332)

Martinov and Muller664 reported a general expression for the rate constants of the reverse process:

(5.333)

where Zi,j is the so-called irreversible factor, which can be presented in the form

(5.334)

The integration in Equation 5.334 is carried out over the region around the primary minimum,
where Ui,j takes negative values (see Figure 5.13). In other words, Zi,j is determined by the values
of Ui,j in the region of the primary minimum, whereas Ei,j is determined by the values of Ui,j in the
region of the electrostatic maximum (see Equations 5.325b and 5.334). When the minimum is
deeper, Zi,j is larger and the rate constant in Equation 5.333 is smaller. In addition, as seen from
Equations 5.325b and 5.333, the increase of the height of the barrier also decreases the rate of the
reverse process. The physical interpretation of this fact is that to detach from an aggregate a particle
has first to go out from the well and then to “jump” over the barrier (Figure 5.13).

To illustrate the effect of the reverse process on the rate of flocculation, we solved numerically
the set of Equations 5.319, 5.331, and 5.332. To simplify the problem, we used the following
assumptions: (1) the von Smoluchowski assumption that all rate constants of the straight process
are equal to af; (2) aggregates containing more than M particles cannot decay; (3) all rate constants

FIGURE 5.54 Elementary acts of aggregate splitting (a) and droplet coalescence within an aggregate (b); 
and  (i,j,k = 1, 2, 3, …) are the rate constants of the respective processes.
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of the reverse process are equal to ar; and (4) at the initial moment, only single constituent particles
of concentration n0 are available. In Figure 5.55, we plot the calculated curves of n0/n vs. the
dimensionless time, τ = afn0t/2, for a fixed value, M = 4, and various values of the ratio of the rate
constants of the straight and the reverse process, b = 2ar/(n0af). Note that n is defined by
Equation 5.320. We see that in an initial time interval all curves in Figure 5.55 touch the von
Smoluchowski distribution (corresponding to b = 0), but after this period we observe a reduction
in the rate of flocculation which is larger for the curves with larger values of b (larger rate constants
of the reverse process). These S-shaped curves are typical for the case of reversible coagulation,
which is also confirmed by the experiment.14,665

5.6.3 KINETICS OF SIMULTANEOUS FLOCCULATION AND COALESCENCE IN EMULSIONS

When coalescence is present, in addition to the flocculation, the total number of constituent drops,
ntot (see Equation 5.320), does change, in contrast to the case of pure flocculation considered above.32

Hartland and Gakis666 and Hartland and Vohra667 were the first to develop a model of coalescence
that relates the lifetime of single films to the rate of phase separation in emulsions of fairly large
drops (approximately 1 mm) in the absence of surfactant. Their analysis was further extended by
Lobo et al.668 to quantify the process of coalescence within an already creamed or settled emulsion
(or foam) containing drops of size less than 100 µm; these authors also took into account the effect
of surfactants, which are commonly used as emulsifiers. Danov et al.669 generalized the von Smolu-
chowski scheme to account for the fact that the droplets within the flocs can coalesce to give larger
droplets, as illustrated in Figure 5.54b. In this case, in the right-hand side of Equation 5.319 we
have to substitute669

,        (k = 2, 3, …) (5.335)

where  is the rate constant of transformation (by coalescence) of an aggregate containing k
droplets into an aggregate containing i droplets (see Figure 5.54b). The newly formed aggregate is
further involved in the flocculation scheme, which thus accounts for the fact that the flocculation
and coalescence processes are interdependent. In this scheme, the total coalescence rate, , and
the total number of droplets, ntot, obeys the following equations:669

,        (i = 2, 3, …) (5.336)

FIGURE 5.55 Reversible coagulation: theoretical plot of the inverse dimensionless aggregate concentration,
n0/n, vs. the dimensionless time, τ = afn0t/2, in the case of M = 4 and various values of the dimensionless ratio,
b = 2ar/(n0af), of the rate constants of the reverse and straight process, ar and af .
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To determine the rate constants of coalescence, , Danov et al.439 examined the effects of droplet
interactions and Brownian motion on the coalescence rate in dilute emulsions of micrometer- and
submicrometer-sized droplets. The processes of film formation, thinning, and rupture were included
as consecutive stages in the scheme of coalescence. Expressions for the interaction energy due to
the various DLVO and non-DLVO surface forces between two deformed droplets were obtained266

(see also Section 5.4 above).
Average models for the total number of droplets are also available.670,671 The average model of

van den Tempel670 assumes linear structure of the aggregates. The coalescence rate is supposed to
be proportional to the number of contacts within an aggregate. To simplify the problem, van den
Tempel has used several assumptions; one of them is that the concentration of the single droplets,
n1, obeys the von Smoluchowski distribution (Equation 5.326) for k = 1. The average model of
Borwankar et al.671 is similar to that of van den Tempel but is physically more adequate. The
assumptions used by the latter authors671 make their solution more applicable to cases in which the
flocculation (rather than the coalescence) is slow and is the rate determining stage. This is confirmed
by the curves shown in Figure 5.56 which are calculated for the same rate of coalescence, but for
three different rates of flocculation. For relatively high rates of flocculation (Figure 5.56a), the
predictions of the three theories differ. For the intermediate rates of flocculation (Figure 5.56b),
the prediction of the model by Borwankar et al.671 is close to that of the more detailed model by
Danov et al.669 For very low values of the flocculation rate constant, af, for which the coalescence
is not the rate-determining stage, all three theories669-671 give numerically close results
(Figure 5.56c). (For more details about the coupling of coalescence and flocculation in dilute oil
in water emulsions see the recent review, Reference 672.)

5.7 MECHANISMS OF ANTIFOAMING

In Sections 5.4 to 5.6 we considered the main interparticle forces that govern the stability of colloidal
systems and some of the mechanisms that result in destabilization of suspensions and emulsions
(coagulation, demulsification). In various technologies (such as pulp and paper production, drug
manufacturing, textile dyeing, crude oil processing, and many others) very voluminous and stable
foams can appear, which impede the normal technological process and are, therefore, rather
undesired. In these cases, various oils and oil–solid mixtures are introduced as additives to the
foaming media for an efficient foam control.673 Such oils and oil–silica mixtures are commonly
termed antifoams or defoamers.673-677 Antifoams are used in consumer products as well (e.g., in
washing powders and antidyspepsia drugs). Sometimes, oils are introduced in surfactant solutions
for other reasons and the observed foam destabilization effect is undesired — a typical example is
the use of silicone oils as hair conditioners in shampoos.678,679 The mechanisms responsible for the
foam destruction effect of oil-based antifoams are still not entirely understood and are the subject
of intensive studies.

A typical antifoam consists of an oil (polydimethylsiloxane or hydrocarbon), dispersed hydro-
phobic solid particles (e.g., hydrophobized silica), or a mixture of both.674 The oil–solid mixtures
are often called antifoam compounds. The weight concentration of the solid particles in compounds
is around several percent (typically between 2 and 8). A strong synergistic effect between the oil
and the solid particles is observed in the compounds — in most cases, the latter are much more
efficient than either of their individual components, if taken separately.674,675 The compounds are
used at a concentration below 0.1 wt%, whereas the oils are used at higher concentrations (up to
several percent) due to their lower antifoam efficiency. The antifoams are usually preemulsified in
the form of oil drops or mixed oil–solid globules of micrometer size.

A detailed discussion on many aspects of the mechanisms of antifoaming can be found in
review articles by Garrett,674 Wasan and Christiano,676 as well as in the books by Exerowa and
Kruglyakov675 and Kralchevsky and Nagayama.677 In the present section, we compare the mecha-
nisms of foam destruction by oils and oil–silica compounds. The discussion is based on results
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FIGURE 5.56 Relative change in the total number of drops, ntot, vs. time, t; initial number of primary drops
n0 = 1012 cm–3; coalescence rate constant  = 10–3/s. Curve 1: numerical solution of Equation 5.336. Curve
2: output of the model of Borwankar et al.671 Curve 3: output of the model of van den Tempel.670 The values
of the flocculation rate constant are (a) af = 10–11 cm3/s; (b) af = 10–13 cm3/s; (c) af = 10–16 cm3/s.
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obtained during the last several years (some of them are still unpublished), so that the aim of the
section is to complement the aforementioned reviews.

5.7.1 LOCATION OF ANTIFOAM ACTION — FAST AND SLOW ANTIFOAMS

An important question about the mechanism of foam destruction is which is the structural element
(foam film or Plateau border) actually destroyed by the antifoam globules. This question has
practical importance, because the diameter of the globules in the commercial antifoams should fit
the typical size of the structural element to be destroyed — the film thickness or the cross section
of the Plateau border (PB), respectively.678 Most researchers consider that the antifoam globules
rupture the foam films,674,675 whereas Koczo et al.680 suggest that the antifoam globules first escape
from the foam films into the neighboring PB and become trapped there; only afterward, the globules
are assumed to destroy the PB and the neighboring foam films.

Direct microscopic observations by a high-speed video camera showed that the foam destruction
by typical antifoam compounds (comprising silicone oil and silica) occurred through rupture of
the foam lamellae.681,682 Experiments with small (millimeter-sized) and large (centimeter-sized)
foam films showed that the compounds induced the formation of a hole in the foam films at the
early stages of the film thinning process (Figure 5.57). This is possible because the foam films
stabilized by low molecular mass surfactants thin rapidly, within several seconds, down to a
thickness of 1 µm to several micrometers which is comparable to the diameter of the antifoam
globules.681 As a result, the foam films rupture within several seconds after their formation. Accord-
ingly, the foam produced from such solutions disappear completely for less than 10 s in a standard
shake test.681 For this reason, the antifoams that are able to break the foam films are termed the
fast antifoams.683 Experiments with several ionic and nonionic surfactants have confirmed that the
observed foam film destruction is rather typical for mixed oil–silica antifoams.681-685

On the other hand, similar experimental methods showed678,679,686,687 that the foam destruction
occurred in a different manner when pure oils (without silica particles) were used as antifoams. The
oil drops were seen to leave the foam films (without rupture) during the film thinning process. The

FIGURE 5.57 Image of a large foam film in the moment of its rupture by pre-emulsified globules of an
antifoam compound (4.2 wt% of hydrophobic silica dispersed in silicone oil). The film is formed on a
rectangular glass frame, which is rapidly withdrawn from 10 mM solution of the anionic surfactant dioctyl
sulfosuccinate (hereafter denoted for brevity as AOT). We see a hole (the black circle in the upper part of the
film) which, in reality, rapidly expands with time. The film ruptures 0.5 s after its formation at a thickness of
about several micrometers. The image is taken by a high-speed video camera as explained in Reference 681.
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antifoam drops were accumulated in the PBs and remained trapped there for a certain period of
time,678,679 as presumed by Koczo et al.680 The slow process of water drainage from the foam led to a
gradual narrowing of the PBs and the oil drops became strongly compressed with time. When the
compressing capillary pressure exceeded some critical value, the oil drops entered the walls of the PB,
inducing its destruction and the rupture of the neighboring foam films (Figure 5.58).678 A much longer
time was needed for foam destruction in this case — typically, more than several minutes. That is why
these antifoams were termed the slow antifoams.683 Furthermore, a residual foam of well-defined height,
which remained stable for many hours, was observed in such systems.

These studies show that the foam destruction may occur through rupture of either the foam
films or the PBs, depending on the particular system. Further experiments have shown that the
main factor determining the position of foam destruction, and whether a given antifoam behaves
as fast or slow, is the magnitude of the so-called entry barrier (see Section 5.7.3, below).

FIGURE 5.58 Foam destruction by oil drops (slow antifoams).678,679,698 (a, b) The oil drops are rapidly expelled
from the foam films into the neighboring PBs soon after the foam is formed. (c) The drops are strongly
compressed in the narrowing PBs and asymmetric oil–water–air films are formed. The drop entry and foam
destruction occur when the compressing pressure exceeds a certain critical value, which depends on the
particular system. (d) Schematic presentation of the main stages of foam evolution in the presence of oil
drops — (I) drainage of liquid from the foam without bubble coalescence; (II) stable foam due to the insufficient
compression of the oil drops; (III) foam destruction as a result of drop entry in the PBs; (IV) long-living
residual foam with final height HF; (e) Photograph of real foam cells with many oil drops trapped in the PBs
(the drops are visualized by the wavy profile of the PBs).
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5.7.2 BRIDGING-STRETCHING MECHANISM

As mentioned above, microscopic observations by a high-speed video camera were made681 to
clarify the detailed mechanism of foam film rupture by mixed antifoams. They showed that when
an antifoam globule connected (bridged) the surfaces of a foam film, an unstable oil bridge was
formed, which stretched with time due to uncompensated capillary pressures at the oil–air and
oil–water interfaces, and eventually ruptured the entire foam film (Figure 5.59). The term bridging-
stretching was suggested681,688 to describe this mechanism. The bridging-stretching mechanism
explains why the typical antifoam compounds contain a high excess of oil — the antifoam globules
should be able to deform for effectuation of the bridge stretching and rupture.

The stability of oil bridges in foam films was studied theoretically by Garrett674,689 on the basis
of the theory of capillarity. The analysis showed that a necessary condition for having an unstable
bridge is that the bridging coefficient:

(5.337)

should be positive. Here, σ is interfacial tension and the subscripts AW, OW, and OA denote the
air–water, oil–water, and oil–air interfaces, respectively. A more refined capillary model688 showed
that oil bridges, formed from oil drops of diameter comparable to or smaller than the film thickness,
might be metastable even at positive values of B. Therefore, the size of the oil bridges should be
above a certain critical value (which depends on the film thickness and the interfacial tensions) for
having an unstable oil bridge. This theoretical result was invoked to explain the reduced stability
of the foam films in the presence of a spread oil layer (for details see Reference 688).

5.7.3 ROLE OF THE ENTRY BARRIER

Any mechanism of foam destruction by preemulsified antifoam globules requires an entry of these
globules at the surface of the foam film or the PB (e.g., Figures 5.58 and 5.59). The entry event
depends on two major factors. (1) The equilibrium position of an oil drop (lens) on the air–water
interface, which is determined by the values of the interfacial tensions σAW, σOW, and σOA; see
Figure 5.7. (2) The repulsive forces (e.g., of electrostatic origin), which stabilize the asymmetric
oil–water–air film, formed when an antifoam globule approaches the foam film surface; the barrier
created by these forces should be overcome for the globule entry to occur.674,676,680,690-694

A theoretical analysis shows (see, e.g., Reference 674) that if the so-called entry coefficient:

(5.338)

is negative (as it is the case with some oils and surfactant solutions), the oil drops do not have a
stable equilibrium position at the surface and spontaneously submerge into the surfactant solution.
Such oils are inactive as antifoams because no oil bridges can be formed (factor 1 is decisive). One
of the main reasons to use silicone oils in various antifoam formulations is that these oils usually
have positive values of B and E coefficients in the solutions of most conventional (hydrocarbon-
based) surfactants.674,695 Besides, it was theoretically shown that a positive value of B necessarily
corresponds to a positive value of E (the reverse is not always true).677,696

The experiments show, however, that many oils with positive B and E coefficients might have
low antifoam efficiency.678,679,686,687 In these cases, the stability of the asymmetric oil–water–air
films is very high, and the formation of unstable oil bridges becomes impossible for kinetic reasons
(factor 2 is decisive). The repulsive interaction that should be overcome for effectuation of the
antifoam globules entry on the solution surface is usually termed the entry barrier. A recently

B = + −σ σ σAW OW OA
2 2 2

E = + +σ σ σAW OW OA
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FIGURE 5.59 Schematic presentation of the bridging-stretching mechanism of foam film rupture by antifoam
globules.681,688 After an oil bridge is formed (a–c), it stretches due to uncompensated capillary pressures at the
oil–water and oil–air interfaces (c–e). Finally, the bridge ruptures in its thinnest central region (the vertical
wavy line in e). The globule entry is possible only if the entry coefficient, E > 0, and the entry barrier is low
(see Section 5.7.3).
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developed film trapping technique (FTT)687,697,698 allowed a percise quantification of the entry barrier
with actual micrometer-sized antifoam globules, and a number of important results have been
obtained. The principle of the FTT and some of the main conclusions, drawn from the results
obtained by this technique, are briefly discussed below.

5.7.3.1 Film Trapping Technique

The principle and the experimental setup of the FTT are illustrated in Figure 5.60.687,697,698 Briefly,
a vertical glass capillary is positioned at a small distance above the flat bottom of a glass vessel.
The lower end of the capillary is immersed in the working surfactant solution which contains
dispersed antifoam globules. The capillary is connected to a pressure control system which allows
us to vary and to measure the air pressure in the capillary, PA. When PA increases, the air–water
meniscus in the capillary is pushed against the glass substrate and a wetting film (glass–water–air)
is formed, which traps some of the antifoam globules. The setup allows us to determine the capillary
pressure of the air–water meniscus around the trapped drops, PC = PA – PW, where PW is the pressure
in the aqueous film (for details, see References 697 and 698). The experiments show that the trapped
antifoam globules enter (pierce) the surface of the wetting film at a given, critical capillary pressure,

. Therefore, the equipment allows us to measure  as a function of various parameters, such
as the types of oil and surfactant, concentration of solid particles in the compound, size of the
antifoam globules, etc. A larger value of  corresponds to a higher entry barrier (more difficult
drop entry), and vice versa. For compounds with very low entry barriers, a special version of the
FTT was developed697 (gentle FTT), see Figure 5.60c. Experiments in the presence and absence of
a pre-spread oil layer can be performed, which allows evaluation of the effect of oil spreading on
the entry barrier.

FIGURE 5.60 Scheme of the experimental setup and the basic principle of the film trapping technique, FTT.697

(a) Vertical capillary, partially immersed in surfactant solution containing antifoam globules, is held close to
the bottom of the experimental vessel. (b) The air pressure inside the capillary, PA, is increased and the convex
air–water meniscus in the capillary is pressed against the glass substrate. Some of the antifoam globules remain
trapped in the formed glass–water–air film and are compressed by the meniscus. At a given critical capillary
pressure,  = PA – PW, the asymmetric film formed between the antifoam globule and the solution surface
ruptures and an event of globule entry is observed by an optical microscope. (c) Another modification called
“gentle FTT” is used for measuring entry barriers lower than 20 Pa — an initially flat meniscus is formed,
which allows the trapping of antifoam globules at a virtually zero capillary pressure.
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5.7.3.2 Critical Entry Pressure for Foam Film Rupture

Experiments with a large set of systems (various oils, compounds, and surfactants) showed683,698

that there is a well-defined threshold value, PTR ≈ 15 Pa, which separates the fast (foam film
breaking) from the slow (PB breaking) antifoams. Some of the results from these experiments are
summarized in Figure 5.61, where the relationship between the foam lifetime and the entry barrier,

, is shown. We see from this figure that all experimental points fall into two distinct regions:
(1) Systems in which the foam is destroyed for less than 10 s, i.e., these correspond to fast antifoams;
for them  < 15 Pa. (2) Systems for which the defoaming time is longer than 5 min (slow
antifoams); for them  > 20 Pa. Therefore, the magnitude of the entry barrier is of crucial
importance for the timescale of foam destruction by oil-based antifoams. Another relation of 
with the antifoam activity (more precisely, with the height of the residual foam, HF, in the presence
of oil drops; see Figure 5.58d) was discussed in References 678 and 698.

Note that at high surfactant concentrations, only oil–solid compounds have been observed to
behave as fast antifoams, whereas both oils and compounds could behave as slow antifoams
depending on the magnitude of the entry barrier (at low surfactant concentrations, the pure oils
could also act as fast antifoams). In all experiments it was found that the hydrophobic solid particles
reduce the entry barrier by one to two orders of magnitude, but sometimes  remains higher
than the threshold value, PTR, and the compound is unable to break the foam films. In the latter
cases, the compound globules are expelled into the neighboring PB during the process of foam
film drainage. These results confirm the idea of Garrett674 that the main role of the solid particles
in the antifoam compounds is to reduce the entry barrier of the globules.

5.7.3.3 Optimal Hydrophobicity of Solid Particles

Some authors accept695,699 that the use of more hydrophobic solid particles results in more active
antifoam compounds. In a recent study,685 this idea was experimentally tested by applying the
following procedure for a gradual increase of silica hydrophobicity: initially hydrophilic silica
particles were mixed with silicone oil at a room temperature, and this mixture was stored under
mild stirring for a long period of time. Under these conditions, the adsorption of silicone oil on
the silica surface is a slow process that takes weeks before the final, most hydrophobic state of the
particles is reached. The antifoam efficiency of the compound was tested every day, and the results
obtained with various systems unambiguously showed the presence of a well-pronounced, optimal
silica hydrophobicity corresponding to highest antifoam efficiency.

FIGURE 5.61 Correlation between the entry barrier, , and the foam lifetime measured for various surfac-
tant-antifoam systems: The experimental data (solid circles) fall into two distinct regions: systems in which
the foam is destroyed in less than 5 s (fast antifoams) and  < 15 Pa; and systems for which the defoaming
time is longer than 8 min (slow antifoams) and  > 20 Pa. The composition of the various systems is given
in Reference 698.
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The antifoam efficiency in these experiments was evaluated685 by an automatic shake test.
Briefly, 100 ml of the foaming solution was placed in a standard 250 ml glass bottle and 0.01% of
the compound was introduced into this sample. The bottle was then mechanically agitated in a
series of consecutive shake cycles. After each cycle of agitation for 10 s, the solution remained
quiescent for another 60 s and the defoaming time was measured (defined as the time for appearance
of a clean water–air interface without bubbles). Afterward, a new shaking cycle was performed and
this procedure was repeated until the defoaming time exceeded 60 s in three consecutive cycles —
this was considered the moment of compound exhaustion (see Section 5.7.4 and Figure 5.64 below
for further explanations). A larger number of cycles before compound exhaustion corresponds to
better antifoam durability (efficiency), and vice versa.

The observed maximum (see the illustrative result presented in Figure 5.62a) was explained685

as a result of two requirements that stem from the main role of the silica particles, namely, to assist
the globule entry by rupturing the asymmetric oil–water–air films (Figure 5.63). The first require-
ment, formulated by Garrett,674 is that the particles should be sufficiently hydrophobic to be dewetted
by the oil–water and air–water interfaces (otherwise, the solid particles would stabilize, rather than
destabilize the asymmetric film). The other requirement685 is that the particles should protrude

FIGURE 5.62 (a) Critical pressure for globule entry,  (full circles), and efficiency (empty circles) of a
silicone oil–silica compound in 10 mM AOT solution, as functions of the time of silica hydrophobization. (b)
The dependence of the compound efficiency on  for solutions of three different surfactants: 10 mM anionic
AOT, 0.6 mM nonionic APG, and 1 mM nonionic Triton X-100. (Adapted from Marinova et al., Langmuir,
18, 3399, 2002.)
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sufficiently deep into the aqueous phase to bridge the surfaces of the asymmetric oil–water–air
film, and it is better satisfied by more hydrophilic particles. Therefore, an optimal hydrophobicity
is expected, at which both requirements are balanced, the entry barrier is low, and the antifoam is
most active. Indeed, a straightforward correlation between the antifoam efficiency and the magnitude
of the entry barrier, , was observed in the studied systems (Figure 5.62b). For spherical particles,
the optimal hydrophobicity was expressed as a most favorable three-phase contact angle
solid–water–oil:685

(5.339)

where hAS is the thickness of the asymmetric oil–water–air film, and RP is the particle radius
(Figure 5.63). This angle corresponds to the condition hAS = dPR, where dPR = RP(1 + cos θO) is the
equilibrium protrusion depth of the solid particle into the aqueous phase.

FIGURE 5.63 Schematic explanation of the optimal hydrophobicity of the solid particles in oil–solid antifoam
compounds. (a) When an antifoam globule approaches the foam film surface, an asymmetric oil–water–air
film of thickness hAS forms. (b) The zone of contact in an enlarged scale. If the protrusion depth, dPR, of the
solid particle is larger than hAS, the particle should be sufficiently hydrophobic (θA + θO > 180°) to pierce the
air–water interface and induce a film rupture; however, if the particle is insufficiently hydrophobic (θA + θO

< 180°), it would stabilize the film.674 (c) On the other side, if the solid particle is overhydrophobized, then
dPR < hAS and the particle is again unable to pierce the asymmetric film.685
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5.7.3.4 Role of the Pre-spread Oil Layer

It has been known for many years674,700,701 that some correlation exists between the spreading
behavior of the oils and their antifoam activity. The value of the spreading coefficient:

(5.340)

which characterizes the mode of spreading of the oil on the surface of the solution, and the rate
of oil spreading have been often considered important factors for antifoam activity. However, as
shown by Garrett et al.,702 the oil spreading is not a necessary condition for having an active
antifoam, and many studies678,679,686 have confirmed that the correlation is not always present.

The effect of the spread oil on the entry barriers of various oils and oil–silica compounds was
studied by the FTT.683,684,687 The experimental results showed that the presence of a pre-spread oil
layer on the surface of the solution reduces by several times the entry barrier for mixed oil–silica
compounds (Table 5.8). Furthermore, it was found684 that the entry barrier in many systems is below
the threshold value PTR ≈ 15 Pa (which separates the fast from slow antifoams, see Figure 5.61),
only in the presence of a pre-spread layer of oil. In other words, these antifoams behave as fast
ones only because the oil spreads rapidly on the solution surface during foaming, reducing in this
way the entry barrier below PTR. The results for the entry barrier of oil drops (without silica) also
showed a moderate reduction of the entry barrier by a pre-spread oil in most systems.684,687 However,

TABLE 5.8
Entry Barriers, PC

CR, of Different Antifoams 
in Surfactant Solutions in the Presence and 
Absence of a Pre-spread Layer of Oil, 
from Which the Antifoam Is Prepared

Antifoam Surfactant Spread Layer PC
CR, Pa

Dodecane 2.6 mM SDDBS No 96 ± 5
Yes 48 ± 5

Hexadecane 2.6 mM SDDBS No 80 ± 5
Yes 400 ± 10

Silicone oil 10 mM AOT No 28 ± 1
Yes 19 ± 2

Compound 1 10 mM AOT No 8 ± 1
Yes 3 ± 2

Compound 2 10 mM AOT No 20 ± 5
Yes 4 ± 1

Compound 1 1 mM Triton X-100 No 30 ± 1
Yes 5 ± 2

Compound 2 1 mM Triton X-100 No 22 ± 1
Yes 7 ± 1

SDDBS and AOT denote the anionic surfactants sodium dodecyl-
benzenesulfonate and sodium dioctyl-sulfosuccinate, respectively.
Triton X-100 is the nonionic surfactant nonylphenol deca(ethylene-
glycolether). Compound 1 is a mixture of silicone oil and hydropho-
bized silica; Compound 2 is an emulsion of Compound 1, which
contains also solid particles of Span 60. Data from References 684
and 687.

S = − −σ σ σAW OW OA
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at least in one of the studied systems (hexadecane drops in solutions of the anionic surfactant
sodium dodecylbenzenesulfonate; see Table 5.8) a significant increase of the entry barrier upon oil
spreading was observed.687 The entry barrier of the oils in surfactant solutions above their critical
micelle concentration (CMC) is higher than PTR both in the presence and absence of spread oil,
which explains why the pure oils behave as slow antifoams at typical surfactant concentrations.

We can conclude from the results shown in Table 5.8 that there is a well-pronounced synergistic
effect between the solid particles present in compounds and the spread oil. Most of the studied fast
antifoams have sufficiently low entry barriers exclusively as a result of the combined action of the
solid particles and the spread oil layer.684

As mentioned in Section 5.7.2, the spread layer of oil has another important role as well. The
spread oil is able to feed the oil bridges, formed in foam films, by a mechanism explained in
Reference 688 — as a result, larger and less stable oil bridges are formed.

5.7.4 MECHANISMS OF COMPOUND EXHAUSTION AND REACTIVATION

The process of antifoam exhaustion (deactivation) is illustrated in Figure 5.64 — the time for foam
destruction in a standard shake test is shown as a function of the number of the shaking cycle (see
Section 5.7.3.3 for the used shake test).703 Shorter defoaming time means more active antifoam,
and vice versa. As seen from Figure 5.64, the initial high activity of the antifoam deteriorates with
the foaming cycles and the defoaming time becomes longer than 60 s after 45 cycles — the antifoam
has been exhausted. This process is very undesirable from a practical viewpoint, and more durable
antifoams (able to sustain a larger number of foam destruction cycles) are sought by the manufacturers.

FIGURE 5.64 Consecutive cycles of exhaustion and reactivation of mixed oil–silica compound in 10 mM
solution of the anionic surfactant sodium dioctyl-sulfosuccinate (AOT). An initially active antifoam (defoaming
time ≈ 5 s) gradually loses its activity with the number of foam formation/destruction cycles in a standard
shake test.703 The introduction of silicone oil results in a perfect restoration of the antifoam activity. Five
exhaustion curves (indicated by roman numbers; the symbols indicate the experimentally measured defoaming
time) and the corresponding four reactivation events (the vertical dashed lines) are shown. (Adapted from
Denkov et al., Langmuir, 16, 2525, 2000.)
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Interestingly, the addition of a new portion of oil (without silica particles) leads to a complete
restoration of the antifoam activity (Figure 5.64). Note that the oil itself has a very weak antifoam
activity in the absence of silica. Therefore, the antifoam reactivation certainly involves the solid
particles that have been introduced with the first portion of mixed antifoam. The subsequent foaming
cycles lead to a second exhaustion series, and such consecutive periods of exhaustion/reactivation
can be repeated several times.

Systematic experiments703 with solutions of the anionic surfactant sodium dioctylsulfosuccinate
(AOT) showed that the exhaustion of mixed silica–silicone oil antifoams is due to two closely
interrelated processes: (1) partial segregation of the oil and silica into two distinct, inactive popu-
lations of antifoam globules, silica-free and silica-enriched; (2) disappearance of the spread oil
layer from the solution surface (Figure 5.65). The oil drops deprived of silica, which appear in
process 1, are unable to enter the air–water interface and to destroy the foam lamellae, because the
entry barrier is too high for them. On the other hand, the antifoam globules enriched in silica trap
some oil, which is not available for spreading on the solution surface. As a result, the spread oil
layer gradually disappears from the solution surface (process 2) due to oil emulsification in the
moment of foam film rupture. Ultimately, both types of globules, silica-enriched and silica-free,
become unable to destroy the foam films, and the antifoam transforms into an exhausted state.
Accordingly, the reactivation process is due to (1) restoration of the spread oil layer and (2)
rearrangement of the solid particles from the exhausted antifoam with the fresh oil into new antifoam
globules having optimal silica concentration. No correlation between the size of the antifoam
globules and their activity was established in these experiments, which showed that the reduction
of the globule size (which is often considered as the main factor in the antifoam exhaustion) was

FIGURE 5.65 Schematic presentation of the processes of antifoam exhaustion and reactivation of emulsified
oil–silica antifoam compound.
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a second-order effect in the studied systems. Similar conclusions were drawn from experiments
with nonionic surfactants as well.682

In conclusion, progress has been achieved during the last several years in revealing the mech-
anisms of foam destruction by oil-based antifoams. This progress has been greatly facilitated by
the various methods for direct microscopic observations of the foams and foam films (including
some of the foam destruction events), and by the implementation of the film trapping technique
for a direct measurement of the entry barriers of the antifoam globules.

5.8 ELECTROKINETIC PHENOMENA IN COLLOIDS

The term electrokinetic phenomena refers to several processes that appear when a charged surface
(or colloidal particle) is set in a relative motion with respect to the adjacent liquid phase. Classically,
four types of electrokinetic phenomena are distinguished: electroosmosis, streaming potential,
electrophoresis, and sedimentation potential (Figure 5.66). These are discussed in Sections 5.8.2 to
5.8.6. At present, the electrical conductivity (at constant electrical field) and the dielectric response
(at alternating electrical field) of the disperse systems are often considered together with the
electrokinetic phenomena, because the theoretical approaches and the governing equations are
similar (Section 5.8.7). Experimental methods based on all these phenomena are widely used for
characterization of the electrical surface potential in dispersions. A comprehensive presentation of
the topic until the end of 1980s can be found in review articles704-714 and monographs.715-717 The
recent development of the area is reviewed in the collective monograph, Reference 718. The major
experimental techniques are described in chapter 4 of Reference 716 and chapters 8 to 14 in
Reference 718. Recently, a substantial interest has been raised by the apparent discrepancy between
the results obtained by different electrokinetic methods for one and the same system. This problem
is discussed in Section 5.8.8. Finally, the electrokinetic properties of air–water and oil–water
interfaces are briefly described in Section 5.8.9.

FIGURE 5.66 The four basic electrokinetic phenomena. (a) Electroosmotic liquid flow through a capillary
(of charged walls) appears when an electric potential difference is applied. (b) Streaming electric potential
appears when a pressure drop drives the liquid to flow through the capillary. (c) Electrophoretic motion of
charged particles is observed in an external electric field. (d) Sedimentation potential is established when
charged particles are moving under the action of gravity.

© 2003 by CRC Press LLC



5.8.1 POTENTIAL DISTRIBUTION AT A PLANAR INTERFACE AND AROUND A SPHERE

When a dielectric phase (solid or fluid) is placed in contact with polar liquid, such as water, the
interface becomes charged due to either specific adsorption of ions initially dissolved in the polar
liquid, or dissociation of surface ionizable groups.14,34,717 The final result of these two processes is
the formation of an electric double layer (EDL) (Figure 5.67), which may contain three types of ions:

1. Ions attached to the surface by chemical bond are those parts of the ionized groups which
remain bound after the dissociation process.

2. Ions bound by very strong Coulomb attraction (after partial loss of molecules from the
ion solvating shell) or by some other noncovalent specific, short-range attraction build
up the so-called Stern layer.

3. Ions that are involved in more or less free Brownian motion present the diffuse part of
the EDL.

The ions from groups (1) and (2), considered together, determine the effective surface charge
density, σs, which must be balanced by an excess of counterions in the diffuse layer (equal in

FIGURE 5.67 Schematic presentation of the structure of the EDL. The surface charge is created by ionized
surface groups and/or by ions tightly adsorbed in the Stern layer. The plane of closest approach of the ions
from the diffuse part of the EDL is called the outer Helmholtz plane (OHP). The electric potential in the OHP
plane is referred to as the surface potential, ψs, in the text. The shear plane, x = xs, separates the hydrodynam-
ically immobile liquid that moves together with the surface, x < xs, from the mobile liquid, x > xs, which has
nonzero relative velocity with respect to the surface. Note that the ions in the immobile part of the EDL can
move with respect to the surface under an applied electric field, which gives rise to the anomalous surface
conductivity (see Section 5.8.8).
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magnitude and opposite in sign). The distribution of electrical potential in the diffuse layer is usually
rather accurately described by the Poisson–Boltzmann equation:

(5.341)

where ψ is the local (average) value of the electrical potential; e is the elementary charge; ε is the
relative dielectric permittivity of the liquid; ε0 is the electrical permittivity in vacuo; and Zj and nb,j

are the number of charges and the bulk number concentration, respectively, of ion j. The model of
the EDL based on Equation 5.341 is called in the literature Gouy–Chapmen or Gouy–Stern model.
For symmetric (Z:Z) electrolyte, the Poisson–Boltzmann equation can be written in the form:

(5.342)

where n0 is the bulk electrolyte number concentration. For a flat interface (see Figure 5.67),
Equation 5.342 has an exact analytical solution:34,278,717

(5.343)

where

and ψs is the electrical potential at the surface of closest approach of the ions from the diffuse layer
to the interface. This surface is called the outer Helmholtz plane and ψs is called the surface
potential. The surface charge and potential are interrelated by the expression:

(5.344)

which is a direct corollary14,34 from Equation 5.342 and the condition for overall electroneutrality
of the interface.

If the surface potential is small, we can expand in series the logarithm in the right-hand side
of Equation 5.343 and derive the Debye–Hückel equation:

(5.345a)

On the other hand, the potential always decays exponentially far from the interface (κx � 1) at an
arbitrary magnitude of ψs (see Equation 5.343):

(5.345b)
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The potential distribution around a spherical particle can be found from the Poisson–Boltzmann
equation (Equation 5.341), which in this case reads

(5.346)

The respective boundary conditions are

Equation 5.346 has an analytical solution only in the case of small surface potential:

(5.347)

In this case, the surface charge density is a linear function of ψs:

(5.348)

For a large surface potential, ψs, the potential distribution can be found by numerical integration
of the Poisson–Boltzmann equation. Far from the sphere surface, the potential always obeys the law:

(5.349)

where  is an effective potential, which can be found by numerical solution of the
Poisson–Boltzmann equation. By using the method of matched asymptotic expansions, Chew and
Sen719 obtained for a thin EDL (κR > 1):

(5.350)

A useful relationship between ψs and ss for a sphere was proposed by Loeb et al.:720

(5.351)

and was theoretically justified by other authors.718,721-724 Equation 5.351 coincides with the exact numer-
ical results within an accuracy of a few percent for κR > 0.5 and arbitrary surface potential.716,720 A
general approach for derivation of approximate (but accurate) expressions relating ψs and σs, including
for systems containing nonsymmetric electrolytes, has been proposed by Ohshima.724,725

5.8.2 ELECTROOSMOSIS

When an electrical field of intensity E is applied in parallel to a charged flat interface, the excess
of counterions in the diffuse layer gives rise to a body force exerted on the liquid. The liquid starts
moving with local velocity varying from zero in the plane of shear (x = xs) to some maximal value,
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VEO, at a large distance from the wall (see Figure 5.67). The magnitude of this electroosmotic
velocity was calculated by von Smoluchowski726 under the assumptions that: (1) the ion distribution
in the diffuse layer obeys the Poisson–Boltzmann equation, (2) at each point the electrical force is
balanced by the viscous friction, and (3) the liquid viscosity in the diffuse layer is equal to that of
the bulk liquid, η. The final result reads726

(5.352)

where ζ is the electrical potential in the shear plane, i.e., ζ ≡ ψ(x = xs). The quantity

(5.353)

is called electroosmotic mobility. The von Smoluchowski consideration is also applicable to capil-
laries of a radius much larger than the Debye screening length, κ –1. Therefore, by measuring the
liquid flow through a capillary, like that shown in Figure 5.66, we can determine the ζ potential of
the capillary surface. It is usually acceptable716 to measure the liquid flux (volume displaced per
unit time), JEO, along with the electric current transported by the liquid, IEO:

(5.354)

where r is the capillary radius and χb is the bulk conductivity of the liquid. The ratio

(5.355)

does not depend on the capillary radius and can be used to determine ζ. Quite often, however, the
high concentration of ions in the double electric layer leads to a much higher conductivity in the
surface region, compared to that in the bulk electrolyte solution. To account for this effect
Bikerman727 introduced the term specific surface conductivity, χs, which presents an excess quantity
over the bulk conductivity. Then, Equation 5.354 is modified to read

(5.356)

and Equation 5.355 acquires the form:

(5.357)

Alternatively, instead of measuring the electroosmotic liquid flux at zero pressure difference
across the capillary, we can determine716 ζ by measuring the counterpressure, ∆PEO, necessary to
completely stop the net liquid transport through the capillary:

(5.358)
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Bikerman727 obtained the following expression for χs in the case of a symmetric (Z:Z) electrolyte,
under the assumption that the surface conductivity is due only to the ions located in the movable
part of the diffuse layer:

(5.359)

where D± are ion diffusion coefficients, while m± are dimensionless ion mobilities, defined as

(5.360)

Λ° (m2/Ω/mol) is the limiting molar conductivity of ions at infinite dilution. The typical values of
χs are around 10–9/Ω. For comparison, the bulk conductivity, χb, is given by

(5.361)

and can vary within a wide range (note that χs and χb have different dimensions).
Equation 5.357 shows that for determination of ζ and χs, we need measurements with several

capillaries made of the same material, but with different radii. The effect of the surface conductivity
can be neglected when the criterion:

(5.362)

is satisfied.716,717,728 In other words, the surface conductivity is negligible at low surface potential
and high ionic strength. Besides, Equation 5.355 can be applied716,728,729 also to electroosmotic flow
in porous plugs or membranes if (1) the typical pore size is much larger than κ –1, (2) the effects
of the surface conductivity, χs, are negligible, and (3) the flow is laminar.

This consideration can be extended to include capillaries of radii comparable to κ –1 and the
cases when the potential distribution cannot be approximated using the results for a planar wall.707,716

The so-called plane interface technique730-732 is a modification of the electroosmotic method,
in which submicrometer particles are used as probes to visualize the osmotic velocity profile close
to an interface. The method allowed precise determination of the ζ potential at mica, quartz,
sapphire, and fused-silica surfaces as a function of pH.731,732 The attempt730,732,733 to apply the plane
interface technique to the air–water interface, however, gave ambiguous results, probably due to
the interfacial fluidity.

5.8.3 STREAMING POTENTIAL

If a pressure drop, ∆P = P1 – P2, is imposed at the ends of a capillary, like such as shown in
Figure 5.66, the liquid starts moving through the capillary.716,723 The charges in the mobile part of
the double layer at the capillary wall are thus forced to move toward the end of the capillary. As
a result, a streaming current, IST, appears, which leads to the accumulation of excess charge at the
capillary end. This excess charge gives rise to an electric potential difference between the ends of
the capillary, called streaming potential, EST. On its own, the streaming potential causes a current
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flow, IC, in a direction opposite to IST. Finally, a steady state is established when IC = IST and
the net electric current across the capillary becomes zero. We can directly measure EST by probe
electrodes, and the following relationship is used to determine the ζ potential of the capillary
walls:716

(5.363)

Alternatively, instead of measuring EST, we can measure the streaming current, IST, by using the
appropriate electrical circuit:716

(5.364)

Here, L denotes the length of the capillary. An important advantage of the streaming current
measurement is that the surface conductivity does not matter for the calculation (see
Equation 5.364), and experimental determination of χs is not necessary. Similar experiments were
performed by Scales et al.734 to determine the ζ potential of mica surface.

Equations 5.363 and 5.364 are valid only if the capillary radius is much larger than the thickness
of the diffuse layer. A number of modifications were suggested in the literature to extend the
theoretical consideration to narrower capillaries and porous plugs (see, for example, the review
article by Dukhin and Derjaguin707 and the book of Hunter716). Measurements of the streaming
potential, streaming current, and electrical conductance of plugs made of latex particles were
performed and analyzed by van den Hoven and Bijsterbosch.735

5.8.4 ELECTROPHORESIS

The movement of a charged colloidal particle in an external electrical field is called electrophoretic
motion and the respective phenomenon is electrophoresis. The electrophoretic velocity in the two
limiting cases, of a thin and thick EDL around a spherical particle, can be calculated by von
Smoluchowski736 and Hückel737 formulas:

    (von Smoluchowski) (5.365)

    (Hückel) (5.366)

It is important to note that Equation 5.365 is valid for particles of arbitrary shape and size, if the
following requirement is fulfilled: the dimensions of the particle and the local radii of curvature
of the particle surface are much larger than the Debye screening length.

The problem for spherical particles at arbitrary κR was solved by Henry738 who obtained:

    (Henry) (5.367)

where µEL is the particle electrophoretic mobility, Q is the particle charge, and f1(κR) is a correction
factor given by:
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(5.368)

and

is an integral exponent of the first order. The limiting values, f1(κR → ∞) = 3/2 and f1(κR → 0) = 1,
reduce the Henry equation to the equations of von Smoluchowski and Hückel, respectively. The
effect of the surface conductivity, χs, can be phenomenologically included in this approach, as
shown by Henry.739 Also, if the material of the particle has finite electrical conductivity, χp, its
electrophoretic mobility is given by738

(5.369)

where

(5.370)

It was shown,707,708,715 however, that the approach of Henry is strictly valid only for small values
of the ζ potential, , because it neglects the relaxation and the retardation effects,
connected with distortion of the counterion atmosphere around the moving particle. Solutions of
the problem for not-too-high ζ potentials were suggested by Overbeek740 and Booth.741 The mobility
of a spherical, nonconducting particle of arbitrary ζ potential and arbitrary κR was rigorously
calculated by Wiersema et al.742 and by O’Brien and White.743 In Figure 5.68, the results of O’Brien
and White743 for the particle mobility as a function of the ζ potential at different values of κR are
represented. One interesting conclusion from these calculations is that the mobility has a maximum
for κR > 3; i.e., a given value of µEL may result from two different values of ζ. The maximum in
these curves appears at ζ ~ 150 mV. The numerical algorithm of O’Brien and White743 is sufficiently
rapid to allow application to individual sets of experimental data.

Explicit approximate expressions were suggested by several authors. For a thin EDL, Dukhin
and Derjaguin707 derived a formula, which was additionally simplified (without loss of accuracy)
by O’Brien and Hunter:744

(5.371)
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where  is the dimensionless ζ potential,  = (1 + 3m/Z2), and m is the dimensionless
mobility of the ions (see Equation 5.360). Equation 5.371 was derived assuming equal valency and
mobility of the counterions and coions. The comparison with the exact numerical calculations
showed that Equation 5.371 is rather accurate for κR > 30 and arbitrary ζ potential. Another explicit
formula of high accuracy (less than 1% for arbitrary ζ potential) and wider range of application
(κR > 10) was suggested by Ohshima et al.745

For low values of the ζ potential, Ohshima746 suggested an approximate expression for the
Henry function (Equations 5.367 and 5.368), which has a relative error of less than 1% for arbitrary
values of κR:

(5.372)

Recently, Ohshima747 derived an extension of Equation 5.372, which is accurate for  at arbitrary
values of κR.

The electrophoretic mobility of particles having a cylindrical or ellipsoidal shape was studied
theoretically by Stigter,748 van der Drift et al.,749 and Ohshima.750 The polyelectrolytes751-753 and the
spherical particles covered by a layer of polymer754,755 (or of polyelectrolyte) are two other types
of systems that have been matters of great interest. In a recent series of papers Ohshima and

FIGURE 5.68 The dimensionless electrophoretic mobility of spherical particles vs. the dimensionless ζ
potential for various values of κR: (a) κR varies between 0 and 2.75; (b) κR varies between 3 and infinity.
(From O’Brien, R.W. and White, L.R., J. Chem. Soc. Faraday Trans., 2, 74, 1607, 1978.)
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Kondo756-758 derived a general analytical formula for the case of a hard particle, covered by a layer
of polyelectrolyte. In the corresponding limiting cases, the general expression reduces to the known
expressions for a hard spherical particle, a platelike particle covered by a polyelectrolyte layer, or
a charged porous sphere. 756,757

Churaev and Nikologorskaja759 performed measurements of the electrophoretic mobility and
the diffusion coefficient of silica particles before and after adsorption of polyethylenoxides. They
found that the experimental data can be explained only by assuming that the adsorbed polymer
layer not only shifts the shear plane apart from the particle surface (thus increasing the hydrody-
namic radius of the particles) but also substantially reduces the particle surface potential. According
to the authors759 the decrease in the surface charge could be due to the lower dielectric permittivity
in the adsorption layer compared to that of water. It is rather possible that a similar effect played
a role in the experiments of Furusawa et al.,760 who showed that the adsorption of hydroxylpropy-
lcellulose on latex particles may completely shield their charge (the particle ζ potential becomes
zero). As the adsorption layer was shown to be very stable in a wide range of pH and electrolyte
concentrations, such particles can be used as a reference sample for electrophoretic measurements.
These particles exactly follow the electroosmotic liquid flow in the cell and, hence, represent a
convenient probe sample for the plane interface technique mentioned in Section 5.8.2.

The effect of the interparticle interactions on the electrophoretic mobility in concentrated
dispersions was theoretically studied by Levine and Neale.761 They used a cell model with two
alternative boundary conditions at the cell boundary to describe the hydrodynamic flow: the free
surface model of Happel762 and the zero vorticity model of Kuwabara.763 The results761 suggested
that the zero vorticity model is more appropriate, because it represents in a more correct way the

FIGURE 5.68 (CONTINUED)
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limit to low particle concentration. Experiments at very low electrolyte concentrations, when the
electrostatic interactions between the particles are very strong, were performed by Deggelmann
et al.764 They observed a strong increase in the electrophoretic mobility at lower ionic strength
(when the electrostatic interaction is stronger and the particles form a liquid-like structure) which
was in apparent contradiction to the predictions of the Levine and Neale theory.761 One possible
explanation of this surprising result could be that the decrease of the ionic strength leads to a
simultaneous increase in the surface potential,34 and this effect prevails over the increased inter-
particle interactions. Further development of the electrokinetic theory for concentrated dispersions
was presented by Kozak and Davis765 and by Ohshima.757,766

Another interesting experimental study of concentrated suspensions of human erythrocytes was
performed by Zukoski and Saville.767 Although volume fractions as high as 75% were employed,
the electrophoretic mobility changed by the factor (1 – φ) in the whole concentration range, which
was simply explained by the backflow of liquid necessary to conserve the suspension volume. The
electrostatic and hydrodynamic particle–particle interactions apparently canceled each other in these
experiments. Note that the electrolyte concentration was relatively high and, contrary to the exper-
iments of Deggelmann et al.,764 the EDL were thin in comparison with the particle size.

Recent progress was achieved in the theoretical description of the electrophoretic mobility of
spherical particles in oscillating electrical field768 (so-called dynamic mobility); see also
Section 5.8.7.2. General equations at an arbitrary frequency, ζ potential, and κR, as well as analytical
formulas for low ζ potentials, were derived by Mangelsdorf and White.768 Theory and experiment769

demonstrated rather strong frequency dependence of the electrophoretic response of the particles
in the hertz and kilohertz regions. A general theoretical expressions, along with explicit approximate
formulae, for the dynamic electrophoretic mobility of spheres and cylinders were derived by
Ohshima.757,770,771 The electrophoretic measurements in oscillating fields are stimulated also by the
fact that the undesirable effect of the electroosmotic flow in the experimental cell, created by the
charge at the cell walls, is strongly suppressed in this type of equipment.769,772

Another important recent development is the construction of equipment capable of measuring
the mobility of nanometer-sized particles, such as micelles and protein molecules. The different
mobility of proteins in polymer gels is widely used for their separation and identification,773 but
this method is not suitable for the physicochemical study of proteins, because the interactions of
the protein molecules with the polymer gel matrix could be rather specific. For a long time the
electrophoretic mobility of proteins in a free solution was studied by the “moving boundary method”
of Tiselius,774 since electrophoretic equipment based on dynamic light scattering (Section 5.9.2.1)
is limited to particles of a size between approximately 50 nm and 10 µm. The method of Tiselius
is not so easy and, in principle, it is not very suitable for micellar solutions, because a boundary
between solutions of different concentrations must be formed. Imae et al.775,777-780 described an
improved version of electrophoretic light scattering equipment applicable to particles of a diameter
as small as several nanometers. The feasibility of this equipment was demonstrated776 by measuring
the electrophoretic mobility of micelles of sodium dodecylsulfate (SDS) and of mixed micelles of
SDS with nonionic surfactants. The electrokinetic properties of micelles are discussed in the recent
review by Imae.780 This experimental advance is accompanied by progress in the theoretical analysis
of the electrophoretic mobility of nonspherical and nonuniformly charged particles (such as pro-
teins) with some spatial charge distribution on the particle surface.781-784 One quite interesting
conclusion from the work of Yoon784 was that Henry’s formula, Equations 5.367 and 5.368, is
correct for spherical particles of arbitrary charge distribution (with Q the net particle charge in this
case), provided that the electrical potential is low and can be described by the linearized Pois-
son–Boltzmann equation.

More details about the method of electrophoretic mobility measurement by means of dynamic
light scattering are given in Section 5.9.2.1.
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5.8.5 SEDIMENTATION POTENTIAL

When a charged particle is sedimenting under the action of gravity (Figure 5.66d) the ions in the
EDL are not obliged to follow the particle motion. Instead, a continuous flow of ions enters the
lower half of the particle diffuse layer and leaves its upper half. The net effect is a spatial separation
of the negative and positive charges, which creates the sedimentation potential of intensity, ESED.
At a steady state, the electrical current caused by the particle motion must be counterbalanced by
an equal-in-magnitude (but opposite-in-direction) current created by ESED. The potential, ESED, can
be directly measured by means of electrode probes placed at two different levels in the suspension
of settling particles. von Smoluchowski785 derived the following equation connecting ESED and the
ζ potential of spherical nonconducting particles:

    at κR � 1 (5.373)

where Fg = gVp(dp – dg) is the gravity force (with subtracted Archimedes’ force) acting on a particle;
ρp is the particle number concentration; g is gravity acceleration; Vp is the particle volume; dp is
the particle mass density; and dg is the mass density of the disperse medium. Generalization of the
theoretical consideration to arbitrary values of κR was given by Booth.786 The theory was later
refined by Ohshima et al.,787 who performed exact numerical calculations and proposed explicit
formulas for the cases of not-too-high surface potential and for thin EDL. The effect of particle
concentration was considered by Levine et al.,788 who used a cell model to account for the hydro-
dynamic interaction between the particles. The theory of Levine et al.788 is restricted to thin double
layers (κR > 10) and low surface potentials.

5.8.6 ELECTROKINETIC PHENOMENA AND ONZAGER RECIPROCAL RELATIONS

All electrokinetic phenomena include the coupled action of an electrical force (with the respective
electrical current) and a hydrodynamic force (with the respective hydrodynamic flux). Therefore,
we can apply the general approach of the linear thermodynamics of irreversible processes to
write789,790

(5.374)

where Fj (j = 1,2) are the forces, Jj are coupled fluxes, and αij are phenomenological coefficients.
According to the Onsager reciprocal relations, α12 must be equal to α21, i.e., the following rela-
tionships must be satisfied (see Equation 5.374):

(5.375)

Other relations, which directly follow from the assumption α12 = α21 are

(5.376)
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In the cases of the immobile solid phase (electroosmosis and streaming potential; see Figures 5.66a
and 5.66b), we can identify789,790

(5.377)

where Jw is the water flux and I is the current. Then, the counterpart of Equation 5.375 reads

(5.378)

Equation 5.378 connects the phenomenological coefficients appearing in electroosmosis (the left-
hand side) with those in streaming potential experiments (the right-hand side). We must note that
Equation 5.378 is valid even if the surface conductivity is important or when the double layers are
not thin with respect to the capillary diameter. Furthermore, this type of relationship is valid even
for electrokinetic experiments with porous plugs and membranes with pores of nonuniform size
and shape. The respective counterparts of the other relations (Equation 5.376) are

; ; (5.379)

In the case of mobile charged particles (electrophoresis and sedimentation potential;
Figure 5.66c and 5.66d), we should identify J1 as the flux of particles, Jp, and F1 as the gravity
force, Fg. Then, the Onsager relations read

;    (5.380a)

;    (5.380b)

Again, Equations 5.379 and 5.380 are valid even for concentrated dispersions when strong elec-
trostatic and hydrodynamic interactions between the particles may take place.

We can verify that all explicit expressions given in Sections 5.8.2 through 5.8.5 satisfy the
Onsager relations.

5.8.7 ELECTRIC CONDUCTIVITY AND DIELECTRIC RESPONSE OF DISPERSIONS

5.8.7.1 Electric Conductivity

Here we consider briefly the conductivity, χ, of dispersions subjected to a constant electric field
of intensity, E. The behavior of dispersions in alternating fields is considered in Section 5.8.7.2.

Charged particles influence the net conductivity in several ways: (1) the presence of particles having
dielectric constant and conductivity different from those of the medium affects the local electrical field
and the conditions for ion transport (e.g., nonconducting particles act as obstacles to the electromigrating
ions and polarize the incident electric field); (2) the increased ionic concentration in the diffuse ion
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cloud surrounding the particles leads to higher local conductivity; and (3) the migrating charged
particles may also contribute to the total electric current.

Effect (1) was analyzed by Maxwell,791 who derived the following expression for the conduc-
tivity of diluted suspension of uncharged particles:

(5.381)

where χp is the conductivity of the particles, χb is the conductivity of the medium, and φ is the
particle volume fraction. As shown by Maxwell, this result includes an important contribution from
the polarization of the field by the particles. Fricke792 modified the Maxwell approach to consider
particles of oblate or prolate spheroidal shape and obtained the formula:

(5.382)

where the X factor depends on the particle conductivity and shape. Because the theory of Fricke792

assumes random orientation of the particles, it is strictly valid only for diluted suspensions of non-
interacting particles and a not-too-high intensity of the electrical field. These expressions were used
by Zukoski and Saville767 to interpret the conductivity data from human erythrocyte suspensions
at high ionic strength and relatively low surface potential where the effect of the surface conductivity
is negligible (see Equation 5.362).

The contribution of the particle surface conductivity (effect (2)) for a thin EDL can be accounted
for phenomenologically in a similar way, and the final result for nonconducting particles reads707,793

(5.383)

Numerical procedures for calculating the conductivity of dispersions without restriction to double
layer thickness were developed by O’Brien.794,795 A formula for thin EDL, explicitly accounting
for the ion mobility, is given by Ohshima et al.796

As discussed by Dukhin and Derjaguin,707 the electrophoretic migration of the particles (effect
(3)) is negligible if the measurements are performed under conditions such that the particles cannot
release their charges on the electrodes.

5.8.7.2 Dispersions in Alternating Electrical Field

As mentioned in Section 5.8.4, the electrical field, in general, polarizes the EDL around a charged
particle. This means that the spherical symmetry of the ion cloud breaks down, and the additional
force appearing between the charged particle and the distorted ion atmosphere must be taken into
account for proper description of the particle dynamics. If the external field is suddenly switched
off, some finite period of time is needed for restoration of the spherically symmetric configuration.
This time can be estimated278,715,797 from the ion diffusivity and from the characteristic path length,
l; the ions should travel:

(5.384)
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where DSI ≈ 10–9 m2/s is the ion diffusion coefficient. If the particles are subjected to an oscillatory
field of frequency, ω, much higher than , the ion clouds will have no time to respond, and the
system will behave as though containing particles with nonpolarizable double layers. On the other
hand, at a low frequency, ω � , the ion clouds will polarize, exactly following the temporal
changes of the applied field. At intermediate frequencies, ω ~ , the EDL will follow the field
variations with some delay, and the dielectric constant of the colloidal dispersion, ε, will show a
strong dependence on ω. The numerical estimate (see Equation 5.384) shows that τREL is typically
of the order of 10–3 s and the characteristic frequency, ωREL, falls in the kilohertz range. For thin
EDL, there is an additional relaxation time, τκ, connected with the ion transport across the double
layer715,797,798 (i.e., in a radial direction with respect to the particle surface). Because the diffusion
path in this case is l ~ κ –1, the relaxation time is798

(5.385)

Therefore, τκ is inversely proportional to the electrolyte concentration, and the corresponding
characteristic frequency, ωκ, is typically in the megahertz range.

The polarizability of the individual molecules is also frequency dependent, but the characteristic
values are of the order of 1011/s and 1015/s for the rotational and electronic polarization, respec-
tively.34 Therefore, in the typical frequency domain for investigation of dispersions (1/s ≤ ω ≤ 108/s)
the polarizability, εp, of the material building up the particles is frequency independent. On the
other hand, the disperse medium (which is usually an electrolyte solution) has a dielectric permit-
tivity, εb, for which the frequency dependence can be described by the Debye–Falkenhagen theory.799

Besides, the characteristic relaxation time of the bulk electrolyte solutions is also given by
Equation 5.385.799

The typical experiment for determination of the dielectric response of a suspension
consists278,715,797 of measuring the magnitude and phase-lag of the current, Ic(t), passing through the
suspension under an applied, oscillating electrical field, E(t) = E0 cos(ωt). The current, in turn,
contains two components — one connected with the free charges and another connected with the
polarization. Use of the complex presentation of the applied field is widely accepted:278,715

(5.386)

where Re{f} means that the real part of the complex function, f, is considered. Very often the Re{x}
sign is not explicitly stated, but is understood. This formalism, using complex functions, is rather
convenient because the magnitude and the phase-lag of the current both can be described by one
quantity — the complex conductivity, χ*:

(5.387)

The physical meaning of the real and of the imaginary parts of χ* is the following.715 Re{χ*} is
proportional to the dissipated energy in the system — the heat produced per period of the field
oscillation is equal to . On the other hand, the phase-lag of the current (with respect
to the applied field) is characterized by the phase angle,

The complex conductivity, χ*, of a dispersion is usually defined as278
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(5.388)

where χ is the real part of χ* and ε′ is the “loss-free” part of the dielectric response. Alternatively,
we can define278

(5.389)

where the frequency dependence of the real part of χ* was totally assigned to the imaginary part
of the dielectric constant. Both conventions are used in the literature,278 and we should note that
in the first case the dielectric constant of the suspension is a real number (ε = ε′, ε″ = 0), whereas
in the second case ε is considered a complex number (ε = ε′ + iε″). Also, since the effect of the
particles is of primary interest, we consider the changes of these quantities with respect to the
properties of the disperse medium:278

(5.390)

In Figure 5.69 the typical frequency dependencies of ∆χ, ∆ε′, and ∆ε″ in the kilohertz range
are schematically represented (a number of real experimental plots are given in the books by Dukhin
and Shilov715 and Russel et al.278). As shown in the figure, the value of ε″ goes through a maximum,
which corresponds to a maximal dissipation of energy in the suspension. The values of χ and ε′
are, respectively, monotonously decreasing and increasing with the frequency. In general, the

FIGURE 5.69 Schematic presentation of the electric conductivity, ∆χ, the real part, ∆ε′, and the imaginary
part, ∆ε″, of the dielectric permittivity increments of dispersion as functions of the frequency of the electric
field, ω. For definitions of ∆χ, ∆ε′, and ∆ε″, see Equation 5.390.
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experiments show that the magnitude of ∆ε′ increases with the values of κR and the ζ potential.
The magnitude of ∆χ also increases with the ζ potential but decreases with κR. The magnitude of
∆ε″ increases with the ζ potential. In dilute dispersions, none of the three quantities depends on
the particle concentration in the framework of the experimental accuracy, as would be expected.
The theory of the dielectric response in this low-frequency range was mostly developed by Dukhin
and colleagues,715 and analytical formulas are available for thin EDL715 or low surface potential.710

During the last decade the dielectric response of dispersions in the megahertz range was
extensively studied. O’Brien798 presented the complex conductivity of a dilute dispersion in the
form (see Equation 5.381):

(5.391)

where the complex function Ω(χb, χs, εb, εp, ω) is given by the expression:

(5.392)

Here, εp is the relative dielectric permittivity of the particle substance. As shown by O’Brien,798 at
high frequency (ω � Dκ2 ~χb/ε0εb), Equation 5.392 reduces to the result for uncharged particles,
Ω = (εb – εp)/(2εb + εp). At low frequency (ω � χb/ε0εb), Equation 5.392 coincides with the high-
frequency limit of the formula derived by Hinch:800

(5.393)

where

(5.394)

(5.395)

The high-frequency limit of Equation 5.393 is Ω = (1 – β)/(2 + β), which, as stated above, is
identical to the low-frequency limit of Equation 5.392 because χs/χbR = β/2.798 We can conclude
that the combination of Equations 5.391 through 5.393 covers the whole range of frequencies that
are of interest.798

This approach was further extended by O’Brien798 to include the cases of concentrated disper-
sion of randomly packed spheres and porous plugs. A comparison with experimental data on Pyrex
plugs revealed very good agreement in the frequency range from 103 to 107/s. Midmore et al.801

measured the dielectric response of concentrated latex suspensions (φ was varied between 0.1 and
0.5) in the range between 1 and 10 MHz and also found that the data can be well reproduced by
the cell type of theoretical model. However, the estimated ζ potential from the conductivity
measurements was considerably larger than the value determined by electrophoretic measurement
(this issue will be discussed in the following section). Equipment and procedures for performing
calibration and measurement of the dielectric response of dispersions are described in References
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801 through 803. A large set of numerical results for various values of the particle ζ potential and
the ionic strength of the disperse medium were presented by Grosse et al.804

We now briefly describe the technique of colloid vibration potential (CVP) for determination
of the particle ζ potential. In this type of experiment, an ultrasonic wave is introduced into the
suspension, thus leading to oscillatory motion of the particles. Because of the difference in the
mass densities of the particles and the surrounding fluid, the ion cloud does not follow the particle
motion (similar to the case of particle sedimentation), and spatial separation of the positive and
negative charges appears. The corresponding electrical potential is called the colloid vibration
potential and can be measured by two probe electrodes separated by distance λ/2 in the direction
of the ultrasound propagation (λ is the sound wavelength). The theory for diluted suspensions was
developed by Enderby805 and Booth and Enderby806 and further extended to concentrated systems
by Marlow et al.807 The connection between the colloid vibration potential, ECVP, and the particle
ζ potential is807,808

(5.396)

where P0 is the amplitude of the sound pressure, and dp and db are the mass densities of the particles
and medium, respectively. The function f2(κR,φ) accounts for the particle–particle interactions; for
diluted systems, f2(κR,φ → 0) = 1, and for thin EDL f2(κR � 1,φ) = (1 – φ).

The experiments performed by several research groups807-809 showed good agreement of theo-
retical predictions with the experimental data. This is rather encouraging and a little surprising
result, keeping in mind that the experiments with simple electrolytes (where a similar effect called
“ionic vibration potential” exists810) produced data that are often not well explained809 by the
corresponding theory.810 The CVP technique can be applied to concentrated dispersions.

O’Brien811 showed that the CVP is related through the Onzager relations to the so-called
electrokinetic sonic amplitude (ESA). The latter appears when an alternating electric field is applied
to a suspension of charged particles. The ensuing oscillatory motion of the particles creates a
macroscopic acoustic wave, whose amplitude and phase lag can be experimentally measured and
used for characterization of the dispersed particles. The method allows determination of the size
and ζ potential of the particles in a concentrated dispersion without need of dilution.812-818 In general,
the problem consists of two stages: first, the dynamic electrophoretic mobility is determined from
the CVP or ESA data, and second, the particle ζ potential is calculated from the dynamic mobility
by using various theoretical models. The effect of surface conductivity on the analysis of the ESA
and CVP data was recently considered by Dukhin et al.817 and by Löbbus et al.818 The CVP and
ESA are often termed electroacoustic phenomena in the literature.

5.8.8 ANOMALOUS SURFACE CONDUCTANCE AND DATA INTERPRETATION

Theoretical interpretation of the measured electrokinetic quantities is always based on a number
of explicit and implicit assumptions. Because the meaning of the obtained data depends on the
adequacy of the theory used for their interpretation, the underlying assumptions are often questioned
and discussed in the literature.705,707,716,819 In this section, we briefly discuss the current evaluation
of the importance of some effects that are not taken into account in the conventional theory.

All the consideration up to now implies that the dielectric permittivity and the viscosity in the
EDL (at least for x ≥ xs; see Figure 5.67) are equal to those of the bulk disperse medium. A more
refined approach793,819 shows that for thin double layers the formulaes, stemming from the von
Smoluchowski theory, may remain unaltered if the “real” ζ potential (ζ = ψ(xs)) is replaced by the
quantity793
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(5.397)

where ε(x) and η(x) account for local variations of the dielectric constant and viscosity in the double
layer, while εb and ηb are the respective values in the bulk medium. Hunter819 analyzed a number of
theoretical and experimental results and concluded that this effect is “small under most conditions.”
Recently, Chan and Horn820 and Israelachvili821 performed dynamic experiments using the surface force
apparatus and showed that the water viscosity is practically constant down to distances one to two
molecular diameters from a smooth mica surface. Their experiments also demonstrated that the shear
plane at a smooth surface is shifted no more than one to two molecular layers apart from the surface.
Therefore, we may expect that for smooth surfaces the ζ potential should be very close to the surface
potential, ψs, at least for not-too-high electrolyte concentrations and surface potentials.

The case of a rough solid surface is much more complicated,707,793 because the surface roughness
affects not only the position of the shear plane, but also the surface charge density distribution and
the surface conductivity. Therefore, a general approach to rough surfaces is missing and we should
choose between several simple models (see below) to mimic as close as possible the real surface.

Another very important issue in this respect is the way to account for the surface conductivity.
The formula of Bikerman727 (Equation 5.359), the correction factor to the electrophoretic mobility
of Henry738 (Equation 5.368), and the formula of O’Brien and Hunter744 (Equation 5.371), quoted
above are derived under the assumption that only the ions in the movable part (x ≥ xs; Figure 5.67)
of the EDL contribute to the surface conductivity, χs. Moreover, the ions in the EDL are taken to
have the same mobility as that in the bulk electrolyte solution. A variety of experimental
data707,715,793,822-827 suggest, however, that the ions behind the shear plane (x < xs) and even those
adsorbed in the Stern layer may contribute to χs. The term anomalous surface conductance was
coined for this phenomenon. Such an effect can be taken into account theoretically, but new
parameters (such as the ion mobility in the Stern layer) must be included in the consideration.
Hence, the interpretation of data by these more complex models usually requires the application
of two or more electrokinetic techniques which provide complementary information.803,828 Dukhin
and van de Ven828 specify three major (and relatively simple) types of models as being most suitable
for data interpretation. These models differ in the way they consider the surface conductivity and
the connection between ψs and ζ:

• Model 1 (ζ = ψs and χs = ): This is the simplest possible model accounting for the
surface conductivity, because it assumes that an immobile part of the diffuse layer is
absent. As a result, xs = 0, ζ = ψs, and χs is due only to ions in the diffuse layer.

• Model 2 (ζ ≠ ψs, χs = ): In this model two parts of the diffuse layer (hydrodynamically
mobile and immobile, respectively) are distinguished. The surface conductivity is taken to
include contributions from the ions in the whole diffuse layer, including the hydrodynami-
cally immobile part. The mobility of the ions in the diffuse layer is considered to be the
same as that in the bulk, while the mobility of the ions in the Stern layer is set equal to zero.
The Gouy–Chapmen theory, e.g., Equation 5.343, is used to connect the values of ζ and ψs.
Therefore, the value of xs is an important parameter in this model. According to Dukhin and
van de Ven,828 this model is most suitable for particles with a rough surface or for a surface
covered with a layer of nonionic surfactants or polymers.822,823,825

• Model 3 (ζ = ψs, χs, =  + ): As in model 1, it is assumed that the whole diffuse
part of the EDL is hydrodynamically mobile. In addition, the ions in the Stern layer are
allowed to move in an external electrical field and to contribute to χs. This model seems
to be appropriate for the description of electrophoresis of biological cells (if glycocalix
on the cell surface is not present) and particles covered by ionic surfactants.824
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Theoretical descriptions of the electrokinetic phenomena in the framework of these three models
were developed in the literature and reviewed by Dukhin and van de Ven.828 The effect of particle
polydispersity on the data interpretation by the different models was analyzed in the same study.828

The interest in anomalous surface conductance has been high during the last several
years795,817,818,822-833 as a result of the finding that most of the studied latex samples have shown
electrokinetic properties that cannot be described by conventional theory. In particular, the electric
potential determined by electrophoresis was substantially lower than that measured in dielectric
studies.795,801,823-826 Also, the electrophoretic ζ potential, calculated from the conventional theory,
showed a maximum as a function of the electrolyte concentration, while we should expect a gradual
decrease.803,829 Several hypotheses825,826 were discussed in the literature to explain this discrepancy,
most of them connected with the anomalous surface conductance of the latex particles. According
to the “hairy model,”826,827 the particle surface is covered by a layer of flexible polymer chains,
which are extended into the solution at a distance, which depends on the electrolyte concentration.
Since the position of the shear plane, xs, is to be close to the outer boundary of this polymer layer,
the thickness of the immobile hydrodynamic layer (and the corresponding anomalous surface
conductance created by the ions in the immobile layer) appears to be strongly dependent on the
ionic strength. This hypothesis found some experimental confirmation in experiments827 with latex
particles, preheated for a certain period of time at a temperature above the glass transition temper-
ature of the polymer. As shown by Rosen and Saville,827 the electrokinetic properties of the preheated
latexes become much closer to those expected from the classical theory. On the other hand, Shubin
et al.803 made systematic measurements to distinguish which type of ions are responsible for the
anomalous conductance of the latex particles, those in the diffuse part or those in the Stern layer.
The authors803 concluded that their data can be interpreted only by assuming ion transport in the
Stern layer. Recent theoretical analysis of Saville833 showed that the presence of a thin permeable
(hairy) polymer layer on the surface of colloid particles indeed has an important effect on their
electrophoretic mobility, while the suspension conductivity might be very slightly affected.

Experiments830-832 made in different laboratories suggest that the importance of the discussed
effect depends strongly on the type of particles used. Gittings and Saville831 and Russel et al.830

found latex samples (commercial and laboratory-made ones) for which the electrokinetic properties
can be well described by the classical theory, without need to invoke the anomalous surface
conductance. These observations were complemented by the results of Bastos-Gonzalez et al.,832

who performed heat treatment of polystyrene latexes with different surface groups. The experiments
by several methods showed832 that the surface of the sulfate and aldehyde latexes changed upon
heating, while the sulfonate and carboxyl latexes did not show a detectable change of their
properties. Better understanding of the electrokinetic properties of latex particles is of significant
importance, because the latexes are widely used278,717 as model systems for quantitative investigation
of a variety of colloidal phenomena, and their reliable characterization is needed for these tasks.

5.8.9 ELECTROKINETIC PROPERTIES OF AIR–WATER AND OIL–WATER INTERFACES

The experimental methods based on electrokinetic phenomena (and especially electrophoresis) have
found very widespread application for routine characterization of electrical surface properties of
solid particles, liquid droplets, porous media, synthetic membranes, etc. A systematic presentation
of the main results obtained on different types of systems is given in chapters 6 to 8 of Reference
716, and in chapters 8 to 33 of Reference 718. A glance at the books278,715-718 and review articles704-714

in the field, however, shows that the properties of air–water and oil–water interfaces are either not
considered at all or only briefly mentioned. This fact is surprising, as a number of studies834-843 (the
first performed more than 70 years ago) have convincingly demonstrated a substantial negative ζ
potential at bare (without any surfactant) air–water and oil–water interfaces. This spontaneous
charging cannot be explained in a trivial way — it requires the specific preferential adsorption of
some kind of ion, because from a purely electrostatic viewpoint the approach of an ion to the
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interface of water and a nonpolar fluid is unfavorable because of the image forces.34 Measurements
of the electrophoretic mobility of air bubbles and oil droplets demonstrated a strong pH dependence
of their ζ potential: it is almost zero at a pH of around 3 and goes down to –120 mV at a pH ~ 11.
Therefore, two main hypotheses, connected with the dissociation-association equilibrium of water
(H2O = H+ + OH–) were suggested in the literature to explain the phenomenon: (1) specific
adsorption of HO– ions in the boundary layer of water molecules, and (2) negative adsorption, i.e.,
depletion of H+ ions in the boundary layer.

Marinova et al.842 performed a series of systematic measurements of the electrophoretic mobility
of oil in water emulsion droplets to check these (and some other) possible hypotheses. Analysis of
the obtained results leads to the conclusion that the charges originate from hydroxyl ions, which
specifically adsorb at the oil–water interface. The pH dependence of the surface charge was
interpreted by using Stern’s adsorption isotherm, yielding the value of ~25 kT for the specific
adsorption energy per HO– ion. Although some speculations about the underlying mechanism were
presented841,842 the molecular picture behind this value is rather obscured. We may expect that the
computer methods for studying the molecular structuring and dynamics at interfaces (including
hydrogen bond effects) will be very helpful in revealing the physical origin of the surface charge.
Dunstan and Saville841 suggested the idea that the specific adsorption of ions, responsible for the
charging of hydrophobic surfaces, may be connected with the anomalous electrokinetic behavior
of latex particles, as discussed in the previous section.

The air–water and oil–water interfaces, covered with adsorption layers of nonionic surfactants,
are also negatively charged at neutral pH, which has an important impact on the stability of foams
and emulsions.462,835,842,844-846 Again, a strong pH dependence of the ζ potential is established: the
higher the pH, the larger in magnitude the ζ potential. The effect of the adsorbing nonionic
surfactants on the magnitudes of the surface potential of air–water interfaces was analyzed in detail
in Reference 846. The electrokinetic properties of fluid interfaces in the presence of cationic or
anionic surfactants are more understandable (at least qualitatively): the interfaces are positively or
negatively charged, respectively. In the presence of an adsorbed protein layer, the interfacial electric
potential is usually close to that of the protein molecules at the pH of the disperse medium. In this
way, the surface charge may change from negative to positive around the isoelectric point of the
protein.

5.9 OPTICAL PROPERTIES OF DISPERSIONS AND MICELLAR SOLUTIONS

The light scattering methods for studying colloidal systems can be classified in two wide groups:
static light scattering (SLS) and dynamic light scattering (DLS). The latter is often called quasi-
elastic light scattering (QELS) or photon correlation spectroscopy (PCS). In SLS methods, the
averaged-over-time intensity of the scattered light is measured as a function of the particle con-
centration and/or scattering angle. In DLS methods, the time fluctuations of the scattered light are
measured. The light scattering methods possess a number of advantages, which make them partic-
ularly suitable for investigation of colloid systems. In general, these methods are noninvasive;
applicable to very small and unstable (when dried) particles, such as surfactant micelles and lipid
vesicles; suitable for characterization of particle size and shape, as well as of interparticle interac-
tions; and relatively fast, not requiring very expensive equipment. The theoretical basis of light
scattering methods is outlined in Sections 5.9.1 and 5.9.2. The main applications of the methods
to surfactant solutions and colloidal dispersions are summarized in Section 5.9.3.

5.9.1 STATIC LIGHT SCATTERING

A comprehensive presentation of the SLS theory can be found in the monographs by Van de Hulst847

and Kerker.848 The basic concepts are discussed in the textbooks by Hiemenz and Rajagopalan849

and Lyklema;850 a collection of the classical papers on this topic is reprinted in Reference 851.
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5.9.1.1 Rayleigh Scattering

The scattering of light from colloidal particles of dimensions much smaller than the light wavelength
(e.g., surfactant micelles) can be analyzed in the framework of the Rayleigh theory,852 which was
originally developed for light scattering from gases. A beam of monochromatic, polarized light can
be described by the amplitude of its electrical vector (see Figure 5.70).

(5.398)

Here, x is the coordinate in direction of the incident beam, t is time, and ν and λ are the frequency
and the wavelength of the light, respectively. The light induces a variable dipole in the particle:

(5.399)

where α is the excess particle polarizability (i.e., the difference between the polarizability of the
particle and the polarizability of the same volume of the medium). The induced dipole creates an
electromagnetic field of the same frequency (scattered light) with an intensity (energy flux per unit
area perpendicular to the scattered beam) averaged over time of849

(5.400)

FIGURE 5.70 Geometry of the light scattering experiment. (a) Plane polarized monochromatic beam of
intensity I0 induces the variable dipole, p, which emits an electromagnetic wave (scattered light); the detector
is at point A. (b) The incident beam can be vertically polarized, horizontally polarized, or nonpolarized with
respect to the scattering plane. Angle δ is formed between the directions of the dipole and the scattered beam,
while the angle θ is between the directions of the incident and scattered beams. The axes (v,h) and (V,H)
denote the vertical and horizontal directions for the incident and scattered beam, respectively.

E E t
x= −



0 2cos π ν

λ

p E E t
x= = −



α α π ν

λ0 2cos

I
r

I I
c

E Es t t t
=







= ≈ × −16
4 2

1 328 10
4

0
4 2

0

2

0
2

0
0

0
2 3

0
2 2π

λ
α
π ε

δ
ε

sin , . W m

© 2003 by CRC Press LLC



where the brackets denote time averaging, δ is the angle between the direction of the induced dipole
and the direction of the scattered beam, 〈I0〉t is the intensity of the incident beam, λ0 is the light
wavelength in vacuo, r is the distance between the scattering dipole and the detector, c is the speed
of light, and ε0 is the dielectric permittivity of the vacuo. For vertically polarized light, δ = π/2,
while for horizontally polarized light δ = (π/2 – θ); θ is the scattering angle (see Figure 5.70).
Nonpolarized light can be formally considered as the superposition of one vertically polarized and
one horizontally polarized beam of equal intensity. In the Rayleigh theory,852 the scatterers are
considered to be independent of each other, and the total intensity of the scattered light from a
suspension of number concentration ρ is proportional to the number of particles observed by the
detector, N (N = ρVS; VS is the scattering volume). To characterize the light scattering with a quantity
independent from the geometry of the equipment, we usually consider the reduced intensity of the
scattered light called Rayleigh ratio:

(5.401)

where the factor P(θ) depends on the polarization of the incident beam. In the case of small particles
(of dimensions much smaller than λ):

(5.402)

where the subscripts v, h, and u denote vertically polarized, horizontally polarized, or nonpolarized
incident beam, respectively. In the more general case, P(θ) also depends on the size and shape of
the scattering particles (see below); hence, it is sometimes called the scattering form factor of the
particles. By using the continuum theory of dielectric polarization, we can express the excess
polarizability of a spherical particle of radius R and refractive index np, which is immersed in a
medium of refractive index, nm, by means of the Lorenz–Lorentz equation:34

(5.403)

Because in many cases np and R are not known and the particles may have a nonspherical
shape, another way for deducing the excess particle polarizability is used: α is expressed through
the change of the refractive index of the suspension, n, with the particle concentration:853

(5.404)

Here M is the mass of a particle, c is the particle mass concentration (c = ρM/NA and NA is the
Avogadro number). The quantity (dn/dc) presents the refractive index gradient of the suspension
and is measured by refractometer of high sensitivity. Combining Equations 5.401 and 5.404, we
can derive the following expression for the Rayleigh ratio of a suspension of independent scatterers:

(5.405)
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which (in principle) allows us to determine the particle mass, M, from the intensity of the scattered
light. Equation 5.405 has several important limitations: (1) the particle dimensions must be much
smaller compared to the light wavelength, (2) the particle concentration must be very low to avoid
interparticle interactions and the interference of light beams scattered by different particles, and
(3) the particles do not absorb light (the suspension is colorless).

5.9.1.2 Rayleigh–Debye–Gans Theory

The radiation of a particle, comparable in size to the light wavelength, leads to induction of dipoles
in different parts of the particle that are not in phase (Figure 5.71). The net scattered light received
by the detector is a result of the interference of the beams scattered from the different points of
the particle. In this case, the function P(θ) depends on the particle size and shape. If the particles
have an anisodiametrical shape, P(θ) could depend on their orientation as well. Typical examples
are rodlike particles that are preferentially oriented along a given direction by an electric854-856 or
hydrodynamic field. In most systems, however, the particles are randomly oriented, and averaging
over all possible orientations is performed to calculate P(θ).

A rather general approach for determination of the function P(θ) was proposed by Rayleigh857

and further developed by Debye858 and Gans.859 The main assumption in the Rayleigh–Debye–Gans
(RDG) theory is that the incident beam that excites the electrical dipoles in the particle is not
influenced (in either magnitude or phase) by the presence of the particle. This requirement is better
satisfied by smaller particles with a refractive index close to that of the disperse medium. The
respective quantitative criterion reads

(5.406)

where l is a length of the order of the size of the particle (l coincides with the radius for spheres).
For such “soft” scatterers, the phase difference of the waves created by the induced dipoles in
different parts of the particle (considered to be independent in the RDG theory) can be calculated
by geometric consideration.

Because the scattered waves propagating in a forward direction, θ = 0°, are all in phase (positive
interference), the intensity of the scattered light is maximal in this direction and P(0) = 1. Com-
parison with Equation 5.405 shows that R(0) = cKM; hence, we can define

(5.407)

FIGURE 5.71 The Rayleigh–Debye–Gans857-859 theory is based on the assumptions that (1) the incident beam
propagates without being affected by the particles, and (2) the scattered light, received by the detector, is a
superposition of the beams emitted from the induced dipoles in the different parts of the particle.
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The general expression for the scattering form factor of randomly oriented particles and vertically
polarized light reads858

(5.408)

where  is the magnitude of the scattering vector, and rij is the distance between
the ith and jth scattering subunit. The double sum is taken over all subunits of total number N. The
particle scattering factor was calculated for typical particle shapes (Table 5.9; see table 8.5 in
Reference 848).

Once Pv(θ) is known, we can calculate Ph(θ) and Pu(θ) through the relationships (see
Equation 5.402):

(5.409)

The expansion in series of sin(qrij) in the right-hand side of Equation 5.408 leads to a fairly
simple and general result:860

(5.410)

where 1/2 is the radius of gyration for a particle that is arbitrary in shape and size. This result
shows that the initial part of the function P(θ), corresponding to small scattering angles, enables
one to determine the radius of gyration, no matter what the particle shape. For that purpose, the
experimentally measured intensity of the scattered light is represented in the form (see
Equation 5.405):

(5.411)

and Kc/Rv(θ) is plotted vs. sin2(θ/2). For a nonpolarized or horizontally polarized primary beam,
Rv(θ), in the left-hand side of Equation 5.411 is to be replaced by 2Ru(θ)/(1 + cos2θ) or Rh(θ)/cos2 θ,
respectively.

The radii of gyration for a sphere of radius Rs, for a thin rodlike particle of length L, for a
Gaussian coil containing N segments of length l, and for a thin disk of radius Rd are given by847,849,861
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TABLE 5.9
Scattering Function, Pv(q), Single Particle Translational Diffusion Coefficient, D0,
and Single Particle Rotational Diffusion Coefficient, ΘΘΘΘ, for Particles of Different Shape

Shape of the Particle Pv(q), D0, ΘΘΘΘ Ref.

1. Homogeneous sphere 
of radius R

857

2. Ellipsoid with semiaxes 
(R, R, pR)

860, 862

863, see also 
864

3. Thin rodlike particle of length 
L and diameter d

865, see also 
866, 867

863, see also 
864, 868, 869

4. Thin disk of radius R 870, 871

863

5. Gaussian coil of contour length 
L and persistent length, lp. If the 

coil is considered to contain N
segments of length l, then 
L = Nl and l = 2lp

872

873

Note: qR, where  is the magnitude of the scattering vector; η is shear viscosity of the medium
and kT is thermal energy; J1(x) is the Bessel function of the first kind.
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The radius of gyration for a wormlike chain of length L, persistent length lp, and diameter d was
found to be861

(5.413)

where . For a random coil (  � 1, lp = l/2, L = Nl, and d � L), Equation 5.413 reduces
to Equation 5.412c. In the other limiting case of  � 1, Equation 5.413 reduces to the result for
a cylinder of length L and diameter d:

(5.414)

This consideration can be further generalized to account for the interaction between the particles
(see Section 5.9.1.4, below).

5.9.1.3 Theory of Mie

If the condition in Equation 5.406 is violated, the RDG theory is not valid. A solution of the
scattering problem for particles arbitrary in size has been found only for several particular shapes.
Mie874 succeeded in finding a complete general solution of the Maxwell equations for a sphere in
a periodic electromagnetic field. The refractive indices of the sphere, np, and of the medium, nm,
are considered to be complex numbers (i.e., the theory is applicable to light-absorbing substances,
including metals):

; j = p or m (5.415)

Here, εj(ω) and χj(ω) are the dielectric permittivity and the electrical conductivity, respectively, for
a given circular frequency, ω, of the field, while  and kj are the real and the imaginary parts,
respectively, of the refractive index.

As shown by Mie874 and Debye,875 the electromagnetic field of the light scattered by a sphere
can be presented as an infinite series over associated Legendre polynomials, , multiplied
by spherical Bessel functions, . The coefficients in this series must be determined from
the boundary conditions and afterward can be used to calculate the angular dependence of the
amplitude and polarization of the scattered field. Different boundary conditions were imposed in
the case of conducting or dielectric materials of the sphere and of the medium.

The numerical calculation of the complete problem presents a formidable task, and a number
of practical recommendations for appropriate simplifications are given in the specialized litera-
ture.847-849 Typically, the final result of such calculations is presented in terms of the efficiency
factors for absorption and scattering, Qabs and Qsca. The magnitudes of Qabs and Qsca depend on λ,

, k, θ, and the particle size. For nonabsorbing particles (kp = 0), Qabs = 0; for nonscattering particles
( p = m), Qsca = 0. The efficiency factors can be directly related to the absorbance and turbidity
of the suspension (see Section 5.9.1.7). A similar approach was used to investigate the scattering
from coated spheres; long circular, elliptic, and parabolic cylinders; flat disks; spheroids; and others
(see References 847, 848, and 876).

The theory of Mie874 is used also in the laser diffraction method for particle size analysis.877

In this method, the light scattered by the particles is collected over a range of angles (usually
between 1° and 20°) in the forward direction. The corresponding experimental setup is usually
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referred to as Fourier optics. The method is applied to relatively large particles (typically between
0.3 and 600 µm) when the scattered light in a forward direction (projected on a screen) presents a
combination of concentric fringes. The angular intensity distribution of the scattered light is
analyzed to deduce the particle size distribution. For particles of diameter above several microme-
ters, the diffraction pattern is usually interpreted by simpler approximate theories, like that of the
Fraunhofer diffraction.877

5.9.1.4 Interacting Particles

5.9.1.4.1 Fluctuation Theory of Static Light Scattering
All previous discussion has been based on the assumption that the scatterers are independent;
however, in most cases this assumption is not justified. A general approach for calculating R(θ) for
a suspension of small interacting particles was proposed by Einstein.878 He related the fluctuations
in the polarizability of suspension with the fluctuations of the particle concentration. The final
result reads

(5.416)

where Π(c) is the osmotic pressure of the suspension. For a low particle concentration, the osmotic
pressure is expanded in series with respect to the particle concentration:

(5.417)

where Ai are virial coefficients (A1 = 1/M). Then, the relationship between c and R(θ) can be
rewritten in the form:879

(5.418)

where Pj(θ) is given by Equation 5.402, depending on the polarization of the incident light. As
seen from this expression, the particle mass can be determined by measuring R(θ) at several
concentrations and extrapolating the result toward c = 0. The intercept of the obtained straight line
(at small concentrations) is equal to 1/M, while the slope provides the second osmotic virial
coefficient, A2, which is a measure of the interparticle interactions.

The system of large interacting particles requires a modification of the Einstein approach,
because we should account for correlations in the position of the scattering subunits within a given
particle, along with correlations in the positions of different particles. If the condition in
Equation 5.406 is satisfied, we can decompose these correlations into two different terms to obtain880

(5.419)

where the particle form factor Pj(θ) is the same as for noninteracting particles, while the structure
factor S(ρ,q), accounts for the interactions. By definition, the static structure factor is
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(5.420)

where g(r) is the pair radial distribution function.
For small particles, g(r) is substantially different from unity only at interparticle distances r � q–1.

Then, the structure factor is equal to the inverse osmotic compressibility of the suspension:880

(5.421)

and Equation 5.419 reduces to the Einstein expression, Equation 5.416, with ρ (instead of c) used
as a measure of the particle concentration — note that Equation 5.416 does not depend on the
particular choice of the concentration definition.

5.9.1.4.2 Zimm-Plot (Method of Double Extrapolation)
The substitution of Equation 5.410 in Equation 5.418 suggests a graphical procedure for interpre-
tation of light scattering data from suspensions of large interacting particles of arbitrary shape.
Keeping the leading terms we obtain:

(5.422)

Based on this formula, Zimm881 suggested plotting Kc/Rv(θ) against [sin2(θ/2) + bc], where b
is an arbitrary constant usually chosen to satisfy the condition bcmax ~ 1. This method requires
measurements at different concentrations and scattering angles. The data are presented as a grid of
points (Figure 5.72), which allows extrapolation (1) to zero angle for each used concentration, and
(2) to zero concentration for each scattering angle. Finally, the extrapolated points for zero con-
centration (at different angles) are extrapolated to zero angle, and the points for zero angle (at
different concentrations) are extrapolated to zero concentration. In the ideal case, the two extrap-
olated curves must cut the ordinate Kc/Rv(θ) at the same point, which is the inverse mass of the
particle. Respectively, the initial slope of the curve c = 0 provides the square radius of gyration,

, while the initial slope of the curve θ = 0 gives the second osmotic virial coefficient, A2.
For nonpolarized or horizontally polarized incident beams, Rv(θ) in Equation 5.422 is to be

replaced by 2Ru(θ)/(1 + cos2θ) or Rh(θ)/cos2 θ, respectively.

5.9.1.4.3 Interpretation of the Second Osmotic Virial Coefficient
Generally speaking, positive values of A2 mean net repulsion between the particles, while negative
values of A2 correspond to attraction. For more detailed analysis of the values of the second osmotic
virial coefficient, the use of other definitions of the particle concentration is more convenient. The
common virial expansion11

(5.423)

defines another second virial coefficient, β2, which has the dimensions of volume and is widely
used in statistical thermodynamics. The coefficients, A2 and β2, are interconnected through the
relationship:
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(5.424)

For the central interaction between the particles, we can rigorously show that11,880

(5.425)

where r is the distance between the centers of mass of the particles, and W(r) is the pair interaction
energy. More general expressions for β2 in the case of anisodiametrical particles are also avail-
able.11,880 The usage of β2 is convenient when the experimental results about the particle interactions
must be compared to theoretical calculations. For hard spheres, β2 is equal to 8Vp, where Vp is the
particle volume. This fact was used by some authors to define so-called effective volume of the
particle through the measured second virial coefficient:314,324

(5.426)

Note that VEFF could be substantially different from the actual particle volume, Vp, if long-range
interactions between the particles are present. The counterpart of Equation 5.422 in terms of ρ and
β2 reads

(5.427)

FIGURE 5.72 Schematic presentation of the Zimm plot881 (method of double extrapolation). The data from
measurements at several concentrations (c1 to c6) and scattering angles (θ1 to θ4) are presented by empty
circles. Then, extrapolation to c = 0 for each angle and to θ = 0 for each concentration is numerically performed
(see the black dots). Both lines, c = 0 and θ = 0, should meet the ordinate at the point M–1, where M is the
particle mass. The slope angle of the line c = 0 is equal to , while the slope
angle of the line θ = 0 is equal to αθ = tan–1 (2A2).
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In the case of microemulsions and suspensions of spherical particles, it is usually more con-
venient to use the volume fraction, φ, of the dispersed particles as a measure of their concentra-
tion.882-887 By using the fact that φ = ρVp, we can obtain the virial expansion:

(5.428)

The light scattering data can be interpreted by using the equation:

(5.429)

Therefore, the double extrapolation procedure in these variables provides the real volume of the
particles, Vp. The quantity 2B2Vp is dimensionless and often denoted in the literature as λV (see
Section 5.9.2.4, below). For hard spheres, λV = 8.

5.9.1.5 Depolarization of Scattered Light

The polarization of the incident beam is denoted by subscripts v, h, or u for vertically polarized,
horizontally polarized, or nonpolarized light, respectively. Generally, the Rayleigh constant can be
considered to consist of two components, RV and RH, corresponding to the vertical and horizontal
directions of the electrical field of the scattered light (Figure 5.70). Therefore, we can define six
quantities: , the values of which provide information about the size,
shape, and anisotropy of the scattering particles.888-890 Depending on the polarization of the incident
light, it is accepted to define three depolarization coefficients:

(5.430)

Usually, ∆v, ∆h, and ∆u refer to a scattering angle θ = 90° and small concentrations, c → 0 (the
scattering from the solvent is subtracted). The values of ∆v, ∆h, and ∆u can be used to determine
the type of the suspended particles (Table 5.10). Note that the inherent particle anisotropy is reflected
in the value of ∆v, while ∆u contains a contribution from the particle size as well.

We can define the so-called optical anisotropy of the particles

(5.431)

where α1, α2, and α3 are the polarizabilities of the particle along its three main axes. As shown by
Cabannes888 for particles arbitrary in size:

(5.432)
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In the particular case of small particles and θ = 90°, we have:

(5.433a)

(5.433b)

Comparison of Equations 5.402, 5.405, and 5.433b shows that in the case of small anisotropic
particles, we have an additional multiplier

called the Cabannes’ factor. Therefore, the correct determination of the particle mass in such
systems requires measurements of both R(90°) and ∆(90°).

5.9.1.6 Polydisperse Samples

The light scattering methods provide statistically averaged quantities when applied to polydisperse
samples (e.g., micellar or polymer solutions). The case of independent scatterers can be rigorously
treated862,881 by using the mass distribution function of the particles, f(M). By definition,
dm = f(M)dM is the mass of particles in the range between M and (M + dM), scaled by the total
particle mass. As shown by Zimm,881 the scattering law in such a system can be presented similarly
to the case of monodisperse particles (see Equation 5.405):

(5.434)

where c is the total particle concentration, while the averaged molecular mass, 〈M〉m, and form
factor, 〈P(θ)〉m, are defined as

(5.435)

TABLE 5.10
Depolarization Coefficients of Different 
Types of Particles888,889

Particles ∆∆∆∆v ∆∆∆∆h ∆∆∆∆u

Small, isotropic 0 Not defined 0
Small, anisotropic (0 ÷ 1) 1 (0 ÷ 1)
Large, isotropic 0 ∞ (0 ÷ 1)
Large, anisotropic (0 ÷ 1) 1 (0 ÷ 1)
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For small scattering angles, Pv(θ,M) → 1 – , where  is the squared radius
of gyration of particles having mass M. Substituting this expression in Equation 5.434, we obtain881

(5.436)

This expression can be used as a starting point for analysis of the scattered light intensity by
polydisperse samples. If the shape of the particles is known (that is,  is a known function;
see Equation 5.412), we can determine two parameters characterizing the distribution f(M) (e.g.,
its mean value and standard deviation) from the experimentally measured intercept and slope of
the line, [cK/Rv(θ)]–1 vs. q2. For small particles, P(θ → 0,M) ≈ 1 and

(5.437)

Therefore, in this case, we can determine the mass averaged particle mass (Equation 5.435).

5.9.1.7 Turbidimetry

Instead of measuring the intensity of the scattered light at a given angle, θ, we can measure the
extinction of the incident beam propagating through the suspension.853,879 The method is called
turbidimetry and was widely used in the past, because the necessary equipment was essentially the
same as that for measuring the absorption of light by colored solutions. Usually, nonpolarized light
is used in these experiments; hence, the following consideration corresponds to nonpolarized
incident beams.

The turbidity, τ[m–1], of a suspension is defined through a counterpart of the Beer–Lambert
equation:848,849

(5.438)

On the other hand, the turbidity can be calculated by integrating the scattered light in all directions
and dividing by the intensity of the incident beam:

(5.439)

For suspension of noninteracting scatterers, it is convenient to introduce so-called dissipation factor, Q:

(5.440)

Also, for noninteracting particles, we have (see Equations 5.402 and 5.407):

(5.441)
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Therefore, τ can be expressed as

(5.442)

Note that for small particles Pv(θ) = 1, Q = 1, and  This simpler case can be
generalized to suspensions of interacting particles and the final result reads879

(5.443)

Therefore, for small particles, Kc/τ is a linear function of c in the low concentration range, and the
intercept and slope of the straight line allow us to calculate M and A2, respectively.

The above consideration was for particles not absorbing light. If particles do absorb light, we
must use the Mie theory (Section 5.9.1.3). Equation 5.438 is modified to read847-849

(5.444)

and the absorbance, ξ, and the turbidity, τ, of a suspension containing spherical particles of radius
R are determined from:

(5.445)

where Qabs and Qsca must be numerically calculated as mentioned in Section 5.9.1.3.

5.9.2 DYNAMIC LIGHT SCATTERING

We represent here only the basic methods and equations used for dynamic light scattering (DLS)
data analysis. Detailed description of the subject can be found in the available monographs.891-897

5.9.2.1 DLS by Monodisperse, Noninteracting Spherical Particles

In the DLS methods, the time fluctuations of the intensity of the scattered light, Is(t), are analyzed.
These fluctuations are caused by the translational and rotational Brownian motion of the particles,
which leads to perpetual variation of the particle configuration with the resulting change in the
interference pattern of the scattered light. The time course of the detector signal, which is propor-
tional to Is(t), can be analyzed by two different devices.

5.9.2.1.1 Spectrum Analyzer
This equipment is used when the intensity of the scattered light is high and an analog output from
the photomultiplier tube (the detector) is available. The power spectrum, P(q,ω), of the output
signal is extracted. For example, in the case of translational diffusion of monodisperse spherical
particles:

(5.446)

τ π π π= ( ) =
( )
( ) =8

3
0

16
3

90

90

8
3

Q R Q
R

P
Qc K Mu

u

v

o

o

τ π= ( )8 3/ .cKM

τ
π

=
+

8
3

1
2 2

K c

M
A c

I x I x( ) = − +( )[ ]0 exp ξ τ

ξ π ρ τ π ρ= =R Q R Q2 2
abs scaand

P q
q D

q D

2
2

2 2 2
2

2
( )( ) =

+ ( )
+,

/
( )ω π

ω
δ ω

© 2003 by CRC Press LLC



where D is the translational diffusion coefficient of the particles and δ(x) is the Dirac-delta function.
According to Equation 5.446, the power spectrum is Lorentzian, centered at ω = 0 with a half-
width equal to 2q2D. From the value of D, we can calculate the hydrodynamic radius of the particle,
Rh, by means of the Stokes–Einstein formula:

(5.447)

where η is the shear viscosity of the disperse medium.

5.9.2.1.2 Correlator
This type of instrument is aimed at calculating the autocorrelation function of the intensity of the
scattered light, defined as

(5.448)

An important advantage of the correlators is that they are capable of working even with very low
intensities of the scattered light, when each photon is separately counted by the detector. From a
theoretical viewpoint, P(2)(q,ω) and g(2)(q,τ) provide essentially the same information, because for
a stationary random process (as in the case with diffusion) these two quantities are Fourier
transforms of each other (Wiener–Khintchine theorem):880

(5.449a)

(5.449b)

Therefore, g(2)(q,τ) can be calculated if P(2)(q,ω) is experimentally determined, and vice versa. In
the particular case of translational diffusion of monodisperse spherical particles (see
Equation 5.446),

(5.450)

In reality, the experiment provides the function:

(5.451)

where the factor F accounts for the spatial coherence of the scattering volume and depends on the
aperture of the detector. If the detector radius is ~λr/b (r is the distance between the scattering
volume and the detector, b is the radius of the scattering volume, and λ2r2/πb2 is the coherence
area),898 F is close to unity. For a larger radius of the detector, F would be orders of magnitude
smaller, and the signal/noise ratio will be also small.
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Equations 5.446 and 5.450 are applicable in the so-called homodyne method (or self-beating
method), where only scattered light is received by the detector.891-896 In some cases, it is also
desirable to capture by the detector a part of the incident beam that has not undergone the scattering
process. This method is called heterodyne (or method of the local oscillator) and sometimes provides
information that is not accessible by the homodyne method.892 It can be shown that if the intensity
of the scattered beam is much lower than that of the detected nonscattered (incident) beam, the
detector measures the autocorrelation function of the electrical field of the scattered light, defined as

(5.452)

where Es(t) is the intensity of the electrical field of the light and the asterisk indicates complex
conjugation. The counterparts of Equations 5.446 and 5.450 in the heterodyne method read

(5.453a)

(5.453b)

In this case, the Wiener–Khintchine theorem, Equation 5.449, is also valid if g(2)(q,τ) is replaced
by g(1)(q,τ) and P(2)(q,ω) by P(1)(q,ω). In addition, for the diffusion process, g(1)(q,τ) and g(2)(q,τ)
are interrelated by the Siegert equation:

(5.454)

If charged particles are placed in an external, constant electrical field (e.g., in electrophoretic
equipment), they acquire a drift velocity, VEL, which is superimposed upon the diffusion. The
respective power spectrum in the heterodyne method is899

(5.455a)

where q is the scattering vector equal to the difference between the scattered and incident wavevectors

Therefore, the power spectrum is a sum of two Lorentzians which are shifted in frequency, but
their half-width remains determined by the translational diffusion coefficient. The autocorrelation
function in this case is

(5.455b)

Equations 5.455a and 5.455b show that, in principle, from one experiment we can simulta-
neously determine D and VEL. In practice, a series of experiments at different intensities of the
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external field, E, are performed, and the linear function VEL vs. E is plotted. The slope of the
resulting line gives the electrophoretic mobility, . In a similar way the velocity of
aerodynamic fluxes can be studied by using tracer particles (laser doppler anemometry).900

The scattering geometry used in most of the commercial equipment for measuring the electro-
phoretic mobility of particles901 is shown schematically in Figure 5.73. The incident laser beam is
split into two parts of equal intensity, which are afterward crossed in the scattering volume. At the
crossing point a pattern of consecutive dark and bright interference planes is formed, due to the
mutual coherence of the beams. Therefore, when the particle (driven by the external electrical field)
crosses the bright planes, it scatters light which is received by the detector as a sequence of pulses.
The time interval between the two pulses of light scattered by one and the same particle, depends
on the distance between the interference planes (determined by the geometry of the crossing beams)
and on the particle velocity. The corresponding autocorrelation function of the intensity of the
scattered light is a damped cosine function, the period of which allows calculation of the particle
drift velocity and electrophoretic mobility. A modification901 of the equipment allows measurement
of relatively low mobilities with high precision, which is particularly important for nonaqueous
dispersions.

5.9.2.2 DLS by Polydisperse, Noninteracting Spherical Particles

For polydisperse samples of noninteracting particles, the autocorrelation function (or the power
spectrum) presents a superposition of the respective functions of the individual species, weighted
by the intensities of light scattered by them. Several procedures have been employed to analyze
the signal from polydisperse samples. The most straightforward procedure902 is the method of
cumulants, in which the log of the measured correlation function is expanded in series:

(5.456)

FIGURE 5.73 The method of crossed beams for measurement of particle drift velocity, VEL. The incident
laser beam of intensity I0 is split into two coherent beams by using an optical prism (not shown in the figure).
Then, the two beams meet each other in the scattering volume and form an interference pattern. The distance
between the bright planes of this pattern is d = λ0/[2n sin(θ/2)]. The particles, moving under the action of
applied electrical potential, give rise to pulses of scattered light when passing through the bright planes. The
time interval, τd, between two consecutive pulses, created by a given particle, is τd = d/VEL. Since d is known
and τd is measured from the autocorrelation function of the scattered light, we can calculate the drift velocity,
VEL.
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The first cumulant

defines an effective diffusion coefficient:

(5.457)

For noninteracting particles, DEFF presents the so-called z-average diffusion coefficient, 〈D〉z:

(5.458)

The second cumulant

provides information about the polydispersity of the sample:

(5.459)

The higher-order cumulants, K3 and K4, are measures of the distribution asymmetry and flatness,
respectively. It is usually difficult to determine K3 and K4 reliably.

The mean hydrodynamic radius, calculated from DEFF, is given by:

(5.460)

The main advantage of the cumulant method is that it does not require any assumption about
the particular shape of the size distribution. The main drawback of this method is that a variety of
rather different distributions may have similar values of K1 and K2. Therefore, we cannot obtain
reliable information about the size distribution only from DLS data. The cumulant method is most
suitable when the size distribution is known to be monomodal and relatively narrow.

For polymodal or wide distributions the histogram method903-911 (or the exponential sampling
method) is more representative. In this method, the particle size distribution is presented by a finite
number of discrete sizes, each of them an adjustable fraction of the total concentration. Then, the
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correlation function is calculated and compared with the measured one. The relative amplitude of
each size class is varied to give the best agreement between the calculated and the experimental
functions. Although conceptually simple, the histogram method is not straightforward, because a
given correlation function can be described by an infinite variety of particle distributions (ill-posed
mathematical problem). To overcome this difficulty, we must invoke independent criteria to restrict
the population of possible solutions and to choose “the most reasonable” one. Several procedures
were proposed and realized as computer programs; the most widely used of them are CONTIN,894,904

non-negative least squares (NNLS),905 singular value analysis,907 maximum entropy,910 regulariza-
tion technique,911 and several others.906,908,909 For more thorough and reliable results, multiangle
measurements and combined analysis of the data from SLS and DLS on the basis of Mie theory
are recommended.

5.9.2.3 DLS by Nonspherical Particles

In diluted suspensions, translation and rotation of the particles can be considered as statistically
independent. Then, the correlation function of the scattered light can be presented as composed of
two parts912 — phase autocorrelation function, CΦ(q,τ), accounting for the translational diffusion,
and amplitude autocorrelation function, CB(τ), determined by the particle rotation:

(5.461)

where, by definition,

(5.462)

B(t) is the scattering amplitude of a particle, which depends on the particle polarizability at given
orientation. B(t) changes with time due to reorientation of the particle. If the scatterers are spherical,
B(t) is constant and CB(τ) = 1. Note that CB(τ) does not depend on the scattering angle and can be
calculated if the polarizability tensor and the rotational diffusion tensor of the particles are known.
The calculation of CΦ(q,τ) requires averaging of the translational diffusion tensor of the particle
over all possible orientations to obtain the averaged translational diffusion coefficient.

The polarizability of cylindrically symmetric particles (rod-shaped or ellipsoidal particles) can
be characterized by isotropic (α) and anisotropic (β) parts of the polarizability tensors:892

(5.463)

where αII and αI are the polarizabilities in the parallel and perpendicular direction, respectively, to
the symmetry axis. The autocorrelation function for small, monodisperse, cylindrically symmetric
particles has the form:892

(5.464)

where Θ is the rotational diffusion coefficient; the subscript v and the superscript V denote vertically
polarized incident and scattered beams, respectively. As gv

(1)V consists of two exponents (the second
is difficult to determine precisely, because it is weaker in magnitude and decays more rapidly
compared to the first), it is preferable to perform measurements also in depolarized light:892,912
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(5.465)

which presents one exponent depending on both, D and Θ.
For long rodlike particles, the autocorrelation function is a sum of exponentials893

(5.466)

The amplitude coefficients Bl are defined through spherical Bessel functions and can be calculated
if the particle length is specified. The extraction of the value of Θ from the experimentally obtained
correlation function obeying Equation 5.466 is a formidable task, which makes it very difficult to
deduce reliably results for large particles from only DLS. In such systems, the electrooptical
methods854-856 are more accurate for measurement of Θ.

If a homodyne method is used, the measured autocorrelation function g(2)(q,τ) can be interpreted
by using the Siegert relation, Equation 5.454. The translational and rotational diffusion coefficients
for several specific shapes of the particles are given in Table 5.9. The respective power spectrum
functions can be calculated by using the Fourier transform, Equation 5.449b.

5.9.2.4 Effect of the Particle Interactions

The diffusion coefficient of the particles in suspension depends on concentration of particles due
to the interparticle interactions.913-920 Furthermore, we should distinguish the self-diffusion (or tracer
diffusion) coefficient, DS, from the collective diffusion (or mutual diffusion) coefficient, DC. The
self-diffusion coefficient accounts for the motion of a given particle and can be formally defined
as an autocorrelation function of the particle velocity:880,913

(5.467)

where the brackets denote the averaging over the stochastic particle motion. The mean-square
displacement, 〈∆r2(t)〉, of a given particle is given by913

(5.468)

where τBr is the characteristic time of the Brownian motion of a particle of mass M and hydrodynamic
radius, Rh. The collective diffusion coefficient is a collective property of the suspension and characterizes
the evolution of small concentration gradients in the linear approximation (Fick’s law):913

(5.469)

Hence, DC is the quantity determined in conventional, gradient diffusion measurements. For non-
interacting particles (very diluted suspension) DS = DC.

As discussed above, DLS experiment provides the autocorrelation function g(1)(q,τ) or some
other quantity that contains equivalent information (g(2)(q,τ) or P(q,ω)). Similar to the case of
noninteracting particles, we can define an effective diffusion coefficient:
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(5.470)

where K1(q,ρ) is the first cumulant of the autocorrelation function. It was shown913,917 that the low-
q limit of DEFF coincides with DC:

(5.471)

while the high-q limit of DEFF(q,ρ) provides the so-called short-time self-diffusion coefficient:913

(5.472)

More general expressions for DEFF(q,ρ) at intermediate values of q are also available,894,897,917-922 in
terms of the static structure factor, S(q,ρ), and the so-called dynamic structure factor, F(q,ρ,τ):913

(5.473)

By definition, the dynamic structure factor accounts for the correlations between the positions of
the particles at different moments of time:913

(5.474)

where q is the scattering vector, and rk(t) is the position of particle k in the moment t. Both functions,
F(q,ρ,τ) and H(q,ρ), include contributions from hydrodynamic interactions between the particles.
Note that F(q,ρ,τ = 0) ≡ S(q,ρ), while for noninteracting Brownian particles:892,913

(5.475)

where D0 is the diffusion coefficient at negligible interparticle interactions.
An important consequence of Equations 5.471, 5.473, 5.474, and 5.421 can be derived at the

low-q limit:913

(5.476)

where (∂Π/∂ρ) is the osmotic compressibility, and f(ρ) = H–1(q = 0,ρ) is the friction (drag) coeffi-
cient of the particles in the suspension. Equation 5.476 represents the generalized Stokes–Einstein
relation. Equations 5.471 and 5.472 show that we can determine (at least in principle) DC(ρ) and

(ρ) by measuring the first cumulant, K1(q,ρ), at different scattering angles. On the other hand,
DS and DC can be calculated in numerical experiments performed by Monte Carlo or Brownian
dynamics methods.923,924

As shown by Batchelor914 and Felderhof,916 to the first order in the volume fraction, φ, the
diffusion coefficients, DC and , can be presented as
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(5.477)

(5.478)

where D0 is the diffusion coefficient at infinite dilution, while λC and λA are coefficients that depend
on the interparticle interactions (including the hydrodynamic ones). Felderhof916 succeeded in
presenting λC as a sum of several terms, each of them an explicit integral over the pair distribution
function, g(r) (see also References 921 and 925):

(5.479)

(5.480a)

(5.480b)

(5.480c)

(5.480d)

(5.480e)

where x = r/R, and R is the particle radius. Comparison of Equation 5.480a with Equation 5.425
shows that λV presents another definition of the second osmotic virial coefficient:

(5.481)

λO stems from the far-field (Oseen) hydrodynamic interaction, while λA, λS, and λD account for the
near-field hydrodynamics.916

Note that Equations 5.480a, 5.480b, and 5.480e are exact, while in Equations 5.480c and 5.480d
the terms up to x–20 in a series expansion are taken into account. For hard spheres, we can calculate926
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 DLS experiments927 with suspen-
sion of sterically stabilized silica particles in organic solvents (used as a model of hard sphere
dispersion) gave , which is in a good agreement with the theoretical value. A
numerical algorithm for calculation of the next terms in the expansions in Equations 5.480c and
5.480d was developed,925 but usually the first several terms (up to x–7) are enough to calculate
precisely λA and λC. λk (k = V, O, A, S, C) were calculated for simple functions modeling the pair
interaction energy (sticky potential, square-well potential, etc.), and some of the results are shown
in Table 5.11.

The important case of charged particles, interacting through electrostatic and van der Waals
forces was analyzed by several authors.922,929-933 It was shown921,929 that the contribution of the near-
field terms (λA, λS, and λD) is negligible for electrostatically repelling particles when the collective
diffusivity is concerned. For weakly charged particles (low surface potential and small size), explicit
formulae for the coefficients were obtained929 (see Table 5.11). For strongly charged particles and
in the cases when the van der Waals attraction is operative, we need numerical procedures to
calculate λk.921,929 This approach allows us to determine the particle charge (or electrical potential)
from the measured values of λV (by SLS) or λC (by DLS) if the particle size and the ionic strength
are known.929,930

At low ionic strength (κR ~ 1), other effects connected with the finite diffusivity of the small
ions in the EDL surrounding the particle are present.929,934,935 The noninstantaneous diffusion of the
small ions (with respect to the Brownian motion of the colloid particle) could lead to detectable
reduction of the single particle diffusion coefficient, D0, from the value predicted by the Stokes–Ein-
stein relation, Equation 5.447. For spherical particles, the relative decrease in the value of D0 is
largest at κR ≈ 1 and could be around 10 to 15%. As shown in the normal-mode theory,919 the finite
diffusivity of the small ions also affects the concentration dependence of the collective diffusion
coefficient of the particles. Belloni et al.931 obtained an explicit expression for the contribution of
the small ions in λC:

(5.482)

where Z is the number of charges per particle, LB = e2/(4πε0εkT) is the Bjerrum length, and DSI is
the diffusion coefficient of the small ions. The ratio of ∆λSI and the electrostatic part in λ (see
Table 5.11):

(5.483)

shows929 that the relative contribution of the small ions is above 10% only when the particles are small
(R ≤ 4 nm) and at a not very high ionic strength (κR ∼ 1). This could be the case with protein molecules
and charged spherical micelles. Otherwise, the effect of the finite diffusivity of the small ions is
negligible in comparison with the effect of the direct particle–particle electrostatic interaction.

5.9.2.5 Concentrated Dispersions: Photon Cross-Correlation Techniques, Fiber-Optics 
DLS, and Diffusing Wave Spectroscopy

A major drawback of the conventional DLS experiment is that the dispersion must be transparent
for the light beam. For micrometer-sized particles, this requires concentrations below 10–5 vol %.
Often the concentration of the samples is higher and their dilution for investigation is not desirable.
The autocorrelation function of multiply scattered light is difficult to interpret and to extract
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TABLE 5.11
Expressions for the Correction Factors, λλλλV, λλλλO, λλλλC, and λλλλA, for Different Types of Interaction between Spherical Particles

Type of Interaction λλλλV λλλλO λλλλC λλλλA Ref.

1. Hard spheres

a. Nonslip boundary condition
b. Perfect slip boundary condition

+8.00
+8.00

–6.00
–4.00

+1.454
+3.511

–1.8315
–0.562

926

2. Sticky hard spheres

τ-stickiness parameter

+8 – (2/τ) –6 + (1/τ) 1.454 – (1.125/τ) 1.8315 – (0.295/τ) 928

3. Weakly charged particles

929

Note: Z is the number of charges per particle, LB = e2/(4πε0εkT) is the Bjerrum length, En(x)  (n = 1, 2, 3, …) is integral exponent function.
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subsequent information about the particle size. Several powerful techniques have been proposed
aimed at overcoming this problem and extending the application of DLS to more concentrated
suspensions.

One obvious way to reduce the contribution of the multiple light scattering is to use a very
thin sample cell of an optical path length below 100 µm.936,937 Alternatively, Phillies938,939 suggested
using a more complex optical system comprising two laser beams and two detectors focused in the
same sample volume and having exactly the same scattering vector (in direction and magnitude).
The signals from the two detectors are cross-correlated by using a photon correlator. It has been
shown938-941 that the signals from the two detectors are correlated only for the light that is scattered
once (single scattering), whereas the contributions from double and higher-order multiple scattering
are uncorrelated. Therefore, when the signals from the two detectors (single + multiple scattering)
are cross-correlated, only the signal corresponding to single scattering from the particles gives a
contribution into the time dependence of the cross-correlation function. As a result, we obtain a
time correlation function from turbid samples, which is similar to those obtained from transparent
samples and can be interpreted in the same way. Several other cross-correlation schemes were
suggested by Schätzel941 and some of them have found realization in practice.941-945 In two-color
dynamic light scattering (TCDLS),941-944 two laser beams of different colors are used and the angles
between the incident beams and the detectors (all in the same plane) are chosen in such a way as
to define equal scattering vectors. In three-dimensional light scattering (3DDLS)941,945 two incident
beams of the same wavelength enter the sample from slightly above and slightly below the average
scattering plane. The two detectors are also placed above and below the average scattering plane,
respectively, so that the third dimension is used to achieve equal scattering vectors in the 3DDLS
method. Both techniques have proved to suppress efficiently the multiple scattering in concentrated
latex dispersions (see, e.g., the recent review by Pusey942). Furthermore, it was shown945 that the
same cross-correlation techniques can be used to eliminate the multiple scattering in SLS experi-
ments. These techniques can be applied to turbid samples, for which the contribution of the single
light scattering is a detectable fraction (>1%) of the total intensity of the scattered light.

Two different techniques have been developed for studying even more concentrated (opaque)
colloidal dispersions. The fiber-optic DLS or fiber-optical quasi-elastic light scattering (FOQELS)
was proposed by Tanaka and Benedek946 and has undergone substantial development during the
last years.947-951 In this method, an optical fiber is applied to guide the incident beam toward the
suspension and to collect the scattered light. Because the same fiber is used for particle illumination
and for collecting the scattered light, the optical path is the shortest possible, and the contribution
of the multiple scattering is enormously reduced. The main problem with the first versions of
FOQELS equipment was that the detected signal presented a superposition of homodyne and
heterodyne components, the second created by the light reflected from the front face of the optical
fiber.952 The relative contribution of the homodyne component increased with the particle concen-
tration and this led to ambiguity in data interpretation. Several improvements were proposed953-955

to avoid the detection of this backward reflected light. A schematic of the version developed by
Wiese and Horn954 is shown in Figure 5.74. The laser beam 1 enters the fiber-optic Y-coupler and
illuminates the particles through fiber 2, which is submerged in the dispersion. The backscattered
light re-enters optical fiber 2 and through fiber 3 reaches the detector. The front face of the optical
fiber is inclined at an angle of 10° with respect to the optical axis, to reduce the intensity of the
backreflected beam, which otherwise would act as a local oscillator. With this equipment, very
concentrated dispersions (up to 40%) can be studied.954 Another type of miniaturized fiber probe,
comprising two optical fibers (one for illumination, and the other for receiving the scattered light),
was proposed for in situ process control by Dhadwal et al.955 The use of single-mode fibers (whose
core diameter is of the order of the light wavelength) is another innovation that facilitates the data
interpretation in FOQELS experiments.954,955 In the last years, the fiber-optic DLS transformed into
a useful tool for studying concentrated particle dispersions.
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The diffusing wave spectroscopy956-959 (DWS) is another useful technique for studying the
dynamics of opaque dispersions. The key feature of the DWS experiment is the measurement of
the autocorrelation function g(2)(τ) of a light that has undergone multiple scattering. Both config-
urations, forward scattering and backward scattering, were studied (see Figure 5.75). To derive a

FIGURE 5.74 Schematics of experimental setup for fiber-optic DLS. Laser beam 1 illuminates the particles
through the Y-coupler and fiber 2, which is submerged in the dispersion. The backscattered light reenters fiber
2, and through fiber 3 it reaches the detector. The front face of fiber 2 is cut at 10° with respect to the optical
axis (the inset) to reduce the intensity of the backreflected beam, which otherwise would act as a local oscillator
reaching the detector. (Modified from Wiese, H. and Horn, D., J. Chem. Phys., 94, 6429, 1991.)

FIGURE 5.75 Diffusion wave spectroscopy (DWS). The light reaches the detector after multiple acts of
scattering from dispersed particles. The optical path of the light in the dispersion is modeled as a result of
random diffusion motion. Forward (a) or backward (b) scattered light can be analyzed.
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theoretical expression for g(2)(τ), the transport of light in the concentrated dispersion is
considered958,959 as a diffusion process (this explains the term “diffusion wave spectroscopy”). The
path of each photon in the dispersion is modeled by random, multiple scattering from a sequence
of particles. The attenuation of the temporal light correlation due to the Brownian motion of the
particles is calculated for each light path. The contributions of all paths are then summed (by using
an appropriate averaging procedure) to calculate the autocorrelation function. Therefore, it is
essential to have many scattering events for each photon before its detection by the photomultiplier.
In this multiple scattering regime, the characteristic time is determined by the cumulative effect of
many particles and is much shorter, compared to the single scattering regime.959 Thus, the timescale
in this experiment is much faster, and the particle motion is studied over length scales much smaller
than λ. The experimental equipment for DWS is practically the same as that for conventional DLS.
The main difficulties with the method arise when the autocorrelation function must be interpreted
to extract information about the particle dynamics. The method was applied959-970 to several complex
colloidal systems (liquid-like concentrated dispersions, colloidal crystals, foams, emulsions, parti-
cles in porous media and under shear) and many nontrivial results have been obtained.

5.9.3 APPLICATION OF LIGHT SCATTERING METHODS TO COLLOIDAL SYSTEMS

The aim of this section is to illustrate the most typical applications of light scattering methods to
dispersions and micellar surfactant solutions.

5.9.3.1 Surfactant Solutions

5.9.3.1.1 Critical Micellar Concentration, Aggregation Number, Second Virial Coefficient
The application of light scattering methods for investigating micellar solutions started with the
studies of Debye.971 He showed that from measurements of the turbidity as a function of the
surfactant concentration we can determine the critical micellar concentration (CMC), the micellar
mass (and the corresponding aggregation number, νa), and the second osmotic virial coefficient,
A2. For larger micelles, additional information about the micellar size and shape was obtained.972

Later, numerous studies provided valuable information about CMC, νa, and A2 for a variety of
nonionic and ionic surfactants.973-978 Currently, SLS is a routine method for determination of these
quantities. Nevertheless, the information obtained by SLS from micellar solutions must be handled
with some care,979-981 because one of the main assumptions of the SLS theory (i.e., that the properties
of the micelles, νa and A2, remain constant with the micellar concentration) was shown to be not
entirely fulfilled for these systems. This is particularly important for more concentrated surfactant
solutions, where transitions in micellar size and shape may take place.

5.9.3.1.2 Diffusion Coefficient, Size, Shape, and Polydispersity of Micelles
DLS has the advantage that valuable information about the micellar diffusion coefficient,982 D, and
hydrodynamic radius, Rh, could be obtained at fixed surfactant concentration. Moreover, the effect
of intermicellar interactions is less pronounced for the values of D and Rh, than the values measured
by SLS. The combination of SLS and DLS allows determination of the size, shape, and polydis-
persity of micelles. Such systematic studies930,982,983 were performed for sodium dodecylsulfate
micelles at large ionic strength (0.15 to 0.6 M NaCl) and variable temperature (10 to 85°C) to
reveal the transition from small spherical to large rod-shaped micelles. A comparison of 〈Rg〉
(determined by SLS) with Rh (determined by DLS) was used to verify the rodlike shape of micelles.
More refined analyzes984-986 included the effects of the micellar polydispersity and flexibility of the
rodlike micelles. The persistent length of the SDS rods was determined982 to be ~70 nm; of
cetylpyridinum bromide rods,987,988 ~25 to 40 nm; of hexadecyltrimethylammonium salicylate,989

~100 to 150 nm; of sodium dodecyl dioxyethylenesulfate,990 ~165 to 190 nm. Such studies provide
data that are used as a test of the thermodynamic theories of the growth of rodlike micelles.991
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5.9.3.1.3 Intermicellar Interactions
The concentration dependencies of R(θ) and DEFF were used930,992-994 to investigate the interactions
between SDS micelles at different electrolyte concentrations. Corti and Degiorgio930 interpreted
the measured values of A2 and λC by using a model accounting for the electrostatic repulsion and
van der Waals attraction between the micelles. In this way, the Hamaker constant and the micellar
charge were determined. The assumption that the micelles do not change in size and shape in the
studied range of electrolyte concentrations was questioned later by Mazer.982 Indeed, Corti and
Degiorgio930 and Dorshow et al.992 needed a rather large value of the Hamaker constant to describe
the attraction between the micelles. Several other studies932,993,994 were directed to determine the
micellar charge and its variation with the electrolyte concentration; however, some of them were
based on approximated formulae for the electrostatic interaction energy between the micelles,
assuming low electrical surface potential. The typical surface potential of SDS micelles is995 ~60
to 70 mV, and more complex and rigorous approaches921,996 must be used to describe correctly the
electrostatic interaction. The accumulated light scattering data suggest that very often the observed
concentration dependencies present a result of the combined action of intermicellar interactions
and changes of the micellar size and shape. Mazer982 concludes that for SDS micelles the intermi-
cellar interactions prevail only at low and moderate electrolyte concentrations (≤0.2 M NaCl).

A combination of SLS and DLS methods was used997 to investigate the behavior of nonionic
micellar solutions in the vicinity of their cloud point. It had been known for many years that at a
high temperature the micellar solutions of polyoxyethylene-alkyl ether surfactants (CnEOm) separate
into two isotropic phases. The solutions become opalescent with the approach of the cloud point,
and several different explanations of this phenomenon were proposed. Corti and Degiorgio997

measured the temperature dependence of DEFF and 〈IS〉t and found that they can be described as a
result of critical phase separation, connected with intermicellar attraction and long-range fluctua-
tions in the local micellar concentration. Far from the cloud point, the micelles of nonionic
surfactants with a large number of ethoxy-groups (m ~ 30) may behave as hard spheres.324

5.9.3.1.4 Microemulsions
Microemulsions are another type of system that has been intensively studied by light scattering
methods.882-887,998-1001 Vrij and co-workers882,998 used SLS to determine the volume of water in oil
microemulsion droplets and the second osmotic virial coefficient. Two interesting conclusions from
their studies were drawn:998 (1) the van der Waals forces between the water cores of the droplets
(if considered to be nondeformable spheres) are too weak to explain the observed strong attraction,
and (2) the minimal distance between the centers of mass of two droplets upon collision is smaller
than the droplet diameter. Similar observations were made by other authors and were explained by
using several different models. Calje et al.998 and Lemaire et al.999 assumed that the aforementioned
effects were due to mutual overlap of the surfactant monolayers covering the droplets. Denkov
et al.886 argued that the droplets may deform upon collision and showed that the attraction between
deformable droplets is stronger compared with that between hard spheres of the same Hamaker
constant. Auvrey1002 and Fletcher et al.1003,1004 attributed the observed effects to the coalescence
(fusion) of some fraction of the droplets. The droplet fusion also could be connected to the
observed1005,1006 sharp increase of the electric conductivity of water in oil microemulsions at a given
threshold value of the droplet volume fraction (percolation model) and to the observed1007 exchange
of water-soluble fluorescent probes between droplets. The presence of droplet aggregates was
demonstrated1008,1009 by electrooptic birefringence, and their lifetime was estimated in some cases.
Although a number of other experimental methods were invoked to analyze the structure and
dynamics of microemulsions, the nature of the interdroplet interactions is by no means well
understood.887 A critical behavior of microemulsions was observed1010 at certain conditions.

Light scattering methods (often in combination with other experimental methods) are widely
used for the investigation of complex surfactant systems such as mixed micelles,1011,1012 block
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copolymer micelles,1013,1014 iridescent lamellar phases,1015,1016 complexes between micelles and poly-
mers,1017-1020 aggregates of biosurfactants1021-1023 (micelles and vesicles), and many others.

The scattering of light from interfaces1024,1025 and thin liquid films1026,1027 provides other possi-
bilities for studying surfactant systems. Light scattering from interfaces covered with surfactant
monolayers allowed investigation of the interfacial tension and of the rheological properties of the
monolayers. Such measurements were successfully applied1024 for measurement of ultra-low inter-
facial tension, as well as the bending constant of surfactant monolayers in microemulsion systems.
SLS and DLS from liquid films were used1026,1027 for measurement of the interaction forces between
the film surfaces as a function of the film thickness.

5.9.3.2 Dispersions

5.9.3.2.1 Size, Shape, and Polydispersity of Particles
The classical application of SLS to dispersions is for determination of the particle size, shape, and
polydispersity.847,848 Earlier studies were restricted to diluted samples of noninteracting particles
with size comparable to the light wavelength. Substantial progress has been achieved during the
last decades in the application of light scattering methods to more difficult samples. The invention
of DLS allowed the precise determination of particle size in the nanometer range. On the other
side, the application of the laser diffraction method877,1028 extended the upper limit of measurable
particle size to several hundred micrometers. A variety of theoretical procedures has been
proposed903-911 to solve the inverse scattering problem and to determine more reliably the particle
size distribution from light scattering data. Several theoretical approaches were developed to handle
data from SLS1029-1031 and DLS956-961,1032 experiments on concentrated samples, where the multiple
scattering is substantial. Alternatively, the cross-correlation techniques938-945 and fiber-optic probes
were applied948-955 to avoid the multiple scattering in concentrated suspensions. A new types of
theories, based on extensive computer calculations, emerged in the 1970s for description of the
light scattering from large arbitrary-shaped particles — the extended boundary condition
method1033,1034 (EBCM) and the coupled dipole method1035,1036 (CDM). All these new directions are
rapidly developing and they substantially enlarge the area of application of light scattering methods.

5.9.3.2.2 Static and Dynamic Structure Factors
SLS and DLS experiments have played a very important role for a deeper understanding of the
structure and dynamics of suspensions containing strongly interacting particles.913,1037-1051 A number
of theoretical approaches, based on modern statistical theories, were proposed for calculation of
the static and dynamic structure factors of monodisperse913,922,917-919 and polydisperse suspen-
sions.1052-1054 The hydrodynamic and electrostatic interactions between charged particles have been
subjects of particular interest. The experimentally attainable quantities, such as pair distribution
function and effective diffusion coefficients, were used as test probes for the rapidly developing
theories. The importance of different factors (particle and electrolyte concentrations, particle charge,
etc.) for the phase transitions in suspensions have been systematically investigated. The liquid-like
and colloidal crystal states were found to have distinct features, which can be quantitatively studied
by light scattering experiments. An excellent review of this topic is given by Pusey and Tough.913

The kinetics of crystallization of colloidal suspensions at high particle concentration and/or
low ionic strength is another phenomenon that has been the subject of intensive experimental
studies.1045-1051,1055,1056 The timescale of the crystallization process in suspensions is much slower
(compared to that in atomic liquids), which makes it available for direct measurement by light
scattering methods. The induction time, the crystallization rate, and the structure and size distri-
bution of the growing crystallites have been studied as functions of different factors. The structure
of the colloid crystals is conventionally studied by Bragg diffraction1039,1045 or Kossel lines analy-
sis.1047-1049
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Substantial interest has been raised in the problem of the structure and dynamics of suspensions
in shear hydrodynamic fields.1057-1065 The experiments showed that both shear-induced melting and
shear-induced ordering can be observed at different particle volume fractions and shear rates. The
nonequilibrium microstructure of the suspension under shear can be investigated in these experi-
ments and compared with the predictions from analytical theories and computer simulations.

5.9.3.2.3 Kinetics of Coagulation and Structure of the Formed Aggregates
During the last decade, substantial progress has been achieved in our understanding of coagulation
phenomenon (see also Section 5.6). Light scattering, electron microscopy, and other experimental
methods,1066,1067 in combination with extensive numerical experiments and theoretical work,1068-1070

revealed that the aggregates formed upon the coagulation of colloidal particles have a fractal-type
structure;1071 i.e., they exhibit size-scale invariance. The fractal dimension of the aggregates (which
is a measure of their compactness) depends on the specific regime of aggregation. Two limiting
regimes of colloid aggregation can be distinguished: diffusion-limited aggregation (DLA), which
corresponds to barrierless (rapid) coagulation, and reaction-limited aggregation (RLA), in which
the repulsive barrier in the pair interaction energy is around several kT (slow coagulation). In DLA,
the coagulation rate is limited solely by the time between the collisions of the particles due to the
diffusion. In RLA, a large number of collisions is required before two particles can stick together,
which leads to much slower aggregation rate. Computer simulations and analytical theories1072

predict that for DLA the clusters formed have a fractal dimension df ≈ 1.8 and the average mass
of the aggregates must be a linear function of time,1073 〈M〉 ∝ t (see, e.g., Equation 5.328). In
contrast, for RLA1074,1075 df ≈ 2.1 and 〈M〉 ∝ exp(kat),1076 where the aggregation constant ka depends
on the sticking probability and the time between collisions. The size distribution of the formed
aggregates is also different in the two regimes.1077 All these theoretical predictions were
verified1078-1080 by SLS and DLS methods on colloid particles of different material (silica, polysty-
rene, gold, hematite). The results about the size distribution of the aggregates were scaled1078 on a
single master curve, whose shape was found to be independent of the regime of aggregation and
the material of the particles. The fractal approach and the light scattering techniques have found
also a wide application for analysis of the protein aggregation and the early stages of protein
crystallization.1081-1085
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Ed., Wiley, New York, 1971, p. 27.
59. Miller, R. and Kretzschmar, G., Adv. Colloid Interface Sci., 37, 97, 1991.
60. Wantke, K.-D., Lunkenheimer, K., and Hempt, C., J. Colloid Interface Sci., 159, 28, 1993.
61. Chang, C.-H. and Franses, E.I., J. Colloid Interface Sci., 164, 107, 1994.

© 2003 by CRC Press LLC



62. Johnson, D.O. and Stebe, K.J., J. Colloid Interface Sci., 182, 525, 1996.
63. Horozov, T. and Arnaudov, L., J. Colloid Interface Sci., 219, 99, 1999.
64. Horozov, T. and Arnaudov, L., J. Colloid Interface Sci., 222, 146, 2000.
65. van den Tempel, M. and Lucassen-Reynders, E.H., Adv. Colloid Interface Sci., 18, 281, 1983.
66. Langevin, D., Colloids Surf., 43, 121, 1990.
67. Lemaire, C. and Langevin, D., Colloids Surf., 65, 101, 1992.
68. Grigorev, D.O., Krotov, V.V., and Noskov, B.A., Colloid J., 56, 562, 1994.
69. Mysels, K.J., Colloids Surf., 43, 241, 1990.
70. Kralchevsky, P.A., Radkov, Y.S., and Denkov, N.D., J. Colloid Interface Sci., 161, 361, 1993.
71. Fainerman, V.B., Miller, R., and Joos, P., Colloid Polym. Sci., 272, 731, 1994.
72. Fainerman, V.B. and Miller, R., J. Colloid Interface Sci., 176, 118, 1995.
73. Horozov, T.S. et al., Colloids Surf. A, 113, 117, 1996.
74. Mishchuk, N.A. et al., Colloids Surf. A, 192, 157, 2001.
75. van den Bogaert, R. and Joos, P., J. Phys. Chem., 83, 17, 1979.
76. Möbius, D. and Miller, R., Eds., Drops and Bubbles in Interfacial Research, Elsevier, Amsterdam,

1998.
77. Jho, C. and Burke, R., J. Colloid Interface Sci., 95, 61, 1983.
78. Joos, P. and van Hunsel, J., Colloid Polym. Sci., 267, 1026, 1989.
79. Fainerman, V.B. and Miller, R., Colloids Surf. A, 97, 255, 1995.
80. Miller, R., Bree, M., and Fainerman, V.B., Colloids Surf. A, 142, 237, 1998.
81. Senkel, O., Miller, R., and Fainerman, V.B., Colloids Surf. A, 143, 517, 1998.
82. Bain, C.D., Manning-Benson, S., and Darton, R.C., J. Colloid Interface Sci., 229, 247, 2000.
83. Rotenberg, Y., Boruvka, L., and Neumann, A.W., J. Colloid Interface Sci., 37, 169, 1983.
84. Makievski, A.V. et al., J. Phys. Chem., 103, 9557, 1999.
85. Joos, P., Dynamic Surface Phenomena, VSP BV, AH Zeist, the Netherlands, 1999.
86. Ward, A.F.H. and Tordai, L., J. Chem. Phys., 14, 453, 1946.
87. Miller, R., Colloid Polym. Sci., 259, 375, 1981.
88. McCoy, B.J., Colloid Polym. Sci., 261, 535, 1983.
89. Hansen, R.S., J. Chem Phys., 64, 637, 1960.
90. Filippov, L.K., J. Colloid Interface Sci., 164, 471, 1994.
91. Daniel, R. and Berg, J.C., J. Colloid Interface Sci., 237, 294, 2001.
92. Sutherland, K.L., Aust. J. Sci. Res., A5, 683, 1952.
93. Abramowitz, M. and Stegun, I.A., Handbook of Mathematical Functions, Dover, New York, 1965.
94. Korn, G.A. and Korn, T.M., Mathematical Handbook, McGraw-Hill, New York, 1968.
95. Danov, K.D. et al., Langmuir, 16, 2942, 2000.
96. Dukhin, S.S., Miller, R., and Kretzschmar, G., Colloid Polym. Sci., 261, 335, 1983.
97. Dukhin, S.S. and Miller, R., Colloid Polym. Sci., 272, 548, 1994.
98. MacLeod, C. and Radke, C.J., Langmuir, 10, 3555, 1994.
99. Vlahovska, P.M., et al., J. Colloid Interface Sci., 192, 194, 1997.

100. Danov, K.D. et al., Colloids Surf. A, 156, 389, 1999.
101. Diamant, H. and Andelman, D., J. Phys. Chem., 100, 13732, 1996.
102. Diamant, H., Ariel, G., and Andelman, D., Colloids Surf. A, 183–185, 259, 2001.
103. Nayfeh, A.H., Perturbation Methods, Wiley, New York, 1973.
104. Danov, K.D. et al., manuscript in preparation.
105. Durbut, P., Surface activity, in Handbook of Detergents, Part A, Broze, G., Ed., Marcel Dekker, New

York, 1999, chap. 3.
106. Bond, W.N. and Puls, H.O., Philos. Mag., 24, 864, 1937.
107. Doss, K.S.G., Koll. Z., 84, 138, 1938.
108. Blair, C.M., J. Chem. Phys., 16, 113, 1948.
109. Ward, A.F.H., Surface Chemistry, Butterworths, London, 1949.
110. Dervichian, D.G., Koll. Z., 146, 96, 1956.
111. Hansen, R.S. and Wallace, T., J. Phys. Chem., 63, 1085, 1959.
112. Baret, J.F., J. Phys. Chem., 72, 2755, 1968.
113. Baret, J.F., J. Chem. Phys., 65, 895, 1968.
114. Baret, J.F., J. Colloid Interface Sci., 30, 1, 1969.

© 2003 by CRC Press LLC



115. Borwankar, R.P. and Wasan, D.T., Chem. Eng. Sci., 38, 1637, 1983.
116. Dong, C. et al., Langmuir, 16, 4573, 2000.
117. Laplace, P.S., Traité de mécanique céleste, Suppléments au Livre X, 1805, 1806.
118. Bakker, G., Kapillatytät und Oberflächenspannung, in Handbuch der Experimentalphysik, Vol. 6,

Akademische Verlagsgesellschaft, Leipzig, 1928.
119. Princen, H.M., The equilibrium shape of interfaces, drops, and bubbles, in Surface and Colloid Science,
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6.1 INTRODUCTION

 

One of the most important properties of aqueous micellar solutions is their ability to enhance the
solubility of otherwise sparingly soluble substances. This seems to have been acknowledged as far
back as 1846 when, according to McBain and Hutchinson,

 

1

 

 Persoz observed increased solubility
in soap solutions.

The process of enhanced solubility in micellar solutions is normally referred to as solubilization,
or in the words of McBain 

 

solubilization

 

 is the term given “to a particular mode of bringing into
solution substances that are otherwise insoluble in a given medium.”

 

1

 

 Similar definitions were
proposed later, with the only significant change that solubilization includes increased solubility
caused by the presence of micelles. Over the years a considerable amount of empirical information
relating to solubilization has been published. The early studies have been reviewed by McBain,

 

2

 

Klevens,

 

3

 

 McBain and Hutchinson,

 

1

 

 and by Elworthy et al.

 

4

 

 Later developments have been described
in several reviews, the most comprehensive is the book edited by Christian and Scamehorn.

 

5

 

At least three components are present in systems where solubilization takes place, i.e., the
solvent, the micelle-forming amphiphile, and the component that is solubilized. In this chapter we
only deal with aqueous systems. The micelle-forming amphiphile is termed 

 

surfactant

 

 here, and
the third component is termed the 

 

solute

 

. Of course, the micelles can be composed of a mixture
of surfactants and several solutes can be added. However, we concentrate on micelles of one
surfactant with one solute added, although a short review of mixed micelles is given.

The surfactants can be anionic, cationic, zwitterionic, or nonionic depending on the hydrophilic
headgroup. The important characteristica of micelles is that the hydrocarbon chains constitute the
inner part of the micelle. Here the concentration of water is low or negligible, and the concentration
of ionic headgroups in this region is also negligible.

 

6-8

 

 The inner hydrocarbon region thus consists
of randomly oriented hydrocarbon chains forming a liquid-like region.

 

9,10

 

 The ionic headgroups,
counterions, water, and parts of the hydrocarbon chain are positioned in a thin layer surrounding
the micelle.

 

11,12

 

The geometric form of the micelles depends on the concentration of the surfactant and on
additives. In the absence of additives the micelles are spherical for concentrations ranging from
the critical micelle concentration (cmc) to at least ten times the cmc.

 

6,13,14

 

 At higher surfactant
concentrations or with additives (added salt is the most efficient) rodlike or prolate micelles will
form.

 

6,15

 

 At high surfactant concentration or with large amounts of additive, the micellar phase
becomes unstable, and other phases will be present. In most cases a hexagonal phase or a lamellar
phase will be the phases in equilibrium with the aqueous micellar phase.

 

16,17

 

The solubilizing power of micelles is associated with the hydrocarbon core, and it is thus not
surprising that apolar molecules like 

 

n-

 

alkanes generally appear to solubilize in the core region of
the micelles although simple geometry shows that parts of the solubilized molecule will be close
to the headgroup region.

 

18

 

 The volume and the aggregation number of the spherical micelles will
normally increase by the solubilization process.

 

19-22

 

The solubilization of polar molecules, such as alcohols, in aqueous surfactant systems is quite
complex, as demonstrated by the water–potassium decanoate–octanol system, which is well char-
acterized. The entire phase diagram has been mapped.

 

23,24

 

 However, keeping confined to the aqueous
micellar phase, polar solutes are generally found to solubilize in the micelles with the polar group
anchored in the headgroup region. If the hydrocarbon chain of the polar compound is sufficiently
long, it will presumably extend to the micellar core.

 

6,25-28

 

 However, it appears likely that the number
of polar solutes anchored in the headgroup region is limited; Lianos and Zana

 

29

 

 suggest about 2.4.
From solubility measurements it has been observed that the amount of alcohol solubilized per
amphiphile molecule can be significantly larger, in some cases more than five alcohol molecules
per amphiphile in the micelle.

 

29-31

 

 In these cases there is some evidence suggesting that the alcohol
molecules will penetrate deeper into the micelle.

 

31,32
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Concerning aromatic solutes there is less agreement about the solubilization process. Data have
been presented suggesting that, for example, benzene, is located in the micellar interior, in the
palisade layer, or near the micellar surface, or indeed in all these locations.

 

33-38

 

It is also known that additives may change the size and shape of micelles.

 

39-41

 

 At a certain point,
as the surfactant or additive concentrations change, ionic micelles may change shape from spherical
or nearly spherical to rodlike or other elongated forms. This may also affect the solubilization of
the additive. It appears that alkane solubilization increases as the micelles become large, rodlike
aggregates, whereas for polar additives like alcohols the solubilization decreases.

 

42-45

 

6.1.1 P

 

ARTITIONING

 

 E

 

QUILIBRIA

 

The solubilization process seems to be well understood on a qualitative basis. Quantitatively,
however, there appears to be less agreement. First, in reporting the extent of solubilization different
authors may use different definitions and concentration units, as we discuss later. Second, for a
three-component system both the concentrations of the surfactant and the solute can be varied. This
means that we rarely find data that are directly comparable due to variation in concentrations. Often
solubilization is reported as single points along the concentration profiles of surfactant and solute.
In some cases the method of measurement sets the limits.

The simplest thermodynamic model for solubilization is the pseudophase or phase separation
model. The micelles are treated as a separate phase consisting of surfactant and the solubilized
molecules. Solubilization is regarded as a simple distribution or equilibrium of the solute between
the aqueous and the micellar phases, i.e.,

µ

 

A,

 

aq 

 

= µ

 

A

 

,mic

 

(6.1)

This equilibrium or partitioning of a solute between micelles and the aqueous surroundings
has not been uniformly described in the literature. We speak of distribution coefficient or constant,
partition coefficient or constant, or equilibrium constant to describe equilibria that are the same
qualitiatively speaking. However, the definition of the above-mentioned coefficients or constants
varies. In this chapter we refer to the process as a partitioning of a molecule between micelles and
the aqueous surroundings, and we term it the 

 

partition coefficient

 

 regardless of the concentration
units used to define it.

By using the mole fraction scale, the partition coefficient can thus be defined as

 

K

 

x 

 

= X

 

mic

 

/

 

X

 

aq

 

(6.2)

Here 

 

X

 

mic 

 

represents the mole fraction of the solute in the micellar pseudophase, X

 

aq

 

 the mole
fraction of solute in the surrounding aqueous phase, and the activity coefficients have been
neglected.

 

46-48

 

 Other concentration units have been used in calculating the partition coefficient from
Equation 6.1, for example, the molarity scale. However, this requires knowledge of the molar
volumes in the micellar state,

 

49-51

 

 and is thus less rational than mole fractions.
The mass action model describes micelle formation as an equilibrium process. The micellar

aggregation number becomes an important parameter. The solubilization process can be treated as
a stepwise addition of solute molecules to the micelles.

 

52-55

 

 However, the partition coefficient based
on this model requires the aggregation number, which makes it difficult to use in practice. There
are several methods of simplification. One is to define the partition coefficient as:

 

56,57

 

K

 

s 

 

= C

 

mic

 

/

 

C

 

s,

 

mic

 

C

 

aq

 

(6.3)

where 

 

C

 

mic

 

, 

 

C

 

aq

 

,

 

 

 

and 

 

C

 

s,

 

mic

 

 are molar concentrations of the solute in the micelles, in the aqueous
surroundings, and of the surfactant in the micelles, respectively. All the molarities have been defined
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with respect to the total volume of the solution. This definition is in better accordance with the
mass action model, but it is nevertheless simple to convert 

 

K

 

x

 

 

 

into 

 

K

 

s

 

,

 

 and vice versa, because

 

K

 

s 

 

= 

 

X

 

mic

 

/(1 – 

 

X

 

mic

 

) 

 

C

 

aq

 

(6.4)

This is related to 

 

X

 

aq

 

 of Equation 6.2 by

 

X

 

aq 

 

= 

 

C

 

aq

 

/(55.5 + 

 

C

 

aq

 

) (6.5)

Roux et al.

 

58,59

 

 combined the use of a mass action model for the surfactant and a pseudophase
model for the solute, arriving at a slightly complicated expression for the partition coefficient. In
the terms of Roux et al.

–ln 

 

K

 

D 

 

= ln(

 

β

 

m

 

3

 

/X

 

B

 

′

 

) + X

 

B

 

′

 

 

 

– 1 (6.6)

The partition coefficient 

 

K

 

D

 

 will, for an ideal system, be defined as before, Equation 6.2. 

 

β

 

 is
the fraction of solute in the aqueous phase, 

 

m

 

3

 

 the molality of the solute, and 

 

X

 

B

 

′

 

 the mole fraction
of solute molecules in the micellar phase.

DeLisi et al.

 

60-62

 

 used the opposite approach, in the sense that the pseudophase model was used
for the surfactant and the mass action model for the solute. This means that the partition coefficient
is defined as in Equation 6.2.

The models of Roux et al. and of DeLisi et al. have been developed, as discussed later, to model
thermodynamic data, in particular partial molar quantities.

Yet another definition often used by Mahmoud et al.

 

63

 

 is

 

K

 

c 

 

= 

 

X

 

mic

 

/

 

C

 

aq

 

(6.7)

This is also easily converted into 

 

K

 

x

 

 or 

 

K

 

s

 

 as:

 

K

 

c 

 

= 

 

K

 

s

 

(1 – 

 

X

 

mic

 

) = 

 

K

 

x

 

X

 

aq

 

/

 

C

 

aq

 

(6.8)

 

K

 

x

 

, K

 

s

 

,

 

 and 

 

K

 

c

 

 are all partition coefficients, and in this chapter we mostly use 

 

K

 

x,

 

 

 

thus recalculating
data from 

 

K

 

s

 

 or 

 

K

 

c

 

.
In this chapter the main aim is to present partition coefficients for solutes in aqueous surfactant

systems, having carried out a critical evaluation of the data. We concentrate on polar solutes.
Energetics of solubilization and solubilization sites in the micelles are also discussed.

 

6.2 EXPERIMENTAL METHODS

 

Many different experimental methods have been used to determine the partition coefficient of
solutes. In this chapter it is not possible to present all the different methods, but we try to give a
representative selection of the most-used methods. The methods have been classified into the
following main groups: (1) solubility, (2) properties of the surfactants, (3) spectroscopic methods,
(4) separation methods, (5) thermodynamic functions.

Most of these methods rely on using the pseudophase approach, and, as will be evident from
the description of the methods, they normally determine the fraction of solute in the micellar phase,

 

α

 

, defined as

 

α 

 

= 

 

n

 

mic

 

/

 

n

 

tot

 

(6.9)
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where 

 

n

 

mic

 

 is the number of moles of solute in the micelle and 

 

n

 

tot 

 

is the total number of moles of
solute. The relation between 

 

α

 

 and the partition coefficient 

 

K

 

x

 

 is as follows:

 

K

 

x 

 

= 55.5

 

α

 

/[(1 – 

 

α

 

)(

 

α

 

m

 

tot

 

 + 

 

m

 

s,

 

mic

 

)] (6.10)

where 

 

ms,mic and mtot are the molal concentration of surfactant in the micellar state and the total
molal concentration of solute, respectively. In all equations above, activity coefficients have been
neglected.

6.2.1 SOLUBILITY

6.2.1.1 Total Solubility

Classically, the partition coefficients have been obtained from total solubility measurements, which
are based on the ability of micellar solutions to enhance the solubility of compounds that are
otherwise insoluble or sparingly soluble in water. The solubility limit for the solute at different
surfactant contents is detected experimentally by, for example, turbidity or density measurements.

The solubility of gases has basically been studied by this method. The data have recently been
reviewed by King.64

Based on the standard definition of the partition coefficient, Equation 6.2, the following expres-
sion can be derived for the correlation between the total solubility of the solute and the surfactant
concentration:47

(6.11)

Equation 6.11 suggests linearity between the total solubility of the solute and the surfactant micellar
concentration. Experiments have shown that the solubility of a solute does indeed increase linearly
with the surfactant content, but only as long as the surfactant concentration is fairly low.29,65-67

Typically, deviations from linearity occur at surfactant concentrations between 0.05 and 0.1 m. As
long as Equation 6.9 is obeyed, the partition coefficient can be obtained from the slope of the linear
plot.

The method is accurate, but the result is limited to low surfactant concentrations (the linear
part) and solute concentrations at saturation. It should also be noted that the stability of a phase
depends on the properties of the precipitating phase as well. For water–surfactant–alcohol systems
the precipitating phases may be an alcohol-rich phase (L2) or a lamellar phase (D),16 and the data
indicate that the linear part where Equation 6.9 is fulfilled coincides with the part where the
precipitating phase is the alcohol-rich L2 phase.31,68

6.2.1.2 Vapor Pressure

For a volatile solute, the vapor pressure can be measured. This can be done as a function of the
solute concentration at constant surfactant concentration. The activity of the solute is P/Po where
Po is the vapor pressure of the pure solute. Two sets of data are required, the activity (or vapor
pressure) of the solute in water and the activity (or vapor pressure) of the solute in aqueous surfactant
solution. The horizontal distance between these two curves is a direct measure of the solubilized
solute. The experimental techniques used for this purpose are headspace chromatography as used
by Hayase and Hayano69 and Spink and Colgan,70 or the final equilibrium pressure over a solution
containing a known quantity of volatile liquid can be measured. The latter method has been
developed by Tucker and Christian.71,72 This method has the added advantage of providing an easy
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way to calculate activity coefficients of the solute in the micellar state. A detailed account of the
method and its merits has recently been made by Tucker.73 From these data, plots based on Henry’s
law can be constructed, and at any given partial pressure of the solute the difference between the
concentration of solute in the surfactant solution and the concentration of solute in the pure aqueous
solution give the solute concentration in the micellar aggregates. The partition coefficient of the
solute is thereby easily calculated. By this method the partition coefficient can be found as a function
of both surfactant and solute concentration. However, to obey Henry’s law most work has been
performed at low solute concentrations.

6.2.2 PHYSICAL PROPERTIES OF THE SURFACTANT

6.2.2.1 Changes in the Critical Micelle Concentration

Addition of a solute will normally decrease the cmc. This decrease in the cmc can be correlated with
the partition coefficient through the following relation proposed by Shirahama and Kashiwabara:74

(6.12)

where θ is a coefficient that has been referred to as the ISA (interaction of surfactant and additive)
coefficient by Hayase and Hayano.75 Different approaches have been used to interpret θ physically,
leading to expressions where θ is related to the degree of counterion dissociation of the micelles
upon addition of solute.76,77 Treiner78 has focused on the initial slope of the variation of the cmc
with concentration of solute and derived the following relation:

(6.13)

cmcw and cmcw,s is in water and in presence of solute at molality, mtot, and KM is a constant given by

(6.14)

The partition coefficient, Kx, can easily be calculated from this expression if the Setchenov salting
constant  is known.

The decrease in the cmc induced by the solute is easily detected by conductivity measurements
from which the counterion dissociation degree can also be calculated. These methods, however,
depend either on the estimation of θ or on determination of the Setchenov constant (below the
cmc). In some cases the Setchenov constant has been found experimentally; in other cases it has
been calculated empirically.

6.2.2.2 Changes in the Krafft Point

By treating the Krafft point as the melting point of the hydrated solid surfactant, the partition coefficient
of the solute can be calculated from its effect on the Krafft point.79 Simple thermodynamic consider-
ations lead to the following relationship at low mole fractions of solute in the micellar phase:

(6.15)
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where –∆T = T – T0 is the Krafft point depression. The subscript zero denotes the abscence of solute,
∆Hfus is the enthalpy of fusion of the surfactant (hydrated solid to micellar state). Equation 6.15
suggests a linear plot of ∆T vs. mtot from which the partition coefficient, Kx, can be calculated. The
Krafft point depression can be determined by observing the disappearance of turbidity during
heating detected, for example, by ultraviolet (UV) measurements.

6.2.3 SPECTROSCOPIC METHODS

6.2.3.1 Ultraviolet Spectroscopy

The method is based on the observation that chromophore-containing solutes undergo significant
shifts in their UV spectra upon solubilization in micelles.80 The experimentally determined molar
absorbance of a solute at a given wavelength in a micellar solution, E, will be an average value of
the molar absorbance of the molecules in the micellar and the aqueous phase.

E = αEmic + (1 – α)Eaq (6.16)

When the condition cs,mic � cmic is fulfilled, the partition coefficient Kx will be related to the molar
absorbances in the following way:

(6.17)

where A = Eaq (Eaq – Eaq)–1
. The partition coefficient is obtained by plotting the left-hand side of

Equation 6.17 against (cs,tot – cs,cmc)–1 provided that the plots are described by straight lines. The
method is nondisturbing, but restricted to chromophore-containing solutes and also dependent on
an appropriate change in the absorbance between the aqueous and the solubilized state.

6.2.3.2 Fluorescence

The description given here is confined to the method developed by Abuin and Lissi81 demonstrating
the use of fluorescence as a method for determining partition coefficients for solutes that are not
by themselves fluorescent. The method is based on the observation that an additive changes the
characteristics of the fluorescence of a micelle-incorporated probe such as pyrene. It is assumed
that the fluorescence intensity of micelle-incorporated pyrene is determined only by the mole
fraction of solute in the micellar pseudophase. The probe fluorescence intensity ratio I0/I in the
absence and presence of a solute is measured as a function of the solute concentration at different
surfactant concentrations. From plots of the intensity ratio vs. the solute concentration at different
surfactant concentrations we obtain a set of additive concentrations ctot that corresponds to the same
I0/I value and thereby the same Xmic and Kx. Ctot is related to the concentration of micellized
surfactant, cs,mic, through the following equation:

(6.18)

where Ψmic is the volume of micellar pseudophase in a liter of solution. The partition coefficient
Kx and Xmic can thus be evaluated from a plot of the left-hand side of Equation 6.18 vs.
Cs,mic × 18(1000 – Ψmic)–1. By this method the partition coefficient can be found at different mole
fractions of the solute in the micellar pseudophase.
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6.2.3.3 Nuclear Magnetic Resonance Methods

Basically two nuclear magnetic resonance (NMR) techniques can be used to determine the partition
coefficient. The first is based on the Fourier transform NMR pulsed-gradient spin echo (FT-PGSE)
self-diffusion technique,82 the other by the NMR paramagnetic relaxation technique.50 In both
techniques the fraction of solute in the micelle, α, is determined and Kx can thus be calculated
through Equation 6.10.

In the self-diffusion experiments α is obtained through the following relation:

(6.19)

where Dfree and Dmic are the self-diffusion coefficients of the solute in the aqueous and the micellar
phase, respectively. Dfree can be obtained from the diffusion coefficient of the solute in water (in
the absence of micelles). For solutes that are too insoluble to measure by NMR, the self-diffusion
coefficient must be estimated. However, Dfree must be corrected for possible micellar obstruction
effects. Dmic can be taken as equal to the micellar self-diffusion coefficient. This can be taken as
the self-diffusion coefficient of the surfactant if the surfactant concentration is well above the cmc
(negligible surfactant monomer concentration). Alternatively, the micellar diffusion coefficient can
be obtained by monitoring the self-diffusion coefficient of a very hydrophobic solute such as
tetramethylsilane (TMS), which can be regarded as completely solubilized in the micellar phase.

The NMR paramagnetic relaxation method is based on the difference in the relaxation rates of
the solute in aqueous and micellar solutions, in the presence and absence of a small concentration
of paramagnetic ions. With the assumption that the paramagnetic ions have no influence on the
relaxation rate for the solute in the micellar phase, the fraction of the solute in the micellar phase,
α, can be calculated as follows:

(6.20)

 and  are the observed spin-lattice relaxation rates of the solubilized species, with and
without paramagnetic ions added, respectively, and  and  are the corresponding quantities in
the aqueous phase.

Both methods have the advantage that they can be used for almost any surfactant–solute system,
and they are not limited to any specific concentration range. However, at low concentrations the
NMR signal may be too weak to detect, and for the self-diffusion method, the correction for micellar
obstruction effects is not clear. In one paper, Stilbs82 makes a correction of about 9%; in another
it is noted that it is doubtful if the micelles really represent an obstacle, and no correction term is
employed.83 The paramagnetic method has a disadvantage of introducing a salt to the system, which
could, in principle, affect the equilibria. However, Gao et al.50 have made a thorough investigation,
concluding that this effect is negligible.

6.2.4 SEPARATION METHODS

6.2.4.1 Chromatographic Methods

Armstrong and Nome84 have shown that chromatographic methods such as high-pressure liquid
chromatography (HPLC) and thin layer chromatography (TLC)85 can be used for determination of
partition coefficients. The aqueous micellar solutions are used as the mobile phase. When the
concentration of micelles in the mobile phase is increased, the retention and capacity factors of
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many solutes decrease dramatically. As a result of this, the partition coefficients can be obtained
from the following equation from HPLC retention data:

(6.21)

where Vs is the volume of the stationary phase, Vm is the volume of the mobile phase, and Ve is the
elution volume of the solute,  is the partial molar volume of the surfactant in the micelle, Ksw

is the partition coefficient of a solute between the micellar and the stationary phase, and Kmw is the
partition coefficient of a solute between the micellar and aqueous phases. This is related to Kx in
the following manner: . By plotting Vs/(Ve – Vm), which is the measured
quantity, as a function of the micellar surfactant concentration we should obtain a straight line. The
partition coefficient can be found from the ratio of the slope and the intercept.

In TLC, Equation 6.22 is expressed in terms of the retardation factor, Rf. A plot of Rf/(1 – Rf)
vs. Cs,mic should give a straight line and the partition coefficient can be found from the slope/intercept
ratio in the same way as for HPLC.

These methods cannot be used for solutes that bind strongly to the stationary phase, and there
might also be a problem with the binding of the surfactant to the stationary phase in TLC.

6.2.4.2 Ultrafiltration

The method is based on the ability of certain membranes to retain large molecules or aggregates,
for example, micelles. A small part of the micellar solution is passed through the membrane, and
the concentration of solute is determined in the filtrand and filtrate solutions. The partition coefficient
of the solute can thus be calculated from the fraction of micellar-associated solute, which is given
by the following relation:86

α = (cfiltrand – cfiltrate)/cfiltrand (6.22)

This method can in principle be used at any concentration of solute and surfactant. Problems may,
however, arise from the adsorption of surfactant or solute to the membrane.

6.2.5 THERMODYNAMIC DATA

The approach to the thermodynamics of solubilization in micellar solutions is based on the deter-
mination of a given partial molar property of the solute (volume, enthalpy, heat capacity, compress-
ibility) as a function of the surfactant content. The simplest approach is to use the pseudophase
model. The partial molar quantity, Y, will thus be an average value of Y in the micellar and aqueous
phases, as described by

Y = αYmic + (1 – α)Yaq (6.23)

Yaq will normally be known from measurements in pure water. However, there are still two unknown
quantities and only one equation. This is normally overcome by measuring at several surfactant
concentrations, and fitting the data to a model. Equation 6.23 should preferably be used at infinite
solubilizate dilution.

The addition of solute will also influence the cmc of the surfactant, which in turn means that
a correction is needed for the overall partial molar quantity, Y. This has been taken into account in
the models proposed by Roux et al.58 and DeLisi et al.60 The models have been applied to different
thermodynamic properties, mostly volumes and heat capacities, and for different surfactant–solute
systems.
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6.3 RESULTS

6.3.1 PARTITION COEFFICIENTS

The experimental techniques vary in the sense that some will determine the partition coefficients
directly and some will determine the fraction of solute solubilized in the micellar phase. The data
are easily converted if the surfactant and solute concentrations are given.

However, as will be apparent from the data presented, there are large discrepancies in the
partition coefficients presented. If we take one of the most-studied systems, sodium dodecyl sulfate
(SDS) and 1-pentanol, the data are given in Table 6.1. The mole fraction scale, Equation 6.1, has
been used in Table 6.1, and data originally given in other units have been recalculated. As can be
seen, several experimental techniques have been used, but practically all investigations have been
carried out at low concentrations of SDS, less than 0.25 M and in most cases below 0.05 M. Most
investigations have also been at low pentanol concentrations; in many cases, the data have been
extrapolated to infinite dilution.

The table clearly shows large discrepancies between the various sets of data. If we, for the time
being, exclude partition coefficient measured from total solubilities, the partition coefficients varies
between 378 and 1232, which is far outside the expected errors associated with experiments or the
models used to derive them. The average value can be calculated as 830 ± 230. Some systematic
discrepancies seem to be present. The NMR data provide the low values whereas the thermodynamic
methods yield higher values. The NMR methods rely on the use of D2O instead of H2O as solvent,

TABLE 6.1
A Comparison of Reported Distribution Coefficients 
of Pentanol in Aqueous Solutions of SDS at 298.15 K 
(with emphasis on the surfactant concentration and 
pentanol concentration of measurement)

Method SDS Conc. C5OH Conc Kx Ref.

Total solubility cmc-0.05 High 190 47
NMR relaxation 0.17 Low 378 87
NMR self-diffusion 0.17–0.88 Low 560 82, 88
Electron spin echo 0.1 604 89
Molar volume 0.03 Infinite dilution 624 90
Krafft point 0.012 0–0.015 718 91
Vapor pressure 0.04 0–0.01 722 69, 75
Fluorescence 0.02–0.05 Infinite dilution 750 92
Variation of cmc cmc Low 776 93
Gas chromatography 0.06 < 0.2 790 94

0.05 < 0.2 820 95
Pulse radiolysis cmc-0.2 0.1 833 96
Enthalpies 0.05 < 0.03 850 97
Molar volume cmc-0.25 Infinite dilution 927 62, 98

cmc-0.4 Infinite dilution 944 61
Molar compressibility 0.05–0.2 Infinite dilution 725 181
Emf counterions cmc-0.05 < 0.05 1030 99
Enthalpies 1166 101

cmc-0.3 Infinite dilution 1180 102
Volumes cmc-0.4 0.02 1232 59
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but it is not clear what possible effect could be associated with the change of solvent. The partition
coefficients based on thermodynamic data, partial molar volumes, enthalpies, and heat capacities
represent the other extreme. Exceptions are the partial molar volume data of Manabe et al.90 and
the partial molar compressibility data of Høiland et al.182 It is not possible to explain these differ-
ences and thus reach a firm conclusion on which partition coefficients to recommend.

Initially, the vapor pressure measurements appear to be the most direct, but even here some
assumptions are needed. The amount of alcohol in the micellar phase needs to be determined. To
do this the difference in vapor pressure between a pure aqueous and a micellar solution is mea-
sured.69,73 If the ions of the surfactant salts out alcohol, the vapor pressure of pure water is not the
correct comparison, and this could lead to lower partition coefficients.59 Thermodynamic data are
well suited for model calculations, and both the models of DeLisi et al.60,102 and Hétu et al.59 fit the
data well. Although in reasonable internal agreement, the partition coefficients calculated from
partial molar volumes differ from those calculated from enthalpies; the first is 927 or 944, the latter
1166.61,62,98,100

Treiner103 has reviewed the method of calculating partition coefficients based on changes in the
cmc as alcohol (or other solutes) is added. It is concluded that this method is a well-suited approach.
It is worth noting that this method results in a partition coefficient that agrees well with vapor
pressure measurements.

It is also worth noting that the discrepancies between the various methods is less if the surfactant
is dodecyltrimethylammonium bromid (C12Br). Although there have been fewer investigations of
this system, the average value of six thermodynamic investigations is 580 ± 90,94,104-109 the average
of two using the cmc method is 605,93,208 and even the NMR methods are in reasonable agreement —
the average of three investigations is 560.50,110

Table 6.2 provides detailed data for solubilization in cationic surfactants, and it is apparent
from the table that there are large discrepancies in the Kx data for several systems.

6.3.1.1 Partition Coefficients of Alcohols

The partition coefficients of alcohols in cationic and anionic surfactant solutions are given in
Tables 6.2 and 6.3. For the cationic surfactants all the data are given to illustrate the variation; in
some cases a critical review of the data has been carried out, resulting in a quoted “probable value.”
For the anionic surfactants, recommended values are given based on consideration of the systematic
differences described above and the average of all data. For many of the systems only one set of
measurements has been carried out, and for these systems the values have been taken as given in
the original paper. With the exception of data from total solubilities, the measurements have been
carried out at low alcohol concentrations or the values have been extrapolated to infinite dilution.
This means that the values quoted in Tables 6.2 and 6.3 can be regarded as values at infinite alcohol
dilution.

One point that was not focused on in the discussion of the partition coefficients of pentanol in
SDS given above, is the possible variation with concentration. It is conceivable that the distribution
coefficients vary with both solute and surfactant concentration. If we look first at the variation with
surfactant concentration, values based on thermodynamic data are the most abundant. The calcu-
lation of partition coefficients from thermodynamic data do in most cases assume that they are
independent of the surfactant concentration, and this assumption seems to be confirmed by the
experimental data. It thus seems reasonable to conclude that the distribution coefficient is indepen-
dent of surfactant concentration, at least over a moderate range and at low alcohol contents. Thus,
the data in Tables 6.2 and 6.3 are valid at any surfactant concentration, at least up to about 0.3 M.

When the alcohol content varies at constant surfactant concentration, things change. The large
discrepancies between data at low alcohol content and the data from total solubility experiments
immediately suggest that the distribution coefficient varies significantly with respect to alcohol
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TABLE 6.2 
Partition Coefficients of Alcohols and Diols in 
Aqueous Cationic Surfactant Systems at 298.15 Ka

Alcohol Surfactant Ref.

Methanol
Ethanol

C12Br
C12Br

10
30

108
93, 108

1-Propanol C12Br 68 93
C12Br 55 178
C12Br 100 108
C12Br
Probable C12Br

46
67 ± 14

87

C14Br 37 178
C16Br 30 178

2-Propanol C12Br 54 93
C12Br 39 178
C14Br 26 178
C16Br 21 178

1-Butanol C12Br 190 93,181
C12Br 262 178
C12Br 144 ± 32 87, 169
C12Br
C12Br
Probable C12Br

222
212
206 ± 20

108
208

C14Br 181 178
C14Br 50 65
C14Br
C14Br
Probable C14Br
C16Br

230
216
210 ± 20
161

181
208

178
C16Br 99 179
C16Br 320 180
C16Br
C16Br
C16Br
Probable C16Br

(55)
360
227
300 ± 70

135
181
208

C14Cl 214 103
CPC 1160 42

t-Butanol C12Br 90 93
C12Br 81 178
C12Br 222 167
C14Br 61 178
C16Br 53 178

1-Pentanol C12Br 575 93
C12Br 578 83
C12Br 586 104 
C12Br 544 105
C12Br 722 108 
C12Br 500 106 
C12Br 610 106 
C12Br 401 87

Kx
o
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C12Br
C12Br
C12Br
Probable C12Br

536
480
642
560 ± 50

50
181
208

C14Br (180) 65
C14Br
C14Br
C14Br

722
725 (160)
630

106
182
181

C14Br
Probable C14Br
C14Cl

725
720 ± 20
692

208

103
C14Cl 828 112
C14BzCl 525 103
C14BzCl 450 112
C16Br 550 180
C16Br 833 106 
C16Br  (205) 135
C16Br
C16Br

822
920

112
181

C16Br
Probable C16Br
C16PCl

809
820 ± 50

1132

208

112
C16BzCl 922 112
C16PCl
C16PCl

2840
1133

42
112

1-Hexanol C12Br 1778 93
C12Br 1007 87
C12Br
C12Br

1887
1480

108
181

C12Br
C12Br
Probable C12Br

2319
1828
1850 ± 250

178
208

C14Br 1792 178
C14Br
C14Br
C14Br

(550)
2150 (740)
1800

65
182
181

C14Br
Probable C14Br
C16Br

2415
2200 ± 200
1453

208

178
C16Br 1500 180
C16Br (777) 30
C16Br 1558 179
C16Br
C16Br
C16Br
Probable C16Br

(566)
3100
2990
3000 ± 300

135
181
208

C14Cl 2138 103
2-Hexanol C14Br 1170 (330) 182

TABLE 6.2 (continued)
Partition Coefficients of Alcohols and Diols in 
Aqueous Cationic Surfactant Systems at 298.15 Ka

Alcohol Surfactant Ref.Kx
o
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concentration. Indeed, this has been shown by Abuin and Lissi,81 Perez-Villard et al.,111 and Morgan
et al.112 We should therefore be careful when comparing data at different alcohol concentrations.
In fact, some of the discrepancies in the data as demonstrated above could be due to measurements
at different alcohol contents, although it is not easy to make a thorough investigation of this effect
based on the information available.

It is also of considerable interest to look at concentration dependence from another angle by
focusing on the fraction of alcohol solubilized by the micelles. If the distribution coefficient does
not vary with surfactant concentration, it is obvious that the fraction of alcohol solubilized does,
as demonstrated by Equation 6.8. Here, it is rearranged taking into account that the alcohol is at
infinite dilution:

α = ms,mic Kx/(ms,mic Kx + 55.5) (6.24)

Cyclohexanol C12Br 743 178
C14Br 492 178
C16Br 344 178
C16Br 385 127

1-Heptanol C12Br
C12Br
C14Br

3996
4400
7100

108
181
181

C16Br
C16Br

4400
7900

180
181

1-Octanol C12Br 9782 178
C12Br 3957 87
C14Br 8808 178
C16Br 7551 178
C16Br 13900 179

1-Decanol C12Br 83315 178
C14Br 75932 178
C16Br 107760 178
C16Br 59328 179

Benzyl alcohol C12Br 468 93
C12Br 592 83
C12Br 473 50
C12Br 411 87
C16Br 405 127 
C16Br 1041 179
C14Cl 832 103
C14BzCl 832 103

2-Phenylethanol C16Br 1420 179
3-Phenylpropanol C16Br 3374 179
1,2-Hexanediol C12Br 142 185
1,6-Hexanediol C12Br 28 185

a Data in parenthesis are from solubility measurements.

TABLE 6.2 (continued)
Partition Coefficients of Alcohols and Diols in 
Aqueous Cationic Surfactant Systems at 298.15 Ka

Alcohol Surfactant Ref.Kx
o
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TABLE 6.3 
Partition Coefficients of Alcohols and Alkanediols in Aqueous Anionic 
Surfactant Systems at 298.15 K

Alcohol Surfactant Kx Ref.

Methanol SDS 19 93
Ethanol SDS

LiFOS
51
76

93
67

1-Propanol SDS
LiDS
LiFOS

105 ± 15
110
158

50, 82, 87, 89, 93, 98, 100
67
67

2-Propanol SDS 72 93
2-Methylpropanol SDS 450
1-Butanol C7COOK 112 168

C9COOK 174 168
C11COOK 151 168
C13COOK 158 168
SDS 325 ± 50 51 59, 61, 62, 69, 79, 82, 87, 

93, 98–100, 109, 
169–172, 181

2-Butanol

LiDS
LiFOS
NaPFO
KPFO
NaDCh
SDS

302
363
355
219

53
175

42
40

67
67
48
48
113
82, 183

t-Butanol
2-Methylbutanol
3-Methylbutanol
3,3-Dimethyl-2-butanol

SDS
SDS
SDS
SDS

256
240
760

1070

93
183

1-Pentanol C7COOK 200 168
C9COONa 782 175
C9COOK 355 168
C10COONa 720 175
C11COOK 676 168
C13COOK 776 168
NaOS 716 175
SDS 780 ± 50 190 47, 59, 61, 62, 69, 79, 82, 

87, 89, 90, 92–94, 
97–101, 110, 129, 149, 
170-172, 181

LiDS 794 212 67, 141

2-Pentanol
3-Pentanol

LiFOS
NaPFO
KPFO
NaDC
SDS
SDS

912
692
467
122
500
420

200 67
48
48
113
82, 183
82, 183

1-Hexanol C7COOK 831 168
C9COOK
C9COONa

1023
1010 455

168
30, 225

C11COOK 1047 168
C13COOK 1290 168

Kx
o
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SDS 2300 ± 150 750 30, 59, 69, 79, 81, 82, 87, 
89, 90, 93, 98–100, 
170–172, 181

LiDS 1820 758 67, 141

2-Hexanol
3-Hexanol
Cyclohexanol
2-Methylcyclohexanol
4-Methylcyclohexanol

LiFOS
NaPFO
KPFO
NaDC
SDS
SDS
SDS
SDS
SDS

1513
1550
1020

510
1500
2160
1030
1000
2800

526
320
240

67
67
67
113
182, 183
100
182, 183
183
183

1-Heptanol C7COOK 1905 168
C9COOK 3388 168
C11COOK 3090 168
C13COOK 4073 168
SDS

NaPFO
KPFO

5500 ± 500

3250
2150

2650 58, 69, 70, 79, 82, 90, 93, 
98, 100, 129, 170–172, 
177, 181

67
67

NaCh 2100 70, 113

2-Heptanol
3-Heptanol
4-Heptanol

NaDCh
SDS
SDS
SDS

3100
4060
2970
2820

1500
1010

930

70
177, 183
177, 183
177, 183

1-Octanol C7COOK 5128 168
C9COOK 6310 168
C11COOK 10700 168
C13COOK 12900 168

2-Octanol
SDS
SDS

17000
9400

4500 47, 82, 87, 90, 173
183

1-Nonanol C7COOK 12500 168
C9COOK 22000 168
C11COOK 25100 168

1-Decanol
C13COOK
SDS

33100
25700

168

Benzyl alcohol SDS 440 ± 40 173 50, 82, 87, 93, 110, 135, 
174, 177

KPFO 234 48
Phenylmethanol SDS 562 130
Phenylethanol SDS 1050 130
2-Phenylethanol SDS 890 176
3-Phenylpropanol SDS 1880 130, 176

NaDCh 554 184

TABLE 6.3 (continued)
Partition Coefficients of Alcohols and Alkanediols in Aqueous Anionic 
Surfactant Systems at 298.15 K

Alcohol Surfactant Kx Ref.Kx
o
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Experimentally Spink and Colgan113 have shown how α varies for heptanol in SDS and sodium
cholate and deoxycholate. Figure 6.1 shows the variation of α with the surfactant concentration
using heptanol as an example. The solid line is the fraction of heptanol solubilized as calculated
from Equation 6.24 using the Kx value given in Table 6.2. This can be compared with α values
determined experimentally as given by Spink and Colgan70,113 and Stilbs.82 These data are at
sufficiently low alcohol concentration to make the comparison. The agreement is excellent. The
fraction solubilized varies considerably at low surfactant concentrations, whereas above approxi-
mately 0.25 M SDS there is little change.

The other possibility is keeping the surfactant concentration constant and varying the alcohol
content. By inspecting Tables 6.2 and 6.3 it can be seen that the Kx values at the solubility limit of the
alcohol are much lower than those at low alcohol content. Figure 6.2 shows data for 1-butanol in 0.22 M
SDS, where NMR-FT-PGSE data are available. These have been compared to the data by Perez-Villard
et al.111 and the values calculated by Rao and Ruckenstein114 using a molecular thermodynamic model.
The agreement is good, particularly bearing in mind that the data of Perez-Villard et al.111 will be at
SDS concentrations close to the cmc. The model of Rao and Ruckenstein seems to overestimate the
partition coefficient at low alcohol concentrations, but still shows the correct trend.

Lee et al.115-117 have shown how the partition coefficient changes with the solute content for
cationic surfactant. They find that it can be described by the following equation:

Phenylbutanol SDS
NaDCh

4250
1150

130
184

Phenylpentanol SDS
NaDCh

10500
4030

130
184

Phenylhexanol SDS
NaDCh

24500
15400

130
184

Trifluoroethanol LiDS
LiFOS

69
105

67
67

Pentafluoropropanol LiDS
LiFOS

250
590

67
67

Heptafluorobutanol LiDS
LiFOS

910
1780

67
67

Nonafluoropentanol LiDS
LiFOS

1900
4790

67
67

Perfluorobutanol NaPFO
KPFO

1900
1350

48
48

1,3-Propanediol SDS 28 176
1,4-Butanediol SDS 42 176
1,2-Hexanediol
1,6-Hexanediol

SDS
SDS

178
240

48

185
176
185

2,5-Hexanediol SDS 162 176
1,8-Octanediol SDS 311 177
1,9-Nonanediol SDS 743 177
1,10-Decanediol SDS 9120 3800 176, 177

 is at infinite alcohol dilution, and Kx is at the solubility limit.

TABLE 6.3 (continued)
Partition Coefficients of Alcohols and Alkanediols in Aqueous Anionic 
Surfactant Systems at 298.15 K

Alcohol Surfactant Kx Ref.Kx
o

Kx
o
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(6.25)

where  is the partition coefficient at infinite dilution (with respect to the solute) and B is a
constant. For butanol in SDS the data shown in Figure 6.2 fit Equation 6.25 very well with a B
value of 0.756. For the other alcohols, 1-pentanol to 1-heptanol, only two points on the Kx vs. Xmic

curve are available, at infinite dilution and at saturation. However, we could still calculate B of
Equation 6.25, but it is of limited value, particularly as the data of Abuin and Lissi81 on the
solubilization of hexanol and heptanol in SDS at 293 K do not follow Equation 6.25. Their Kx

values at low alcohol concentrations and at saturation, 2300 and 790 for hexanol, are in excellent
agreement with the data presented in Table 6.2. However, as Xmic increases, they find that the
distribution coefficient remains constant up to about Xmic = 0.5, where it decreases rapidly, reaching
a new constant value at around Xmic = 0.65.

6.3.1.2 Partition Coefficients of Gases, Aliphatic Hydrocarbons, 
and Aromatic Hydrocarbons

Partition coefficients of gases and hydrocarbons are presented in Tables 6.4 and 6.5. The partition
coefficients of gases have mainly been determined from solubilities. Most of the data were obtained
by King and co-workers, and King has also reviewed the data available.64 It was previously
demonstrated that the partition coefficient of alcohols at the solubility limit was significantly lower
than at infinite alcohol dilution. For the gases and hydrocarbons, however, the solubility is very
low, even in surfactant solutions; typically, the mole fraction at the solubility limit is of the order
10–4 to 10–3, whereas for the alcohols it is of the order 10–1. Initially, we might thus expect that the
variation of partition coefficients with total hydrocarbon concentration would be of minor impor-
tance, and that values at the solubility limit and at infinite dilution could be compared. However,

FIGURE 6.1 The fraction of alcohol in the micellar pseudophase, α, as a function of the total heptanol content.
The solid line is according to Equation 6.24, � from Spink and Colgan113 and � from Stilbs.82

K K BXx x
o= −( )1 2

mic

Kx
o
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Christian and co-workers42 have shown that the partition coefficients for hydrocarbons vary with
the total hydrocarbon concentration. For example, the Kx values of cyclohexane in C16PCl and SDS
change from 23,800 to 30,000, and from 14,800 to 20,100, respectively, as the hydrocarbon content
increases from infinite dilution to the solubility limit. This variation of partition coefficients with
solubilizate concentration is opposite to that observed for alcohols. According to Dunaway et al.214

this supports the idea that hydrocarbons are solubilized in the micellar interior. The incorporation
of hydrocarbon in the micellar interior probably expands the hydrocarbon part of the micelle,
providing a more favorable environment for further solubilization.

The gases and hydrocarbons seem to present a more regular feature than the alcohols in the
sense that the micellar solubilities and hence the partition coefficients increase in a regular way
with the boiling point of the solubilizate,187 which, as pointed out by King, is consistent with a
picture where the dispersion forces are the dominant mode of interaction. The partition coefficients
of these compounds also seem to increase with increasing length of the surfactant, but are relatively
unaffected by the headgroup of the surfactant or the counterion. In comparison, the alcohols do
not show the same kind of regularity.

The main features of gas and alkane solubilization suggest that they are solubilized in a
hydrocarbon-like environment, with the amount solubilized dependent on the volume of hydrocar-
bon available, and they are only moderately influenced by the environment outside the micellar core.

The partition coefficients of aromatic hydrocarbons and derivatives are presented in Table 6.5.
If we compare data with aliphatic hydrocarbons containing the same number of carbon atoms, the
partition coefficients of the aromatic compounds are significantly lower, as expected from their
respective solubilities in water. It also appears that the partitioning of aromatic compounds is more
dependent on the surfactant headgroup than the aliphatic, but data are scarce and few comparisons
can be made.

FIGURE 6.2 The variation of the partition coefficient of butanol in SDS as a function of the butanol content:
� from Rao and Ruckenstein114 (calculated values), ▫ from Perez-Villard et al.,111 � from Stilbs,82 and �
from Høiland et al.182
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TABLE 6.4 
Partition Coefficients of Gases, Aliphatic 
Hydrocarbons, and Halocarbons in Aqueous 
Surfactant Solutions at 298.15 K

Solubilizate Surfactant Kx Ref.

Oxygen (O2) NaOS 31 186 
NaDeS
SDS

35
44

186
187 

Na-1-HS 17 188 
LiPFO 74 189 
NaPFO 78 188
C12Br 31 190 
C16Br 52 187, 190

Carbon dioxide (CO2) SDS 15 191 
Na-1-HS 7 191
NaPFO 23 191
C16Br 24 191

Argon SDS 44 187
Na-1-HS 16 188
NaPFO 67 188
LiPFDe 83 189
C12Br 28 190
C16Br 58 187, 190

Methane C7COONa 39 30, 192
NaHS 27 186
SDS 74 187
Na-1-HS 39 188
NaPFO 74 188
LiPFDe 90 189
C12Br 67 190
C16Br 113 190

Ethane C7COONa 121 18, 193
NaHS 106 186
NaOS 200 186
NaDeS 276 186
SDS
Na-1-HS

326
132

186, 187
188

LiPFO 185 189
NaPFO 179 188
LiPFDe 238 189
C12Br 235 190
C16Br 456 190

Propane C7COONa
NaHS
NaOS
SDS
Na-1-HS
LiPFO
NaPFO
LiPFDe
C12Br
C16Br

362
282
527

1190
373
494
542
769
770

1760

193
186
194
186, 194
188
189
188
189
190
190
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6.3.1.3 Partition Coefficients of Phenols, Naphthols, Amines, Amides, and Aldehydes

The partition coefficients of phenols and naphthols are given in Table 6.6 and Table 6.7 gives the
same data for amines, amides, and aldehydes. Only for a few of these compounds do we find more
than one set of data, and as noted above, in cases where there is more than one investigation, the
Kx values do not necessarily agree very well. In these cases the Kx values quoted in Tables 6.6 and
6.7 are based on a comparison of the given values and the experimental method used, and a “best”
value is obtained.

6.3.2 ACTIVITY COEFFICIENTS

In developing distribution coefficients the activity coefficients of the solute in the micelle and in
the aqueous environment have been neglected. The large decrease in Kx observed as the alcohol
content increases toward saturation indicates that the activity coefficients deviate significantly from
unity as the alcohol content increases.

Vapor pressure studies are well suited for extracting information about activity coefficients,
and it is thus not surprising that most information stems from such work.

Butane

Pentane

C7COONa
SDS
SDS
C16PCl

784
6025

16400
40200

193
193, 195
193, 195
93

Hexane SDS
SDS
C16PCl

18200
32400
2.4 × 105

195
94
28

Cyclohexane SDS 3100 176, 195 
C16Br 23700 195

Heptane SDS 1.0 × 106 196
Dichloromethane

Trichloromethane

SDS
C12Br
C16Br
SDS

195
280
320
630

195, 197
93
197
195, 197

Chloroform SDS 580 63, 93, 197
C12Br
C16Br

460
1440

93
197

Tetrafluoromethane
Tetrachloromethane

Iodoethane
Halothane

1-Bromobutane
1-Iodobutane

SDS
SDS
C16Br
SDS
SDS
C12Br
C12Br
SDS
C16Br

132
2750
5500
1220

600
525

1150
6500

25000

190
93, 190, 195
197
93
93
93
93
198
199

TABLE 6.4 (continued)
Partition Coefficients of Gases, Aliphatic 
Hydrocarbons, and Halocarbons in Aqueous 
Surfactant Solutions at 298.15 K

Solubilizate Surfactant Kx Ref.
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Christian et al.43,118 base their measurements on the pure component as the standard state. They
define the activity coefficient of the organic solute as

a = γ Xmic (6.26)

The activity coefficient is defined as the relative volatility of the solute in the micelle, compared
to the volatility of the solute in an ideal solution at the same mole fraction, i.e.,  where ps

is the partial pressure above the micellar solution and  the partial pressure above the pure solute.
The result is three different patterns. Simple alkanes, represented by hexane in hexadecylpyri-

dinium chloride, exhibit an activity coefficient that gradually decreases from about 5 to about 3.2
at the solubility limit, which for this system is rather low. For benzene we observe a different trend.
The activity coefficient increases from about 1.15 to about 1.5, apparently going through a maximum
at Xmic around 0.5. Compared with hexane the activity coefficient of benzene does not vary much
with composition. The activity coefficients of pentanol and phenols are less than unity at low solute
contents. Typically, the values are around 0.1 at infinite dilution, increasing gradually toward unity
as the mole fraction increases. For pentanol, unity is practically reached around the solubility limit.
This is as required by the reciprocal relationship between the distribution coefficient and the activity
coefficient.

TABLE 6.5
Partition Coefficients of Aromatic Hydrocarbons and 
Derivatives in Aqueous Surfactant Solutions at 298.15 K

Solubilizate Surfactant Kx Ref.

Benzene SDS 1100 ± 100 52, 83, 167, 176, 
195, 200–205 

C12Br 1500 83, 93
C16Br 2200 63, 200, 203, 206
C16PCl 2200 207

Toluene SDS 2900 ± 100 83, 195, 200–204 
C12Br 2200 93
C16Br 6200 200, 203, 206
C16PCl

Nitrobenzene SDS 1220 200, 203, 204
C12Br 1380 203
C16Br 2200 200, 203, 206

Chlorobenzene SDS 3900 200
C12Br 3600 93
C16Br 7200 200, 206

1,2-Dichlorobenzene SDS 7750 195
Bromobenzene C16Br 11000 203, 206
Ethylbenzene SDS 15200 203
p-Xylene SDS 11100 52, 195, 201, 203, 

205
Naphthalene SDS 6500 195

SDS
C16Br

19600
83300

52, 200, 201
52

1-Methylnaphthalene SDS 64500 52, 203
Anthracene SDS

C16Br
3.7 × 105

2.4 × 106

52, 195, 203
52

Phenanthrene SDS 4.0 × 105 52
Pyrene SDS 1.5 × 106 52

p ps s
o ,

ps
o
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TABLE 6.6 
Partition Coefficients of Phenols and Naphthols in Aqueous 
Solutions of Surfactants at 298.15 K

Solubilizate Surfactant Kx Ref.

Phenol SDS 580 ± 50 86, 130, 167, 195, 
200–205, 211

KPFO 135 48
C12Br 515 203
C16Br 1200 179
C16PCl 3600 28, 115, 207

2-Methylphenol SDS 1220 195
3-Metylphenol SDS 1380 195
4-Methylphenol SDS 1380 195 

C16Br 4610 86
4-Ethylphenol SDS 2700 86, 195

C16Br 43000 86
C16PCl 29800 28

4-Propylphenol SDS 15000 86
C16Br 77700 86

4-t-Butylphenol SDS 21000 86
C16Br 94400 86

4-t-Pentylphenol SDS 58000 86
C16Br 2.4 × 105 86

2,3-Dimethylphenol SDS 3310 195
2,4-Dimethylphenol SDS 3630 195
2,5-Dimethylphenol SDS 3630 195
2,6-Dimethylphenol SDS 3310 195
3,5-Dimethylphenol SDS 3630 195
2,4,5-Trimethylphenol SDS 7080 195
2,3,5,6-Tetramethylphenol SDS 15500 195
4-Fluorophenol SDS 930 195, 202 

C16PCl 7000 28
2-Chlorophenol
3-Chlorophenol
4-Chlorophenol

C16PCl
C16PCl
SDS

26000
29800

1950

115
115
195, 202, 212

C16PCl 44100 28,115
4-Bromophenol SDS 2700 202

C16PCl 46200 28
4-Iodophenol SDS 3500 195, 202
2,3-Dichlorophenol C16PCl 1.2 × 105 115
2,4-Dichlorophenol C16PCl 1.7 × 105 115
2,5-Dichlorophenol C16PCl 1.1 × 105 115
2,6-Dichlorophenol C16PCl 43100 115
3,4-Dichlorophenol C16PCl 1.8 × 105 115
3,5-Dichlorophenol SDS 5250 195
2,3,5-Trichlorophenol SDS 15800 195
2,3,4,5-Tetrachlorophenol SDS 47900 195
4-Nitrophenol SDS 1000 195, 203, 204 

C12Br 1150 203
C16PCl 13000 115

4-Cyanophenol SDS
C16PCl

850
5050

195
28

4-Methoxyphenol SDS 850 195
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6.3.3 ENERGETICS OF SOLUBILIZATION

The standard Gibbs energy of solubilization can be determined from distribution coefficients by
the usual relation,  = –RT ln K, where K is the partition coefficient. Actually it may be more
precise to refer to this quantity as the Gibbs energy of transfer, because the process involves a
transfer of a third component from the aqueous phase to the micellar pseudophase. We therefore
use this term here. It should be noted that the value obtained for  depends on the standard
state chosen. From a statistical mechanical standpoint, Ben-Naim119 has argued that the molarity
scale is preferable for calculating standard Gibbs energies of transfer. However, Kauzman,120

Gurney,121 and also Tanford122 prefer the mole fraction standard state. Sepulveda et al.123 also
preferred to use the mole fraction scale in their derivation of the thermodynamics of transfer from
water to the micellar phase, and we do the same, i.e.,

 = –RT ln Kx (6.27)

It appears that for each surfactant system,  is a linear function of the number of carbon atoms
of the solubilizate; see, for example, the work by DeLisi and co-workers who have studied alcohol
solubilization in SDS, dodecyltrimethylammonium bromide, and dodecyldimethylamine
oxide.100,108,124 In this work we prefer to plot  as a function of the number of CH2 groups of
the solubilizate. Tables 6.2 through 6.6 contain Kx data for several homologous series in anionic,
cationic, and nonionic surfactants, and on this basis the following relationship has been tested:

 = A + B nCH2 (6.28)

This means that for 1-alcohols, CH3–(CH2)n–CH2OH, the A parameter (n = 0) is in principle the 
value of ethanol, and for hydrocarbons the A value is  of ethane. Values of the A and B parameters
for the various systems are presented in Table 6.8. Basically all systems fit Equation 6.28 well, and it
also turns out that the B parameter is surprisingly constant for nearly all systems. Exceptions are
phenylalcohols in sodium deoxycholate micelles and primary alcohols in lithium perfluoro-octane-
sulfonate. The average value of the B parameter for all other systems is –2.48 ± 0.06 kJ/mol

C16PCl 3900 28
4-Ethoxyphenol SDS 1580 195
1-Naphthol SDS 5800 200

SDS 10200 195
2-Naphthol SDS 5700 203

SDS 13300 200
C12Br 6650 203

o-Cresol SDS 1160 209
C16PCl 10300 213

m-Cresol SDS 1220 209
C16PCl 10600 213

p-Cresol SDS 1300 86, 202, 209, 210
C12Br 9500 86
C16PCl 12400 28, 207, 213

TABLE 6.6 (continued)
Partition Coefficients of Phenols and Naphthols in Aqueous 
Solutions of Surfactants at 298.15 K

Solubilizate Surfactant Kx Ref.

∆Gt
o

∆Gt
o

∆Gt
o

∆Gt
o

∆Gt
o

∆Gt
o

∆Gt
o

∆Gt
o
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(Kx measured on the mole fraction scale). This can be compared to earlier published values. Wishnia125

found –3.23 kJ/mol for the transfer of the gaseous alkanes, DeLisi and Milioto102 quote –2.4 kJ/mol
based on their data, and Høiland et al.126 –2.78 kJ/mol as an average value for the transfer of the alcohols

TABLE 6.7
Partition Coefficients of Amines, Amides, Aldehydes, 
Ketones, and Ethers in Aqueous Surfactant Solutions 
at 298.15 K

Solubilizate Surfactant Kx Ref.

Diethylamine C12Br 90 93
Triethylamine C12Br 610 93
Benzylamine C12Br 500 93
Aniline SDS 400 86, 195, 217

C12Br 710 217
C16Br 1220 86
C16PCl 1880 28

4-Methylaniline SDS 1100 195
C16PCl 2900 28

4-Ethylaniline C16PCl 7500 28
4-Isopropylaniline C16PCl 15300 28
4-Chloroaniline C16PCl 9900 28
4-Bromoaniline C16PCl 16800 28
4-Cyanoaniline C16PCl 2500 28
4-Methoxyaniline C16PCl 880 28
4-Trifluoromethylaniline C16PCl 27800 28
p-Toluidine SDS 1060 86

C16Br 2350 86
Butyraldehyde C12Br 130 93
Benzaldehyde C12Br 720 93

C16Br 830 206
C16Br 1330 203

Acetone SDS 50 218
2-Butanone SDS 117 82

C12Br 50 93
2-Pentanone SDS 350 83

C12Br 145 83
2-Hexanone SDS 950 82
2-Heptanone SDS 2670 82
Cyclohexanone C12Br 200 93
Acetophenone SDS 1850 201, 203, 205

C12Br 1050 93
C16Br 1250 203, 206

Propiophenone SDS 1500 203, 219
C16Br 2700 203

Benzophenone SDS 25000 219
Diethyl ether C12Br 78 93
Tetrahydrofuran C12Br 50 93
Dioxane SDS 72 83

C12Br 44 83,93
Propionamide SDS 175 195
Butanamide SDS 269 195
Pentaneamide SDS 550 195
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pentanol to decanol in several surfactants. However, the present number is based on the largest number
of data by far and is probably as good as can be expected.

It is not surprising that the B parameter of Equation 6.28 is constant as it is primarily the Gibbs
energy of transfer for a CH2 group from water to the hydrocarbon part of a micelle. It also makes
sense that the systems where the B parameter is significantly different from this value are the
phenylalcohols, where the large phenyl group presumably affects the  values of at least the
nearest CH2 groups, and the surfactant system lithium perfluoro-octanesulfonate, where the micellar
interior contains fluorine.

If we look at the values of  as such, it appears that the  values for the cationic surfactant
dodecyltrimethylammonium bromide are more positive than for the anionic SDS, having the same
hydrocarbon chain length. DeLisi and Milioto102 interpreted this difference suggesting that the
anionic micelles have a larger affinity toward the alcohol OH– group than do cationic micelles.
The nonionic surfactant, dodecyldimethylamine oxide, exhibited  values practically equal to
those of the dodecyltrimethylammonium bromide, and thus its affinity toward the alcohol OH–
group should be about the same. However, from Tables 6.2 and 6.3 it is possible to plot  values
of alcohols solubilized by other surfactants as well. Figure 6.3 shows  values of alcohols for
SDS, potassium dodecanoate, and dodecyltrimethylammonium bromide. The data are presented on
the mole fraction scale. On the scale of Figure 6.3 it seems that all points fall on the same curve.
Closer inspection reveals that the data for the cationic surfactant fall between the two anionic ones.
It is thus doubtful that there is any straightforward distinction between anionic and cationic
surfactants as far as affinity toward OH– groups is concerned.

The enthalpies of transfer can be determined from calorimetric measurements or by measuring
the distribution coefficient as a function of temperature and carrying out the differentiation:

 = – T2 (∂ ( /T)/∂ T) (6.29)

However, the latter method may not be entirely satisfactory because the temperature may also
influence the micellar pseudophase. The calorimetric data of DeLisi and Milioto100 and Aveyard
and Lawrence,128 have also been plotted in Figure 6.3.  data based on Equation 6.29 have also
been included. The data of Hayase et al.129 are at low alcohol concentration and those of Høiland

TABLE 6.8
Parameters of the Equation ∆∆∆∆  = A + BnCH2 
for the Transfer of Solubilizates from Water 
to the Micellar Pseudophase (mole fraction scale)

Solubilizates Surfactant A B

1-Propanol/1-heptanol C9COOK  7.58 2.44
C11COOK  7.84 2.47
SDS  9.17 2.48
C12Br  8.08 2.50
C14Br  8.91 2.39
C16Br  9.17 2.38
LiFOS 10.30 2.17

2-Butanol/2-hexanol SDS  7.94 2.49
3-Pentanol/3-hexanol SDS  7.64 2.42
Propane/hexane SDS 16.12 2.50
ω-Phenylpropane/ω-phenylhexane SDS 16.51 2.13
Propanone/hexanone SDS  6.73 2.56
Fluorinated alcohols LiDS 11.39 2.52

Gt
o

∆Gt
o

∆Gt
o ∆Gt

o

∆Gt
o

∆Gt
o

∆Gt
o

∆Ht
o ∆Gt

o

∆Ht
o
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et al.47 are at saturation. The agreement between the various sets of data is not very good, particularly
as the data of Hayase et al.129 give negative values for . However, the use of Equation 6.29 can
be questioned, and the variation of Kx with temperature can be small compared with the error in
Kx. The other sets of data are at least in reasonable agreement, showing that the solubilization
process is endothermic for the lower alcohol homologues, apparently becoming exothermic for
heptanol.

The entropies of transfer are positive at 298.15 K. Neither the enthalpy nor the entropy of
transfer appears to be a linear function of the number of carbon atoms. The methylene group
contribution is not constant, but depends on the alcohol chain length. DeLisi and Milioto102 have
tried to explain this by taking the size of the solute into consideration. The solubilization of additives
in the micelles thus involves a micellar rearrangement to accommodate the alkyl chain. In principle,
short-chain alcohols, mostly accommodated in the palisade layer, need less rearrangement of the
micelle than the longer-chain alcohols that will require a cavity suitable to accommodate part of
the alkyl chain.

The energetics of transfer for secondary alcohols are not very different from the primary
alcohols.102 For the lower homologues, propanol and butanol, the differences on , , and
Τ  are basically within the experimetal error. However, for the longer-chain alcohols it appears
that  is less negative for the secondary alcohols, whereas the  and T  values are more
positive.

It is generally accepted that the hydrophobicity of alcohols is enhanced when the hydrogenated
alkyl chain is fluorinated. Only a few such systems have been studied,102 but it appears that 
is more negative for the fluorinated alcohols, whereas the enthalpies and entropies of transfer are
more positive. The effect on T  is larger than that on . It thus seems that the difference
between the hydrogenated and fluorinated alcohols largely stems from a more pronounced hydro-
phobic effect of the fluorinated chain in the aqueous phase, and is not an effect of a larger affinity
toward the micelles.

FIGURE 6.3 Transfer functions for alcohols from water to micelles at 298.15 K. : � SDS,
� = C12Cook, � = C12Br.  are for aqueous SDS. � From DeLisi and Milioto,100 ▫ from Hayase
et al.,129 � from Aveyard and Lawrence,128 and � from Høiland et al.47
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Spink and Colgan113 have tried to analyze the transfer of aliphatic groups from water to alkanes
or from water to micelles by using data on alkane transfer by Amidon and Anik,131 Nichols et al.,132

and Wishnia.125 It appears that the enthalpy of transfer is negative for the methyl group and positive
for the methylene group. There appears to be only a small entropy contribution from the methylene
group, but a significant and negative contribution from the methyl group. The driving force for
solubilization thus seems to be an entropic effect for the methyl group and a smaller, enthalpic
effect for the methylene group.

6.3.4 MODEL CALCULATIONS

A well-used method for calculating thermodynamic quantities is based on group additivity. From
Table 6.8 it is clear that each CH2 group contributes by –2.48 kJ/mol to the Gibbs energy of transfer,
or by a value of ln Kx = 1.00. This provides a basis for calculating group contributions to the partition
coefficient. The group contribution of a CH2 group appears to be rather independent of the surfactant
involved in the micelle formation. This seems reasonable as it is generally assumed that the CH2

groups reside in the micellar interior, which is similar to fluid hydrocarbon practically irrespective
of surfactant type. The same is probably true for the CH3 group whereas the other group contribu-
tions most likely depend on the surfactant, particularly the headgroup. However, it is obvious from
the data in Tables 6.3 through 6.7 that group additivity is of limited accuracy for estimating Kx

values. If we take the OH– group, it is apparent that it will take on different values according to
position, as 1-, 2-, and 3-alcohols exhibit different Kx values. Nevertheless, Treiner103 has already
calculated group contributions for various groups related to the surfactant micelles of dodecyltri-
methylammonium bromide, C12Br, not taking the more subtle differences into account. Fair esti-
mates of Kx can be obtained by using these numbers. However, it may be more interesting to look
at the trends as far as the group contributions go. Treiner finds the following:103

• The ether group, secondary and tertiary amines, has group contributions that are negative;
i.e., they oppose solubilization by micelles.

• Hydroxyl, ester, and ketone groups have group contributions close to zero, but still on
the negative side.

• Aldehyde, nitrile, and halogenated groups exhibit positive group contributions (of about
the same order of magnitude as the methylene group).

Another approach has been to correlate water–micelle partitioning with water–octanol parti-
tioning. Treiner and Mannebach93 showed that this works for water–SDS partitioning provided that
outliers are excluded; in this instance it means that aliphatic and aromatic hydrocarbons and
haloalkanes had to be omitted from the scheme. Valsaraj and Thibodeaux195 made a thorough study
of comparing K (or log K) values of water–SDS with the water–octanol system. The following
correlation functions have been found by using the data given (the partition coefficients are based
on the molar scale):

log Km = 0.32 + 0.827 log Koct (6.30a)

log Km = 0.740 + 0.693 log Koct (± 0.38) (6.30b)

log Km = 0.326 + 0.826 log Koct (± 0.29) (6.30c)

The first equation (6.30a) is the correlation function given by Valsaraj and Thibodeaux,195 the second
is a recalculation made by Abraham et al.215 using all the solutes listed by Valsaraj and Thibodeaux
(Valsaraj and Thibodeaux only used 57 of 63 listed solubilizates), and the third is the same
correlation but obtained by Abraham et al. by excluding aliphatic amides and lactames. In any case
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the standard deviation is quite high. Garrone et al.216 did the same comparison for the solubilization
of monosubstituted benzoic acids, obtaining a standard deviation of ±0.12 on the same scale as
above. However, by including the molar refraction of the solubilizate, R, and making a best fit, the
standard deviation was reduced to ±0.05 and the equation read:

log Km = 1.35 + 0.405 log Koct + 0.306 R (6.31)

However, it may not be too difficult to fit an equation of the type given in Equation 6.31 to a limited
amount of data, or a homologous series. It is considerably more difficult to adapt a single equation
to all kinds of solubilizates.

Abraham220 developed what is termed a general solvation equation. The main idea behind the
model involves the creation of a cavity in the solvent, incorporation of the solvent in the cavity,
and turning on solute–solvent interactions. These interactions require a relevant solute parameter,
and the ones chosen were R2 the excess molar refraction,  the solute dipolarity/polarizability,

 and  the hydrogen-bond acidity and basicity, respectively, and Vx a characteristic volume.221

Applying this general equation to 132 solutes in aqueous SDS, Abraham et al.215 obtained the
following equation for the partition coefficient:

log Kx = 1.201 + 0.542 R2 – 0.400  – 0.133 Σ  –1.580 Σ  + 2.793Vx (6.32)

The standard deviation of log Kx is 0.171, which is quite high. For example, for 1-pentanol in
SDS the predicted Kx is 603 ± 250. Nevertheless, it is a good fit taking into account the number
of solubilizates covered by a single equation and the fact that the Kx differ considerably for the
various investigations. If, for example, we compare this result with the experimental results given
in Table 6.1, it is well within the experimental variance.

Quina et al.222 have used the same general solvation equation on solubilizates in SDS, C12Br,
C16Br, and the nonionic Brij-35 surfactant. In SDS they do not attempt to fit as many solubilizates
as Abraham et al., using 66 solubilzates for SDS, 39 for C12Br, and 42 for C16Br. The equations read

SDS: log Kx = 1.12 + 0.32 R2 – 0.57  – 0.08 Σ

–1.84 Σ  + 3.25 Vx (±0.13) (6.33a)

C12Br: log Kx = 0.87 + 0.57 R2 – 0.40  + 0.28 Σ

–1.82 Σ  + 2.98 Vx (±0.16) (6.33b)

C16Br: log Kx = 0.98 + 0.76 R2 – 0.32  + 1.02 Σ

–3.78 Σ  + 3.57 Vx (±0.19) (6.33c)

In a later paper Abraham et al.223 fitted 46 solubilizates in hexadecylpyridinium chloride, C16PCl,
obtaining the following result:

C16PCl: log Kx = 1.31 + 0.973 R2 – 0.736  + 0.769 Σ

– 2.84 Σ β2 + 3.386 Vx (±0.147) (6.33d)
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Even if the standard deviation is given in each case, it may still be illustrative to calculate a few
partition coefficients based on these equations. The result is shown in Table 6.9. The agreement is
good, but not excellent, although when experimental values of, for example, benzene in SDS vary
between 400176 and 141083 (Abraham et al.215 used 890 as input), it is not easy to evaluate whether
the larger discrepancies are due to the model equation or to unreliable Kx data, or simply, the
problem concerning Kx data presented in the literature is the lack of a standard state.

The advantage of the Abraham model equation is that it is general and the parameters are
related to physicochemical properties. The obvious point taken from all equations is that the volume
term dominates and increased volume increases the partition coefficient. Contributions to this term
are the energy needed to create a cavity of the right size and the interaction forces that will appear
when a solubilizate is introduced into the cavity. In comparing SDS and C16PCl Abraham et al.223

use the scaled particle theory and find that the major factor for Kx as it is larger in C16PCl than in
SDS is increased general dispersion interactions between the solubilizate and the micelles. Com-
parison with water–alcohol partitioning indicates that SDS micelles are as hydrophobic as water-
saturated isobutanol and C16PCl as hydrophobic as water-saturated pentanol.

For the cationic surfactants studied, the excess molar refraction and solute hydrogen-bond
acidity contribute positively to Kx, although the effect is small. Solubilizate dipolarity exhibits a
weakly negative contribution to Kx and the solubilizate hydrogen-bond basicity a significant negative
contribution to Kx.

6.3.5 PARTIAL MOLAR VOLUMES AND COMPRESSIBILITIES

Partial molar volumes and compressibilities of solutes at infinite dilution have proved valuable as
a tool for studying water–solute interactions in aqueous solution, and a number of systems have
been investigated.224 It has therefore been of interest to determine these quantities for solubilizates
in the micellar state. By using Equation 6.23 these quantities can be obtained.

Table 6.10 shows that the partial molar volumes and particularly the isentropic partial molar
compressibilities at infinite dilution are significantly higher in the micellar environment than in
water. As far as the partial molar volume is concerned, the increment per CH2 group is reasonably
constant, The values are 15.9 cm3/mol in water and 16.8 cm3/mol in the micelles. This can be
compared to a CH2 group value of 16.1 in octane and 16.2 in heptane98,226 and 16.8 for the molar
volume of pure alcohols. It means that as far as the volume of a CH2 group in the micelle is
concerned, pure alcohol is the best comparison.

The partial molar volume consists of a fairly large intrinsic contribution and a contribution due
to solute–solvent interactions. The intrinsic part becomes zero or close to zero when partial molar

TABLE 6.9
Partition Coefficients Calculated from 
(a) Equation 6.32, (b) Equation 6.33, and 
(c) Recommended Experimental Values 
at 298.15 K

Solubilizate SDSa SDSb SDSc C12Brb C12Brc

Cyclohexane 4850 8160 3500 3360
Cyclohexanol 720 710 1000 465 743
1-Hexanol 1500 2150 2300 1190 1850
2-Hexanone 805 620 950 440
Phenol 775 615 580 806 515
Hexylamine 1330 1890 675
Benzene 1250 1400 780

1079Ch06Frame  Page 374  Friday, June 21, 2002  8:09 AM

© 2003 by CRC Press LLC



TABLE 6.10 
Partial Molar Volumes and Isentropic Partial Molar 
Compressibilities of Alcohols at Infinite Dilution 
in Aqueous Surfactant Solutions at 298.15 K 
(volumes in cm3/mol, compressibilities in 
cm3/mol/bar)

Alcohol Solvent V2 K2 × 104 Ref

Methanol Water 38.2 224
SDS 38.8 98

Ethanol Water 55.1 224
SDS 56.1 98

1-Propanol Water
Alkane

70.7
83.3

6.2 224
98

C9COONa
SDS
C12Br

73.3
72.8
73.7

65.5 225
98
105

2-Propanol Water 71.9 224
SDS
C12Br

73.9
73.6

59
105

1-Butanol Water
Octane

86.6
99.8

4.6 224
98

C9COONa 90.0 74.5 225 
SDS 89.0 51.7 59, 98, 182
C12Br 91.2 105

1-Pentanol Water
Octane
Heptane

102.7
115.8
114.5

2.4

136

224
98
226

C9COONa 107.0 86.6 225
SDS
C10Br

105.3
107.4

67.5 98, 182
106

C12Br 107.5 67.2 105, 106
C14Br

C16Br

107.7
106.1
108.0

70.1
70.3
75.7

105
182
105

C10Cl
C12Cl
C14Cl
C16Cl

106.7
106.5
107.3
107.5

104
104
104
104

1-Hexanol Water
C9COONa
SDS
C12Br
C14Br

118.7
123.8
122.2
124.0
123.4

0.5
94.7
81.4

84.8

224
225
105, 182
105
182

2-Hexanol Water
SDS
C14Br

118.5
121.2
123.2

–1.2
69.0
77.8

224
182
182

3-Hexanol Water
SDS

117.1
119.6

2.8
66.5

224
182

1-Heptanol Water
C7COONa
C9COONa
C11COONa
SDS

133.4
140.9
140.8
139.5
139.5

0.9
106.6
105.0
100.0

92.0

224
225
225
225
226
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compressibilities are studied. Therefore, this quantity is often more sensitive than the volume. If
we look at partial molar compressibilites of alcohols in water, additivity of group values is not
working very well. Because the hydration layer is part of a structured solvent, it is not possible to
single out group contributions to any degree of accuracy. It is the total compressibility of the
hydration layer that counts, although on average it appears that there is a slight negative contribution
of adding CH2 groups. In a less structured environment, as in pure alcohols, group contributions
seem to work better, the average contribution for each CH2 group in the series butanol to decanol
is (7.9 ± 0.3) × 10–4 cm3/mol/bar. Solubilized in the micelles, the group additivity scheme also works
reasonably well, with the CH2 contribution (8.5 ± 1.5) × 10–4 cm3/mol/bar for butanol to decanol
in sodium decanoate, the only micellar system that has been studied for all these alcohols. The
closest match is once more a comparison with pure alcohols, suggesting that polar interactions are
important when alcohols solubilize in the micelles. For alkanes in sodium decanoate micelles the
CH2 group contribution is (10.7 ± 0.5) × 10–4 cm3/mol/bar for heptane to decane.

If we look at the absolute values of partial molar volumes and compressibilites of alcohols
solubilized in micelles, it appears that for the lower alcohols, up to heptanol, volumes and com-
pressibilities exhibit lower values in SDS than in carboxylates. It also appears that the partial molar
compressibilities of these alcohols are higher than the molar compressibility of the pure alcohols
when solubilized in the carboxylate micelles and lower when solubilized in SDS.

In cationic micelles the partial molar compressibility is generally slightly higher than for the
anionic ones. There are two possible explanations for the differences in partial molar compressibility
for an alcohol in the various micellar systems. It is possible that the micellar structure is slightly
different and that it is easier to compress a carboxylate micelle around an alcohol molecule than
it is for a dodecylsulfate micelle. However, the partial molar compressibility of a surfactant molecule

2-Heptanol

3-Heptanol

4-Heptanol

1-Octanol

Water
SDS
Water
SDS
Water
SDS
C7COONa
C9COONa
C11COONa
SDS

134.3
139.0
133.4
137.3
132.6
137.5
157.7
157.2
156.6
157.5

0.6
88.5
–4.4
78.0
–3.7
79.5

116.6
112.5
109.3

224
226
224
226
224
226
225
225
225
226

1-Nonanol

1-Decanol

C7COONa
C9COONa
C11COONa
SDS
C7COONa
C9COONa
C11COONa
SDS

175.0
174.3
173.3
174.7
191.8
191.2
189.8
191.7

122.9
121.3
120.4

131.1
129.2
129.1

225
225
225
226
225
225
225
226

TABLE 6.10 (continued)
Partial Molar Volumes and Isentropic Partial Molar 
Compressibilities of Alcohols at Infinite Dilution 
in Aqueous Surfactant Solutions at 298.15 K 
(volumes in cm3/mol, compressibilities in 
cm3/mol/bar)

Alcohol Solvent V2 K2 × 104 Ref
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is higher in SDS than in carboxylate micelles and this suggests another explanantion. It is generally
assumed that a single acohol molecule is solubilized with the polar group at the micellar surface,
which means that the hydroxyl group and the first few CH2 groups are in an aqueous or partly
aqueous environment. This environment is likely to depend on the surfactant headgroup, and
compressibilities will vary accordingly.

6.3.6 SOLUBILIZATION SITES AND STRUCTURAL EFFECTS

A neutral molecule solubilized in the micelle can be located in several positions or microenviron-
ments. As early as the 1930s it was suggested by Lawrence133 that the site of a solubilized molecule
would be dependent on the hydrophobic/hydrophilic composition of the solubilizate. Two extremes
are easily identified:29,134 the core of the micelle providing a hydrocarbon-like microenvironment,
and the palisade layer providing an aqueous or water-rich interfacial environment. It seems logical
to assume, then, that nonpolar solutes like alkanes would prefer the micellar core and that polar
molecules would be anchored at the surface. However, this is an oversimplification; available data
tend to contradict it. First, the solubility of alkanes in micelles is significantly lower than expected
if compared to solubility in hydrocarbon solvents.51,125 Second, the size of a micelle is normally
such that part of the solute would be close to the surface at any time. Sepulveda et al.51 state that
for SDS micelles at least half of the solute will be within 4 to 5 Å of the surface. We should also
consider the timescale of the experiments, as the timescale for intramicellar migration is short. The
rate constants of entry and exit of molecules to and from micelles is of the order 10–6 and 10–9/s.135,136

Benzene appears to be the most-studied solute with respect to solubilization sites. Mukerjee
and Cardinal134 found, from UV measurements, that the average environment of the solubilized
benzene was polar. Simon et al.137 criticized these measurements and from data on partition coef-
ficients it was argued that benzene was located in a nonpolar environment. The same was found
by Hirose and Sepúlveda86 by inspecting the Gibbs energy of transfer. However, earlier NMR
studies by Eriksson and Gillberg138 indicated that above a solute mole fraction of 0.45 the core was
a significant environment. Matsuo et al.139 seemed to confirm this conclusion, finding that benzene
solubilizes in the micellar core above a benzene-to-surfactant molar ratio of 0.6. Jobe et al.36

concluded from ultrasonic vibration measurements that benzene prefers the micellar surface at low
content, but that the core becomes important at higher contents.

For polar solutes, like n-alcohols, it is generally assumed that they reside at the micellar
surface.139,140 Experiments seem to confirm that the alcohol intercalates between the surfactant
monomers with the polar group anchored at the micellar surface.76,78,81,141,142 However, Figure 6.4
shows a plot of the relative electrical conductivity and the isentropic compessibility of 1-hexanol
in a 0.075 M solution of SDS at 298.15 K. The data have been taken from Reference 31. Recent
data on alcohols in SDS and C14Br show the same general trend.182 The conductivity increases
linearly with the hexanol content up to a certain point. If hexanol is solubilized with the polar
group at the micellar surface, the surface charge density is expected to decrease, discharging
associated counterions. The result is an increased electrical conductivity,143-145 as observed. The
compressibility also increases linearly up to about the same point. This increase must be an effect
of the solubilization process as 1-hexanol is more compressible in a hydrocarbon-like environment
than it is in water.146 However, at a certain alcohol content, there is an abrupt change of the slope
for both quantities. The compressibility exhibits a more pronounced increase with added alcohol,
suggesting either that suddenly a larger fraction of the alcohol becomes solubilized or that the
added alcohol becomes solubilized in an environment that is more hydrocarbon-like than before.
The conductivity remains practically constant above this point, or decreases slightly, suggesting
that the micellar surface charge density remains constant, which means that the added alcohol no
longer is accommodated at the micellar surface. It is also worth noting that the alcohol-to-surfactant
ratio of the micelle at the point where the slopes change in Figure 6.4 is about 2.1. Lianos and
Zana29 have argued from geometric considerations that about 2.5 alcohol molecules per surfactant
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molecule can be accommodated at the micellar surface. It thus appears that alcohols, like benzene,
are basically located at the micellar surface at low concentrations, but can be solubilized in the
core, or certainly in a more hydrocarbon-like microenvironment, at higher concentrations. This
trend seems to be general for medium-chain alcohols, pentanol to octanol, in surfactant solutions.147

However, for this to happen the surfactant concentration must also be rather low, below about
0.15 M for the SDS–hexanol system.31 Wan-Badhi et al.227 have noticed the same irregular behavior
from ultrasonic relaxation studies of 1-hexanol in C16Br solutions. However, they suggest that it
may be due to concentration fluctuations that affect the ultrasonic relaxation, as it appears as one
approaches the phase boundary. From their data the break in the curve occurs approximately at a
hexanol concentration of 0.09 M in 0.05 M C16Br, which is only about halfway to the solubility
limit of about 0.2 M. Although we cannot exclude their explanation, it seems that the change in
ultrasonic relaxation observed, which roughly coincides with observations from the conductivity
and speed of sound measurements described above, occurs at concentrations that are significantly
below the phase boundary.

At higher surfactant concentrations the ratio of alcohol to surfactant molecules does not exceed
2 at the phase boundary, and it appears that the alcohols promote structural changes of the micelles,
for example from spherical to rodlike or ellipsoidal structures. This structural change is dependent
both on the surfactant concentration and on the amount of solute, which is apparent from the study
carried out by Backlund and co-workers228,229 who mapped the whole L1-phase of the SDS-
1-hexanol and C16Br-1-hexanol systems demonstrating regions in the phase diagram relating to
spherical micelles, spherical swollen micelles, and rodlike micelles.

The self-association of surfactant molecules can qualitatively be understood as a balance
between electrostatic and hydrophobic forces. The formation of different amphiphile structures can
be explained simplistically by a geometric packing parameter Ns = v/al providing a measure of the
hydrophilic-lipophilic balance.230,231 In the packing parameter, v is the volume of the hydrocarbon
chain, a is the headgroup area, and l is the chain length, which is close to the fully extended
molecular length of the chain. From this geometric consideration, it turns out that Ns is about ⅓

FIGURE 6.4 The isentropic compressibility (β), �, and the relative conductivity (K/Kb), �, of the
water–SDS–hexanol system as a function of the hexanol content.
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for spherical micelles, about ½ for cylindrical micelles, and about 1 for planar bilayers. The sphere-
to-rod transition observed by addition of inorganic salt to surfactant solutions6,15 is thus explained
by the reduction in the electrostatic repulsion between the headgroups of the surfactant leading to
an decrease in a, and thereby an increase in the packing parameter. Polar solutes like medium- to
long-chain 1-alcohols, which are primarily solubilized in the palisade layer of the surfactant micelle,
reduce the electrostatic repulsion between the charged surfactant headgroups and increase the
effective hydrocarbon volume, also resulting in a sphere-to-rod transition. In accordance, it is
observed that the more hydrophobic the alcohol, the more efficient it is in promoting this sphere-
to-rod transition.19,232,233 Aromatic hydrocarbons are generally thought to solubilize at or near the
hydrocarbon–water interface through interaction with the positively charged headgroup of cationic
micelles, and thereby induce growth and formation of rodlike micelles.19,234,235 Aliphatic hydrocar-
bons, on the other hand, as they are solubilzed in the micellar core, retard the transition and simply
produce swelling of the spherical micelles.19,21,236 Further, the addition of alkanes to solutions of
rodlike micelles shows that these are replaced by smaller spherical micelles; i.e., alkanes induce
rod-to-sphere transition.237,238 A similar effect has been observed at high concentrations of 1-alcohols
or benzene in cationic surfactants.143,232,234 Initially, the solubilization takes place in the palisade
layer promoting sphere-to-rod transition, but upon further addition the solute also resides in the
micellar core with the transition from rodlike to spherical swollen micelles the result.

6.3.7 SOLUBILIZATION IN MIXED MICELLES

The term mixed micelle means a micelle composed of two (or more) surfactant components, with
each surfactant component able to form micelles on its own. As far as we are aware, only two-
component mixed micelles have been studied. Nishikido148 has recently reviewed most of the work
done.

Treiner et al.95,149 have described the partitioning of a solute between a mixed micellar
pseudophase and the aqueous surroundings by the equation:

ln Kx,m = Xm ln Kx,1 + (1 – Xm)ln Kx,2 + Xm(1 – Xm)B (6.34)

where Kx,m is the partition coefficient of the solute in the mixed micellar solution, Kx,1 and Kx,2 are
the partition coefficients in the single surfactant solution, and xm is the mixed micellar mole fraction.
B is an empirical parameter. The deviation from ideality, for the cmc, can be derived from the
regular solution theory.150-152 The monomer concentration of binary mixed micellar systems, Cm,
can be expressed as

Cm = XmC1γ1 + XmC2γ2 (6.35)

C1 and C2 are the cmc of the pure surfactants, respectively, and γ1 and γ2 the activity coefficients,
which according to regular solution theory can be calculated from γ2 = exp (βX ). The coefficient
β represents an interaction parameter that is equal to B of Equation 6.34 provided that regular
solution theory can be applied. Treiner et al.153 have shown that this is not the case, but that there
is a correlation between the two parameters.

For most systems β and hence B are negative. This means that a negative deviation from ideality
is expected, as seen from Equation 6.34. The main exception, exhibiting positive B values, seems to
be systems where one of the surfactants contains perfluoro groups. Negative B values imply a negative
deviation from ideality, or a negative synergistic effect of the mixed micelle on solubilization.

For alkanes, such as cyclohexane, hexane, and decane, it appears that the partition coefficient
increases in mixed surfactant systems, contrary to what was expected from Equation 6.34.154-156 For
polar solutes such as alcohols,155-158 the dye yellow OB,159-162 and barbiturates,158,162 it appears that
a negative synergistic effect is present as expected. However, there are some exceptions. First,

1
2
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positive synergisitic effects have been observed for yellow OB in M(C12SO4)2/C12Em systems
where M is zinc, manganese, copper, or magnesium.161 It has been argued149,163 that for such systems
the definition of a solubilization concentration is difficult as the whole nonionic surfactant does
not participate in the solubilization process, as well as that the apparent increased solubilization
may be dependent on the method of calculation. Yellow OB also show a positive synergistic effect
in the system octylbenzenesulfonate/C12E9

159 as a result of a reduction of the surface micellar charge
decreasing the micellar constraint. This explanation has been criticized by Treiner et al.,153 who
offer a specific stacking effect induced by the benzene rings of the micellar octylbenzenesulfonate
as an alternative.

However, by far the most notable exceptions are 1-pentanol and benzylalcohol in benzyldi-
methyltetradecyl-ammonium chloride (C14BzCl) and trimethyltetradecyl-ammonium chloride
(C14Cl). When the partition coefficient of benzylalcohol was plotted vs. the micellar composition,
at first the normal negative synergistic effect was observed. However, at intermediate mole fractions
the partition coefficient started increasing, reaching a distinct maximum at a mole fraction of about
0.3 C14Cl.164 For 1-pentanol a sharp maximum was observed at a C14Cl mole fraction of about
0.1.165 This maximum disappears when salt is added (0.05 mol/dm3 NaCl) or when the surfactant
chain length of one of the benzyl-containing surfactants is increased to C16BzCl.166 Solubilization
of 1-pentanol in the system C16BzCl/C16PCl (hexadecylpyridinium chloride) showed a negative
synergistic effect, but the initial decrease was very sudden and the partition coefficient remained
practically constant between mole fractions 0.1 to 0.9, which does not conform with
Equation 6.30.166 It was suggested that if the interactions between the two surfactants are weak,
addition of a solute that interacts more strongly with one of them could change the mixed micellar
structure; however, the authors admit that any interpretation is speculative. Distinct synergistic
effects of solubilization are of great practical interest. We may envisage that by carefully choosing
surfactant systems, selective separation methods could be developed. Morgan et al.112 therefore
used their headspace gas chromatography to study the same systems, specifically looking for the
reported synergistic effects and found no evidence whatever of a positive synergistic effect. The
data of pentanol are quite similar to data on 1-hexanol; a gradual change in the partition coefficient
with micellar composition is observed for all systems. The strong antisynergistic effect observed
for 1-pentanol in C16BzCl/C16PCl is also absent in their studies. It is not possible to explain these
different results. Two different experimental methods have been used, calorimetry and headspace
chromatography, and this could lead to different results,49 although the discrepancies observed for
these systems seem to go beyond this rather simple explanation.

6.4 LIST OF ABBREVIATIONS

6.4.1 ANIONIC SURFACTANTS

C7COOK potassium octanoate
C9COOK potassium decanoate
C11COOK potassium dodecanoate
C13COOK potassium tetradecanoate

C7COONa sodium octanoate
C9COONa sodium decanoate
C10COONa sodium undecanoate

LiDS lithium dodecyl sulfate
LiFOS lithium perfluoro-octanesulfonate

KPFO potassium perfluoro-octanoate
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NaOS sodium octyl sulfate
NaPFO sodium perfluoro-octanoate
NaCh sodium cholate
NaDCh sodium deoxycholate
SDS sodium dodecyl sulfate

6.4.2 CATIONIC SURFACTANTS

C12Br trimethyldodecylammonium bromide
C14Br trimethyltetradecylammonium bromide
C16Br trimethylhexadecylammonium bromide
C14Cl trimethyltetradecylammonium chloride
C14BzCl benzyldimethyltetradecylammonium chloride
C16PCl hexadecylpyridinium chloride
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7.1 INTRODUCTION

Dispersions in both aqueous and nonaqueous media are used in many products including paints,
dyestuffs, pigments, printing inks, papers, adhesives, cosmetics, detergents, ceramics, and pharma-
ceutical and pesticidal formulations. Use of coagulants to clarify drinking water was practiced in
ancient China and Egypt. Mineral and environmental engineers have applied the concepts of colloid
science to help them utilize and preserve enormous resources, which would otherwise be waste
material.1 Today, ceramic products ranging from building bricks to expensive china to rocket parts
are made from clay–water sols by applying principles of colloid science.2 The wide use of colloid
science in the areas of cosmetics and detergents has added many products into our daily life.3

Knowledge of human life either written on paper or stored on film or disk has depended on the
application of colloidal science in papermaking and development of new magnetic and electronic
materials. High-quality ceramics are also very important as substrates for electronic devices and
are used in the preparation of capacitors, ferrites, and piezoelectrics.4 The initial excitement of the
discovery of the high temperature superconducting oxide phases has been considerably dampened
by the inability to process them into mechanically strong and durable products. The main reason
for the structural failure of ceramic materials is the presence of flaws in the material, which facilitates
initiation and propagation of cracks. These flaws are introduced into the material during the powder
processing stage, and hence the future of ceramics, to a great extent, will depend on the control of
the state of dispersion of the powder prior to firing.5 Agglomerates and inhomogeneities in the
dispersion result in poor packing, grain growth porosity, and other defects. Good initial dispersion
of ceramic powders in liquids is essential for production of high-quality ceramics. The similarity
between some biological systems and colloid dispersions, such as blood and proteins and poly-
electrolytes,6 has made colloid science more attractive to the scientific community. The successful
applications of colloidal concepts in biological system include encapsulation, controlled drug
release, and prevention or promotion of cell adhesion.7

A colloidal system is composed of one or more dispersed phases and a continuous medium.
Colloids are present as dispersed systems, characterized by slow diffusion and slow (often negli-
gible) sedimentation under normal gravity, which sets the size of the colloidal particles to the range
of 1 nm to 1 µm. Systems in which a significant fraction of particles is in a size range that is larger
than the colloidal range are termed suspensions.
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Some colloidal systems such as polymer solutions and surfactant solutions containing micelles
are thermodynamically stable and form spontaneously. These types of colloids are called lyophilic
colloids. However, most systems encountered contain lyophobic colloids (particles insoluble in the
solvent). In the preparation of such lyophobic colloidal dispersions, the presence of a stabilizing
substance is essential. Because van der Waals forces usually tend to lead to agglomeration (floc-
culation) of the particles, stability of such colloids requires that the particles repel one another,
either by carrying a net electrostatic charge or by being coated with an adsorbed layer of large
molecules compatible with the solvent.

In this chapter, the theories as well as the experimental justification for the mechanism of
stabilization and destabilization of colloidal dispersions are outlined. Interacting forces between
colloidal particles are analyzed and an overview of experimental methods for assessing the disper-
sion and relevant properties is given. The stabilization and flocculation of dispersions in the presence
of surfactants and polymers is discussed in the last two sections.

7.2 COLLOIDAL FORCES

Colloidal systems are composed of one or more dispersed phases and a continuous medium. In the
processing of dispersions, aggregates or agglomerates in the dry state are broken into smaller
particles in the dispersion medium. Total energy of the system increases due to the increase in
surface energy resulting from the increase in the surface area and possible changes in the structure
and composition of the surface. The nature and the magnitude of the surface energy are determined
by the physicochemical properties of the particles and the solvent since the particles will have a
tendency to undergo aggregation to reduce the surface energy. A colloidal dispersion is not a
thermodynamically stable system.

Colloidal particles in a dispersion medium are always subjected to Brownian motion with
frequent collisions between them. Stability and other characteristics of dispersion are thus deter-
mined by the nature of the interactions between the particles during such collisions. When attractive
forces dominate, the particles will aggregate and the dispersion may destabilize. When repulsive
forces dominate, the system will remain in a dispersed state.

Generally, there are six important types of particle–particle interaction forces that can exist in
a dispersion as summarized in Table 7.1.

7.2.1 VAN DER WAALS FORCE

London explained the van der Waals forces (the universal attractive forces) acting between all
atoms, molecules, ions, etc. on the basis of wave mechanics. These short-range forces result from
the interaction between temporary dipoles on some molecules and induced dipoles on the neigh-
boring molecules, and a quantum mechanical effect leading to attraction between nonpolar mole-
cules. Most of the interpretations of London–van der Waals forces in the past have been based on

TABLE 7.1
Summary of Forces Between Two Identical Particles in Aqueous Media

Force Nature Source

Electrical double layer Repulsive Structure of surfaces and adsorption of ions
van der Waals Usually attractive Universal presence
Steric interaction Repulsive Induced by adsorbed species
Hydration/solvation interaction Attractive/repulsive Hydration or solvation of adsorbent and adsorbate
Polymeric bridging Attractive Induced by adsorbed long-chain polymer
Hydrophobic interaction Attractive Intrinsic or induced by adsorption
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the Hamaker approach,8 which involves pairwise addition of the microscopic forces acting between
two bodies. The attractive energy between two atoms varies inversely as the sixth power of the
distance separating them and is given by

(7.1)

where β is the London constant, which depends on the properties of the specific atoms.
In the case of dispersion, these forces are due to spontaneous electric and magnetic polarizations

giving rise to a fluctuating electromagnetic field within the dispersed solid and the medium sepa-
rating the particles. The interaction energy between two identical spheres of radius R at a distance
H between their centers remains the same for a constant ratio of R to H. Calling H/R as S, the
interaction energy is given as

(7.2)

For the simplest case, the net attractive force between two particles at small separation distance
after neglecting the retardation correction is given as

(7.3)

where l = H – 2R and A is the combined Hamaker constant. The Hamaker constant can be estimated
theoretically by calculating certain molecular constants from optical data. For a system of solid 1
dispersed in a medium 2, the combined Hamaker constant can be expressed as

(7.4)

As an approximation, A12 = (A11A22)1/2, so that

2
(7.5)

7.2.2 HYDROPHOBIC FORCE

Hydrophobic interactions may exist naturally or be induced by the adsorbed hydrophobic species.
Polar solvent molecules squeezed between two hydrophobic surfaces have reduced freedom to form
structures in certain directions, because contact with the particle surfaces is essentially avoided.
The hydrophobic surfaces therefore have a preference to associate with each other. It is found that
hydrophobic interactions extend over a much longer range than the van der Waals force.9 Graphite
and coal are a few of the solids possessing natural hydrophobicity, and their aggregation is observed
in polar solvents. More often, surface hydrophobicity of the solid particles can be induced by the
adsorption of surfactants.

Hydrophobic forces were first measured experimentally by Israelachvili and Pashley10 with
mica surfaces in equilibrium with cetyltrimethylammonium bromide solution. The hydrophobic
force was found to decay exponentially in the range of 0 to 10 nm. van Oss11 described the rate of
decay with distance in terms of interaction energy as

(7.6)
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where λ is the correlation length of the molecules of the liquid medium, ∆G is the interaction
energy at the distance of l0, the minimum equilibrium distance. In aqueous solutions, λ ≈ 0.6, three
times the water molecule dimension, which may be attributed to the fact that the water molecules
tend to occur in clusters of three or more molecules resulting from hydrogen bonding with each
other.

Although the real origin of the hydrophobic force still remains a mystery, its effect on dispersion
stability has long been recognized. Somasundaran et al.12 reported a clear relationship between the
stability and the surfactant adsorption density as well as the chain length of the adsorbed surfactants.

7.2.3 STERIC AND BRIDGING FORCES

Steric forces arise from the overlap of the adsorbed layers and can be repulsive or attractive in
nature depending on whether or not the outermost layers on the particles prefer to be in contact
with the solvent. If the solvent power of the medium for the exposed portions of the exterior layer,
for example, those of an adsorbed polymer layer, is satisfactory, they will be compatible with the
medium and the suspension will remain stable.13,14 On the other hand, if the solvent power for the
adsorbed layer is minimal, there will be a tendency for the exposed portions of the adsorbed layer
on one particle to interpenetrate into those of a layer on another particle and thereby promote
aggregation.

Interpenetration and aggregation is possible only if the net change in Gibbs free energy due to
the interpenetration of the polymer chains is negative. The Gibbs free energy change is considered
in such cases to be determined essentially by the change in entropy due to the release of solvent
molecules and due to the decrease in randomness of the polymer chain and by the enthalpy of
desolvation of the polymer chains. For flocculation to occur according to this mechanism, the
increase in entropy due to the release of solvent molecules should outweigh the loss of entropy
due to the interpenetration of polymer chains and increase in enthalpy of desolvation. It is clear
that the desolvation characteristics of the adsorbed polymer species and the dependence of it on
solution properties such as temperature and ionic strength will be important in determining aggre-
gation by this mechanism. Ottewill and Walker58 derived an equation for the energy change due to
an overlap of the adsorbed layers by using Flory’s liquid lattice model for polymer solutions.13,55

(7.7)

where
Cv = concentration of material in the adsorbed layer
v1 = molecular volume of solvent molecules
ρ2 = density of the adsorbate
Ψ1,κ1 = entropy and enthalpy parameters of mixing proposed by Flory
δ = adsorbed layer thickness
R = particle radius
a = distance separating the surfaces of two approaching particles

Steric repulsion can be explained in the following manner. When two particles with adsorbed long-
chain molecules approach each other, the entropy per adsorbed molecule decreases, causing de-
sorption and a concomitant increase in the interfacial energy. This means that additional work has
to be input to bring the particles together, which manifests itself as a repulsive force.

A long-chain adsorbate with several active sites on it can induce aggregation by attaching itself
to two or more particles. Polymers can provide such bridging between particles, particularly under
conditions where particles are not totally coated by the polymeric species. If particles are already
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fully covered with polymers, bridging can take place only if there is either detachment of some
portion of the polymer already on a particle to provide sites for attachment of polymer fractions
adsorbed on other particles or polymer–polymer bonding itself. It has been suggested that maximum
flocculation occurs when the fraction of particle surface covered by polymer molecules is close to
0.5. Note that this hypothesis has not, however, been experimentally proved. As indicated earlier,
bridging should be possible even when particles are fully covered if some detachment and reat-
tachment of the adsorbed polymer is possible. Adsorption of polymers is in general found to be
irreversible, that is, except in the occasional case of polymers with functional groups that form
covalent bonds with the surface species, only due to the cumulative effect of adsorption of a single
polymer molecule on several sites. Detachment and reattachment of portions of such a polymer
should, however, be possible and such a process should facilitate bridging. This has been shown
to be so by allowing polymers to be displaced from the surface by adding competing agents into
the system. Thus, polyacrylamide can be desorbed from clay by adding phosphates into the solution.
Absence of bridging might be interpreted to suggest the presence of strong repulsive steric inter-
actions between dangling portions of the adsorbed polymer chains.

For steric stabilization and bridging flocculation by adsorbed polymers, there is still no satis-
factory quantitative theory. This is because any theory for those processes must be couched in terms
of one or the other of the theories of polymer solution thermodynamics, which are at best semi-
quantitative. Also, to calculate the distance dependence of the steric interaction, it is necessary to
predict the conformation of close-packed polymer molecules. In fact, except in θ solvents, it is
very difficult to predict the polymer conformation in solution.13 Despite these difficulties, some
progress has been made in developing pragmatic models capable of predicting the distance depen-
dence of the steric and bridging interactions.

7.2.4 HYDRATION AND SOLVATION FORCES

Recent work on the measurement of forces acting between surfaces on liquids has revealed the
existence of some powerful short-range forces that have their origin on the packing ordering of
molecules at the interface.15,16 These include hydration and solvation interactions and also effects
due to phase changes in the interlayer between two surfaces in close proximity. The DLVO theory
is based on the continuum theory — both the interacting bodies and the medium are characterized
by their dielectric properties, which do not change with surface separation. However, this is not
valid for small separation distances where due to molecular ordering the properties are quite
different from in the bulk. At these small separation distances forces due to phase separation or
phase transitions in the liquid film between the surfaces, including capillary condensation and
cavitation and forces due to surface-induced solvent structures come into play and can contribute
significantly to the stability of dispersions. The repulsion between the particles is due to the necessity
for ions to lose their bound water to allow the approach to continue and this is thermodynamically
unfavorable. However, the hydration effect can result in significantly enhanced attraction between
two hydrophobic particles.

The presence of an isolated surface induces ordering (layering) of the adjacent molecules of
the fluid in contact with it, and this gives rise to a density profile with an oscillatory nature. The
magnitude of the oscillation decays with distance from the surface and for the two surfaces at a
sufficiently large separation the density profile from either surface has decayed to the bulk value
at the midplane. As the surfaces are brought close together, there is an overlap of the density
profiles. There is an enhancement of ordering at separation distances close to an integral number
of layers or molecular diameters, and this is energetically favorable. At intermediate distances the
density profiles overlap destructively and will cause a free energy maximum. The result is a free
energy curve that oscillates between repulsive maxima and attractive minima as the surface sepa-
ration is varied. Surface roughness smears out the ordering and removes this oscillatory force.
Similarly, solvent penetration into an adsorbed layer removes these short-range forces. In force
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measurements of mica surface immersed in organic solvents, it was found that the adsorption of
small quantities of water on the surfaces removed the oscillatory forces, probably by disturbing
the molecular ordering of the solvent. The important aspect of these repulsive structural forces is
that at distances below 30 Å they can exceed van der Waals forces and electrical double layer forces.

7.2.4.1 Capillary Condensation Forces17

Phase changes can occur at the interface of solids and liquid mixtures. As mentioned earlier, a
surface excess of a second species will cause a disruption of the molecular ordering and a reduction
of the free energy maxima and minima arising from packing constraints. In the case of water on
the surface of mica in a nonpolar solvent due to the low contact angle of water on mica it will
form an annulus around the contact area of two such surfaces. This is analogous to capillary
condensation from the vapor phase. The thermodynamically stable state for two surfaces in close
proximity in a nonpolar liquid containing water is with a bridge of water connecting the two
surfaces. The water bridge should be stable when the surface separation is less than or equal to
twice the Kelvin radius. The net effect of this spontaneous capillary condensation occurring at
separation distances lower than about 10 Å is to provide a very strong attractive force as well as
large adhesion between the surfaces. The adhesion at contact reflects the interfacial tension of the
water–nonpolar liquid interface and is an order of magnitude larger than expected either from van
der Waals or solvation forces.

7.2.5 INTERACTING DOUBLE LAYERS

Most substances acquire surface electrical charges when brought in contact with a polar medium,
resulting from one or more of the following:

1. Preferential dissolution and solvation of surface species followed by dissociation of some
of these species

2. Lattice imperfection on solid surfaces
3. Adsorption of ions or impurities at the solid–liquid interface

The surface charge influences the spatial distribution of ions or molecules in the surrounding
solution, attracting ions of opposite charge but repelling ions of similar charge from the surface.
Along with the thermal motion, this leads to the formation of the diffused electrical double layer,
which consists of the charged surface, neutralizing counterions, and, farther from the surface, coions
distributed in a diffuse manner18 (Figure 7.1).

In the absence of any significant ionization in low-dielectric-constant media, the other three
mechanisms are highly improbable. In the absence of any adsorbable surfactants, the dissociation
of surface groups appears to be the most general mechanism and the ion responsible for the charge
transfer between solvent and particle is the proton. The direction of protonic transfer depends on
the relative basicity or acidity of solvent and particle. If the solid surface is represented by PH and
the solution by SH, the sign of the surface charge due to proton acceptance or donation is governed
by the relative proton donating/proton accepting capacity of the surface and the solution:

In cases where the particle charge is the result of adsorption of ionic surfactants, its sign depends
on the absorbability of the surfactant cation and anion. The most probable mechanism as elucidated
by Fowkes and Pugh20 is the adsorption of the surfactant as an ion pair (neutral molecule) followed
by a proton exchange reaction the direction of which depends on the relative acidity/basicity of
the surfactant and the surface. The final step in the charge generation process is the dissociation

PH S PH SH P SH2 2
+ − − ++ = + = +
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of the desorption of the protonated/deprotonated surfactant species leaving a net charge at the
interface. Figure 7.2 depicts this process schematically.

Despite the difficulties in quantitative treatment, there exist theoretical models based on the
classical treatment initiated by Gouy, Chapman, Debye, and Hückel and later modified by Stern
and Grahame. As shown in Figure 7.3, a reasonable representation of the potential distribution by
the Poisson–Boltzmann equation can be given as

(7.8)

where Ψ is the potential at a distance l from the surface, ε is the permittivity of the medium
(ε = εoεr), ni0

 is the bulk concentration of ions of charge zi, e is the electronic unit charge, k is the
Boltzmann constant, and T is the absolute temperature.

FIGURE 7.1 Schematic representation of the electrical double layer in the vicinity of the solid–liquid interface.
(From Williams, R.A., in Colloid and Surface Engineering: Applications in the Process Industries, Butter-
worth-Heinemann, Oxford, 1992. With permission.)
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FIGURE 7.2 Schematic representation of the origin of surface charge in nonaqueous media. (From Fowkes,
F.M. and Pugh R.J., ACS Symposium Series, 240, 331, 1984. With permission.)

FIGURE 7.3 Distribution of electrical potential in the double layer region surrounding a charged particle
showing the position of zeta potential and the reciprocal Debye length. (From Williams, R.A., in Colloid and
Surface Engineering: Applications in the Process Industries, Butterworth-Heinemann, Oxford, 1992. With
permission.)
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For low charge density, zieΨ/kT < 1, an explicit solution of the above equation can be written
in the form:

(7.9)

where κ is known as the reciprocal Debye length with 1/κ often referred to as the double layer
thickness, which can be calculated from

(7.10)

where NA is Avogadro’s constant and Zi and Mi are the valency and molar concentration of the ion,
respectively.

The nature and the thickness of the electrical double layer are important because the interaction
between charged particles is governed by the overlap of their diffuse layers. Unfortunately, it is
impossible to measure directly the Stern potential Ψδ. Instead, the zeta potential, ζ, which is the
potential at the shear plane close to the Stern plane, can be experimentally measured and is often
used as a measure of the surface potential.

For most simple situations, the repulsive interaction energy between two identical charged
particles of equal radius R and zeta potential ζ at a distance of separation l can be given by

(7.11)

Although derived based on the low surface charge density, Equation 7.11 has been found to be
valid for situations where the zeta potential is as high as 50 mV.

7.2.6 SUMMATION OF VARIOUS FORCES

The DLVO theory, which has been used with success to explain stabilization mainly in aqueous
systems, states that the overall interaction energy is the sum of the electrostatic and van der Waals
forces. However, this has been extended now to include the steric forces as well. The total interaction
energy can be expressed as

(7.12)

Figure 7.4 shows the total interaction energy as a function of particle separation and displays
a maximum, called the energy barrier.19 For suspensions to be destabilized, the particles must have
enough energy to surmount this barrier during collisions. In the absence of electrostatic interactions
the particles can get trapped in the secondary minimum and form loose aggregates that can usually
be redispersed easily. The electrostatic forces, however, cause the disappearance of the secondary
minimum and increase the barrier to the primary minimum thereby decreasing the probability of
aggregation. Thus, a combination of electrostatic and steric forces is necessary for effective stabi-
lization.20 In systems stabilized solely by electrostatic forces, an energy barrier of about 30 kT is
desirable with a Debye length 1/κ of not more than 1000 Å.

For systems stabilized solely by electrostatic repulsion, a decrease in the energy barrier will
lead to rapid coagulation. The energy barrier can be decreased by the addition of counterions that
can specifically adsorb and alter the surface charge or cause double layer compression. The critical
coagulation concentration for different ions depends on the valency of the ions as formulated by
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Schultze and Hardy. Typically, cc, the critical coagulation concentration, is proportional to z2, where
z is the valency of the ion.

Adsorbed layers of surfactants and polymers can affect stability in the following manner. If
they are charged, they can produce, increase, or decrease the electrostatic repulsion. In case of
polymer or long-chain molecules, steric repulsion occurs when the adsorbed layers start to penetrate.
The adsorbed layer has a Hamaker constant different from that of the particle, and hence the van
der Waals interactions are altered.

7.2.7 KINETICS OF AGGREGATION

The rate of aggregation will depend essentially on probability of collision between particles,
probability of attachment during such collisions, and probability of their detachment from the
aggregates subsequently. While the probability of collision will depend on the Brownian motion
determined essentially by the temperature of the system and on fluid flow motions determined by
the viscosity of the fluid medium and external stirring, probabilities of adhesion and detachment
are dependent on the type of physicochemical interactions between the particles and, to some extent,
on velocity gradients in the medium.

Both Brownian and velocity gradient aggregations are described by von Smoluchowski treat-
ment, which relates the rate of aggregation to the radius of the particle and the total number of
particles in the system in the following manner. Aggregation due to Brownian motion, known as
perikinetic aggregation, leads to a decrease in the number of particles governed by the following
second-order equation if every collision is successful in creating an adhesion:

(7.13)

where Nt is the total number of particle at time t, D is the diffusion coefficient for the particle, and
r is the radius of the particle. The integrated form of Equation 7.13 is

(7.14)

FIGURE 7.4 Diagram representing the variation of total interaction energy between particles with separation
distance. (From Fowkes, F.M. and Pugh R.J., ACS Symposium Series, 240, 331, 1984. With permission.)

dN

dt
DrNt

t= −8 2π

N
N

DrN tt =
+

0

01 8π

© 2003 by CRC Press LLC



This derivation takes into account formation of only doublets. In reality, primary particles can also
aggregate with multiplets. Solution for all particle aggregates containing i particles is given as

(7.15)

Slow stirring can indeed promote aggregation. Such aggregation under the influence of velocity
gradient is known as orthokinetic aggregation. The rate of orthokinetic aggregation is given by

(7.16)

G is velocity gradient, Nk is number of k particles per unit volume, k is particles formed by
aggregation of two particles, p is particle of limiting size in shear gradient G. As mentioned earlier,
the above formulations assume that every collision is fruitful. In reality, only a fraction of the
collisions might be effective and as a result the aggregation might be slow. The magnitude of this
fraction is dependent on the nature of interactions between particles and, to some extent, viscous
properties of the liquid film between the particles. If V is the total energy of interaction between
particles of radii ri and rj when they are separated by a distance d, the fraction of effective collisions,
α, according to Fuchs is given by the following expression:

(7.17)

where k is the Boltzmann constant and S is equal to 2d/(ri + rj) . As an example, for maximum V
equal to 5, 15 and 25 kT, α is 2.5 × 10–2, 10–5, and 10–9, respectively.

The interactions between particles that are important in determining α are made up of Lon-
don–van der Waals attractive forces (Va); electrical double layer forces (Ve) which can be attractive
or repulsive in nature; bridging forces (Vb), which are always attractive; and steric forces (Vs),
which arise from the overlap of adsorbed layers. Steric forces can be repulsive or attractive
depending on the solubility properties of the adsorbed layer.

7.3 EXPERIMENTAL ASSESSMENT OF DISPERSION STABILITY

Stability in colloidal dispersions is defined as resistance to molecular or chemical disturbance, and
the distance the system is removed from a reference condition may be used as a measure of stability.
The stability can be analyzed from both energetic and kinetic standpoints. The kinetic approach
uses the stability ratio, W, as a measure of the stability. W is defined as the ratio of the rate of
flocculation in the absence of any energy barrier to that when there is an energy barrier due to
adsorbed surfactant or polymer. These processes are referred to as rapid and slow flocculation with
rate constants kT and kS, respectively, such that W = kT/kS. The stability of colloidal suspensions can
be evaluated using various techniques. In practice, two methods are mainly used: sedimentation
and rheology measurements.

7.3.1 SEDIMENTATION METHODS

This is a relatively simple method in which a series of tubes containing the dispersion in a
homogeneous state are arranged. The settling rate is estimated by monitoring the rate of descent
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of the upper interface with time and gives information on the stability of the dispersion. A high
value of settling rate corresponds to an unstable dispersion, and vice versa, as flocculated particles
settle more rapidly than deflocculated particles except in concentrated systems where hindered
settling occurs. Sedimentation volumes can typically be measured after a settling rate determination
after allowing the samples to settle for a considerably long time. Sediment volumes provide valuable
information on the nature of the flocs. For example, flocculated particles form soft and loosely
packed sediments and have large sediment volumes and are easily redispersed in most cases.
However, stable suspensions will form compact sediments of smaller volume that are not easy to
redisperse. Techniques such as visual observation, light scattering, and absorbance measurements
with a spectrophotometer are generally used to study sedimentation rates. Two other useful param-
eters can be measured from these tests that yield further qualitative information on the nature of
the dispersion/flocculation. Percent weight settled is estimated by removing a fixed volume of the
dispersion after a fixed amount of time and calculating the amount of solids settled in that time.
In many applications, particularly when the liquid needs to be recycled, clarity of the supernatant
is an important factor. Therefore, the turbidity or light transmittance of supernatant after flocculation
is also sometimes monitored as a criterion for suspension stability. This parameter is dependent on
the particle size distribution (the same is valid for settling rate determination). This is very useful
especially in the case of polymers and reflects the efficiency of fine particle capture by the
flocculating agent. Advanced imaging techniques such as computerized axial tomagraphy (CAT)
scans can also be used to gain information on the structure of suspension and flocs.21

7.3.2 RHEOLOGICAL METHODS

These methods are widely used to assess dispersion stability and can give very useful information
on the particle–particle interactions with the dispersion medium. These measurements, however,
give indirect information about the stability of dispersions and must be used in conjunction with
sedimentation tests for maximum benefit.

Additional tests to determine wettability of the surfaces include flotation and two-phase sepa-
ration. In flotation the particles after treatment with the surface modifier are introduced into a stream
of bubbles and the amount of solids floated out in a fixed period of time is taken as a measure of
the hydrophobicity of the particles. A modification of the flotation technique is the bubble pickup,
in which single bubbles are generated in a controlled manner and contacted with the dispersed
particles. The weight of particles thus removed by a fixed number of bubbles is taken as a measure
of the hydrophobicity.

In the two-phase separation test, a known amount of the dispersion is introduced into a
separatory funnel consisting of two immiscible phases (one aqueous and the other organic). The
particles are shaken thoroughly and then allowed to separate into the two phases. The two phases
are then separated and the amounts of solids in each of them determined, yielding a partition
coefficient reflective of the wettability of the particle surface.

7.4 DISPERSION IN THE ABSENCE OF DISPERSING AGENTS

Figure 7.5 shows the settling behavior of bare alumina particles in solvents of varying polarity.22

It can be observed that with an increase in solvent polarity the dispersion stability displays a
maximum, which corresponds to a minimum in the normalized settling rate; the normalization is
done to account for differences in the density and the viscosity of the solvents. The normalized
settling rate equals the observed settling rate times the solvent viscosity/(particle density minus the
solvent density). The maximum stability in this case is observed in moderately polar solvents (20
< ε < 45). Bare particles suspended in a liquid medium are in constant Brownian motion and can
flocculate rapidly on collision if the Va term is larger than about 15 kT. Stabilization can usually
be achieved by decreasing the van der Waals attractive forces. The potential energy due to the van
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der Waals interaction can be calculated approximately for two spherical particles suspended in a
liquid medium using the following equation:

� a (7.18)

where AS/L/S is the combined Hamaker constant for the solid in the liquid and can be estimated from
the equation:

(7.19)

where AS and AL are the Hamaker constants of the respective solids and liquids in vacuum.

(7.20)

The A values for ceramic substrates and liquids can also be estimated from Equation 7.20, where
ε is the static dielectric constant of the material being considered. A value of εs = 9.3 is assumed
for alumina based on reported measurements23 and Aal is estimated as 70.5 kT from Equation 7.20.
Similar calculations have been performed for the different liquids considered here, and the results
are shown in Table 7.2. For a given set of particles, the AS/L/S value is directly proportional to the
van der Waals attractive energy. It can be seen from the values shown in Table 7.2 that the dispersion
behavior as predicted by changes in the van der Waals interaction is similar to the observed behavior.
This suggests that the primary cause for the observed changes in stability with solvent polarity is
the change in the attractive interaction. Figure 7.6 depicts the variation of the attractive potential

FIGURE 7.5 Stability of alumina particles in solvents of different polarities. (From Krishnakumar, S. and
Somasundaran, P., Colloids  Surf., 117, 37, 1996. With permission.)
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(Equation 7.20) with interparticle distance for these bare alumina particles in different liquids. It
can be seen that at low interparticle separations the attractive energy is maximum for cyclohexane
(ASLS = 25.5 kT) and minimum for isopropanol (ASLS = 1.1 kT). However, be aware that in polar
liquids, alumina is also capable of developing significant amount of surface charge, which can
enhance the dispersion stability by contributing to the electrostatic repulsion term.

TABLE 7.2
Hamaker Constant and Dispersion Stability 
for Alumina in Different Solvents

Solvent
Dielectric
Constant AL (kT) ASLS (kT)

Observed 
Behavior

Cyclohexane 2.02 11.2 25.5 Poor
Chloroform 4.3 40.4 4.3 Poor
2-Butanol 10.8 85.7 0.8 Good
Isopropanol 18.3 89 1.1 Good
Ethanol 24.3 94.6 1.9 Good
Methanol 32.4 99 2.5 Good
Methanol/water (40%) 66.7 106.3 3.8 Good-Poor
Water 80 107.5 3.9 Good-Poor

FIGURE 7.6 Variation of attractive potential between particles as a function of separation distance for (a)
cyclohexane, (b) water, (c) ethanol, and (d) isopropanol. (From Krishnakumar, S. and Somasundaran, P.,
Colloids  Surf., 117, 37, 1996. With permission.)
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7.5 ADSORPTION AND ITS EFFECT ON DISPERSION

Adsorption of molecules on solids from solution is important in controlling a variety of interfacial
processes, such as mineral flotation and other solid–liquid separation processes, flocculation/dis-
persion, blood clotting, and micellar flooding of oil wells. Adsorption results from energetically
favorable interactions between the solid adsorbate and the solute species. Adsorption of surfactants
on minerals from aqueous or organic solutions is often a complex process, as it can be influenced
by all components of the system: solid, solvent, and solute. Several interactions such as electrostatic
attraction, covalent bonding, hydrogen bonding or nonpolar interactions between the adsorbate and
the adsorbent species, and lateral interaction between the adsorbed species, as well as their desol-
vation, can contribute to the adsorption process.

Adsorption can be considered a process of selective partitioning of the adsorbent species to the
interface in preference to the bulk and is the result of interactions of such species with the surface
species on the solid. The interactions responsible for adsorption can be either physical or chemical
in nature. Therefore, adsorption can be broadly classified into two categories — physical adsorption
(or physisorption) and chemical adsorption (or chemisorption) — depending on the nature of the
forces involved.24 Physical adsorption is usually weak and reversible and involves small energy
changes. The van der Waals forces and electrostatic forces are primarily responsible for physical
adsorption, which is also characterized by a high rate of adsorption and formation of multilayers.25

Chemical adsorption occurs through covalent bonding between the adsorbate and the surface species
on the solid. Chemical adsorption normally involves an activation stage and is characterized by
relatively higher energy changes and a low rate of adsorption. The adsorption is usually strong and
irreversible and is limited to a monolayer. A distinction between physical and chemical adsorption
can usually be made from the temperature dependence of the adsorption process. In the case of
physical adsorption, the adsorption generally decreases with increasing temperature while in the
case of chemisorption it increases. However, it must be noted that the distinction between physical
and chemical adsorption is an arbitrary one and in many cases an intermediate or combined character
of adsorption is encountered. In some cases, like adsorption of gases on metal surfaces, physisorp-
tion may take place initially and may be followed by adsorbent–adsorbate reactions, resulting in
chemisorption.26

The adsorption density, which is the amount of adsorbate removed from the solution to the
interface, can be mathematically expressed as27

(7.21)

where Γi is the adsorption density in the plane δ, which is at the distance of closest approach of
counterions to the surface, r is the effective radius of the adsorbed ions, C is the bulk concentration
of the adsorbate in mol/ml, R is the gas constant, T is the absolute temperature, and  is the
standard free energy of adsorption. In practice, however, the adsorption density is measured as
depletion of the adsorbate from the solution as shown in the following equation:

(7.22)

where Γ is the adsorption density in mol/g, Cf and Ci are the initial and final concentration of the
adsorbate in mol/l, V is the volume of solution in liters, and W is the weight of the adsorbent in grams.

The net driving force for adsorption ∆Go can be considered to be the sum of a number of
contributing forces:

Γ
∆

i

o

rC
G

RT
=

−





2 exp ads

∆Go
ads

Γ = −( )C C
V
Wf i

© 2003 by CRC Press LLC



(7.23)

where  is the electrostatic interaction term,  is the chemical term due to covalent
bonding,  is the lateral interaction term owing to the cohesive chain–chain interaction among
adsorbed long-chain surfactant species,  is due to interaction between hydrocarbon chains
and hydrophobic sites on the solid,  is the hydrogen bonding term, and  is the solvation
or desolvation term owing to hydration of the adsorbate or any other species from the interface
during adsorption. For each surfactant–solid–solvent system, several of the above terms can be
significant, depending on the mineral and the surfactant type, surfactant concentration, background
electrolyte, and solvent temperature. For nonmetallic minerals, electrostatic attraction and lateral
interaction effects are considered to be the major factors determining adsorption whereas for salt-
type minerals, such as calcite, and sulfides, such as galena, the chemical term often becomes
significant. In organic liquids the electrostatic forces are minimal and adsorption depends on the
hydrophobic and hydrophilic interactions among the constituents.

7.5.1 FACTORS AFFECTING ADSORPTION

There are several factors controlling adsorption that also influence the mechanisms governing the
adsorption process. These have been reviewed by Parfitt and Rochester25 and are briefly discussed
here.

• Nature of the surface: The physical characteristics of the solid (surface area, porosity,
etc.) determine the area available for adsorption while the chemical nature of the surface
determines the reactivity of the surface toward a given solute. The heterogeneity and the
presence of adsorbed impurities can also affect the adsorption process.

• Chemical structure of the solute and its interactions with the solvent: The structure
(hydrocarbon chain length, branching, nature and location of polar functional groups)
of the solute and its interactions with the solvent (solubility, complexation, micellization)
have a marked effect on its adsorption. For example, it is well known from Traube’s rule
that for aqueous surfactant solutions the surface activity and hence the adsorption at the
liquid–air interface increases with an increase in the chain length of the solute molecule.
The solutes of interest, surfactants, are also capable of forming association structures in
solution (micelles or reverse micelles depending on the solvent), which is a measure of
their solvophobicity.

• Nature of the solvent: The solvent can influence the adsorption by interacting with the
surface and/or the solute, thereby weakening the interaction between the solute and the
surface. The chemical nature of the solvent and its polarity are important properties in
question.

• Nature of the interactions between the surface and the adsorbed solute: The structure
and orientation of the adsorbed layer depend on the relative strength of the interaction
between the surfactant and the surface and the surfactant association behavior in the bulk
solution. An example of such an interaction in aqueous systems is the electrostatic
interaction between the charged surface sites and the charged surfactant molecules.

• Temperature: Temperature can affect adsorption by altering the properties of the solute,
surface, solvent as well as their mutual interactions. Usually physical adsorption that is
weak decreases with an increase in temperature probably because of increased solubility
of the solute. The effect of temperature on chemisorption depends on the nature of the
chemical reaction taking place at the surface. Chemisorption usually increases within a
temperature range, above which it decreases.
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7.5.2 SURFACTANT ADSORPTION AND ITS EFFECT ON DISPERSION PROPERTIES

7.5.2.1 In Aqueous Media

Dispersion properties can be modified by adsorption of surfactants at the solid–liquid interface.
Surfactant adsorption can alter the dispersion properties by changing the van der Waals attraction,
electrostatic repulsion, and the steric forces between the particles as discussed earlier. The extent
of the modification depends on the adsorption density (surface coverage), packing and orientation
of molecules at the interface, and the nature of charges on the molecule. Therefore, it is important
to first discuss the adsorption process itself in terms of the dominant mechanisms and possible
orientations.

7.5.2.1.1 Ionic Surfactants
A typical adsorption isotherm of charged surfactants on oppositely charged surfaces is shown in
Figure 7.7,28 where the adsorption of negatively charged sodium dodecylsulfate (SDS) on positively
charged alumina is shown. This isotherm is characterized by four regions, attributed to four different
dominant mechanisms operative in each region. Mechanisms involved in these regions may be
viewed as follows:

• Region I has a slope of unity under constant ionic strength conditions and is characterized
by the existence of electrostatic interactions between the ionic surfactant and the oppo-
sitely charged solid surface.

• Region II is marked by a conspicuous increase in adsorption, which is attributed to the
onset of surfactant aggregation at the surface through lateral interaction between hydro-
carbon chains. This phenomenon is referred to as hemimicelle formation.23,29 Such
colloidal aggregates formed on the surface are referred to as solloids (surface colloids).
In the case of simple ionic surfactants, such aggregates have also been called hemimi-
celles, admicelles, and surfactant self-assemblies.30

FIGURE 7.7 Adsorption isotherm of SDS on alumina at pH 6.5. (From Somasundaran, P. and Fuerstenau,
D.W., J. Phys. Chem., 70, 90, 1966. With permission.)
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• Region III shows a marked decrease in the slope of the isotherm, and this is ascribed to
the increasing electrostatic hindrance to the surfactant adsorption following interfacial
charge reversal caused by the adsorption of the charged species in Region III and beyond;
both the adsorbent species and the adsorbate are similarly charged.

• Region IV and the plateau in it correspond to the maximum surface coverage as deter-
mined by micelle formation in the bulk or monolayer coverage, whichever is attained at
the lowest surfactant concentration; further increase in surfactant concentration does not
alter the adsorption density. A schematic representation of adsorption by lateral interac-
tions is given in Figure 7.8.

Figure 7.9 shows the variation in electrophoretic mobility of alumina as a function of the
dodecyl sulfonate concentration. It can be seen that the electrophoretic mobility changes sign and
then increases with surfactant concentration. This suggests that the dispersions should be electro-
statically stabilized at high surfactant concentrations. However, measurements of particle hydro-
phobicity by bubble pickup showed an initial increase in particle hydrophobicity followed by a
decrease at higher surfactant loadings.31 This can be explained by examining Figure 7.8, where the
surface is shown to be rendered hydrophilic at higher surfactant concentrations by adsorption of a
second layer of surfactant with reverse orientation. Also the particles continue to aggregate even
after the system has undergone charge reversal, and this is attributed to the fact that it may be
possible for the partially covered surfaces to be bridged by the adsorbed surfactant species.

7.5.2.1.2 Nonionic Surfactants
The adsorption of ethoxylated alcohol on silica32 displays an isotherm similar to that for SDS on
alumina (Figure 7.10). However, the absence of electrostatic repulsion between the adsorbed non-
ionic species results in a an exceedingly high slope for the hemimicellar region. Adsorption of
these surfactants was found to depend on the degree of ethoxylation as well as the alkyl chain
length33 (Figures 7.11 and 7.12). At constant chain length, the extent of adsorption at low concen-
trations was found to be greater for surfactants with a higher degree of ethoxylation. However, the
plateau adsorption is higher for the surfactants with a lower degree of ethoxylation. A linear
relationship is obtained when the parking area at plateau adsorption is plotted against the ethoxylation

FIGURE 7.8 Schematic representation of the correlation of surface charge and the growth of surface aggre-
gates. (From Somasundaran, P. and Fuerstenau, D.W., J. Phys. Chem., 70, 90, 1966. With permission.)
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number. This yields a parking area per –OCH2CH2 segment of 9.2 Å2, suggesting direct adsorption
of the ethylene oxide (EO) chains on the silica surface. On the other hand, the alkyl chain length
only affects the onset of plateau adsorption, which is in line with the decrease in critical micelle
concentration (CMC) with increase in hydrocarbon chain length. Based on these observations,
hydrogen bonding is proposed to be the initial driving force for adsorption and the higher uptake
of surfactants with higher EO number, at low concentrations is clearly due to the cumulative
hydrogen bonding interactions of the EO chains with the hydroxylated silica surface. However, at
higher concentrations hydrophobic chain–chain interactions become more significant, as evidenced
by the progressive increase in slope of the adsorption isotherm with decrease in EO number (the
smaller the EO number, the lesser is the steric hindrance due to the ethoxyl groups, which promotes
chain–chain interaction).

The effect of adsorption density and surfactant structure on the hydrophobicity of silica is
shown in Figure 7.13.33 In the absence on any adsorbed surfactant, silica is hydrophilic and its
hydrophobicity increases with increase in the adsorption of C8EO10. In the case of the higher ethoxyl
chain length, C8EO40, the hydrophobicity decreases at higher surface coverages and the original
surface coverage is restored when plateau adsorption is reached. The observed changes in hydro-
phobicity are explained in terms of conformational changes of the hydrocarbon chains of the
adsorbed surfactant molecules at the silica–liquid interface. At low adsorpton densities the hydrocarbon

FIGURE 7.9 Variation in the electrophoretic mobility of alumina particles with SDS concentration. (From
Somasundaran, P. and Fuerstenau, D.W., J. Phys. Chem., 70, 90, 1966. With permission.)
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chains are most likely lying flat on the surface providing maximum coverage with hydrocarbon
chains and thereby rendering the surface hydrophobic. As adsorption density increases, however,
the flatly adsorbed hydrocarbon chains will be pushed out by the adsorbing EO chains and hence the
surface coverage by the hydrocarbon chains is reduced. This explains the decrease in hydrophobicity

FIGURE 7.10 Adsorption isotherm of alkylaryl ethoxylated alcohol (C12EO8) on silica. (From Fu, E., Doctoral
Thesis, Columbia University, New York, 1987. With permission.)

FIGURE 7.11 Adsorption isotherms of nonylphenoxyethoxylated alcohols on silica. (From Somasundaran,
P., Snell, E. and Xu, Q., J. Colloid Interface Sci., 144(1), 159, 1991. With permission.)
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FIGURE 7.12 Adsorption isotherms of EO10 alcohols of different chain lengths on silica. (From Somasunda-
ran, P., Snell, E. and Xu, Q., J. Colloid Interface Sci., 144(1), 159, 1991. With permission.)

FIGURE 7.13 Change in hydrophobicity of silica upon adsorption on nonionic surfactants. (From Soma-
sundaran, P., Snell, E. and Xu, Q., J. Colloid Interface Sci., 144(1), 159, 1991. With permission.)
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at higher adsorption for C8EO40; at plateau adsorption, the surface is covered least by hydrocarbon
chains, and hence the hydrophilicity of silica is restored. The possibility that bilayer adsorption is
responsible for restoration of hydrophilicity is precluded in this case because no surface aggregation
occurs due to steric hindrance. However, for C8EO10, the higher adsorption density and the higher
agreggation at the interface (which causes hydrophobic patches on the surface) will offset the effect
of any conformational changes in the hydrocarbon chains and leads to maximum hydrophobicity
at plateau adsorption. In the case of surfactant mixtures, for example, both SDS and C12EO8 adsorb
on kaolinite by themselves. Adsorption of C12EO8 on kaolinite is influenced by the presence of
anionic SDS. The plateau adsorption in all cases is higher from its mixtures of SDS than in its
absence.34 These higher plateau adsorption values are due to additional adsorption of C12EO8 with
reverse orientation. At low concentrations the chain–chain interactions between the adjacently
adsorbed SDS and C12EO8 molecules will provide additional energy gain for the adsorption process.
These hydrophobic interactions at the interface will result in the formation of the hydrophobic
microdomains into which the hydrocarbon chains of additional C12EO8 molecules can become
incorporated as a second layer. This is schematically shown in Figure 7.14.34 The evolution of such
an adsorbed layer clearly changes the wetting behavior of the particle surface as indicated by the
skin flotation tests. This shows a sharp decrease in the flotation of kaolinite with increase in the
adsorption of the nonionic surfactant. Mixed surfactant adsorption also causes stabilization in these
dispersions. The settling rate is dramatically reduced in this case without significant alterations in
zeta potential. The observed stability is attributed to the reversed adsorption layer, with the pro-
truding EO chains providing steric repulsion to the approaching particles.

7.5.2.1.3 Flocculation by Phase Separation
Phase separation of polymers and surfactants has been demonstrated as a means to control solid–liq-
uid dispersion. It has been shown that partially water-miscible surface active solvents, N-alkyl-
2-pyrrolidone, can effectively control the stability of graphite aqueous dispersion.35 As shown in
Figure 7.15, graphite particles that are dispersed via electrostatic repulsion can be successfully
flocculated by octyl pyrrolidone. Extremely rapid flocculation occurs at 2.0 wt% octyl pyrrolidone.
Further increase in pyrrolidone concentration decreases the settling rate, suggesting that the graphite
particles are restabilized. The other significant finding is that, at optimum pyrrolidone concentration,
all the graphite particles form a single large floc, and the volume of the sediment shows that the
graphite is packed very closely.

This flocculation is proposed to be due to strong adsorption at the solid–liquid interface (particle
surface) due to the phase separation forming regions or patches rich in pyrrolidone. It is known

FIGURE 7.14 Schematic representation of the adsorption mechanisms for SDS/C12EO8 mixtures on kaolinite.
(From Xu, Q. and Somasundaran, P., Miner. Metal. Processing, 9, 29, 1992. With permission.)
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that longer-chain N-alkyl-2-pyrrolidones exhibit lower consolute temperature (LCT). Once when
a sufficient amount of pyrrolidone is adsorbed at the solid–liquid interface, the conditions for phase
separation can be satisfied. Consecutively, particles aggregate to minimize the total free energy,
resulting in the strong flocculation (Figure 7.16).

The phase separation flocculation depends strongly on the temperature. Excellent flocculation
occurred when the concentration exceeded the maximum miscibility at temperatures higher than
the LCT. The flocculation was reversible and the particles were restabilized at temperatures below
the LCT. Chain length of the alkyl group has a similar effect: the longer the alkyl chain, the lower
the concentration at which phase separation occurs. Such an effect is clearly illustrated in
Figure 7.17.

7.5.2.2 In Organic Media

Adsorption of surfactants from nonaqueous media has been widely employed to disperse hydro-
philic solids in organic liquids. The main goal of most of these applications is to achieve uniform

FIGURE 7.15 Flocculation of graphite with octyl pyrrolidone.

FIGURE 7.16 Effect of alkyl chain length on flocculation of graphite with pyrrolidone.
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and complete coverage of the surface with the surfactant. For a majority of systems involving
adsorption in nonpolar media, a maximum monolayer coverage has been observed. Adsorption
from organic solutions usually involves physical forces and can be described by the following
exchange process:

(7.24)

where Asol and Bsol are the adsorbate and solvent molecules in solution and Asurf and Bsurf are the
respective molecules on the surface. The adsorption process according to the above scheme can
usually be described by the Langmuir adsorption isotherm:

(7.25)

where ΓA is the surface concentration, XA is the mole fraction of the adsorbate in solution, and Kads

is the equilibrium constant for the adsorption. Several other modified Langmuirian equations have
been proposed for measured adsorption data taking into account heterogeneities of the adsorbent.36,37

In nonpolar media due to the low ionization of the solute species, electrostatic attractive or
repulsive forces can be ruled out as a major mechanism for adsorption. However, polar interactions
have to be considered especially when polar surfaces such as oxides are involved. Recent work has
shown acid–base interactions between the surface species and the solute molecules to be responsible
for adsorption in nonaqueous media. Fowkes38 has suggested that the interaction between a solid
surface and an uncharged adsorbate can be divided into two parts, dispersive interactions and polar
interactions. The dispersive interactions are due to the fluctuating dipole moments created by the
movement of electrons in any atom or molecule and thus occur between all atoms and molecules.
Polar interactions refer to specific interactions between hydrophilic surface groups and functional
groups in the adsorbate molecules.

7.5.2.2.1 Oxide Surfaces
Figure 7.18 shows the adsorption isotherms of aerosol OT (AOT) on alumina and silica from
cyclohexane.39 It can be seen that the anionic surfactant has a greater affinity for the basic oxide
than for the acidic oxide. The situation is reversed in the case of the adsorption of the cationic
surfactant dimethyl dodecylamine (DDA). DDA adsorbs more on acidic silica than on alumina
(Figure 7.19). Calculations based on a plateau adsorption value of about 3 × 10–6 mol/m2 on alumina

FIGURE 7.17 Schematic representation of hypothesized phase separation flocculation mechanism.
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FIGURE 7.18 Adsorption isotherm of AOT on different solids from cyclohexane. (From Krishnakumar, S.
and Somasundaran, P., Langmuir, 10, 2786, 1994. With permission.)

FIGURE 7.19 Adsorption isotherm of cationic DDA on different solids. (From Krishnakumar, S. and Soma-
sundaran, P., Langmuir, 10, 2786, 1994. With permission.)
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give a parking area of about 0.55 nm2 for the AOT molecule. This is in good agreement with the
published values for AOT parking areas at the water–xylene and water–isooctane interfaces, sug-
gesting that it adsorbs at the alumina–cyclohexane interface as a monolayer in an orientation
perpendicular to the adsorbent with the hydrocarbon chain extending into the solution. Similar
calculations based on the plateau adsorption for the cationic surfactant give a parking area of
1.6 nm2 per molecule, which is much less than the area occupied by a flatly adsorbing DDA molecule
(~4 nm2), suggesting that this also adsorbs perpendicular to the adsorbent. Figure 7.18 also shows
the adsorption of AOT on dehydroxylated alumina. Dehydroxylation, in this case, is achieved by
heating the alumina at 900°C for 48 h and verified by observing the disappearance of the OH
vibration bands at 3800 cm from the infrared spectrum of the alumina sample. Dehydroxylation
increases the acidity of the surface and hence reduces the adsorption of the anionic AOT. It is clear
from these results that AOT adsorbs through interactions with the hydroxyl groups on the oxide
surface. These results also suggest that for a given surfactant the relative acidity of the oxide surface
is one of the major factors that determine the extent of interaction. Because both anionic and
cationic surfactants adsorb on alumina and silica, can be inferred that electrostatic forces do not
play a major role in this adsorption.

Figure 7.20 shows the settling rates of alumina suspensions as a function of surfactant adsorp-
tion.41 It can be observed that the suspensions are stabilized by the adsorption of the anionic,
cationic, and nonionic surfactants (although to different extent) and the maximum stability corre-
sponds to the onset of the plateau in the adsorption isotherm. The adsorption, as discussed earlier,
takes place with the polar group of the surfactant interacting with the surface hydroxyls and the
hydrocarbon tails of the amphipathic surfactant molecules sticking out into the solvent phase. Thus,
the stability produced by surfactant adsorption can be attributed to a hydrophobic modification of
the surface that disperses well in the nonpolar liquids.

7.5.2.2.2 Hydrophobic Surfaces (Graphite)
The adsorption isotherm of AOT on graphite from cyclohexane follows a very interesting pattern,
as shown in Figure 7.21.42 The adsorption increases sharply in the initial part, suggesting high

FIGURE 7.20 Settling rate variation of alumina suspensions upon adsorption of different surfactants in organic
media.
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affinity of the surfactant for the solid at low concentrations. The adsorption then appears to reach
a plateau and calculations based on apparent monolayer coverage at this level yield a parking area
of approximately 1.03 nm2/AOT molecule. This molecular parking area corresponds to an AOT
molecule adsorbing flatly at the solid–liquid interface. At higher AOT concentrations, above 10–2

mol/dm3, there is a further sharp increase in the adsorbed amount and this reaches to about five
times the initial plateau value at about 3 × 10–2 mol/dm3. It is interesting to note that this sharp
increase occurs above the CMC of AOT (1 × 10–3 mol/dm3), although it does not coincide with the
onset of micellization.

The settling behavior of these dispersions as a function of the adsorbed AOT amount is also
very interesting (Figure 7.22). Settling rate rises sharply first and then decreases as sharply, sug-
gesting restabilization. At low surface coverages the polar headgroup of the flatly adsorbing AOT
is exposed to the solvent with which it is not compatible. In such a case the AOT molecules, as
shown in Figure 7.23a, can form interparticle aggregates that would effectively create a polar
microdomain to shield the headgroups from the solvent. Such an interparticle aggregation can
account for the increased settling rate. As the AOT concentration is increased, the adsorbed
molecules are proposed to form aggregates at the interface, as shown in Figure 7.23b. This leads
to the sharp increase in the adsorption density as well as the decrease in settling rate due to the
disappearance of the interparticle aggregation observed at low surface coverages. Formation of
such reverse hemimicelle-like aggregates at the interface have been reported earlier for the adsorp-
tion of 1-decanol on graphitized carbon black from nonpolar solvents.43

7.5.2.2.3 Effect of Water on Dispersion Stability of Alumina
Figure 7.24 shows the effect of water on the stability of alumina suspensions that have been
dispersed in cyclohexane by the adsorption of a monolayer of AOT.41 As the water content in the
system increases, the suspension goes through a series of flocculated, stabilized, and flocculated
stages. In an extremely dry state the dispersions flocculate rapidly, and the addition of trace amounts
of water stabilizes the suspensions quite significantly. Thereafter, the suspensions remain stable
over a range of water concentrations and then flocculate very rapidly at higher water concentrations.

FIGURE 7.21 Adsorption isotherm of AOT on graphite from cyclohexane. (From Krishnakumar, S. and
Somasundaran, P., Colloids  Surf., 117, 227, 1996. With permission.)
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The concentration of water at which the suspension reflocculates correlates well with the solubility
of water in the bulk solution. Surface charge measurements made using the electrokinetic sonic
amplitude system (ESA) (Figure 7.25) shows clearly that addition of trace amounts of water induces
a significant amount of charge at the surface.41 This observation along with that of the drastic
increase of conductivity of the dispersions (also shown in Figure 7.25) upon small additions of
water leads to the conclusion that the stabilization in this case is due to the water-induced ionization
of the adsorbed surfactant layer and resultant electrostatic repulsion among the particles. At higher
water concentrations there is a slight decrease in the surface charge as measured by the ESA. But
this decrease in surface charge cannot fully explain the massive flocculation observed in this case.
From the water adsorption isotherm also shown in Figure 7.24 it can be seen that the water

FIGURE 7.22 Variation in settling rate of graphite suspensions in cyclohexane as a function of AOT adsorption
density. (From Krishnakumar, S. and Somasundaran, P., Colloids  Surf., 117, 227, 1996. With permission.)

FIGURE 7.23 Schematic representation of adsorption of AOT on graphite at low (a) and high (b) concentra-
tions. (From Krishnakumar, S. and Somasundaran, P., Colloids  Surf., 117, 227, 1996. With permission.)
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adsorption increases sharply close to the onset of the flocculation. We further investigated this
behavior using electron spin resonance spectroscopy.

7.5.2.2.4 Electron Spin Resonance Studies on Water-Induced Flocculation
In these studies the spectral response of 7-doxyl stearic acid which is co-adsorbed along with the
surfactant was monitored as a function of water adsorption.41 7-doxyl stearic acid adsorbed on the

FIGURE 7.24 Effect of water on the alumina suspension stability and the corresponding adsorption of water.

FIGURE 7.25 ESA and conductivity of alumina suspensions with adsorbed AOT as a function of water
concentration.
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alumina surface gives a characteristic anisotropic spectrum that can be quantified using the order
parameter, which can be calculated from the spectral characteristics. The order parameter varies
between S = 1 (highly ordered, restricted) and S = 0 (highly random and mobile) and reflects the
state of the environment in which the probe resides. The order parameter calculated in this case
decreases with increase in water concentration and levels off at approximately the same water
concentration corresponding to the onset of flocculation (Figure 7.26). These results indicate that
there is a change in the structure of the adsorbed layer with the surfactant layer becoming more
fluid and mobile as water adsorbs at the interface. This opens up the possibility for the water layers
on different particles to penetrate across the surfactant layers and bridge the particles together
during collisions, thereby causing massive flocculation as observed.

7.5.3 ADSORPTION OF POLYMERS AND ITS EFFECT ON DISPERSION PROPERTIES

7.5.3.1 Theoretical Considerations on Polymer Adsorption

To understand the behavior of polymers at interfaces, it is essential to gain a clear picture of their
behavior in solution first. Modern polymer solution studies were pioneered by Flory.13,44 Since then,
there has been considerable effort to elucidate solution behavior of polymers and many models
have been proposed. The theoretical treatment of polymer adsorption characteristics and confor-
mation characteristics received considerable attention, mainly because of the significant applica-
tions.

One parameter that is commonly used to specify the dimension of a linear polymer molecule
is the root-mean-square (rms) end-to-end length. The simplest, and also the most primitive, model
for a polymer molecule is the random flight chain, also termed the freely jointed chain. In this
model, the bonds are represented by volumeless lines in space, and there are no restrictions on the
valency angles or on the rotations about the bonds. The rms end-to-end length,  can be
represented as

(7.26)

where l is the step length and N the number of steps.

FIGURE 7.26 Effect of water on the order parameter, S, calculated from the ESR spectra of 7-doxyl stearic
acid co-adsorbed with AOT at the alumina–cyclohexane interface.
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The random flight chain has the simplest mathematical properties, but, unfortunately, also has
the smallest degree of structural similarity to real polymers. A more complex model considering
the fixed valency angle (τ) and the restrictions of free rotation has been proposed:

(7.27)

where δf is the steric factor, which clearly also is a measure of the flexibility of the polymer chain
(usually 1.5 ≤ δf ≤ 2.5). For the carbon backbone polymers used most often, cos τ = –1/3 and δf ~
2.0; therefore the  equals to 8.

Other parameters used as a measure for the dimension of a polymer molecule include rms
radius of gyration (Rg), average span ( , the maximum extension averaged in all direction), and
Hollingsworth radius ( , the radius of the smallest sphere that contains all the segments of a
chain). Their relationships, for a random coiled polymer chain, can be summarized as

(7.28)

As discussed by de Gennes,45 scaling law focuses attention on the exponents and refrains from
the determination of any prefactory constants, which are usually much more difficult to determine.
Some predictions of scaling law theory for polymers of high molecular weight in both good solvents
and θ solvents in the semidilute regime are summarized in Table 7.3.

The structure of adsorbed polymer layers on specific substrates from given solvents is less
understood than the properties of polymer solution. It has, for many years, been derived by the
self-consist theory where each chain has an average potential with a short-range part and a long-
range repulsive part proportional to the concentration profile.46-48 de Gennes49 constructed from
scaling laws a completely different scheme that provided a better insight into the polymer adsorbed
layers despite the fact that it does not predict the numerical parameters of any governing formula.
The two techniques (self-consist field and scaling) complement each other and have provided
considerable useful information for understanding the polymer behavior at interfaces.

TABLE 7.3
Some Scaling Law Prediction 
in the Semidilute Regime

Scaling Law

Property Good Solvent θθθθ Solvent

c* ~ N–4/5 N–1/2

 ~ Nc–1/4 N
ξ ~ c–3/4 c–1

(Π/T) ~ c9/4 c3

Note: c = polymer concentration; c* = the polymer concen-
tration at which the total volume of the chain just fills the
available volume, whose value must be comparable to that in
polymer coil; ξ = the correlation length or average mesh size,
which represents the mean distance between intersections of
the trajectories of the polymer chains; Π = osmotic pressure.
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Compared to most cases addressed by the above researchers, the behavior of polyelectrolytes
are more complex. One of the most prominent differences is the occurrence of long-range electro-
static interactions, whereas in the case of uncharged polymers only nearest-neighbor interactions
play a role. Because of the wide application of polyelectrolytes, some attempts have been made to
describe the adsorption of polyelectrolytes. Most theories have been developed by incorporating
the electrostatic free energy into the models for uncharged polymers.50

7.5.3.2 Basic Concepts of Adsorbed Polymer Conformations

The process of polymer adsorption is quite different in many aspects from that of small molecules;
the latter has been studied extensively in the past. These differences in their adsorption character-
istics arise in turn from the obvious flexibility of the larger polymer molecules, so that in addition
to the usual adsorption factors considered, such as the adsorbate–adsorbent, adsorbate–solvent, and
adsorbent–solvent interactions, a major aspect to be understood is the conformation of polymer
molecules at the interface and its role in dispersion. Polymers have a large number of functional
groups, each of which can potentially adsorb at the surface, whereas smaller molecules are mostly
monofunctional.

The importance of adsorbed polymer conformation at interfaces was first recognized by Jenkel
and Rumbach in 1951.51 A model of adsorbed polymer conformation was proposed based on the
observation that amount of polymer adsorbed per unit area of the surface corresponds to a layer
more than ten molecules thick. In that model, not all the segments of a polymer are in contact with
the surface. As schematically shown in Figure 7.27, those segments that are in direct contact with
the surface are termed trains; those between and extending into solution are termed loops; the free
ends of the polymer extending into solution are termed tails. Sato and Ruch52 classified the possible
conformations for most situations into the six types shown in Figure 7.28.

7.5.3.3 Mechanisms of Flocculation by Adsorbed Polymers

As mentioned earlier, polymers can exert a dramatic influence on colloidal stability. However, the
description of particle interactions in the presence of polymers is complex, and even a qualitative
estimation of conditions for attraction or repulsion has yet to be developed. Three theories have
been proposed to explain flocculation of charged particles by oppositely charged polyelectrolytes:
bridging, simple charge neutralization, and charge patch neutralization.

7.5.3.3.1 Bridging
The original bridging mechanism was proposed by Ruehrwein and Ward53 in 1952 and later
advanced by La Mer and co-workers.54,55 Bridging is considered to be a consequence of the
adsorption of the segments of individual polymer molecules on the surfaces of more than one

FIGURE 7.27 Schematic representation of an adsorbed polymer chain at the solid–liquid interface. (From
Sato, T. and Ruch, R., in Steric Stabilization of Colloidal Dispersion by Polymer Adsorption, Marcel Dekker,
New York, 1980. With permission.)
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particle. Such bridging links the particles together into loose aggregates. This mechanism has been
validated by many works:56

1. Polymers produce large, stronger, and better settling flocs than simple electrolytes.
2. The effectiveness of a polymer of a given type increases with molecular weight.
3. Linear polymer is more effective than branched polymers of comparable molecular

weight and chemical structure.
4. At high concentrations, polymeric flocculants restabilize the particles.
5. Highly charged particles are flocculated by like-charged polymers only after their elec-

trostatic potential has been sufficiently reduced by the addition of electrolyte.

When two particles with preadsorbed polymer approach each other, the free energy diminishes
or rises depending on the surface coverage (θ) and the nature of the polymer.57 Because of adsorption
of additional segments, there can be a free energy contribution, ∆Gads, which is proportional to the
additional segments adsorbed and related to the affinity between polymer and solid surface, χs.
Adsorption occurs only if there are unoccupied sites on the particle surface so that additional
adsorption is unlikely at high coverages, θ ~ 1. In most cases, ∆Gads is <0 indicating an attractive
contribution. It is also possible to have an entropic contribution, ∆Gcon, due to the restriction of the
number of available conformations if adsorbed polymer layers overlap. This contribution is always
repulsive. Another contribution may exist from the free energy of mixing, ∆Gmix, due to the
interaction between segments and solvents as determined by the Flory–Huggins parameter χ. Upon
overlap, the number of those interactions increases. In good solvents (χ < 0), ∆Gmix > 0, and
repulsion occurs between the segments, e.g., steric hindrance; in poor solvents, ∆Gmix < 0 and
segment attraction prevails, e.g., hydrophobic flocculation. The overall effect is determined by the
sum of these contributions. Unfortunately, these effects are often interdependent, which makes their
quantitative description extremely difficult.

Ottewill and Walker58 derived an equation for the energy change for the overlap of adsorbed
layers by using the Flory’s liquid lattice theory for polymer solutions:

(7.29)

FIGURE 7.28 Conformation of adsorbed polymer: (a) single point attachment, (b) loop adsorption, (c) flat
multiple site attachment, (d) random coil, (e) nonuniform segment distribution, and (f) multilayer. (From Sato,
T. and Ruch, R., in Steric Stabilization of Colloidal Dispersion by Polymer Adsorption, Marcel Dekker, New
York, 1980. With permission.)
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where c is the concentration of material in the adsorbed layer, v is the molecular volume of the
solvent, p is the density of the adsorbate, φ and K are the entropy and enthalpy of mixing respectively,
proposed by Flory, δ is the adsorbed layer thickness, H is the closest distance of approach, and r
is the particle radius.

La Mer59,60 and others61 have related the bridging efficiency factor to the fractional surface
coverage of polymers (θ). The original La Mer model and subsequently modified models can be
generally described as

(7.30)

where E is the bridging efficiency factor and f is the constant (1 < f < 2).
From Equation 7.30, it is clear that E will have a maximum when θ is 0.5, corresponding to

50% particle surface coverage with polymer. However, in the practice, optimum polymer dosages
are often found at much lower θ value.

Other than “classical bridging,” for which a polymer chain must adsorb on more than two
particles, Somasundaran et al.12 postulated that bridging may occur between two particles by two
separate adsorbed polymer molecules. Similar to the hydrophobic interaction, when surface-active
polymers adsorb on particles via terminal-hydrophilic groups with hydrophobic groups extending
into the bulk solution, bridging may occur through lateral interactions between the hydrophobic
groups extending from particles to reduce the surface energy of the hydrophobic groups.

7.5.3.3.2 Simple Charge Neutralization and Charge Patch Neutralization
Oppositely charged polyelectrolytes reduce the particle surface charge density such that particles
may approach each other sufficiently closely so that the attractive van der Waals force becomes
effective. Flocculation caused by this mechanism should not be sensitive to the molecular weight
of the polymer.

Gregory62 proposed another flocculation mechanism, charge patch neutralization. There is no
need for a one-to-one correspondence between charges on the surface and the adsorbed polymer.
If the charge density of a polymer in its adsorbed state is higher than that of the surface, then
patches of positively and negatively charged sites will appear on the particles. Thus, although the
particles may have overall neutrality or even excess charge of the same sign, there exists the
possibility of aggregation due to the attraction of oppositely charged patches on different particles.

Charge neutralization (simple and/or patch) is often the mechanism for flocculation by low
molecular-weight polyelectrolytes.

7.5.3.4 Role of Polymer Conformation in Flocculation and Stabilization

Bridging can occur only if the extent of adsorbed polymer chain from the particle surface into
medium is greater than the minimum particle approach distance over which the interparticle
repulsion acts. This distance is of the order of the sum of the thickness of the electrostatic double
layers of the approaching particles. The spatial extension of polymer molecules depends not only
on molecular weights of the polymer but also, significantly, on the conformation of the adsorbed
polymer molecules. To meet the requirement of bridging, we can either reduce the thickness of
electrostatic double layers or use polymers of high molecular weight and extended conformation.
An increase in ionic strength reduces the thickness of the double layers; however, the extension of
the polyelectrolyte is reduced at the same time because of the potential screening effect.

Apparently, polymer conformation plays an important role in flocculation caused predominantly
by bridging. This effect of polymer conformation on the dispersion properties has been confirmed
by many observations where significantly different dispersion behavior is obtained with identical
adsorption density and electrostatic property. There have been substantial efforts both theoretically
and experimentally to develop relationships between the stability and the polymer conformation

E f= −( )θ θ1
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and guidelines for the optimum conformation to achieve desired dispersion properties. Despite
these efforts, the progress is meager mainly because of the absence of reliable techniques and the
complexity of systems. Tjipangandjara and Somasundaran63,64 showed conformation of adsorbed
polyacrylic acid to have a significant effect on the stability of alumina dispersions. An experiment
involving manipulation of polymer conformation in solution and at interface by shifting pH up and
down was designed with polymer conformation monitored by pyrene fluorescence emission tech-
nique. They found that the conformation of adsorbed polymer can be altered by changing the
solution conditions, and depending on the adsorption density and direction of pH shift, significant
enhancement in flocculation or stabilization can be obtained.

Another important effect that is critical but often ignored is the timescale involved in flocculation
processes. The kinetics of polymer diffusion to interface, adsorption, conformation, and reconfor-
mation and particle collision are quite different for different particle–polymer–solvent systems.65

The polymer diffusion and particle collision rate can be controlled by the intensity and the time
of agitation applied. Unfortunately, there is very little information on the rate at which adsorbed
polymer chains attain their equilibrium conformation. The only information available is that of
polymer adsorption on a flat surface.66 A two-step process was observed, in which the polymer first
adsorbs and then undergoes a very slow reconformation, which may take hours. This information
is not very useful for the flocculation of suspensions. Optimum flocculation is usually obtained at
a much lower surface coverage instead of the saturation condition used in the above study. Never-
theless, of importance is the relative rate of the reconformation process compared to the particle
collision, whether particles collide before or after an equilibrium conformation state of the adsorbed
polymers is achieved. This effect is manifested in the case of concentrated suspensions in which
there is a high particle collision rate. In most practical polymeric flocculations, it is very unlikely
that equilibrium conformation is achieved.

7.5.3.5 Stability of Dispersion in the Presence of Polymers

Besides the electrostatic forces, the suspension stability in the presence of polymers and surfactants
is controlled by several other forces.67 In the case of flocculation, a bridging theory by adsorbed
polymers and surfactants is an accepted mechanism in addition to charge neutralization. On the
other hand, in the case of suspension stabilization, steric interactions by adsorbed polymer and/or
surfactant layer on particle surfaces become dominant.68 In addition to adsorption density of the
dispersant, conformation and orientation of the polymers and surfactants adsorbed on the particles
will play a major role in controlling the suspension stability.55 However, the conformation require-
ments for flocculation or dispersion are not known mainly because of the complex nature of
adsorption and the lack of reliable techniques to monitor conformation in situ. Techniques used
normally to determine the polymer adsorbed layer thickness (e.g., ellipsometry, viscometry, etc.)
do not give sufficient information and, more important, cannot work in situ. In contrast, fluorescence
and electron spin resonance spectroscopy techniques are powerful tools for probing in situ the
microstructure orientation and conformation of adsorbed polymer and surfactant layers.69 These
techniques, used along with classical ones to determine suspension properties such as settling rate,
supernatant turbidity, zeta potential, and adsorption density, can provide required information for
developing predictive capabilities on the conformation criteria and schemes to manipulate the
stability of suspensions.

7.5.3.5.1 Fluorescence Spectroscopy for Polymer Conformation 
and Association Measurement

Pyrene has been used widely as a photophysical probe because of its long fluorescence lifetime
and great tendency for excimer formation. Emission characteristics of pyrene molecules depend
on the nature of the solvent. The ratio of relative intensities of the Ist (373 nm) and IIIrd (383 nm)
peaks, IIII/II, in a pyrene emission spectrum decreases as the polarity of the solvent increases. This
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ratio has been used to estimate polarities of solvents as well as surfactant micelles and aggregates
in aqueous solutions.70 Here, we show the use of pyrene fluorescence spectroscopy for determination
of the association of hydrophobically modified polymers in bulk solution as well as at the solid–liq-
uid interface. This type of polymers has been developed recently to increase the viscosity and the
elasticity of solutions because they undergo interesting intra- and intermolecular associations.71 We
have found the use of hydrophobically modified polymers for controlling the stability of polar and
nonpolar suspensions to be promising because of their unique structure, which can provide either
flocculation by intermolecular aggregation or stabilization by steric hindrance, depending on the
orientation at the solid–liquid interface, which is dependent on the nature of the particles and the
extent of adsorption.72

Excimer fluorescence of pyrene attached to synthetic polymer chains can be used to study
polymer conformation in solution and on particle surfaces. In this case, fluorescence spectroscopy
involves the measurement of the emission intensity of monomer (Im observed at 375 nm) and
excimer (Ie at 480 nm). The ratio of Ie to Im is related to coiling/stretching behavior of a labeled
polymer and we have called it the coiling index.73 In the absence of intermolecular interactions
(the polymer concentration used is usually below this limit), a high value of Ie/Im can be considered
the result of a coiled conformation whereas a low value is associated with a stretched conformation.

In a recent study, the necessity for understanding the effects that molecular probes (e.g., pyrene)
can have on colloidal system has been clearly illustrated.74 Mixtures of pyrene-labeled and unlabeled
polyethylene oxide (PEO) were adsorbed on silica and the properties of the resulting suspension
were monitored. Settling rate results (Figure 7.29) clearly demonstrated that pyrene-labeled PEO
has a marked effect on the flocculation of silica suspension. It has been shown that even relatively
small amounts of labeled polymer, when mixed with unlabeled polymer, can dramatically affect
the behavior of their mixtures. On the other hand, it has also been shown that when labeled polymer
was used in sufficiently low amounts (<3%), the mixture behavior does not differ from that due to
the unlabeled polymer. These findings once again underscore the fact that while certain measurement
techniques are invaluable for investigating colloidal phenomena, potential effects caused by intro-
duction of various molecular probes into the system should always be noted.

Recent developments of some new high-performance composite materials, cosmetics, paints,
and microelectronic components require a better understanding and manipulation of the colloidal
interactions in nonpolar media.5,75 However, unlike in the previous cases, pyrene cannot be used

FIGURE 7.29 Settling rate of silica suspensions (5% vol.) with pyrene-labeled and unlabeled PEO. (From
Campbell, A. and Somasundaran, P., J. Colloid Interface Sci., 229, 257, 2000. With permission.)
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as a probe for studying aggregation in apolar media. Because of its own hydrophobicity, it will
stay in the hydrophobic bulk environment. Therefore, a less hydrophobic fluorescence probe,
7-dimethyl amino 4-methylcoumarine (Coumarin 311) was chosen for the study of the alumina–tol-
uene interface. It has been reported that the wavelength of the Coumarin 311 emission maximum
shifts from 391 to 471 nm when the solvent is changed from hexane to water.5 Polarity of an
unknown environment can then be estimated by monitoring the position of the emission maximum.

7.5.3.5.2 Electron Spin Resonance Spectroscopy for the Study 
of Adsorbed Polymer and Surfactant Layers

Electron spin resonance spectroscopy (ESR), also known as electron paramagnetic resonance (EPR),
is based on the property that an unpaired electron placed in a magnetic field shows a typical
resonance energy absorption spectrum sensitive to its environment. Recently, this technique, which
was primarily developed for biological studies of membrane properties, has been adapted for the
study of adsorbed polymer/surfactant layers.76 The mobility of the ESR probe (stable free radical
incorporated into the polymer or surfactant molecule) depends of orientation of the surfactant or
polymer and the viscosity of the local environment around the probe.

7.5.3.5.3 Effect of Adsorbed Polymer Conformation on Dispersion Characteristics
In a study of dispersion characteristics of alumina suspension with polyacrylic acid (Mw = 88,000)
the polymer conformation at the alumina–water interface was determined as a function of pH using
pyrene-labeled polymer along with settling rate and transmittance (Figure 7.30).77 It can be seen
that the polymer is coiled (high Ie/Im) at low pH and that the stretched polymer results in better
flocculation in terms of increasing settling rate and larger floc size (observed by CAT scan) but
poor flocculation in terms of the supernatant clarity. Apparently, the stretched polymer at high pH
provides better interparticle bridging while the electrostatic attraction between oppositely charged
polymer molecules and alumina particles causes better capture of fine particles yielding a clear
supernatant at low pH values.

FIGURE 7.30 Flocculation of alumina particles with PAA (20 ppm); ▫, settling rate; �, transmittance; �,
coiling index (Ie/Im). (From Tjipangandjara, K.F. et al., Colloids  Surf., 44, 229, 1990. With permission.)
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The above experiments were conducted under “fixed” pH conditions: pH was preadjusted and
both polymer and alumina particles were conditioned at the same pH before mixing. To investigate
the effect of adsorbed polymer conformational changes on flocculation performance, polyacrylic
acid was adsorbed at pH 4 and the pH of the suspension was then shifted to 10, and vice versa.
Enhanced flocculation was observed in terms of both the settling rate and the supernatant clarity
(Figure 7.31a), when pH was shifted up from 4. In contrast, when the pH was shifted down from
10, the settling rate was similar to that observed under the fixed pH conditions (Figure 7.31b). A
maximum in the supernatant transmittance was observed at pH 7, the value which corresponds to
the isoelectric point of alumina with adsorbed polymer. The direction of pH shift (low to high or
reverse) governs the polymer conformational changes: coiled polymer adsorbed on the alumina
surface at low pH stretches out when the pH is raised, but the initially stretched polymer does not
coil when the pH is lowered.

Changes in polymer conformation at the alumina–water interface are schematically shown in
Figure 7.32.77 When the polymer is initially adsorbed at low pH in coiled conformation, it stretches
out because of increasing electrostatic repulsion caused by the ionization of the carboxyl groups
and the charge reversal of alumina particles (Figure 7.32, a to c). In this case some of the polymer
chains are dangling into the solution providing interparticle bridging. In the reverse case, when pH
was shifted from 10 to 4 (Figure 7.32, d to f), the stretched polymer that initially adsorbs on the
particle surface through hydrogen bonding and retains the same conformation throughout the change
in pH.

For significant improvement in supernatant clarity obtained in the scheme when the pH was
shifted rather than fixed, the following two-step flocculation mechanism is proposed:

1. At low pH, the polymer chain captures all alumina particles into small flocs;
2. When pH is shifted up, the stretched polymer bridges these small flocs to create much

larger aggregates that settle rapidly, but that retain the smallest particles, as well.

7.5.3.5.4 Dual Polymer System for Enhanced Flocculation
Combined use of two or more polymers to enhance desired suspension property (flocculation or
stabilization) is not an unknown procedure.12,78 In some systems, it is possible to achieve the
synergistic effect of two different polymers when one (usually of low molecular weight) can adsorb
strongly onto the particle surface while the other (of much higher molecular weight) can provide
interparticle bridging. Some authors have reported such synergism for the combination of low-
molecular-weight cationic and high-molecular-weight anionic polymers.79,80 Most studies on double
flocculants, however, have been empirical, and the mechanisms are not well developed.

Flocculation of alumina suspensions obtained by the sequential addition of polystyrene sul-
fonate (Mw = 4600) and cationic polyacrylamide (Mw = 4,000,000) at pH 4.5 is compared in
Figure 7.33 with that obtained using single polymers. While the anionic polystyrene sulfonate had
only a minor effect, cationic polyacrylamide did not produce any flocculation. However, when used
together, both polymers adsorb completely. This coadsorption is attributed to the interaction of
complexes between cationic polyacrylamide and the polystyrene sulfonate at the solid–liquid
interface.81 The mechanism of the superior flocculation obtained with the dual polymer system is
illustrated schematically in Figure 7.34. The anionic polystyrene sulfonate adsorbs on alumina
surface and acts as an anionic “anchor” for the adsorption of the long-chain cationic polymer,
which ultimately provides interparticle bridging and excellent flocculation.

Similar behavior was observed in a study of the other dual-polymer flocculation system.82 A
combination of a polyacrylic acid (PAA, Mw = 10,000) and a high-molecular-weight cationic copol-
ymer of acrylamide and quartenary acrylate salt (Percol™, Allied Colloids) was investigated for
flocculating aqueous alumina suspensions. Although the turbidity of the supernatant was found to
decrease somewhat when only PAA was used (Figure 7.35), suggesting some flocculation, neither
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the polymer molecular weight nor the charge effects (pH = 8, close to the isoelectric point of
alumina) were sufficient for strong bridging or charge neutralization. The addition of only Percol
has caused even lesser flocculation due to negligible interactions between the positively charged
polymer and the slightly positively charged alumina surface.

When both PAA and Percol were added to the suspension, flocculation was found to improve
markedly (Figure 7.35). In addition, it can be seen that sequential addition of the two polymers

FIGURE 7.31 Flocculation of alumina particles with PAA (20 ppm) under shifting pH conditions: (top) initial
pH = 4; (bottom) initial pH = 10. ▫, settling rate; �, transmittance; �, coiling index (Ie/Im). (From Tjipanga-
ndjara, K.F. et al., Colloids  Surf., 44, 229, 1990. With permission.)
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(PAA first, then Percol) produces better flocculation that coaddition (polymers premixed). These
findings again confirm the preciously proposed mechanism (Figure 7.34) in which the low-molec-
ular-weight polymer provides particle surface charge neutralization and formation of smaller pri-
mary flocs. Consecutively, the high-molecular-weight polymer of the opposite charge can success-
fully bridge the neutralized particles and primary flocs, causing maximum flocculation.

FIGURE 7.32 Schematic representation of the variation of polymer conformation at the solid–liquid interface.
(From Tjipangandjara, K.F. et al., Colloids  Surf., 44, 229, 1990. With permission.)

FIGURE 7.33 Flocculation response of alumina suspension with dual polymer systems. ▫, C-PAM alone;
�, PSS alone; �, PSS and C-PAM; �, C-PAM after PSS; �, PSS after C-PAM. (From Yu, X. and Soma-
sundaran, P., Colloids  Surf., 81, 17, 1993. With permission.)
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7.5.3.5.5 Flocculation with Ultralow Polymer Dosage
As mentioned earlier, typical polymer dosage used for flocculation of oxide minerals is of the order
of several parts per million (ppm). Some recent results, surprisingly, show that a relatively low
molecular weight polymer (PAA, Mw = 50,000), generally considered to be a dispersant, can floc-
culate aqueous alumina suspensions at ultralow dosages of parts per billion (ppb) effectively.83 This
unexpected result (Figure 7.36) has been attributed to specific interactions, namely, hydrogen
bonding between surface –OH groups and PAA. Although these interactions do not effectively
change the overall charge of alumina particles (see zeta potential in Figure 7.36), they can com-
pensate for the charges on microdomains occupied by the polymer and cause particle aggregation
based on the charge patch neutralization model.60

Addition of a surfactant can further enhance the flocculation at the ultralow polymer dosage
regime. As shown in Figure 7.37, the addition of anionic surfactant (SDS) significantly improves
the flocculation at very low polymer concentrations.84 At higher polymer levels, the surfactant
addition has no effect on flocculation. This is probably due to a significant fraction of adsorption
sites already occupied by polymer, making them unavailable for adsorption of the surfactant
molecules.

7.5.3.5.6 Stabilization of Aqueous and Nonaqueous Suspensions 
with a Hydrophobically Modified Polymer

The interest in hydrophobically modified polymers (containing both hydrophilic and hydrophobic
groups along polymer backbone) has increased recently due to their possible use in many different
applications including stabilization of both aqueous and nonaqueous suspensions. A study using
DAPRAL GE 202 (polymer with comblike structure: hydrophobic and hydrophilic chains and
carboxyl groups along the backbone) has shown some unusual performance.85 The effect of
DAPRAL on the stability of aqueous alumina suspensions is shown in Figure 7.38 along with the
zeta potential change and adsorption isotherm. The drastic effect of the polymer addition on
suspension stability cannot be attributed to electrostatic forces: suspension stability remains
unchanged to a polymer concentration of 150 ppm, while most of the zeta potential change takes
place in that region. Subsequently, the stability of the suspension increases markedly with further
increase in the DAPRAL concentration, whereas there is only a minor change in the zeta potential.

FIGURE 7.34 Schematic model for flocculation with dual polymer system. (From Yu, X. and Somasundaran,
P., Colloids  Surf., 81, 17, 1993. With permission.)
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The same polymer, DAPRAL, with both hydrophobic and hydrophilic groups, can be also used
for stabilizing nonaqueous suspensions. The results obtained for the settling rate of alumina in
toluene as a function of DAPRAL concentration are given in Figure 7.39. The polymer adsorption
is proposed to be primarily through the interaction between surface hydroxyl groups and the
hydrophilic (EO) polymer side chains with the hydrophobic side chains exposed toward bulk
solution causing suspension stabilization. This possibility was investigated by using 7-dimethyl
amino 4-methylcoumarin as a fluorescence probe to detect the polymer orientation on the particles.
Correlation of the observed shift of maximum wavelength (Figure 7.39) with suspension stability
suggests the increase in the hydrophobicity of the alumina surface; this supports the mechanism
proposed above for the observed stability of the alumina suspension.

7.6 SUMMARY

Colloidal particles are subjected to a number of attractive and repulsive forces and the stability of
dispersions depends on the interplay of these various forces. The van der Waals attractive forces
between particles have their origin in the electron wave fluctuations and are usually effective at
close ranges. Electrical double layer interactions stem from the presence of ionized species at the
interface and are effective at distances proportional to the double layer thickness for the given

FIGURE 7.35 Enhanced flocculation with dual polymer system: PAA and Percol. (From Fan, A. et al.,
Colloids Surf. A, 162, 141, 2000. With permission.)
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system. In aqueous systems, this is usually of the order of 100 Å at an ionic strength of 10–3 mol/l.
In nonaqueous systems, this is very large as the potential decays only very slowly from the surface.
Another dominant force, steric force, depends on the nature and size of the adsorbed species, but
is typically short range. Other forces such as solvation, hydration, and capillary forces occur due
to structural ordering at the interface and are active at separation distances on the order of 4 nm.

These forces and hence the stability of the dispersions can be altered/controlled by the adsorp-
tion of ions, surfactants, or polymers at the solid–liquid interface. Adsorption of surfactants and
polymers at the solid–liquid interface depends on the nature of the surfactant or polymer, the
solvent, and the substrate. Ionic surfactants adsorbing on oppositely charged surfaces exhibit a
typical four-region isotherm. Such adsorption can alter the dispersion stability mainly by changing
the double layer interaction, which depends on the extent of adsorption. Thus, it is seen that alumina
suspensions are destabilized by the adsorption of SDS when the zeta potential is reduced to zero.
At higher concentrations, bilayered surfactant adsorption can occur with changes in wettability and
flocculation of the particles by altering the hydrophobic interactions.

Nonionic surfactants adsorb primarily through hydration or hydrogen bond interactions and
this depends on the hydration characteristics of the substrate. These surfactants can also affect the
double layer forces due to charge screening effects. Nonionic surfactants affect the dispersion
stability mainly by altering the van der Waals interaction and the hydrophobic forces, which in turn
depend on the nature and orientation of the adsorbed surfactant layer. The adsorption of nonionic
surfactants can be greatly enhanced by the presence of ionic surfactants, and vice versa. Experiments
have shown that nonionic and ionic surfactants when used in mixtures can be forced to adsorb on
substrates on which they do not show much adsorption by themselves. The synergistic effect of
these mixtures on adsorption is hypothesized to be due to the reduction in charge repulsion causing
better packing of the ionic surfactants, whereas for nonionic surfactants the increase in adsorption
is due to their solubilization in the hydrophobic microdomains formed by the ionic surfactants.

FIGURE 7.36 Flocculation and zeta potential of alumina particles as a function of polymer concentration.
(From Das, K.K. and Somasundaran, P., Colloids Surf. A, 182, 25, 2001. With permission.)
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FIGURE 7.37 Turbidity of alumina suspension as a function of polymer concentration with and without
surfactant (SDS, 1.25 × 10–3 mol/dm3). (From Fan, A. et al., Colloids Surf. A, 146, 397, 1999. With permission.)

FIGURE 7.38 Adsorption of DAPRAL on alumina and its effect on stability and zeta potential. PH = 8;
S/L = 2.5%; ▫, adsorption; �, zeta potential; �, settling rate. (From Somasundaran, P. and Yu, X., Adv. Colloid
Interface Sci., 53, 33, 1994. With permission.)
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These mixed systems give rise to interesting adsorbed layer structures that can be manipulated for
desired dispersion properties.

In organic media, adsorption of surfactants depends on the relative acid–base characteristics
of the solute, solvent, and substrate. Adsorption of ionic surfactants on oxide surfaces proceeds to
a monolayer, and there is no evidence of lateral interaction between the adsorbed molecules. Such
uniform adsorption imparts stability to the dispersion mainly by reducing the van der Waals
attractive forces. However, on hydrophobic surfaces, interactions are possible among the polar
groups of the adsorbed molecules leading to the formation of reverse solloids and a concomitant
increase in adsorption density somewhat resembling solloid formation in aqueous media. This leads
to a decrease in dispersion stability. The presence of water markedly affects the suspension stability
in nonaqueous media. When present in trace amounts, it induces ionization in the adsorbed layer
and imparts electrostatic stability to the dispersion, whereas at high concentrations it promotes
capillary condensation between the particles leading to flocculation.

Adsorption of polymeric dispersants and flocculants in aqueous media is controlled by the
polymer charge, molecular weight, solvent, solution conditions (pH, ionic strength), and porosity
of the substrate. However, the adsorbed polymer layer structure is very different from that of the
surfactants. A polymer can have various configurations at the interface and the adsorbed layer can
be thought of as a fuzzy polymer layer with trains, loops, and tails. Polymer adsorption affects
dispersion stability by altering the electrostatic forces (in the case of polyelectrolytes) and mainly
the steric forces, which are in this case significant as the adsorbed layer thickness is large for
polymers. Flocculation by polymers is mainly by charge neutralization and bridging, which depends
on the relative size of the polymer chain and the particle and more importantly on the conformational
state of the adsorbed polymer. Also, it is clear that reorientation of the polymer molecules at the
interface can take place in response to changes in the environmental conditions such as pH and
this can produce drastic alternations. Interactions between different polymers can also influence

FIGURE 7.39 Effect of DAPRAL on stability and hydrophobicity of alumina in toluene. �, emission wave-
length; �, settling rate. (From Somasundaran, P. and Yu, X., Adv. Colloid Interface Sci., 53, 33, 1994. With
permission.)
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dispersion behavior. Thus, the use of two polymers in sequence is very effective as it can control
the kinetics of aggregation and the floc structure. It has been clearly established that dispersion
stability can be manipulated through control of polymer structure and its conformation at the
solid–liquid interface.
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8.1 INTRODUCTION

Sol–gel processing of ceramic oxides is understood in a number of ways by different scientific
communities. For inorganic chemists, sol–gel synthesis is merely a synthesis route of particles
whose structure is of key interest. Minor attention is paid to the intermediates leading to the
formation of the particles. On the other hand, for analytical chemists the interest is directed to the
complexes formed during the hydrolysis and condensation of mostly metal cations in aqueous
solutions. For colloid chemists, who define the sol as a suspension of particles of colloidal dimen-
sions (1 nm to 1 µm), the aim is to investigate the conditions for the stabilization (or aggregation)
of the sol. Recently, special attention has been paid to particles that have particular optical, electrical,
and chemical properties. These nanoparticles are special in that they possess a larger fraction of
atoms/molecules in the surface layer than in the bulk and fall within the 1 to 10 (–50) nm range.
Sol manufacture then simply means the processing of nanosized particles without reference to the
details of the synthesis route or the intermediates.

Gel formation is for most communities just as ill-defined. The most straightforward definition
is provided by colloid science. Gel formation is due to the sol instabilization by physicochemical
means producing a flocculated, loose network of particles extending macroscopically over the
system under investigation. This should be carefully distinguished from a strong (dense) coagulated
sediment. For particles with sizes lying beyond the colloidal range, the corresponding, generally
used expression is aggregated loose particle ensemble and agglomerated dense (often rounded)
particle cluster. The distinction is important, as quite different physicochemical conditions deter-
mine the state of these systems.

To describe the sol–gel manufacturing of ceramic oxides in a heuristic way we need to
encompass the entire chain from the synthesis occurring in (most often aqueous) solutions of the
elements, over the kinetically determined formation of the intermediates, to the creation of the
particles. The precursor particle sols may then be processed further, forming the monoliths, gels,
fibers, or sheets. In this chapter all these steps (due to the limited space allocated) are discussed
and illustrated with only a few pertinent examples. The focus is on aqueous processes, but they
are related to templated systems and organic solutions. Special emphasis is placed on the possibility
of predicting the outcome of the synthesis through knowledge of the key parameters controlling
the synthesis and the pertinent reference data needed for such analysis. Moreover, the reference
scales used when producing the data available in the literature are correlated to some extent and
the dependency on the physicochemical conditions is also touched upon. As indicated in the chapter
title, the discussion is taken to a molecular level and limited to ionic and amorphous solids.
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8.2 CHEMICAL EQUILIBRIUM PROPERTIES — THE MACROSCOPIC SCALES

In this chapter the synthesis performed in aqueous solutions is considered, first, on a thermodynamic,
macroscopic scale and later on a microscopic level using atomic properties of the elements to
explain or to predict the processes occurring.

8.2.1 THERMODYNAMICS OF ELECTROLYTE–ION EQUILIBRIA

It is customary to select the letters representing the species under study with reference to the
properties focused on. Consequently, for an acid–base reaction A(cid) and B(ase) are useful, but
for a reaction between ionic species A(nion) and C(ation) may be more illustrative. If specific
attention is paid to the reaction with metal cations, then M(etal) is frequently used instead of
C(ation). For the simplest case, we may thus write

(8.1a)

(8.1b)

This notation is somewhat confusing, because the anion (A–) is a base (electron donor) in the Lewis
sense. However, as shown later the base anion was in most cases originally a cation (Az+), which
upon hydrolysis reacts to anion species (A–). We therefore maintain the notation indicated. More-
over, the equilibrium is reached for species consisting of a number of, e.g., anions and cations:

(8.2)

where ν denotes the stoichiometric constants and z the valency (charge number) of the ions. The
multiion expression chosen is important when considering reactions leading to particle formation
(see below). The equilibrium constant for the reaction (8.2) is written in the usual way as

(8.3)

As charge neutrality has to be obeyed, the partial reactions

(8.4a)

(8.4b)

have to fulfill the charge conservation condition (z(–)νA) = z(+)νM . If expressed with the
concentration (molarity) scale the basic thermodynamic properties of the salt are

(8.5)

where ν = νA + νM and a is the activity of the species.1 The mean activity can be expressed in terms
of the (mean) activity coefficient and concentration as

A B AB+ ↔

A M AM− ++ ↔

ν ν ν νA M A MA M A Mz z− ++ ↔

K a a aeq A MA M A AM M A
A

M
M

ν ν ν ν
ν ν( ) =

ν ν νA A
o

AA Az z e− −↔ + −( )( )

ν ν νM M M
oM Mz z e+ −+ +( )( ) ↔

a a a aA AM M A
A

M
M

ν ν
ν ν ν= =±
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(8.6)

Thus,1

(8.7a)

(8.7b)

since ci = νic. We can thus write for the activity of the salt

(8.8)

where Q = (νA
νAνM

νM)1/ν is given as tabulated values in Table 8.1.

Note the smaller diagonal (and some other symmetric salt) Q values due to the different number
of ions in the salt necessary to satisfy the charge conservation requirement. If we choose Σiνi = Σizi

for the symmetric salts, the diagonal values would be 1.0000, 2.0000, 3.0000, 4.0000, 5.0000, and
6.0000, respectively.

Equation 8.2 obviously defines the general thermodynamic condition for the crystallization of
solids. The equilibrium constant provides the key to calculate the standard molar Gibbs free energy
for the process:

(8.9)

where R is the gas constant and T the absolue temperature.
From the temperature dependency, the entropy may be evaluated and the enthalpy may finally

be calculated using the Gibbs–Helmholtz equation.
It should be noted, however, that the equilibrium between the ion species and the salt is usually

thermodynamically referred to dilute solutions, i.e., sufficiently dilute that the ions do not experience
other ions. Therefore, it is customary to replace the activity by the concentration. At higher
concentrations the approximation a ≈ c is not acceptable and the change in activity should be
corrected for via the activity coefficient. The tabulated equilibrium constants are, however, almost
always based on concentrations and not on activities. Then, the contribution of all ions to the
interaction has to be accounted for which is done by introducing the ionic strength:

TABLE 8.1
The Q (= (ννννA

ννννAννννM
ννννM)1/νννν ) Factor  

for Various Types of Salts

z+

z– 1+ 2+ 3+ 4+ 5+ 6+

1– 1.0000 1.5874 2.2795 3.0314 3.8236 4.6450
2– 1.5874 1.0000 2.5509 1.5874 3.8483 2.2795
3– 2.2795 2.5508 1.0000 3.5360 4.1284 1.5874
4– 3.0314 1.5874 3.5360 1.0000 4.5279 2.5509
5– 3.8236 3.8483 4.1284 4.5279 1.0000 5.5228
6– 4.6450 2.2795 1.5874 2.5509 5.5228 1.0000

a y c y c y c± ± ±= = ( )( )ν ν ν ν ν ν ν
A

A
A
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(8.10)

for which the charge conservation condition (z(–)νA) = z(+)νM must apply. The ionic strength
can be rationalized by a constant k = ½ Σiνizi

2 for all types of salts. In Table 8.2 the k is given as
the coordinate of the multivalent anion and cation.

For example, the ionic strength of a fully dissociated A2M3 salt, which at a concentration c
dissociates into 2A3– and 3M2+ ions is 15c. Note the much lower diagonal (and some other symmetric
salt) k values, which are due to the different number of ions in the salt necessary to satisfy the
charge conservation requirement. If we choose Σiνi = Σizi for the symmetric salts, the diagonal
values would be 1, 8, 27, 64, 125, and 216, respectively. Schematically, the contribution of the
ionic strength is presented in Figure 8.1.3

TABLE 8.2
The Ionic Strength Defined as I = kc (where 
the k = ½ΣΣΣΣiννννizi

2 is read as the intersection 
value of the valency of the anion (Az–) and 
cation (Mz+), respectively)

z+

z– 1+ 2+ 3+ 4+ 5+ 6+

1– 1 3 6 10 15 21
2– 3 4 15 12 35 24
3– 6 15 9 42 60 27
4– 10 12 42 16 90 60
5– 15 35 60 90 25 165
6– 21 24 27 60 165 36

FIGURE 8.1 The relationship between the activity coefficient (–log yi) and the ionic strength for aqueous
solutions of mono-, di-, and trivalent ions. (From Ringbom, A., Complexation in Analytical Chemistry, Wiley
Interscience, New York, 1963, 24. With permission.)
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It is obvious that the activity coefficients give a strong contribution at 0 < I < 0.1. For the most
dilute region, the activity constant can be corrected with, e.g., the Debye–Hückel limiting law,
which for aqueous solutions at 25°C states:4,5

(8.11)

where the absolute value of z(–)z(+) is for symmetric electrolytes and single ions expressed as
z2. For 1:1 electrolytes z(–)z(+) . The approximate expression is accurate to 0.01 mol/dm3,
but the extended form has been used approximatively to 0.1 mol/dm3. For ionic strengths of 0.001,
0.01, and 0.1 the bracket becomes 0.03, 0.09, and 0.24, respectively. However, when z(–)z(+)≥ 4,
large deviations may be found already at 0.01 mol/dm3. Other extended variants of the
Debye–Hückel limiting law apply for wider concentration ranges.2 In dilute solutions both the
concentrations and the ionic strength may favorably be expressed in terms of pc and pI (p = –log),
respectively, in accordance with the acidity (pH).

The single ion activity coefficient in Figure 8.1 for each ion participating in the equilibrium
may be used to correct graphically each concentration (Equation 8.10) to its activity. The change
in yi expressed with concentrations is dramatically reduced at higher ionic strengths. It is only for
ions with high charges (valencies) where a considerable change can be found. In particular, the
constancy of the proton should be noted, which indicates that only a minor error is introduced if
the concentration instead of the activity of the proton is used to define the pH. For the tabulation
of chemical equilibrium data the ionic strength at which Keq has been determined should clearly
be specified.

The definition of the limit for dilute solutions is obviously important for the proper use of
available chemical data. Moreover, as this property is also of particular importance for the sol–gel
process discussed later it deserves further analysis. In the Debye–Hückel ionic-cloud model, the
influence of dissolved ions on a particular central ion is evaluated by comparing the mean distance
between ions to the dimension of the ion cloud surrounding it. The latter is evaluated by the so-
called Debye (or Debye–Hückel reciprocal) length (1/κ), which may be approximatively written
for aqueous solutions at 25°C as6

(8.12)

where F is the Faraday constant, εr the relative dielectric constant, εo the permittivity of vacuum,
R the gas constant, and T the absolute temperature. The k parameter in parenthesis is for aqueous
solutions at 298 K and is given in Table 8.2. As discussed later the Debye length is in the nanometer
range for most electrolyte solutions more dilute than 0.1 mol/dm3. The Debye lengths for a range
of salts are given in Tables 8.3 and 8.4.

The numerical values in Table 8.3 hold for all odd decade concentrations (e.g., c = 10–1, 10–3,
10–5, etc. mol/dm3). However, for c = 10–1 ( = 0.1) mol/dm3 the given Debye length has to be divided
by 10 and for c = 10–5 mol/dm3 the Debye length has to be multiplied by 10, etc.

Accordingly, the numerical values of Table 8.4 hold for all even decade concentrations (e.g.,
c = 1, 10–2, 10–4, etc. mol/dm3). However, for c = 1.0 mol/dm3 the given Debye length has to be
divided by 10 and for c = 10–4 mol/dm3 the Debye length has to be multiplied by 10, etc.

If 1/κ is larger than the mean distance between ions ( = (½NAc)1/3, 1:1 electrolyte the long-range
Coulombic interactions dominate the interaction and the Debye–Hückel ion cloud is said to be fine
grained.7 If 1/κ is smaller than the mean distance between ions the ion cloud is said to be coarse
grained while the nearest ion is not within the Debye–Hückel cloud. Then non-Coulombic inter-
actions of a neighboring ion to the central ion contribute to the overall interaction.7 It is found that

− = −( ) +( ) +( )[ ] ≈ −( ) +( )±log . .y z z I I z z I0 51 1 0 51

I c≈

1 2 9 6223 102
1 2

9 1 2κ ε ε= ( )( )[ ] ≈ ∗ ( )−
r RT F I kco .
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0.001 mol/dm3 may be taken as the limit above which the simple ion interaction for 1:1 electrolytes
ceases to apply.

8.2.2 PRECIPITATION–DISSOLUTION EQUILIBRIA

The precipitation of solids is for the sake of thermodynamic clarity tabulated as solubility product
constants in the literature. The relevant equilibrium is the reverse of the process (Equation 8.2),
i.e., the dissolution of a solid to an equilibrated saturated solution:

(8.13)

where (s) denotes the solid phase and (aq) the saturated aqueous phase. As the solid phase is taken
as the standard state (aAνAMνM = 1), we may write

TABLE 8.3
The Approximative Debye Length for 0.001 
mol/dm3 Electrolyte Solutions in nm Defined
in Equation 8.12 (read as the intersection 
value of the valency of the anion, Az–, and 
cation, Mz+, respectively)

z+

z– 1+ 2+ 3+ 4+ 5+ 6+

1– 9.622 5.556 3.928 3.043 2.484 2.100
2– 5.556 4.811 2.484 2.778 1.626 1.964
3– 3.928 2.484 3.207 1.485 1.242 1.852
4– 3.043 2.778 1.485 2.406 1.014 1.242
5– 2.484 1.626 1.242 1.014 1.924 0.749
6– 2.100 1.964 1.852 1.242 0.749 1.604

TABLE 8.4
The Approximative Debye Length for 0.01 
mol/dm3 Electrolyte Solutions in nm Defined
in Equation 8.12 (read as the intersection 
value of the valency of the anion, Az–, and 
cation, Mz+, respectively)

z+

z– 1+ 2+ 3+ 4+ 5+ 6+

1– 3.043 1.757 1.242 0.962 0.786 0.664
2– 1.757 1.521 0.786 0.879 0.514 0.621
3– 1.242 0.786 1.014 0.470 0.393 0.586
4– 0.962 0.879 0.470 0.761 0.321 0.393
5– 0.786 0.514 0.393 0.321 0.609 0.237
6– 0.664 0.621 0.586 0.393 0.237 0.507

A M s A aq M aqA M A Mν ν ν ν( )↔ ( ) + ( )− +z z
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(8.14)

It is furthermore postulated that the saturated solution in equilibrium with the sparingly soluble
solid is sufficiently dilute to be considered ideal, and we may thus set the activity coefficients
yA = yM ≈ 1, giving

(8.15)

where Q was given in Table 8.1. To clearly distinguish from the other equilibria present in the
aqueous solutions it is useful to denote the negative logarithm of the solubility product constant
pS to conform with the pH concept. The standard state chosen for the solubility product is in accord
with the other solvent scales that refer to dilute solutions.

The solubility product constant may be determined by direct measurements or calculated from
the standard Gibbs free energies of formation  of the species involved at their standard states.
For the reaction scheme (Equation 8.13) the Gibbs free energy change is:8

(8.16)

The solubility product constant is then calculated in accordance with Equation 8.9 as

(8.17)

The simple notation used above is based on sparingly soluble salts in solution. The straight-
forward presentation may be obscured if the ions are solvated, which is discussed below. In
Figure 8.2 the solubility of a range of salts is plotted as a function of pH.9

The partial reactions (Equation 8.4) may also be used to account for the reduction–oxidation
(red-ox) processes frequently occurring in the solutions. Assuming a greater power for M to reduce
A, we may write for the transfer of n electrons the general red-ox reaction:

(8.18a)

where the charge neutrality νM(z + n)(+) = νA(z + n)(–) must prevail. However, the red-ox
reactions must be related to the reduction of the substances to their neutral elements (Scheme 8.4b).
If we assume that the cation is oxidized from pure metal (n = z(+)),

(8.18b)

We may write the partial reactions as oxidation and reduction reactions, respectively:

(8.19a)

(8.19b)

The greater the Kred(M), the greater is the power of  to reduce Aox in Scheme 8.18. For the
overall reaction the equilibrium constant is
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(8.20)

provided that νmn = νAn.
The standard molar Gibbs free energy for the red-ox process is defined in the traditional way as

(8.21)

The standard electrode potentials (electromotoric forces, EMK, Ered
θ  for different reduction

reactions are tabulated in most textbooks on physical chemistry.2,5

(8.22)

The potential is given as the difference between the potential of the element and that of the
solution. A positive E value indicates that the reduction reaction is spontaneous. Noble metals have
positive E values, whereas the opposite is true for (non-noble) metals, such as Na and K, which
have negative E values. In the latter case the Gibbs free energy becomes negative and the reaction
proceeds spontaneously. The relationships between  and ∆E(ν)

θ  are given by the equality

(8.23a)

(8.23b)

FIGURE 8.2 The solubility of metal oxides and hydroxides (–log SM) as a function of pH at or near 25°C in
1.0 mol/dm3 aqueous solutions assuming noble gas ions. The pS ranges from 12 to 0 and pH from 0 to 14.
The solid curve represents initial equilibria and the dashed curve represents aged solution equilibria. (From
Rich, R.L., J. Chem. Ed., 62, 44, 1985. With permission of the American Chemical Society.)
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at 25°C when the potential is given in volts. The mean activity coefficient of the dissolved salt may
thus be related to the electrochemical potential with reference to the pure element.

Written in logaritmic form, Scheme 8.19a (when νM = 1) gives

(8.24)

Moreover, it is defined that (1/n)[–log Kred(M)] = peo and therefore we obtain

(8.25)

This scale provides a reversed measure of the reducing power of the solutions in the same way as
pH is the reversed scale of acidity. The smaller the pe, the more strongly reducing the solution.
We thus obtain

(8.26)

at 25°C when E is given in volts.
The pe expression is thus chosen to conform with the pH principles. However, the relationship

between the red-ox state of the hydrated elements and the pH is usually given as E–pH relationships.
In the Pourbaix diagrams10 presented in Figure 8.3 it is assumed that (aM,ox/aM,red) = 1.

8.2.3 ANION SOLVATION EQUILIBRIA

Anion solvation leads to reactions with the solvent molecules producing a variety of anions possibly
with reversed charge. This influences the pH for the aqueous solution of the hydrolyzed ions (see
below). The pH concept is, however, traditionally only dealt with for the ions of the (IVB–)
VB–VIIB groups producing what is called acids, although it is well known that metal cations are
also acidic when dissolved in water. We may think of the acids as formed through the dissolution
and hydrolysis of the acidic (anionic) element:

(8.27a)

(8.27b)

where m is the coordination number of the anion. The Brønsted acidity is due to the release of
protons from the aquo complex formed:

(8.28a)

(8.28b)

where the ion species and their equilibrium constants are identified with their deprotonization
constants k and l. The involvement of water in the deprotonation is omitted for clarity. The partial
equilibrium constants for the deprotonation steps may then be combined to give the equilibrium
constant for the formation of the acid:

pe Mred M,red M,ox= − = ( ) − ( ) + ( )[ ]log log loga n K a ae 1
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FIGURE 8.3 The dependency of the metal ion speciation on the standard electrode potential (E) and pH (Pourbaix diagram). (From Campbell, J.A., Chemical Systems,
W.H. Freeman, San Fransisco, 1970, 1020–1021. With permission.)

Sc+
(a
+
q
+
)

Sc(OH)3(s)

TiO+
(a

+
q
+
)

TiO(OH)2(c)
Ti+

(a
+
q
+
)

Y+
(a
+
q
+
)

La+
(a
+
q
+
)

UO2
++

(aq)

U++
(a
3
q)

Cr+
(a
+
q
+
)

U+
(a
+
q
+
)
+

Co(c)

Rh(c)

Ir(c) Pt(c)

IrO2(c)

Mo(c)

W(c)

Re(c)

Re−
(aq)

Mn+
(a

+
q) Fe+

(a
+
q)

Co+
(a

+
q)

Pd+
(a
+
q)

Rh+
(a
+
q)

Cu+
(a
+
q)

Zn+
(a

+
q)

Cd+
(a
+
q)

Hg+
(a
+
q)

Hg2
+
(
+
aq)

V+
(a
3
q)

Mo+
(a
3
q)

Re+
(a
3
q)

VO2(c)

VO+
(a

+
q)

CrO2(c)
Cr(OH)3(c)

Fe(OH)3(c)

Fe(OH)2(c)
CrOH++

MnO−
4(aq)

MnO4
=

(aq)

ZnO2
=

(aq)

IrO4
=

(aq)

MnO2(c)

Mn2O3(c)

Mn3O4(c)

Co3O4(c)

CoO2(c) NIO2(c)
NI2O3(c)

Ni3O4(c)

Ni(OH)2(s)

Cu(OH)2(c)

Zn(OH)2(c)

Cd(OH)2(c)

HgO(red,c)

Cu2O(c)

CuO2
−−

(aq)

Co(OH)2(c)

Pd(OH)2(c)

Pt(OH)2(c)

PtO3(c)
PtO2(c)

PdO3(c)

Rh2O3(c)

RhO2(c)RuO4(c)

RuO4(aq)

ReO−
4(aq)

RuO4
−−

(aq)

Ru(OH)4(c)
Ru(OH)3(c)

Rh2O(c)

Rh+
(a
3
q) Pd(OH)4(c)

Co(OH)3(c)

Ni++

Ni(c)

Pd(c)

Cu(c) Zn(c)

Cd(c)

Ag2O3(c)

Ag2O(c)

AgO(c)

Ag(c)

Au(c) Hg(l)

Ag+
(aq)

Pd2H
(
(
c
?
)
)

MoO3(c)

MoO2(c)

Nb2O5(c)

NbO2(c)

NbO(c)

Ta(c)

ThO2(c)

MoO
4
−−
(aq)

TcO4(aq)
TcO2(c)

Zr+
(a

4
q)

ZrO2(c)
Y(OH)3(s)

La(OH)3(s)

HfO2(c) Ta2O5(c) W2O5(c)

WO3(c)
ReO3(c)

ReO2(c)

UO2(OH)2(c)

U(OH)4(c)

UO2
+

(aq)

OsO4(aq)

OsO2(c)

OsO4(aq)

Os(c)

OsO5(aq)

Re2O3(c)

HOsO−
5(aq)

WO2(c)

UH3(c)

WO4
− −

(aq)HfO
+
(a

+
q)

Th
+
(a

4
q)

ZrO+
(a

+
q)

Hf+
(a

4
q)

?

HAuO−
3

−
(aq)

Au(OH)
3(c)

H
M

oO
4(

aq
)

IIIb IVb Vb VIb VIIb VIII Ib

1.0

0

−1.0

−1.0

−1.0

1.0

1.0

0

0

1.0

0

−1.0

−1.0

−1.0

1.0

1.0

00

0

−1.0

1.0

0

−1.0

1.0

0

E/V

pH

0 7 14

0 7 14 0 7 14

0 7 140 7 140 7 140 7 140 7 140 7 140 7 14

IIb

Ti+
(a
+
q)

Ti(OH)3(c)
V+

(a
+
q)

V(c)

HV2O5
−
(aq)

V2O3(c)
VO(c)

VO+
2(aq)

V2O5(c)

H
3V

2O
7− (a

q)
H

2V
O

4− (a
q)

H
V

O
4− (− aq

)
V

O
− 43 (a

q)

Cr2O7
−−
(aq)

CrO4
=

(aq)

Fe+
(a
+
q
+
)

Fe(c)Mn(OH)2(c)
Cr(OH)2(c)

Cr+
(a
+
q)

Cr(c)

RhO4(aq)
− −HRuO5(aq)

−

−

=

Ru(c)Tc(c)

HTcO4

Nb(c)

©
 2003 by C

R
C

 Press L
L

C



(8.29)

where aAw denotes the activity of the aquo complex. These steps are not referred to in the textbooks
when introducing an acid. For example, we assume that A = P (phosphorus), m = 4, k = 3, and l = 1.
We then obtain phosphoric acid (reaction in one step):

(8.30a)

Obviously, the (cationic) phosphorus must be given an oxidation state of +5 (instead of E–) in
order for the phosphoric acid to be neutral:

(8.30b)

Thus, as discussed above, the acid element is originally a Lewis base (cation)! The neutral
phosphorus acid (P[O1(OH)3]o = H3PO4) may then stepwise release the protons as a function of the
pH to produce the anionic species expected:

(8.31a)

(8.31b)

(8.31c)

This procedure of expressing the acids as oxo-hydroxo complexes of water is in full agreement with
the corresponding reactions occurring with, e.g., the transition metal cations in aqueous solutions.
Table 8.5 provides the dissociation constants for acids expressed in this unconventional way.10

In the table the pKa for CO(OH)2 is corrected (from the value given in parenthesis) for the influence
of the partial pressure. Some of the pKa values are estimated. However, from the tabulation it is fully
clear that the deprotonation is very much predominated by the degree of oxolation of the core acid
(cat)ion. The oxidation state and the degree of hydroxylation has only a second-hand effect on the
protonation strength. It is well known that the first deprotonation can for inorganic acids be described as4

(8.32a)

where l = the number of oxo ligands in the acid (Scheme 8.28b). For the series Cl(OH), ClO(OH),
ClO2(OH), and ClO3(OH) we would then expect the pKa values to be 7, 2, –3, and –8, respectively.
They are not far from the values listed. For some acids it is important to know the real number of
oxygen atoms bound directly to the core atom to choose a correct l number. For example, phos-
phorous acid can vary with an increasing number of hydrogen atoms bound directly to P. The
protons do not change either the l number or the pKa value. The empirical formula for the second
and third dissociation step is4

(8.32b)
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where z = charge (valency). For the series PO(OH)3,  PO3(OH)2– the expected pKa value
is (l = 1, z = 0) 2, (l = 2, z = –1) 7, and (l = 3, z = –2) 12, respectively. Each deprotonation step
enhances the pKa by about 5 pH units. This trend holds also for the negative oxidation states
represented by the hydride acids in aqueous solutions. For di- or oligo-nuclear acids the correlation
is not so straightforward. It should also be noted that these pKa values must be corrected for the
ionic strength. For example, for a 0.1 mol/dm3 acetic acid solution, the pKa = 4.76 is expected to
change to 4.64. We will return to this analysis when discussing the atomic properties of the acids
and hydrolyzed metal cations.

8.2.4 CATION SOLVATION EQUILIBRIA

It is now time to relate the solubility of ion species with the acidity of the solution. In the same
way as for the anion (Equation 8.27) we may write for the cation

(8.33a)

(8.33b)

where n is the coordination number of the cation. The acidity is due to the release of protons from
the aquo complex formed:

(8.34a)

(8.34b)

TABLE 8.5
The First Dissociation Constant of Acids in Aqueous Solution at 25°C
(arranged according to the degree of oxolation)

z = 1 z = 3 z = 5 z = 7
Cl(OH) 7.4 ClO(OH) 2.0 ClO2(OH) –1 ClO3(OH) –7
Br(OH) 8.6 IO(OH) 1.6 IO2(OH) 0.8 IO3(OH) 1.6
I(OH) 10.2

z = 3 z = 4 z = 6
As(OH)3 9.4 SO(OH)2 1.9 SO2(OH)2 <0
Sb(OH)3 11.0 SeO(OH)2 2.5 SeO2(OH)2 <0

TeO(OH)2 2.2 TeO2(OH)2 <0
z = 4
Si(OH)4 9.9 z = 3 z = 5
Ge(OH)4 8.6 NO(OH) 3.3 NO2(OH) –1.4

z = 3 z = 5
B(OH)3 9.3 PO(OH)3 2.1

AsO(OH)3 2.3

z = 4
CO(OH)2 3.9 (6.4)
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where the involvement of water in the deprotonation is omitted for clarity. Although the hydrolyzed
species are presented for consistency as cations, it is obvious that when the deprotonation proceeds
anionic species may also form. As will be shown later this holds true especially for the oxolated
species. The partial equilibrium constants for the deprotonation steps may then be combined to
give the equilibrium constant for the formation of the acid:

(8.35)

where the ion species and their equilibrium constants are identified with their deprotonation
constants p and q.

We may as an example take the hydrolysis reactions of aluminum as total reactions from
 (Gibbsite) at an ionic strength of 0.011. The solubility of Gibbsite has been found to be

determined by the following equilibria:11,12

(8.36a)

(8.36b)

(8.36c)

(8.36d)

The other mononuclear and oligomeric ion species as well as the contribution from the 
complex can be neglected. The total aluminum content in solution may thus be calculated from
the concentration of the ion species indicated:

(8.37)

Inserting the equilibrium constants, we obtain the pH dependency of the solubility when the
ionic strength is 0.011 as:11,12

(8.38)

The fit was found to be accurate within 3% despite that a large number of other species
contribute a minor amount to the equilibrium. The equilibria may be used to describe the depro-
tonation steps of the hydrated aluminum ion. However, to be correct a coordination number of 4
or 6 should be chosen for the Al3+ ions. Despite that the sixfold coordination seems to be more
realistic for aqueous solutions whereas four is typical for structural aluminum (in solids), we assume
for clarity a coordination number of four. Then, we obtain the following reactions for the hydrated
aluminum ion:
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(8.39a)

(8.39b)

(8.39c)

(8.39d)

(8.39e)

where the equilibrium constants are identified by the protonation step in question. The pKa value
reported for the six coordinated aquo ion  is 5.0, which agrees closely with the
equilibrium constant (pKa = 5.2, Equation 8.39b) for the four-coordinated ion assumed here. Mul-
tiplying the concentration of the ion species with their activity coefficients we may calculate the
solubility product (Equation 8.17) and the standard Gibbs free energy (Equation 8.16). Combined
with the Gibbs free energy of formation of the Al3+ ion (–489.40 kJ/mol) and water (236.77 kJ/mol)
we may calculate the standard Gibbs free energy for  and the ion species (Equations 8.14
and 8.15; Table 8.6).11,12

The values reported by different authors vary to some degree as a result of the experimental
conditions (concentration, ionic strength, temperature, etc.) and the sensitivity of the detection
methods used. For a 1 mol/kg ion concentration, the species listed in Figure 8.4 were found to
contribute to the solubility equilibrium.13 It is obvious that the ionic strength influences the solubility
to a great extent, as shown by the species distribution of aluminum in Figure 8.5.13 The pH
dependency of the solubility clearly varies also for elements in the same group (Figure 8.6).14

For silica the corresponding equilibrium is much simpler, as the solubility remains at a constant
level under acidic conditions. However, the solubility is much larger than for the metal oxides (see
Figure 8.2). The solubility is illustrated in Figure 8.7.15

The solubility in the acidic–neutral range may be described by the Cherkinskii equation:15

(8.40)

TABLE 8.6
The Experimental Activity Products and the 
Corresponding Standard Gibbs Free Energy 
of Formation of Al(OH)3

o and the Hydroxoions 
of Aluminum

Activity 
Products 1.3 ∗∗∗∗ 108 1.3 ∗∗∗∗ 103 9.5 ∗∗∗∗ 10–3 8.9 ∗∗∗∗ 10–15
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o/kJ/mol –1154.8 –698.3 –905.8 –1311.7
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The reason for the enhanced solubility of metal cations (e.g., Al3+) at low pH is their weaker M–O
bond, which sensitizes it for acidic attack. In alkaline solutions the silica structure is disintegrated due
to the formation of different soluble anionic silica species. In Figure 8.8 the strength of the M–O
bond is plotted as a function of the ion potential (ψ = z/r).16 Note the exceptional bond strength of
Si–O and Al–O, which are the most abundant elements.

The solubility of the cations is closely related to their hydration enthalpies. It has been found
that it is possible to correlate the hydration enthalpies of cations with the inverse of their “effective
hydration radii” (reff in nm). Thus, by adding 0.085 nm (≈ radius of the oxygen atom in water) to
the Pauling crystal radius, the following expression17 is obtained:

(8.41)

For anions, a linear plot is obtained by adding 0.01 nm to the Pauling crystal radius.
The ionic hydration energies (enthalpies and Gibbs free energies) of metals are consequently

roughly a linear function of the square of the oxidation state divided by the effective ion radius
(z2/reff, Figure 8.9).17 It may be added that ∆Hhyd and ∆Ghyd, respectively, of the individual alkali
halide ion pairs form two linear branches with a maximum at CsI (KBr).

FIGURE 8.4 The relative concentration of different aluminum (III) hydroxide species as a function of pH at
25°C in 1.0 mol/dm3 aqueous solutions. The bold line represents the solubility limit. (From Baes, C.F. and
Mesmer, R.E., The Hydrolysis of Cations, John Wiley & Sons, New York, 1976. With permission.)

FIGURE 8.5 The relative concentration of different aluminum (III) hydroxide species as a function of pH at
25°C in 10–1 (a) and 10–5 (b) mol/dm3 aqueous solutions. (From Baes, C.F. and Mesmer, R.E., The Hydrolysis
of Cations, John Wiley & Sons, New York, 1976. With permission.)
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8.2.5 COMPLEXATION REACTIONS — CONDITIONAL CONSTANTS

So far, only the reactions with the solvent assumed to be water have been considered. However, in
practical situations other components are usually simultaneously present in the solutions, including
impurities, reaction products, and cosolvents. We thus need a simple method to present the equi-
librium of interest. One approach to resolve this problem is the use of conditional constants
originally introduced by Schwarzenbach as apparent constants and developed further by Ringbom
and Kolthoff.3 For a simple reaction between an L(igand) and a M(etal) ion, the ML complex is
formed:

(8.42)

where the equilibrium constant KML is also denoted the stability constant for the complex. However,
if all the other side reactions M and L participates in are accounted for, we can express the
conditional stability constant as

(8.43)

FIGURE 8.6 The relative concentration of different zirconium, aluminum, magnesium, and yttrium hydroxide
species as a function of pH at 25°C in 1.0 mol/dm3 aqueous solutions. (From Bergström, L., in Surface and
Colloid Chemistry in Advanced Ceramics Processing, R.J. Pugh and L. Bergström, Eds., Marcel Dekker, New
York, 1994, 100–101. With permission.)
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where, e.g.,  denotes the sum of all concentrations of the different M-containing species present
which have not reacted with L. The reverse holds obviously for . Frequently, it is specially
indicated whether both the M and L or only one of their side reactions is considered by placing

FIGURE 8.7 The solubility of amorphous silica as a function of pH: Ο 12°C, ● 19°C, ∆ 20°C and ▫ 30°C.
(From Iler, R.K., The Chemistry of Silica, John Wiley & Sons, New York, 1979, 42. With permission.)

FIGURE 8.8 The strength of the metal–oxygen bond related to the metal cation ion potential (charge/radius).
The average values refer to the gas–solid transition at 18°C. (From Terry, B., Hydrometallurgy, 10, 135, 1983.
With permission of Elsevier Science.)
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the prime on those reactants, e.g., KM′L′. Of course, the conditional constants will be dependent on
the physicochemical reaction conditions. The conditional constant may be related to the stability
constant with the so-called α coefficients:3

(8.44)

The α coefficients may thus be considered a measure of the degree of side reactions. If no side
reactions occur, α = 1. Obviously, the α coefficients must be functions of the equilibrium constants,
e.g.,

(8.45a)

(8.45b)

FIGURE 8.9 The ion hydration energy plotted as a function of the square of the valency divided by the
effective radius of the cation. (From Phillips, C.S.G. and Williams, R.J.P., Inorganic Chemistry, Oxford
University Press, New York, 1965, 162. With permission.)
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Clearly, e.g., the αM(A) corrects the stability constant for side reactions between M and A. The
terms on the right-hand side thus represent the concentrations of the disturbing complexes expressed
terms of cM and cL, respectively. The stability constants and the α coefficients have been tabulated
for a wide range of complexes.

It should be noted that the conditional constants may also be used for neutralization reactions,
red-ox reactions, and precipitation reactions. This treatment provides a rational approach to the
interference of specifically interacting (multivalent) ions and ligands on the purely ionic interaction
and complexation reactions (e.g., hydrolysis) of interest. It is, however, clear from Equation 8.45
that the disturbing action of ligands and competing metal cations is reduced upon dilution.

8.2.6 ION ASSOCIATION AND HYDRATION

It is of general interest to find ways to determine and to interpret the mean activity coefficient of
electrolyte solutions. The reason is that this coefficient should indicate the degree of deviation from
ideality. When considering the synthesis of particles from solution the deviation is most probably
due to clustering of the ions prior to precipitation. Recently, pure empirical fitting of the mean
activity coefficient to the degree of association (β) has provided interesting results. It was found
that most electrolytes for which data are available for concentrations extending to very concentrated
solutions are represented by two regions. For dilute solutions, the data may be represented by the
degree of dissociation (= 1 – β):18

(8.46)

where s is a regression constant. It may be claimed that since the specific conductivity is related to the
transport properties of the ions, the degree of ionization may favorably be expressed by the ratio of
the molar conductivity to the limiting molar conductivity at infinite dilution: β = [(Λ∞ – Λ)/Λ∞]. An
association that reduces the activity is then expected to sensitively influence the molar conductivity.
For dilute solutions we may write (Equation 8.46)

(8.47)

For concentrated solutions (cell > 1 mol/dm3) the data follow the empirical relationship:18

(8.48a)

where t and u are regression constants. Equation 8.48a may be rewritten by substituting u = t ln v,
where v is a (regression) constant:18

(8.48b)

Equations 8.46 and 8.48a are not functions of concentration or ionic strength. These equations
provide linear fits at least up to 10 mol/dm3. However, in the intermediate range (0.1 to 1.0 mol/dm3)
there is a curved section interlinking the two linear branches (Figure 8.10).18

In particular, the analytical concentration seems alone to be a parameter quite unsuitable for
this purpose. Moreover, the relationship of the mean activity coefficient to the degree of association
is exponential. Although a premature conclusion, it may be supposed that fractal aggregation (to
particles) may be related to the mean activity coefficient.

ln lny s± = −( )1 β

ln ln ln lna Qcy Qc s± ±
∞ ∞= ( ) = ( ) + −( )[ ]Λ Λ Λ

ln lny t u± = − −( ) −1 β

ln ln ln lny t t v t v± = − − = − −( )[ ]α β1
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It should be noted, however, that β, as it is due to the association of a multiion salt
(Equation 8.13), is a complex function of the mean activity coefficient and the concentration of the
ionic species. Consider a salt that dissociates according to Scheme 8.13. Because of hydrolysis and
condensation, or some other causes, a number of the ions associate to an aggregate with some
ligands. Assuming f > g,

FIGURE 8.10 The mean activity coefficient (–ln y±) plotted as a function of the degree of dissociation ln(1
– β), β = degree of association, for a range of 1:1 salts. (Courtesy of T. Hurme.)
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(8.49)

where g ≠ νM and f ≠ νA relative to Scheme 8.13, but L could equal A. If a fraction β of the cations
form the aggregate, we find the following equilibrium concentrations:1

(8.50a)

(8.50b)

(8.50c)

Note that the idea of complete vs. partial dissociation is adopted here.
These give the relationship between the mean activity coefficient of the salt (y±,AM) and the

aggregate (y±,gf):

(8.51a)

The complex function becomes considerably simpler if the aggregate is electrically neutral, i.e.,
fνM = gνA. Under such conditions,

(8.51b)

An even simpler case occurs when g = νM and f = νA, i.e., the aggregate is identical with the
salt. Then, these relationships may be used to correct the mean activity coefficient for the incomplete
dissociation.

The momentary association of simple ions is a well-known phenomenon that has been treated
in a number of ways. For example, the ion association constant of Bjerrum has received much
experimental support. However, the association of simple electrolytes is considered to be short-
lived and has been included in the Debye–Hückel electrostatic theory as correction constants to
the concentration. On the contrary, the hydration of the ions may be long-lived. This may be
accounted for by considering additionally the ionic interaction:7

1. The work done when the number of water molecules is reduced because they are captured
in the hydration spheres of the ions.

2. The work done when the ions are covered with the water sheet.

With these corrections, the Debye–Hückel relation takes the form:7

(8.52)

where n is the amount of 1:1 electrolyte hydrated by nh water molecules in nw of water, A ( = 0.51,
25°C) and B ( = 0.3291 * 108, 25°C) are the Debye–Hückel constants, and a is the radius of the
salts taken as the sum of the ion radii. As seen, the Coulombic interaction is corrected for the
change in water activity and the change of ion concentration. Upon the concentration increase the
aw < 1 and in general nh > n (more than one hydration water per ion), the correction terms may
equal and subsequently reverse the concentration dependence given by the Coulombic interaction.

g fz z
g f
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All the quantities a, nh, and aw have to be known to test this equation against experimental data.
Assuming that aw is known from independent measurements, a and nh have been evaluated from
a fit to the experimental data (Figure 8.11).7

As seen, the fit is quite good and is found to produce a and nh values that are in reasonable
accord with experimental values up to 5 mol/kg. For the simple 1:1 salt indicated, the hydration
may be split in hydration numbers of the ions. The model has, however, the drawback that the 
model is fundamentally restricted to concentrations lower than 1 mol/kg.

The difference between the simple and the complex salts lies in the capability of the ions to
deprotonate the water molecules associated with them. For simple ions this is not probable. The
hydrolyzed and deprotonated metal cations form multinuclear complexes through oxolation–olation
reactions discussed below. These reactions are dependent, not only on the pH, but also on the total
metal concentration. By using the conditional constant approach this is illustrated as the dependency
of log α(Fe(OH)) plotted as a function of the pH for a range of concentrations of Fe3+ ions in
Figure 8.12.3

The curves are plotted for simplicity using the following equation:

(8.53a)

FIGURE 8.11 The mean activity coefficient of NaCl calculated from Equation 8.52: a = 0.397, nh = 3.5,
plotted through the experimental points as a function of the sqaure root of the molality. (From Bockris, J.O.M.
and Reddy, A.K., Modern Electrochemistry, Vol. 1, Plenum Press, New York, 1974. With permission.)
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Inserting the equilibrium constants, we obtain

(8.53b)

It is obvious that only the last term representing a binuclear complex is dependent on the Fe
concentration, and this term gives a contribution only if [Fe] > 10–3.7 representing the mononuclear
wall in Figure 8.12. Obviously, condensation-mediated complexes may form only at concentrations
exceeding the mononuclear wall. These kinds of calculations thus provide an easy way to evaluate
the presence of multinuclear species in solutions. It should, however, be noted that the formation
of multinuclear complexes is slow. Thus, to reach equilibrium the reactions should be performed
at elevated temperatures (see, however, the discussion of phase equilibria below).

8.2.7 SUMMARY

To conclude, the interrelated parameters shown in Figure 8.13 influence the dissolution (pS,
Equation 8.13) or, in reverse, the precipitation of salts (Equation 8.2) where M(etal) and A(nion)
is considered as reacting specifically. The nonspecific ions, on the other hand, are thought to be
contributing only to the Coulombic interaction given by the I(onic strength) and the Debye length
(1/κ).

The proton activity is defined as Brønsted acidity and the acidity scale is related to the
deprotonation of an acid to an anion. The pH scale is normalized through the convention that the
dissociation constant for the hydronium ion (KHW) is set equal to unity where KW = 1.0 * 10–14 at
25°C. The pH of a solution is usually measured by determining the potential of a cell in which a

FIGURE 8.12 The degree of side reactions (log α) for Fe(OH)i plotted against the pH for various values of
cFe. (From Ringbom, A., Complexation in Analytical Chemistry, Wiley Interscience, New York, 1963, 47. With
permission.)
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hydrogen electrode is one component. In practice, pH is measured with a glass electrode that has
a potential proportional to pH. As mentioned, however, the pH should be corrected for an enhanced
ionic strength,3-5 e.g., by employing Equation 8.11.

The normal pH concept introduced above is restricted to dilute solutions. The pH scale may
also be expanded by accounting for the changes in the activity coefficients of the acid and the
conjugated base. The Hammett acidity function for solutions is related, e.g., to Equations 8.30 and
8.31 for the first deprotonation step in the following way:19,20

(8.54a)

The Hammett acidity function is thus related to the pH as

(8.54b)

The Hammett basicity function is defined in the same way as

(8.55)

The specificity of the ions has so far been discussed from the chemical equilibria point of view.
It can, however, be predicted to some extent from atomic properties, which will be presented in
the next section.

8.3 ATOMIC EQUILIBRIUM PROPERTIES  — THE MICROSCOPIC SCALES

In the previous section it was shown that the properties of metal ions may be related to the ratio
of their charge over the ion radius. However, depending on the property to be correlated, the ϕ = z2/r
(hydration potential), ψion = z/r (ionic potential), or σion = z/r2 (ion charge density) may be used to
linearize the relationship. It seems thus possible to use easily available properties for the prediction
of the behavior of the metal ions. As shown, the valency provides less predictivity for the elements
forming acids, but rather the degree of oxolation. In this chapter we present the very promising
partial charge model (PCM) developed by Livage and Henry for the prediction of the oxo-hydroxo
complexes formed. Finally, an attempt is made to relate these reactions with the oxolation and
olation processes occurring in aqueous systems.

FIGURE 8.13 The type of ion species present in electrolyte solutions is simultaneously dependent on a range
of parameters such as the solubility (pS), red-ox state (pe&E), the acidity (pH&Ho), the ionic strength (pI&1/κ),
the presence of specifically binding cations (pM&α), and other ligands (pL&α).
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8.3.1 THE PARTIAL CHARGE MODEL

The PCM provides a surprisingly simple and straightforward method to predict the metal cation
hydration and subsequent deprotonation. It is based on the electronegativity concept of Pauling and
the principle of electronegativity equalization by Sanderson: When two or more atoms initially
different in electronegativity combine, they adjust to the same electronegativity (χM) of the metal.
It has been shown that the electronegativity corresponds to the electronic chemical potential and
further according to Mulliken to the ionization energy (Ie) and affinity (Ae) of the electron:21

(8.56)

A large difference in the electronegativity between the metal and the ligand produces electro-
valent bonds. A small difference produces covalent bonds. An estimate of the percentage of ionic
bonding (%)ib over covalency between atoms A and B is given by4

(8.57)

When ≈ 2.1, there is about 50% contribution of ionic bonding. For the transition
metals the electronegativity has been found to follow the equation:22

(8.58a)

where d is the number of d electrons and z(+) is the valency (ion charge). The equation holds for
octaedric complexes. For tetraedric complexes the electronegativity is22

(8.58b)

It is assumed that the electronegativity of an atom changes linearly with its charge:23

(8.59)

where  is the electronegativity of the neutral atom, ηηηηi corresponds to its hardness according to
the Pearson model, and δδδδI is the partial charge of the atom. Following Sanderson it was proposed:21

(8.60)

where the relationship according to Mulliken is also indicated. The total charge (z) of a given
chemical species is equal to the sum of the partial charges of all individual atoms:

(8.61)

We may now rewrite Equation 8.59 in terms of the mean electronegativity:24,25

(8.62)
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where the mean electronegativity for a diatomic molecule is taken as the geometric average of the
neutral atoms:  Then the partial charge takes the form:

(8.63)

where σσσσi = 1/ηηηηi corresponds to the so-called softness of the atoms.
Considering the coordination of n water molecules to the metal described in Scheme 8.33b and

the deprotonation equilibrium Equation 8.34a the reaction proceeds as long as δδδδ(OH) remains
positive and stops when δδδδ(OH) = 0. Charge conservation leads then to the stable aquo-hydroxo
cationic metal ion M[(OH)p(OH2)n–p](z–p)+ to23

(8.64a)

The mean electronegativity is given by  = 2.71. The partial charges δδδδ(H2O) and δδδδ(M)
can be calculated from Equation 8.63, leading to

(8.64b)

Consequently, the degree of hydroxylation can be easily calculated provided that the oxidation state
and the coordination number of the cation are known. This formula holds for very acidic (low pH)
solutions only.

The metal ions with a high valency may induce a more extensive deprotonation producing oxo-
hydroxo-aquo species indicated in Scheme 8.34b. However, rather than discussing the reaction as
a deprotonation of aquo complexes, it is customary to relate the oxo species to the degree of uptake
of hydroxyl ions (reverse of reaction 8.65b) in alkaline solutions:

(8.65a)

(8.65b)

where M[OrHs](2r–s–z)– equals the nonaquatic oxo-hydroxo species M[Or–s(OH)s](2r–s–z)–. The depro-
tonation continues as long as δδδδ(H) remains negative and stops when δδδδ(H) = 0. In addition to being
directly related to the Lux–Flood exchange of oxo ions (pO scale), it may also be related to the
disintegration of a metal oxide. According to Scheme 8.33a written without charges,

(8.66)

This disintegration is followed by the reverse of Scheme 8.65a producing hydrated ionic species.
If the corresponding charges were introduced and νM = 1 the stoichiometric constant for oxygen
would be νO = z/2 as the valency for the oxo ion is always –2.

Charge conservation leads for the stable oxo-hydroxo cationic metal ion M[OrHs](2r–s–z)– =
M[Or–s(OH)s](2r–s–z)– to24

(8.67a)
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Obviously, the relation to the aquo-hydroxo-oxo complex is q = r – s and p = s leading to r = p
+ q and since z < (p + 2q) the complex is in fact an anion. The mean electronegativity is given by

 = χχχχo(H) = 2.1. For water χχχχ(H2O) = 2.491, while δδδδ(H) = +0.20 and δδδδ(O) = –0.40. The degree of
hydroxylation is thus obtained as23

(8.67b)

These types of anionic species may be found only in dilute aqueous solutions at high pH. For
the hydroxo-aquo species of mean electronegativity  the deprotonation goes on until it equals
the mean electronegativity of water .

(8.68)

The hydrolysis ratio h (protons removed from an aquo ion) of the aquo species M[(OH2)n]z+

can then be easily calculated at any pH value from24

(8.69)

where the partial charges for each element is given by Equation 8.63:

(8.70)

These relations apply for any metal cation in aqueous solution. Obviously, the hydrolysis ratio
of a given precursor depends mainly on both the oxidation state of the cation (z+) and the pH of
the solution. A valency–pH diagram may then be drawn (Figure 8.14) where three domains are
separated by two lines represented by h = 1 and h = 2δ – 1, respectively, originally drawn by
Jorgensen.25-27

Condensation of mononuclear species in aqueous solutions becomes possible only if hydroxyl
groups are present in the precursor, i.e., if the species are located between the lines. This region

FIGURE 8.14 Charge vs. pH diagram indicating the aquo, hydroxo, and oxo domains for the hydrolyzed
cations. The possible initiation mechanisms for condensation reactions are indicated. (From Jolivet, J.-P.,
Metal Oxide Chemistry and Synthesis, John Wiley & Sons, Chichester, U.K., 2000, 34. With permission.)
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can be reached by adding base to low-valence metal ion solutions or acid to high-valence metal
ion solutions. As discussed above it can also be reached via red-ox reactions.

8.3.2 CONDENSED SPECIES

Precipitation occurs in aqueous solutions at pHPZC, i.e., when the surface charge density equals
zero. Condensation of the cationic species M[(OH)p(OH2)n–p](z–p)+ occurs when the pH is increased
(adding OH–) to the pHPZC, which is reached when p = z. Condensation of the anionic species
M[OrHs](2r–s–z)– = M[Or–s(OH)s](2r–s–z)– is obtained by lowering the pH (adding H+) to the pHPZC,
which is reached when s = 2r – z. In both cases, the rough formula of the precursor for condensation
corresponds to the neutral species M[OrH2r–z]o.

Condensation occurs through olation or oxolation. In the olation a oxygen bridge is formed
between the metal ions. When the coordination is fulfilled, the condensation reaction (olation)
proceeds as an nucleophilic substitution:26

(8.71a)

with an increase in the coordination number of MII. When the coordination need remains unsatisfied,
the olation proceeds as a nucleophilic addition reaction:26

(8.71b)

In both cases, the condensation process is formally considered to start with the nucleophilic
addition of a OH group onto a metal ion. In both cases the reacting species are OH groups. This
means that condensation does not occur as long as stable hydroxylated precursors are not formed
in aqueous solutions, i.e., only if χχχχ(MOz/2) < χχχχ(OH). Oxolation indicates that the metals become
joined with an oxo-bridge:26

(8.71c)

This reaction also starts with a nucleophilic addition of –OH, but is followed by a 1,3-proton
transfer to liberate water. The elements in the periodic table can then be subdivided in three classes
of basic aquo-ions and acidic oxy-ions.23-25

Class I: χχχχo(M) < χχχχo(H). Charge transfer goes toward the hydrogen atom which loses its acidic
character. No condensation is observed. Aqueous hydroxo species behave like Brønsted bases:

(8.72)

In these cases the M–O bond is strongly ionic, which applies also for its oxide. This critical
electronegativity is, however, very low and only low-valence large cations such as alkaline earth
cations behave in this way. The critical electronegativity for the basic dissociation is denoted χχχχ*(B).

Class II: χχχχ*(B) < χχχχo(M) < χχχχ*(O), where the latter defines the critical electronegativity when
only olation and no oxolation occurs. The M–OH bond remains stable in an aqueous medium.
These cations are expected to condense only through olation leading to precipitated [MOz]o species.
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Class III: χχχχ*(O) < χχχχo(M) < χχχχ*(OH). The M–OH bond remains stable in an aqueous medium.
Within this range both olation and oxolation are expected to occur leading to hydrous oxide
M[(Oz/2(OH2)x]o precipitation.

Class IV: χχχχ*(OH) < χχχχo(M) < χχχχ*(A), where χχχχ*(OH) the nucleophilicity of the OH group. The
M–OH bond remains stable in an aqueous medium. These cations are expected to condense only
through oxolation leading to molecular polyacids.

Class V: χχχχo(M) > χχχχo(H), M is more electronegative than hydrogen. No condensation is observed.
Aqueous hyroxo species thus behave like Brønsted acids:

(8.73)

In these cases the M–O bond has a covalent character, which is true also for its oxide. As discussed,
this applies for very electronegative elements at the upper right of the periodic table (PV, SVI, ClVII).
As shown, however, this refers to the neutral oxo-hydroxo species. The Brønsted acidity also applies
with highly charged d metal cations such as MnVII. The critical electronegativity for the acidic
dissociation is denoted χχχχ*(A).

These classes are illustrated in Figure 8.15 as the dependency of the valency on the electro-
negativity of the metal cation.25-27

The precipitation is usually achieved when approaching the pHPZC. Because the electronegativity
for Classes III–V is intermediate in character (amphoteric) they correspond to network formers
producing stable oligomers and extended networks also in the dry state.

8.3.3 COMPLEXATION BY ANIONIC SPECIES

Although it is obvious that anions do react in the same way as metal cations with water, the anions
are treated merely as monoprotonated species that may either compete with the water (HX) or with
the hydroxyl ions (monodentate anion X–) in the coordination sphere. The electronegativity can be

FIGURE 8.15 Charge vs. critical electronegativity diagram showing five classes of behavior for the zero-
charge M[OrH2r–z]o species of the metal cation (Mz+). In domains I and V, the species remain monomeric and
soluble. In domain II the species condense by olation only, and in domain IV solely by oxolation. Both latter
condensation processes may be simultaneous in domain III. (From Jolivet, J.-P., Metal Oxide Chemistry and
Synthesis, John Wiley & Sons, Chichester, U.K., 2000, 35. With permission.)
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calculated for the complexed precursor ( ) as done previously for the anion (χχχχ(X)) and its
protonated form (χχχχ(HX)), respectively. Equalization of the mean electronegativity for the metal
precursor ( ) with the electronegativities of the basic (χχχχ(X)) and acidic (χχχχ(HX)) forms of the
acid ligand leads to the following electronegativity range (χχχχ(HX) ≥ ≥ χχχχ(X)) where complexation
is expected to occur. Outside this range, complexed species are not stable.

The above analysis can be easily generalized to multivalent species of the form HtX. Complex-
ation occurs if (χχχχ(HtX) ≥ ≥ χχχχ(X)), while outside this range the complexes cannot be stable.
Within this domain, two classes may be distinguished:24,25

Class i: (χχχχ(HtX) ≥ ≥ χχχχ(Ht–1X)). In this range anions can act as network formers. They
are tightly bonded in the coordination sphere of the metal. Upon precipitation of a solid
phase, a basic salt structure forms.

Class ii: (χχχχ(Ht–1X) ≥ ≥ χχχχ(X)). In this range anions are still bonded to the metal, but
elimination is still possible through ionic dissociation of a partly protonated acid form
(HuX)(t–u)–, where 0 < u < t. Therefore, despite complexation of solute precursors, anions can
be removed during the precipitation reaction leading to an oxide network free of anions. This
analysis shows that multivalent anions can be used to monitor the size, shape, and morphology
of oxide particles, while monovalent anions cannot be used for such a purpose.

Because the hydrolysis ratio was found to increase with pH (Equation 8.69), the electronega-
tivity range where complexation is expected to occur must also depend on pH. To compute such
pH ranges it is necessary to equalize the mean electronegativity of the complexed precursor ( )
with  = χχχχ[(HuX)(t–u)–], the mean electronegativity of the u-protonated form (0 < u < t) of the Xt–

anion. By applying charge conservation, a critical hydrolysis ratio (h*) may be found, which can
be converted into a critical pHu* through Equation 8.69. It provides a quantitative guide to predict
whether complexation occurs as a function of pH. A computation for Al3+ with z = 3, n = 6, and
χχχχo(Al) = 1.47 is presented in Figure 8.16 where  is plotted as a function of pHu* for 0 < u < 4.25

It is assumed that anions form bidentate complexes in the inner coordination sphere.
It is obvious that three ranges can be distinguished:24,25

Range 1: Ionic dissociation occurs if pH > . Anions cannot stay within the coordination
sphere of the metal as its aqueous precursors are not sufficiently electronegative to polarize
their electronic clouds.

Range 2: Hydrolysis occurs if pH < pHt* as the aqueous metal precursors are now too
electronegative. Protons are therefore preferentially fixed on the anion rather than hydroxo
groups, leading to the hydrolysis of the latter.

Range 3: Complexation is expected if pHt*< pH < . This range depends on the valency
of the anion. It becomes larger when s increases. Within such a range an optimum pH for
complexation pHv can be defined according to

(8.74)

8.3.4 SUMMARY

It should be noted that due care has to be taken when using electronegativities for the modeling
of chemical reactions because it is dependent on the type of bonds formed (e.g., sp hybridizations).
Consequently, any theory not correcting for this contribution must be considered an estimation.
The PCM presented is therefore a semiquantitative model. Moreover, Livage and Henry clearly
state that the PCM does not yet include the contributions of metal concentration (and pS), copre-
cipitation with other metals (pM scale), ionic strength (pI scale), red-ox processes (pe/E scale),
temperature, and pressure. However, the model is surprisingly capable of giving a first estimate of
the complexation of metal cations with aquatic ligands.
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8.4 MIXED SOLVENT AND NONAQUATIC SYSTEMS

In previous sections the complications have been kept to a minimum by using simple salts where,
e.g., the steric hindrance of the ligand molecule has been neglected and the competition between
solvent molecules for the metal cation was unimportant. However, in a very large number of
applications alkoxy precursors are used, which upon hydrolysis produce not only the hydrolysis
products discussed previously, but also a mixed solvent. It has been shown that mixed solvents
may be used to control the hydrolysis and to induce special properties to the particle.26 Chelating
agents may be used to control the particle form or to quench the entire condensation reaction. A
special class of additives, i.e., surfactants and polymers, are used as sol stabilizers and/or templates
for the gel formed.28 Finally, fully anhydrous solvents may be used to control the condensation
kinetics through a slow release of water.29 In this section a short survey is presented on some of
the special properties introduced when using such systems for the preparation of precursors to sols
and gels. However, the basic concepts for the analysis and control of the key reactions have been
dealt with to some depth in the previous sections.

8.4.1 ORGANIC PRECURSORS IN AQUEOUS SOLVENTS

Three important reactions may occur in aqueous alkoxide M(OR)n solutions (simplified denotation
is used).

1. They hydrolyze liberating an alcohol to be mixed with water forming a hydroxo complex:

(8.75a)

2. They condense with the hydroxo complex, again liberating alcohol to the solvent:

(8.75b)

FIGURE 8.16 Electronegativity vs. pH diagram for the complexation of Al3+ by monodentate anions as a
function of the number of anions other than the hydroxyl in the coordination sphere. For example, the acidity
range for complexation by chloride ions is determined by the χ(Cl) and χ(HCl) values. (From Jolivet, J.-P.,
Metal Oxide Chemistry and Synthesis, John Wiley & Sons, Chichester, U.K., 2000, 206. With permission.)
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3. They exchange the alkoxo group with the alcohol in the mixed solvent:

(8.75c)

The overall reaction may proceed as follows:23

(8.76)

where X = H, MII, or RII, respectively. The entire process depends on the charge distribution or
rather the electronegativities of the species formed. It requires three successive conditions: δ(M)
> 0, δ(OR) < δ(H), and δ(ROH) > 0. If one of these conditions fails the corresponding step becomes
a limiting step for the overall reaction.

According to the PCM the softness of the alkoxy group, A (CnOmHp) is given by23

(8.77)

The mean electronegativity of the alkoxy group is

(8.78)

The partial charge can then be computed as

(8.79)

For the hydrolysis reaction the positive charge δ(M) decreases when the number of carbon
atoms in the alkyl chain increases. The sensitivity toward hydrolysis should then decrease, in
agreement with experimental observations. This is particularly valid for the most typical alkoxides
(R = Me, Et, i-Pr).

For the condensation reactions it was found that the conditions (δ(M) > 0, δ(OH) < 0, and δ(H)
< 0) are generally fulfilled for cations of sufficient charge. However, δ(ROH) > 0 while δ(H2O) <
0, which means that the condensation of hydrolyzed alkoxides will proceed via the elimination of
alcohol molecules rather than water molecules.

An example of the influence of the alkoxy groups is provided in the classic work by Stöber
et al.30 They found the following for TROS (RO = alkoxy group) in ethanol:

• The reaction rates increased according to OMe > OEt > OPr > OPe.
• The particle sizes grew according to OPe > OPr > OEt > OMe.

For the exchange process of alcohols mixed with water the same conditions apply. It was found
that although the mean electronegativity of the complex ( ) remains the same, the protonated
group having a larger (positive) partial charge (δ(ROH)) will be removed. The same groups will
also be removed upon further hydrolysis with water.

The exchange of alkoxy groups with the solvent is apparent from the parallel sequence found
by Stöber et al.30 for TEOS that
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• The reaction rates increased according to MeOH > EtOH > PrOH > BuOH.
• The particle sizes grew according to BuOH > PrOH > EtOH > MeOH.
• The particle size distribution grew according to BuOH > PrOH > EtOH > MeOH.

The rate of hydrolysis is at minimum when pH ≈ 7 and the rate of condensation is at minimum
when pH ≈ 4.26 Drawing parabolas through these minima provides the relative rate of hydrolysis
and condensation. As a generalization it may be stated that at pH < 5 to 6 the hydrolysis dominates
over condensation and at pH > 5 to 6 the reverse is true. Consequently, if complete hydrolysis is
the aim, the pH should be kept at about 4 for some time before initiating the condensation by
adjusting the acidity to pH < 4 or pH > 4. However, the rate of condensation is dependent on the
concentration and is diminishing with dilution shifting the parabola downward. This also influences
the relative contribution of hydrolysis and condensation. It is thus not surprising that the conden-
sation is the slowest in the neutral pH range. In acidic solutions the extensive hydrolysis and
condensation leads to rapid formation of gel structures. In alkaline solutions the condensation is
rapid, but the enhanced charging and dissolution of silica species enables rearrangement to occur
producing more dense particulate structures, as shown in Figure 8.17.15

The particle size distribution appeared for the larger alcohols as a bimodality when the particles
reached a critical size that was characteristic for the system. As shown in Figure 8.18 the particle
size reached a maximum only for a certain composition of H2O, TEOS, EtOH, and NH3.30

The PCM model can, as shown, also be used to describe the effect of other anions, surfactants,
or chelates, e.g., with fatty acid templates. If δ(RH) < 0 (e.g., for an acetate group), it will remain
in the gel produced and must be removed by pyrolysis, extraction, or some other means. We shall
return to this matter when discussing the use of templates in the sol–gel processing of porous
particles and gels.

8.4.2 MIXED SOLVENT SYSTEMS

The example presented above provides a straightforward indication of why mixed solvents may
influence the hydrolysis of cations. The solvent molecules that are capable of acting as ligands to
the metal cation, e.g., due to proton exchange, have of course the most dramatic and specific
effects.23

On the other hand, dipolar solvent molecules may also compete with the aquo ligands in the
coordination sphere of the metal cation, e.g., in the nonprotonated acid form (HX). Adduct formation
in the absence of proton exchange or ion association (e.g., in nonaqueous solvents) is denoted as
an Lewis acid–base interaction. The adduct formation may be described and evaluated by using
the Hammett function introduced previously (Equations 8.54 and 8.55) according to19,20

(8.80a)

(8.80b)

where aA is the activity of the Lewis acid (electron pair acceptor, e.g., a metal cation) and aB = yBcB

is the activity of the Lewis base (electron pair donor). Experimentally the counterpair of the acid
or base to be investigated may be chosen to facilitate the detection of the stoi-chiometric or
equivalence point. The Hammett function may be experimentally determined by the use of indicators
as one of the acid or base pair.

A very illustrative example of the influence the mixed solvent water–methanol has on the
precipitation of Gibbsite (Al(OH)3) is found in the patent of Wilhelmy.31 As shown in Figure 8.19,
the particle shape is dramatically influenced by pH (cNaOH) and by the relative amount of methanol.

A + B AB↔

H pKo A AB B eq AB B= ( ) = + ( )log log loga y y c c
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Mixed solvents may also have a purely dielectric and dispersive interaction with the metal
species, which may lead to an salting-out or salting-in effect of the ions. These effects will be
discussed to some extent when the stabilization of the sols are considered.

8.4.3 INORGANIC PRECURSORS IN NONAQUEOUS SOLVENTS

Particles have been synthesized in the following organic media:

• Organic liquids to influence the solubility and hydrolysis of the ions
• Reverse micelles as an confined reaction media for nanoparticles
• Water/oil (W/O) emulsions as an confined media for microparticles

FIGURE 8.17 The polymerization routes of silica in acidic and alkaline solutions. In acidic solutions the
polymeric species aggregate and form three-dimensional networks. In alkaline solutions the sufficient solubility
produces particulate sols. (From Iler, R.K., The Chemistry of Silica, John Wiley & Sons, New York, 1979,
174. With permission.)
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When surface active agents are considered, a further complication may be encountered. Because
of their surface active nature, the surfactants not only enrich at the surfaces, but also form extended
structures themselves. At low concentrations, the surfactants remain as dissolved monomers or
asssociate to oligomers. However, when the critical micellization concentration (cmc) is surpassed,
a cooperative association is activated to micelles (1 to 10 nm) consisting typically of some 50 to
100 monomers. At still higher concentrations, or in the presence of cosurfactants (alcohols, amines,
fatty acids, etc.), liquid crystalline phases may separate. These phases have an infinite order on the
x-ray scale, but may remain as powders on the NMR (nuclear magnetic resonance) scale. When
the lamellar liquid crystalline phase is in equilibrium with the liquid micellar phase the conditions
are optimal for emulsions to form. The interface of the emulsion droplets (1 to 100 µm) are stabilized
by the lamellar liquid crystal. Both the micelles and the emulsions may be of the oil in water (o/w)
or water in oil (w/o) type. Obviously, substances that otherwise are insoluble in the dispersion
medium may be solubilized in the micelles or emulsified in the emulsions. For a more thorough
analysis, the reader is directed to pertinent references in the literature.6

Liquid extraction29 relates to the chelation by surfactants or their oligomers, thus rendering the
substance soluble in the extraction medium (w → o or o → w). Liquid extraction may be used to
extract, e.g., HCl, which forms during the hydrolysis of metal chlorides mixed into a chlorinated
hydrocarbon liquid. The extraction is mediated with a complex forming agent, such as an primary,
secondary, or tertiary amine. As a result, the originally extremely acidic aqueous phase is rendered
more neutral, which leads to the hydrolysis and condensation of the metal ion complexes. The
efficiency of extraction is expressed with partition coefficients. The organic solvent may also be
used to host a donor that releases water in a delayed and controlled way, thus controlling the rate
of hydrolysis.

Reversed micelles32 stabilize a nanometer-sized aqueous environment within the surfactant
aggregate, which is dispersed in a fully nonhydrous or a semipolar solvent. In this micellar core
environment we may dissolve metal salt solutions that react to the extent of the available reactants.

FIGURE 8.18 The dependency of the size of silica particles on the degree of dilution and the concentration
of ammonia in 0.28 mol/dm3 aqueous ethanol solutions. (From Stöber, W. et al.,  J. Colloid Interface Sci.,
26, 64, 1968. With permission.)
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At the same time the aggregates stabilize the nanoparticles formed in the solution. However, the
aggregates may be destabilized lyotropically (ionic surfactants) or termally (nonionic surfactants),
which releases the aggregates. The main problem is to find suitable surfactant systems that remain
stable with solubilized concentrated electrolyte solutions and with the released reaction products.
Frequently, substantial phase separations may occur.

Water/oil (W/O) emulsions are thermodynamically unstable aggregates. Similar to the reversed
surfactant systems, the electrolyte solutions are encapsulated but in this case merely mechanically.
However, the stability can usually be controlled from seconds (destabilization) to months (stabili-
zation). The size of the emulsion droplets and the stability are sensitively dependent on the
physicochemical processing conditions. The emulsion systems are best characterized by phase
diagrams.

The surfactant systems may also be used as liquid crystals or polymer stabilized rigid gels to
control the long-term stability. In all these cases the surfactants remain in the structure and have
to be removed by extraction or pyrolysis.

8.4.4 SUMMARY

The influence of any functional organic component on the system is obviously complex. It may
only change the physicochemical state of the solvent or associate to colloidal structures themselves.
More specifically, surfactants may compete with the ligands in the coordination sphere of the

FIGURE 8.19 The dependency of the shape of aluminum hydroxide particles on the relative amount of NaOH
and methanol at 75°C (C(Al)/C(NaOH) = 0.6 (●), 0.7 (�)). (Redrawn from Wihelmy, R.B., U.S. Patent,
4,822,593, 1989.)
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multivalent ions and thus act as chelating agents. The chelation may be followed by association of
the surfactants. The extended structures formed may act as templates directing the growth of the
inorganic matrix; template chemistry is discussed later.

8.5 NUCLEATION AND GROWTH OF SOL PARTICLES

The basic steps leading to the formation of nuclei have been discussed in terms of the association
and condensation of metal species. The state of the complexes is dependent on the metal ion
concentration (pcMI), the acidity of the solution (pH) the ionic strength (pI), the presence of
competing noncomplexing ligands (pL = pcL) and competing specifically interacting (complexing)
metal ions (pM = pcMII), and the occurrence of red-ox reactions (pe). All these simultaneously
influence the solubility (pS) and reprecipitation of metal complexes and should be monitored during
the synthesis, e.g., by using conditional constants. However, a prediction of the reactions occurring
is provided by the PCM for dilute solutions. In this section we discuss the options available for
the nucleation and growth of particles.

8.5.1 SUPERSATURATION OF ASSOCIATING AND NONASSOCIATING IONS

The basic criterion for the formation of polymeric precursors (embryo) and nanosized nuclei is a
sufficient multivalent ion concentration or the production of a supersaturation of nonassociation
metal oxides. However, it seems that the kinetics of the reaction is determined by the formation of
oligomeric precursors characterized as critical clusters consisting of some 100 to 1000 monomers.
The final particle size will depend sensitively on the relative speed of nucleation and growth. A
great dispersion degree is achieved when the nucleation is fast and the growth is slow. The growth
of the particles will depend on the following conditions, among others:

• The temperature (the rate of condensation is enhanced at higher temperatures)
• The proximity of the charge neutralization point (pHPZC)
• The concentration of the reactants and ligands
• The viscosity of the solution (determines the diffusion speed of the reactants)
• The amount of reactive or adsorbing impurities
• The structure of the reactants (i.e., the steric hindrance of the reactions)
• The stability of the sol formed (i.e., the aggregation of the particles)

Thus, in dilute solutions (cM < 10–4 to 10–3 mol/dm3) the formation of nuclei may be fast, but
the particle growth is slow.33 For 2 < pcM < 1 mol/dm3 both processes are fast and precipitates form
rapidly. When the concentration supersedes 2 to 3 mol/dm3, the high viscosity of the solution may
restrict the diffusion of reactants to the surface. As a result a large number of very small particles
may form. The options provided by the organic systems discussed above should, however, be kept
in mind.

8.5.2 THERMODYNAMIC DESCRIPTION OF THE NUCLEATION AND GROWTH

The classical way to describe the conditions needed for the formation of a nucleus is to relate it
to supersaturation, i.e., the concentration of the metal cation and possible ligands. This approach
is particularly relevant for nonassociating metal complexes. The different process stages are sche-
matically illustrated in Figure 8.20.25,33,34

To relate the necessary parameters, we introduce them in the equation for Gibbs free energy (G):

(8.81)G U PV TS n A= + − + +µ σ
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where U = internal energy, P = pressure, V = volume, µ = chemical potential, n = amount of sub-
stance (number of moles, but a one-component system is initially assumed), σ = surface energy,
and A = surface area. Differentiation gives

(8.82)

For a reversible system for which the heat exchange may be written, dQ = TdS, we find

(8.83)

the two latter terms being indentified as non-PV work.
Inserted into the differential equation for Gibbs free energy, we find

(8.84)

At equilibrium (dG = 0) for which the temperature (dT = 0) and pressure (dP = 0) is constant we
find for the surface excess, Γ:

(8.85)

where R = the gas constant. This is the Gibbs adsorption equation relating the amount of substance
dissolved in the solution with the excess of substance adsorbed to the surface or interface. For a

FIGURE 8.20 Schematic representation of the dependency of nucleation and growth on the degree of super-
saturation. In the concentration range (cN–cO, range II), both nucleation and growth occur, while only growth
occur in the concentration range (cO–cS, range III). (From La Mer, V.K. and Dinegar, R.H., J. Am. Chem. Soc.,
72, 4847, 1950. With permission.)
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curved surface at constant external pressure the contribution of the curvature to the total energy
may be evaluated in the following way:6

(8.86)

where the integration was done from the pressure on the planar surface (Po) to the enhanced pressure
over the curved surface (Po + ∆P). To evaluate the ∆P term, we reconsider the Gibbs differential
assuming no chemical (dµ = 0) or surface work (dσ = 0) to be done at constant temperature (dT = 0).
To find an useful expression, Hiemenz6 suggested an unconventional derivation by adding the σdA
work of expansion to the Gibbs free energy:

(8.87)

A test for exact differentials (order of differentiation unimportant) shows that6

(8.88)

For a first approximation we write for a sphere (∂V/∂A)P = [(∂V/∂r)(∂r/∂A)]P = (4πr2/8πr) = r/2.
Introducing this result into Equation 8.86, we obtain

(8.89)

Assuming that the initial state is σ = 0 and P = Po and the final state is σ and Po + ∆P, we obtain
the Laplace pressure for the spherical shape (bubble, droplet, particle):

(8.90)

Correspondingly, the activity of the substance increases as a function of the curvature:

(8.91)

The dissolution of a salt was discussed previously and for 1 mol (n = 1) of a complex salt in
equilibrium with its saturated solution, we may write (Equation 8.14)

(8.92)

where a± is the mean activity of the salt (see Equations 8.5 through 8.8). For a multivalent salt the
omission of Q and y± may prove to be too rough. The surface energy term may also be integrated
from the initial to the final state providing the surface work relating to defect energies, A∆σ. Inserted
into the differentiated Gibbs Equation 8.84, we find

(8.93)

dG V dP V P= =∫ ∆

dG VdP dA= + σ

∂ ∂ ∂ ∂( )[ ] = ∂ ∂ ∂ ∂( )[ ] ∂ ∂( ) = ∂ ∂( )A G P P G A V A P
A P P A P A

or σ

d r dP r Pσ σ= ⇔ =∫∫ 1
2

1
2∆ ∆

∆P r= 2σ

dG nd nRT a a nRT a ar o r o= = −( ) = ( )µ ln ln ln

dG RT a a RT Q c y Q c y RT c cr o r r r o o o r o= ( ) = ( ) ≈ ( )± ± ± ±ν ν νln ln ln, , , ,

dG V r SdT RT a a Ar o= − ( ) +± ±2σ ν σ+ ln , , ∆
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At equilibrium (dG = 0) and for constant temperature (dT = 0). Replacing V = M/ρ and A∆σ
for a sphere, we find

(8.94)

which represents the dissolution spherical particles given by the Kelvin equation. The precipitation
is thus related to the curvature of the particles (proportional to V) formed and the surface energy
work (proportional to A) done. The same expressions may be derived for any particle shape provided
that the area of each unit is known. Then Ap = Σi Ai and Apσp = Σi Aiσi. Equation 8.94 is usually
derived by focusing solely on the change in energy upon bending the interface. We then assume
that the surface energy for the last term remains constant (dσ = 0) and it is thus neglected.6

The rate of nucleation has, as a function of curvature, been successfully linearly correlated
with the degree of relative supersaturation according to Equation 8.94:

(8.95a)

where ν is the total number of ions dissolved from one salt molecule. The nucleation rate can
according to Figure 8.20 be written in a similar way:

(8.95b)

The number of nuclei thus increases with an enhanced degree of supersaturation and a decreas-
ing solubility of the precipitate (cS). It is therefore advisable to precipitate slowly in dilute and
heated solutions to diminish (cN – cS) and to reduce the rate of nucleation. A low cN may be achieved
through reactions producing a slow release of reagents. If the supersaturated solution remains stable,
seeding with foreign or equal crystals may be needed.

The growth rate of the nuclei has been correlated both with the degree of supersaturation and
the diffusional transport of ions to the surface. For the dissolution of the sparingly soluble salt
AνAMνM (Process 8.13) it has been found that the growth rate of the nuclei may be expressed as35

(8.96)

where K is the solubility product (Ksp = (Qc)ν, Equation 8.15) of the electrolyte salt at supersaturation
(N) and at saturation (S), respectively (Figure 8.20). The growth of sparingly soluble electrolyte crystals
in aqueous solutions thus generally follows a parabolic rate law where the rate ≈ (cN – cS)2.

Transport properties are studied off equilibrium, thus investigating the irreversible or the steady-
state process. The flux (J) may be considered the time-dependent change of any nondifferentiated
state variable (X) in the Gibbs free energy function (Equation 8.84) divided by the cross sectional
area through which the flow occurs. The flow is induced by the gradient of the conjugated
differentiated state variable (Y). The flux J is thus defined as

(8.97)

where Aφ = the cross sectional area the flow crosses, and k is a conductivity (inverse of the resistance).
The fluxes can be simultaneously coupled, but are considered separate in this context. For the
transport of molecules in the absence of repulsive forces we have the Fick’s first law, which states

ν σ σ σ σ ρRT a a V r A r r Mo rln , ,± ±( ) = + = +( )2 2 3∆ ∆

ν ν ν νRT c z c z RT c cr i i r i o i i o i r oln ln, ,
1

2
2 1

2
2Σ Σ( ) ( )[ ] ≈ ( )

rate of nucleation ≈ −( )[ ]νRT c c cN S S

growth rate ≈ −( )K KN S
1 1 2ν ν

J dX dt A k dY dl= ( ) = − ( )φ
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(8.98)

where Dc is the diffusion coefficient. As seen, the equation basically describes the time-dependent
flow of matter that is induced by the gradient of the chemical potential. For a sphere, the growth
and transport of substance occur radially (in the r direction) and thus

(8.99)

where v denotes the molar volume of the solid. For a spherical particle Aφ = 4πNpr2 (Np = number
of particles). Since nv = 4πNpr3/3, then nv/Aφ = r/3 and

(8.100)

where cN = concentration of the supersaturated solution and cS = concentration of the equilibrium
saturated solution. Instead of the radius we may choose a diffusive layer thickness (r → δ). A
thorough mixing of the solution ensures that δ remains small.

The radial growth rate can also be related to the homogenity of the process. The following
relative growth rates for particles has been established36 (consult Reference 25 for size distributions):

• For bimodal particles (r2 < r1) the proportional growth is dr1/r1 = (r1/r2) dr2/r2.
• For polynuclear growth (dr/dt = k, dr2/dr1 = 1) the growth is dr1/r1 = (r2/r1) dr2/r2.
• For diffusive growth (dr2/dr1 = ) the growth is dr1/r1 = (r2/r1)2 dr2/r2.

It should be noted that the time dependency of the nucleation and the particle growth may be
related to any kinetic rate law, since (dn/dt) = [(dNm/dt)/NA], where Nm = number of molecules per
particle and NA = Avogadro’s number. Usually the second-order rate law is chosen, although a very
large number of molecules form the nuclei. Obviously, a very large number of ions associate
continuously to clusters, but most of them disintegrate instantly. However, some of them manage
to form clusters that are larger than a critical size. The rate law given by the kinetic molecular
theory then contain a Boltzmann factor proportional to the cluster volume (4πr3/3) and a frequency
factor proportional to the surface area of the cluster (4πr2).36,37 The basic proportionalities given
above remain, but because this theory is not in direct relationship with the thermodynamic consid-
erations discussed above, it will not be treated further in this context.

The reactions occurring for multivalent metal cations occur over many condensation steps and
may not obey the kinetic rules outlined above. Silicate polymerization is known to depend on the
presence of oligomeric ion species.26,38,39 Gibbsite (formally Al(OH)3) is known not to precipitate
sufficiently rapidly from supersaturated solutions, but needs seeding for particle growth.40-43 More-
over, depending on the temperature and the composition of the solution, different solid species may
form. This is illustrated in Figure 8.21.43

As shown, Al(OH)3 precipitates at moderate temperatures (60°C), but as the temparature is
raised to 368 K (95°C) Boehmite (formally AlO(OH)) begins to precipitate from solutions rich in
Na2O (dissolved NaOH) and Al2O3 (dissolved Al(OH)3). At 423 K (150°C) only Boehmite precip-
itates, but at 623 K (350°C) both Boehmite and alumina may precipitate. Depending on the reaction
conditions, the Al(OH)3 precipitates as Gibbsite or Bayerite, respectively. In Figure 8.22 the com-
positions of the industrial extraction and precipitation of Gibbsite are illustrated.43

The precipitation from dilute solutions is delicately dependent on the physicochemical condi-
tions, especially the pH and pI as well as the precipitation time. Impurities frequently enhance the
solubility, but may cause a delay of the precipitation; see ligand reaction (Equation 8.42).

J dn dt A D dc dl D c RT d dlc c c= ( ) = − ( ) = −( )( )φ µ

J dn dt v vA d nv dt vA D dc drc c= ( ) = ( )( ) = − ( )φ φ
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It is quite typical that the first crystal form is not the most stable, but that it recrystallizes with
time to a more stable crystal form. This introduces three unresolved questions concerning the
structure of the so-called primary particles:

1. It seems probable that all primary particles are in fact clusters of condensed crystallites
of 2 to 10 nm size, cemented together with an amorphous porous gel. Although much
larger in size (100 to 500 nm) the primary particles may dissolve according to the
crystallite size (Equation 8.94).

2. The minimum size of a colloidal particle has been arbitrarily chosen to be 10 nm to
ensure that a sufficient number of constituent atoms/molecules may be considered to
have the bulk material properties. The surface layer is typically amorphous, but may
recrystallize (slowly) to the final bulk material. The surface chemistry outlined above
thus relates to the amorphous surface layer, but not to the actual (recrystallized) surface
of the bulk solid phase.

3. Nanoparticles must thus be considered to be either crystallites alone or the cementious
polymeric gel formed. In the former case the surface chemistry is well characterized if
it is not covered by the gel. However, in the latter case the surface chemistry of the gel
is rather obscure.

FIGURE 8.21 Phase diagram for the system NaO2–Al2O3–H2O at four different temperatures. The precipita-
tion of Gibbsite, Bayerite, Boehmite, and alumina from supersaturated aqueous solutions is dependent on the
temperature. (From Wefers, K. and Misra, C., Report 19, Alcoa Laboratories, 1987, 44. With permission.)
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The primary particles may be illustrated as formed from coacervates of the crystallites, probably
interlinked by dissolved polymeric species. Critical nucleus sizes for crystallization from aqueous
solutions extend from the stable oligomeric species to polymers of 100 to 1000 ions/molecules.
During the condensation, the shape of the crystallites is induced on the particulate structures formed
(Figure 8.23).26,44

This phenomenon is known for surfactant liquid crystals, where the macroscopic shape can be
induced by external forces. Thus, if an external orienting force is exerted on the crystallite coacervates
and a sufficient time is allowed for the crystallization to be completed, a macroscopic homogeneous
crystal may form. Otherwise, even the primary particles are expected to be heterogeneous.

It should be kept in mind that crystallization is facilitated if the constituent ions are of the same
size. As discussed the hydration potential (ϕ = z2/reff, Equation 8.41) was linearly related to the hydration
enthalpy and energy. Because the primary hydration shell may be considered a part of the effective
radius of the particle, it may be assumed that both the charge of the ion and the attracted hydration
sheet influences the crystallization. For multivalent ions the energy gain in a crystal is maximized if a
noble gas configuration is maintained during charging. A larger valency increases the bonding energy
considerably. For transition metals the cost of ionization is much less critical.

8.5.3 KINETICS OF HYDROLYSIS, ASSOCIATION, AND POLYMERIZATION

The kinetic stability of the aquo complexes may be considered one important factor for hydrolysis
and condensation. In Figure 8.24 the stability is characterized as the dissociation constant for one
water molecule from the saturated aquo complex.26,45

FIGURE 8.22 The variation in concentration of the extraction upon heating (A → B), dilution (B → C),
supersaturation and precipitation upon cooling (C → D) of the Bayer process is indicated in the rectangular
phase diagram of the NaO2–Al2O3–H2O system. Evaporation of the spent liquor brings the concentration back
to A (D → A). Note the variation of the extension of the aqueous phase as a function of temperature. (From
Wefers, K. and Misra, C., Report 19, Alcoa Laboratories, 1987, 45. With permission.)
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FIGURE 8.23 Particles are formed from coacervates of crystallites that condense over tactoids and crystalloids
to particulate flocs. Upon aging the flocs condense to dense agglomerates, but maintain the shape of the
original crystallites. (From Heller, W., in Polymer Colloids II, R.M. Fitch, Ed., Plenum Press, New York, 1980.
With permission of Elsevier Science.)

FIGURE 8.24 The kinetic lability of the aquo complexes of metal cations illustrated as the dissociation
constant of the first water molecule from the saturated aquo complex. (From Livage, J. et al., Prog. Solid State
Chem., 18, 265, 1988. With permission.)
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It is clear that the stability is related to the nucleophilicity of the metal cation (see Figure 8.9).
However, as illustrated by the PCM model, the condensation reactions are much more complex.

The precipitation of Gibbsite is quite intriguing because of the exceedingly slow crystallization
from caustic concentrated aluminate solutions and deserves additional attention. As discussed
previously, the type of aluminum complexes are numerous and they change dramatically with pH
(Figure 8.4) and pI (Figure 8.5). Al3+ has been found to exist as a free ion only at pH < 3. Moreover,
from the discussion of the phase behavior of Gibbsite it is obvious that the temperature (and
pressure) also influences the distribution of the Al species. However, both theoretical considerations
and experimental evidence suggest that either ionic Al(OH)4

– or the neutral Al(OH)3OH2 is the
dominant species in solution.40-42 Hem and co-workers11,12 have thoroughly analyzed the equilibrium
distribution of free, prolymerized and crystalline Al species in dilute (4.5 * 10–4 mol/dm3) aqueous
solutions of dissolved Gibbsite at a constant ionic strength (10–2 mol/dm3). It was found that the
free Al species reached equilibrium within 23 h which decreased rapidly with the amount of NaOH.
The approach to equilibrium could be followed as a change in pH (see Equations 8.37 and 8.38).
The time-dependent distribution of the polymeric species and the nuclei was sensitively dependent
on the n(NaOH)/n(Al(OH)3) ratio, the speed of alkali addition, and the mixing time.

Three different reaction periods could be discerned:11,12

• First, there was a linear increase in the amount of polymeric species over the first hour,
and the amount increased, the more slowly the alkali was added. This indicates a first-
order time dependency. After 4 days the polymers begin to condense to nuclei, reducing
the initial rate as only a few reach the critical nucleus size.

• Second, during the period of 40 to 120 days another linear, first-order reaction is observed.
It was concluded using SEM (scanning electron microscopy) pictures that within this
period the polymeric species reach the sizes of nuclei.

• Finally, after 120 days the reaction rate was again reduced. Simultaneously, the methods
used for characterization became too insensitive for the detection of the free and poly-
meric species. The probable reason is the consumption of these species during the growth
of the nuclei.

Taking the most important Al species into account (Equations 8.37 and 8.38) and the (hexag-
onal) crystal form of the Gibbsite particle, Hem12 could calculate the surface energy of the crystal
planes. The surface energy was evaluated by taking the derivative of the energy function corre-
sponding to Equation 8.94 with respect to the 001-side length of the particle. The area and the
volume, respectively, were defined by the hexagonal surface plane and the edges defined by the
thickness of the Gibbsite particle. Because the first and second derivative of the energy function
with respect to the 001-side length was found to be positive, it was claimed that the extreme point
was a minimum. Setting the first derivative to zero, Hem calculated the surface energies for the
face and edge of the crystal.

The surface can be visualized as built up by cubic units where each side represents an interaction
site.35,46 This allows the surface to be represented by inhomogenities, such as kinks, steps, vacancies,
and ad atoms. The sites by which an adsorbed atom can simultaneously be bonded with can be
maximally five for the vacancy, four for the kink, two for the step, and one for the ad atom. Obviously,
the molecular adsorption energy is a function of the surface roughness, here represented by ξ:46

(8.101)

where nS = number of surface bonds formed upon adsorption, ε = potential energy balance per bond,
and Φ = the type of potential energy assigned for each bond. The surface charge has been found
to influence the adsorption and subsequently the reaction rate. The contribution from the surface

ξ ε= = +( ) −[ ]n kT n kTS S LL SS SL
1

2 Φ Φ Φ
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potential can thus be included in the Φ expressions. As seen, the potential energy balance corre-
sponds to the molecular adhesion work upon adsorption, i.e., it is an effective molecular surface
energy. It has been found that the surface roughness enhances the growth rate; i.e., the inhomoge-
nities may be considered surface nuclei, which induces surface precipitation.

8.5.4 SUMMARY

The thermodynamic approach is a straightforward way to interlink the solution properties to the
formation of a solid surface during the precipitation of particles. However, the idealized process is
obscured by the reality: The particles form within a diffuse coacervate through slow crystallization
of typically 2 to 10 nm crystallites. Kinetically the process is determined by the stabilization of
critical oligomeric species, but a number of subsequent polymerization processes follow, all of
which have different rates. The precipitating particles are mostly heterogeneous. It thus seems that
no simple model can be designed for the entire oligomerization–polymerization–crystallization–pre-
cipitation process. On the contrary, each process stage must be modeled separately.

8.6 PEPTIZATION OF SOLS

Preparation of the primary oligomeric clusters has been discussed in terms of the association of
the ions in electrolyte solutions or condensation-mediated ion clustering. Dependent on the elec-
trolyte concentration and the physicochemical state (P, T, pS, pH, pI, pcL, pcM, pe) of the system,
the ions associate to polymeric species or then the ion clusters may reach the critical size that
enables them to grow to primary particles of some 100 nm in size. As discussed, they are probably a
coagulate of cemented crystallites of 1 to 10 nm size. However, to be useful for further processing,
these must be stabilized to sols, i.e., to a stable dispersion of particles of colloidal (10 to 1000 nm) size.

There are basically two approaches for the stabilization:6,14,25

• Electrostatic stabilization
• Steric stabilization

As indicated above, some ions may dissolve from the ionic crystals formed (Equations 8.27a and
8.33a). Most frequently, it is the more extensively solvated metal cations that dissolve
(Equation 8.33a), but they are in some cases replaced by cations of lower charge (cation exchange).
This leads to an excess of negative charges at the suface. If the anion is an oxide, then the surface
oxygens are known to become hydrolyzed and are at low pH capable of forming protonated cationic
(>O–H2

+) surface groups. At high pH these surface groups are deprotonated to anionic (>O–) surface
groups. Both the effective amount of dissolved cations and the degree of dissociation of the surface
hydroxyl (and other Brønsted active) groups determine the surface charge of the particles. Depend-
ing on the way the charge is regulated, either the metal cations or the protons are then denoted
potential determining ions. If the cation concentration (pcM) is varied, the cations are potential
determining, but if the pH (pcH) is varied, the protons are potential determining.

(8.102a)

(8.102b)

However, the cations may also be involved in hydration and hydrolysis equilibria as a function
of pH (Equations 8.33 and 8.34), which alters their charges and affinities for the surface groups.
The surface hydroxyl groups may, of course, be involved in the competition of the ligand sites in

> ↔ > ( )MOH + H MOH low pH+
2
+

> ↔ + ( )MOH > MO H high pH– +
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the coordination sphere of the cation. Moreover, depending on the deprotonation degree, the cation
assumes a large number of different charges. Both the charge and the chemical affinity for the
surface groups or free surface sites may lead to the adsorption or reprecipitation of the dissolved
metal cation clusters, which was shown to depend on the surface roughness. These reactions and
adsorption can, of course, occur for foreign cations as well. It is then rightfully claimed that the
particles in solution are overextended pH regions, covered with a reprecipitated surface gel layer
that has properties different from the naked particle surface.41 This equals the situation found for
the crystallites and primary particles discussed in the previous section.

Because of the heterogeneous surface properties, different cleaning procedures have been
suggested for the removal of the surface gel layer and to bring the dissolution of cations into
equilibrium with the indifferent support electrolyte (for which there is no specific chemical adsorp-
tion). The surface is, however, quite rich in energy and it is not surprising to find many of the
cleaning solution components (mostly ions) adsorbing instead. Additionally, the successive extrac-
tion leads to a gradient surface poor in native metal cations. Rather, it is characterized by stable
but unnatural (pristine) surface properties.6,33,47

8.6.1 ELECTROSTATIC STABILIZATION OF SOLS

The electrostatic properties of particles can be described by two key parameters, the surface charge
density and the kinetic surface potential. The surface charge density (σo) corresponds to the potential
at the particle surface (ψo). This charge regulates the interaction of dissolved ions with the surface
and the effective charge is dependent on the degree of adsorbed counterions to the surface. In this
section we discuss the relative effect of simple ions (no deprotonation and no condensation of aquo
ligands) on sol stability when the pH is varied.

The purely charge controlled stabilization of sols has been successfully described by the
Deryagin–Landau–Veerwey–Overbeek (DLVO) theory. The potential energy (Φ) of the particles is
determined by adding the repulsive (positive Coulomb) energy to the attractive (negative van der
Waals) energy. For large particles, i.e., assuming a planar contact surface, the DLVO theory states
that6,14,25,33,48

(8.103)

where c = concentration of ions (number of ions per unit volume/NA) near the surface, κ–1 = Debye
length (Equation 8.9, Tables 8.3 and 8.4), ϒ = complex ratio of the surface potential given by the
Gouy–Chapman theory,6 AH = the Hamaker constant (this material constant is dependent on the
particle shape), and d = distance between the surfaces of two approaching particles. For low surface
potentials, ϒo ≈ zeψo/4κT (Debye–Hückel approximation). Typically, the attractive energy predom-
inates at very short distances (0 to 5 nm) whereas the repulsive energy extends to longer distances
(0 to 10 nm). If the ion cloud is sufficiently extensive around the particles to create a repulsive
barrier, the attachment of the particles is kinetically hindered (Figure 8.25) and the sol is stable.

However, if the ionic strength is enhanced, the thickness of the electrolyte cushion is rendered
thinner. A larger fraction of particles may then collide per unit time, leading to a coagulation of
the particles to a dense sediment. For a 0.1-mol/dm3 1:1 electrolyte solution, the repulsive electro-
static barrier (Tables 8.3 and 8.4) may be considered to be effectively removed and the particle
coagulation is controlled by diffusion alone. Sometimes a balance is reached at intermediate
distances (3 to 5 nm), which is characterized by a weak negative minimum. Then, the particles
form a loose flocculated structure that is easily redispersed. To a great extent the association kinetics
follows the same principles as for the ions discussed above, but at a slower rate.6,25,33,48

As mentioned, the surface charge can be determined by potentiometric, Coulometric, or con-
ductometric titration of protons or metal cations to the surface at a constant ionic strength. Most

Φ = ϒ −( )−−64 121 2c RT d A dHκ κ πo
2 exp
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frequently, the titration is done as a function of pH, and then the surface charge density is determined
by

(8.104)

where  (subscript s relates to surface sites). The point at which σo = 0 is denoted
the point of zero charge (pHPZC). As discussed above, this is the pH where the condensation reactions
occur most readily due to the absence of an electrostatic barrier upon approach. Note the very
unusual σo for SiO2, which is zero in the range 2 < pH < 6 (Figure 8.26).47

Recalling the reaction schemes (Equation 8.102) representing the surface proton exchange, we
find the following equilibrium constants:48

(8.105a)

(8.105b)

However, in these cases the proton exchange occurs at the surface of the particle(s) and this
must be related to the concentration (or activity) of the protons in the equilibrium solution. This
may be done by applying the Boltzmann equation, which states

(8.106)

FIGURE 8.25 The stability of a sol (a suspension of colloidal particles) may be evaluated from the balance
of repulsive (electrostatic) interaction forces and attractive (dispersive) interaction forces, e.g., by applying
the DLVO theory (Equation 8.103). If a potential energy barrier exists the system is stable (left). If the barrier
is removed, the coagulation of the particles is contolled by diffusion alone. (Courtesy of Jean Le Bell.)
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FIGURE 8.26 The surface charge density for aqueous 0.01 mol/dm3 electrolyte sols of alumina and silica as a function of pH. (From Kosmulski, M., Chemical Properties
of Material Surfaces, Surface Science Services, 102, A.T. Hubbard, Ed., Marcel Dekker, New York, 2001, 224. With permission.)
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Now the surface charge density may also be written in terms of the fraction of charged surface
hydroxyls:

(8.107a)

where the number of surface sites, Nsite, = [(V/NA)(cMOH2
s + cMO

s + cMOH
s)]. Inserting the equilibrium

constants, we obtain48

(8.107b)

The surface charge density can thus be related to the pKa
s values for the surface protons in the

same way as done in solutions. According to the Nernst equation, the surface potential can be
related to the pHPZC as

(8.108)

The Hammett function may also be used for the determination of the acidity of surface sites.
For solids dispersed in nonaqueous liquids, Walling defined the acid strength as the ability of the
surface sites to convert an adsorbed neutral base into its conjugate acid:19,20

(8.109)

where the pHs stands for the surface acidity. The reaction proceeds as a proton transfer from the
surface to the adsorbate. Similarly, for solids the basic surface site strength is defined as the ability
to convert an adsorbed neutal acid into its conjugated base. This means that the adsorbate donates
a proton to the surface:19,20

(8.110)

In both cases the equivalence point coincides with the equilibrium cHB
s = cB

s and cHA
s = cA

s,
respectively. There are a number of standard indicators with a range of pKa values used in organic
solvents for this purpose. Their color change thus matches the equivalence point. However, the pKa

values used are determined in aqueous solutions as a function of pH.
The kinetic potential is usually denoted as the zeta (ζ) potential and it is determined from the

electrophoretic mobility of the extremely dilute particles in an electric field. More recently, the use
of electrokinetic sonic amplitude (ESA), acoustosizer (AZR), or colloid (or ultrasonic) vibration
potential (CVP) has become available for the determination of the ζ potential in rather concentrated
particle suspensions. Again the ζ potential may be measured as a function of either the metal
concentration or the pH. In the latter case the point where the mobility ceases is denoted the
isoelectric point (pHIEP, Figure 8.27).47 It correlates particularly well with the stability of the sol,
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FIGURE 8.27 The effective surface charge (ζ potential) for aqueous 0.01 mol/dm3 electrolyte sols of alumina and silica as a function of pH. (From Kosmulski, M.,
Chemical Properties of Material Surfaces, Surface Science Services, 102, A.T. Hubbard, Ed., Marcel Dekker, New York, 2001, 250. With permission.)
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as it represents the effective charge of the particles. It may be visualized as the surface charge
screened by the ion cloud surrounding the particle. The thickness of the layer indicates the efficiency
of the screening and is given by the Debye length (1/κ, Equation 8.12, Tables 8.3 and 8.4).

As discussed above, the particles may assume a wide variety of surface properties depending
on how they are manufactured and conditioned (e.g., washed). Moreover, the surface is hydrolyzed
to an extent that is also dependent on the conditioning of the powder (e.g., heat treatment). There
is thus a very large scatter of the points of zero charge and the iso-electric points found for ceramic
oxides. Instead of offering a specified selection of assumedly best values for each crystal form and
degree of hydroxylation of the lattice and surface, pH ranges for the charge reversal are provided
in Table 8.7.47

Although the ranges indicated are wide, it is obvious that they follow a certain pattern. It seems
that the z = +4 oxides may be characterized by two subgroups, one following the sequence of
+1 < z < +4 and the other the sequence +4 < z < +6. The z = +4 oxides were shown in aqueous
solutions to be capable of forming both aquo–hydroxo and hydroxo–oxo complexes as a function
of pH. The lower charged metals formed predominantly aquo–hydroxo complexes while the higher-
charged metals formed predominantly hydroxo–oxo complexes as a function of pH (see
Figure 8.14). The critical pH values seem to roughly coincide with the pKa of their acids in aqueous
solutions. It thus seems that the PCM theory is also related to the charge properties of the metal
oxides. The electronegativity of the metal oxide may be averaged according to:47

(8.111)

where χM and χO are the electronegativities of the metal and oxygen, respectively. The point of
zero charge may now be described as a linear function of the electronegativity:47

(8.112a)

where a ( = 57.3 to 61.4) and b ( = 8.48 to 9.25) are regression coefficients and χ is given in volts.
A slightly different form has also been suggested:47

(8.112b)

where z is the charge of the metal cation and χMz the electronegativity at that particular oxidation
state. The pHPZC has also been linearly correlated to, e.g., the effective ion potential (ψ = z/r)eff, the

TABLE 8.7
The pH Ranges for Charge Reversal 
for Some Ceramic Oxides at 25°C

Valency Oxide pH Range

z = +1 M2O, M(OH) 10 < pH < 14
z = +2 MO, M(OH)2 8 < pH < 12
z = +3 M2O3, MO(OH) 6 > pH < 10

M(OH)3, (M3O4)
z = +4 MO2, M(OH)4 4 < pH < 8

2 < pH < 6
z = +5 M2O5 1 < pH < 5
z = +6 MO3 0 < pH < 4

χ χ χν ν
ν ν ν ν

M OM O M
M

O
O M+ O( ) = [ ] ( )1

pH M OPZC M O= − ( )a b χ ν ν

pHPZC M= − +( )14 43 0 58 1 2. . z zχ
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effective ion charge density (σ = z/r2)eff, and the coordination number. The corrections refer to crystal
field stabilization energy of the metal cation that is a nonelectrostatic contribution to the energy of
hydration of the cation.

8.6.2 SPECIFIC BINDING AND SURFACE PRECIPITATION OF IONS AND LIGANDS

As shown in Figure 8.24, the collective influence of the added simple (indifferent) ions is that they
enhance the screening of the surface charge. At the end, the effective surface charge is reduced to
zero and the particles are diffusively coagulated. For multivalent ions the simple balance between
repulsive (Coulomb) and attractive (van der Waals) forces is rendered more complicated because
of the enhanced solvolytic activity of the cations. From Figures 8.4 to 8.6 it is obvious that the
cations form a wide range of ionic species that bear high cationic and anionic charges. This means
that the formal charge may vary considerably and even become opposite, which influences the
electrostatic adsorption. The charge reversal from positive to negative, which is expected for the
particles at enhanced pH, may thus be initiated or then the positive charge may even be enforced.
This is due to the specific excess adsorption of cations to the positive surface aided by the chemical
contribution to the overall energy balance (Figure 8.28).49

From an electrostatic point of view, the specific adsorption of cations is explained as an
inhibition of the proton adsorption and an induced hydroxyl ion adsorption. For the original proton

FIGURE 8.28 The electrophoretic mobility of titania (rutile) particles in aqueous solutions of 0.33 * 10–3

mol/dm3 nitrate solutions of different mono- and divalent cations as a function of pH. (From Fuerstenau, D.W.
et al., in Adsorption from Aqueous Solutions, Vol. 3, P.W. Tewari, Ed., Plenum Press, New York, 1981, 112.
With permission.)
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equilibrium (ΓH+ = ΓOH–) to be restored, a higher proton concentration in the bulk is required, which
is observed as a shift of the pHPZC to lower values. The opposite occurs for the isoelectric point
(pHIEP). The specific adsorption is thus sensitively detected as an enlarged difference between pHPZC

and pHIEP. The contribution of the specific adsorption of cations and anions, respectively, to the
surface charge density may be described as

(8.113a)

(8.113b)

The simple surface hydration and proton exchange enables the metal cation complexes also to
adsorb due to ligand exchange. Equally with the solvent association and condensation processes
this adsorption may lead to the formation of extended gel structures and surface precipitation.
However, as the surface site distribution and surface potential influence these processes, the phys-
icochemical conditions (pS, pH, pI, pe) where they occur do not match those for the solution
species.50

Figure 8.29 illustrates the relationship between the charge reversal and the formation of a surface
gel resulting in precipitation of divalent cations when the pH is increased. Three pH regions can
be discerned. In the most acidic solutions the divalent metal cations are not expected to produce
any deprotonated hydroxy complexes (see Figure 8.14) and thus their specific effect is rather small.
(Note, however, Ba2+ in Figure 8.28.) The pH dependency then resembles that of indifferent ions.
At extremely high pH the metal hydroxide precipitates and coats the particle. Consequently, the
charge properties correspond to the metal hydroxide and not to the particle. An incomplete coating
is reflected as a shift of the pHIEP (Figure 8.28) toward lower pH values. In the intermediate pH
range, where a charge reversal is observed, a gel formation is initiated at the surface through
condensation reactions much in the same way as for high-valency cations in aqueous solutions.
This occurs at a pH well below the bulk precipitation. It may be considered an overlapping
phenomenon consisting of the normal charge screening and the surface precipitation, respectively.
For high-valency cations the surface precipitation processes may be considerably more complex,
but equal in nature.

8.6.3 SPECIFIC BINDING OF LIGANDS AND SURFACE MODIFIERS

It is well known that the sols are repeptized (coagulated to stable sol) after synthesis mainly with
mineral acids and surfactants, depending on whether aqueous, mixed, or nonhydrous solvents are
used.29 The ligand adsorption to the surface groups occurs thus in much the same way as the
adsorption of cation complexes discussed above. The ligand adsorption in the presence of other
competing reagents may thus be organized with conditional constants, while the probability of
adsorption may be evaluated with the PCM model. In both cases tabulated reference data are
extensively published and easily available.

To evaluate the adsorption of chelates and organic ligands, such as surfactants, a simple
adsorption isotherm model may be used. The perhaps most straightforward model has been devel-
oped by Langmuir. Assuming that the surface is basic and the adsorbate is acidic in the Brönsted
or the Lewis sense, we obtain for the displacement of the solvent liquid (L) molecules by the
adsorbate (A):51

(8.114)

σo zF z= + +( ) −( )+Γ Γ ΓH OH–

σo zF z= − − −( )( )−Γ Γ ΓH+ OH–
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s

L A L
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If the surface sites are located sufficiently far apart the adsorbed molecules may be considered
to behave ideally and the activities can be replaced by mole fractions  Maintaining the
concentration scale for the bulk solution we may rewrite Equation 8.114 in the following form:

(8.115)

where the equilibrium constant is expressed consistently in ratios of the amount of the components.
The fraction of sites occupied is obtained by further rewriting the equation in the form:

(8.116)

where  = saturated adsorption (total number of sites) and ci = equilibrium concentration. To find
the plot by which the adsorption data are expected to be linearized we invert the equation and
multiply it be cAw:6,51

(8.117)

FIGURE 8.29 A schematic presentation of the dependency of the electrophoretic mobility (ζ potential) on
pH when the divalent cations precipitate as metal hydroxides on the particle surface at high pH. (a) Normal
behavior for increasing electrolyte concentration. (b) Metal hydroxide (5) form at high pH. (c–d) Depending
on the electrolyte concentration the second crossover point moves to lower pH due to enhanced surface
precipitation. (From James, R.O. and Healy, T.W., J. Colloid Interface Sci., 40, 61, 1972. With permission of
Harcourt Inc.)
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where w = weight (mass) of the solid particles. A plot of cA/( /w) against cA should provide a
straight line for which the intercept a and the slope b gives the Kads = b/a. It can also be used to
determine the surface area if the cross sectional area of the molecule or ion is known (ao), since
Asp = NAao/b = NAao /w. The number of sites is obviously: NA = Aspw/ao. A fit of Equation 8.117
to the adsorption data of two silanes onto porous silica particles is presented in Figure 8.30.52

The same equation has also been used to quantify the amount of specifically adsorbed cations.
For both Lewis and Brønsted acids and bases this adsorption isotherm relates to the Hammett
function (Equations 8.80, 8.109, and 8.110).

8.6.4 SUMMARY

The same factors that determine the reactions in aqueous solutions self-evidently also occur at the
particle surfaces in equilibrium with the solution. The benefit of recognizing this fact is that the
same tabulations of critical properties may be used to predict the surface reactions. The sol particles
may be considered to represent a rigidized macrocluster of ion species. It should, however, be kept
in mind that corrections have to be made for the adsorption against an ion cloud and against a
surface potential. Both the surface charge and the site distribution at the surface (the surface
morphology) influence the gel formation and the surface precipitation as well. The specific adsorp-
tion may, of course, be used for surface modification of the particle surfaces.

A particularly interesting example on the interplay between the proton exchange for the surface
hydroxyls and the adsorption or desorption of solution species is provided by silica. As mentioned
above, it is known that the hydrolysis of silica species is minimal at 6 < pH < 7. It is therefore
expected that the number of >SiOH2

+ groups (Equation 8.102a) increases when the pH scale
descends and the number of >SiO– groups (Equation 8.102b) increases when the pH scale ascends.
Moreover, it is expected that the stability of silica sols would be the least at 6 < pH < 7. As shown
in Figure 8.31 this is exactly what is observed.15,26

FIGURE 8.30 The fit of the Langmuir isotherm to the experimental surface excess of APTMS and OTMS
silanes determined for aqueous solutions at 25°C. (From Eklund, T. et al., in Silanes and Other Coupling
Agents, Vol. 2, K.L. Mittal, Ed., VSP BV, Zeist, 2000, 63. With permission.)
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In alkaline solutions in the range 6 < pH < 10, it is known that the surface charge is sufficient
to keep the particles stable. However, the screening of the surface charges with electrolyte (e.g.,
NaCl) destabilizes the sol as expected. Under extremely alkaline conditions (pH > 10) the dissolved
silica produces negatively charged species indicated in Figure 8.31 by the dissociation steps of
silicic acid. Because the solubility is enhanced in this range (Equation 8.40), the ionic strength
grows and the sol is coagulated in the absence of added salt. The alkaline branch is thus in full
accord with the expectations of the DLVO model (Equation 8.103).

However, the behavior of silica sols in acidic solutions is quite intriguing. It has been extensively
documented that the surface charge density indicates that a zero surface charge persists at least in
the range of 6 < pH < 2 (see Figure 8.26).47 As discussed above, precipitation would be expected
to occur over this entire pHpzc range! On the other hand, the effective surface charge (ζ potential)
changes almost linearly over a wide pH range (2 < pH < 10, Figure 8.27) reaching the pHIEP at
around 2.47 The pHIEP seems to shift to slightly higher values when the ionic strength increases.
There is clearly a contradiction between the surface charging expected from the hydrolysis exper-
iments and the surface charge density measured. The successive change of the negative ζ potential
does, however, agree with the hydrolysis expected in alkaline solutions, but not with the point of
maximum precipitation (see Figure 8.31) at pH ≈ 6.

The explanation for the obscure behavior observed in acidic media must be sought in the
interplay between the dissolved silica and the particle surface. In alkaline solutions, the enhanced
charging is evidently due to the overlapping of the surface deprotonation equilibrium and the
disintegration of the silica surface. This is observed as a rapid enhancement of the surface charge
density and a continuous enhancement of the ζ potential. However, in acidic solutions the conden-
sation reaction is most probably activated at pH < 6 initiating a competition with the proton
adsorption equilibrium. As a result, the surface hydroxyls react with the dissolved silica instead of

FIGURE 8.31 The sol stability and gel time of silica may be divided into three regions: At extemely acidic
conditions the Si–O bond is ruptured producing condensed aggregates. In very alkaline solutions, there is a
sufficient charge and solubility to ensure a rearrangement to dense particulate structures. In the neutral range
a rapid aggregation occurs due to a low surface charge density. (From Iler, R.K., The Chemistry of Silica,
John Wiley & Sons, New York, 1979, 367. With permission.)
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recharging due to an increasing number of positive >SiOH2
+ groups. The exchange is observed as

a tremendous buffering capacity for a number of siliceous minerals (4 to 6 pH units) peaking around
6 ≥ pH ≥ 4. The buffering is activated in minutes and continues for extended periods. The adsorbed
and condensed neutral species carry no charge (σo = 0). The remaining effective ζ potential must
then be due to charged adsorbed species that have not reacted with the surface hydroxyls. The
apparent pHIEP ≈ 2 is therefore merely due to the adsorbed surface gel layer providing an efficient
steric hindrance for coagulation (gelation). The much lower solubility of the metal oxides seems
to prevent this effect.

The influence of the cations and anions has been discussed separately with the solution prop-
erties and reactions in the main focus. It has, however, been known over 100 years that anions play
a crucial role for the stabilization and coagulation of colloids.53 More recently, the contribution of
anions on the stabilization of particles, biocolloids, and bubbles has received renewed attention.54,55

In these papers, it has been pointed out that there exists a collaborative interaction between cations
and anions upon adsorption of one of the complexes from solution. At high concentrations this
effect renders the simple indifferent ions specific and selective to each other.55 It is also seen as a
dependency on the acid–base pair chosen for the regulation of the pH. This effect certainly needs
to be added as an extension to (correction of) the DLVO theory.56 However, as shown in this paper,
it is just as probable that the anion and cation collaborate during the adsorption and formation of
gels and precipitates at the surface. The presence of such mixed phases has been confirmed
experimentally, e.g., during the formation of hydroxoapatite in silica gel layers.57

The contribution of the solid content is frequently forgotten when evaluating the stability of
the sols. However, because a number of ions dependent on pH and ionic strength are kinetically
bound to the particle surface, the interrelationship between the Debye length and the particle load
may be investigated. The example provided is a monodisperse latex sol of 100 nm particle size
(Figure 8.32).58

As seen, four areas can be separated from each other. At extended Debye lengths (low ionic
strengths) the sol remains in a crystalline-like arrangement to quite high particle volume fractions.
The higher the volume fraction, the smaller must the Debye length be to maintain the Bragg crystal
order. Obviously, this region may be characterized by the sol particles filling the entire sample
volume, which reduces the freedom of movement of the particles. At higher electrolyte concentra-
tions, the diminishing Debye length provides free space in the sol and the particle arrangement
becomes random. Between these two Debye length–particle volume fraction areas, there is a narrow
region of coexistence. Here the highly arranged (irridescent in light) and the disordered (dark in
light) phases may be observed as phase-separated in the same sample holder. This shows that it is
the effective radius of the particles that determines the packing. Observe that the bending of the
narrow coexistence range occurs at extreme dilution (10–5 to 10–4 mol/dm3), at the limit of dilute
electrolyte solutions (10–3 to 10–2 mol/dm3) and at the limit of concentrated electrolyte solutions
(10–1 mol/dm3). They are all critical in some sense when applying different models to electrolyte
solutions and sols.6,14,25,33,48,55

In particular, it should be noted that above the 10–1 mol/dm3 limit specific interactions are
observed that are typical for hard core systems.55 Toward higher particle packing densities a phase
transition is indicated by two perpendicular lines that traverse the volume fraction axis at about
0.50 and 0.55. The lower volume fraction has been shown to coincide with the freezing of
noninteracting colloids and the latter border with colloid crystal formation in the apparent absence
of any attraction forces.59,60 All in all, three colloid sol states emerge as a function of the effective
packing: a well-ordered Bragg crystal state dependent on the electrolyte expanded effective radius,
a disordered sol state, and either a disordered (low Φp) or ordered (high Φp) sol state characterized
by hard core particle interactions. Of particular interest is the possibility of producing coexisting
ordered and disordered phases in the same sample holder.58
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8.7 CONTROLLED GELATION OF SOLS

As discussed in the previous sections, inorganic complexes in solution are of different size and
charge depending on the degree of hydrolysis, deprotonation, and condensation. These factors
depend on a variety of factors, including solution pH, concentration, aging time, temperature, and
physicochemical properties of the inorganic species. These ionic species range from essentially
monomeric ions to polyions, i.e., inorganic polyelectrolytes, which may undergo a variety of
reactions with other species present in solution instead of condensing into an inorganic bulk
structure. It is to be expected that the strength of these ligand interactions will depend on the size,
structure, and charge of the inorganic oligomeric species. The interactions between inorganic species
and surface active agents have attracted a lot of interest during the last decade after the pioneering
work of scientists from the Mobil Oil Company.61,62 It was unambiguously shown that supramo-
lecular surfactant aggregates can be used as structure-directing agents for the preparation of

FIGURE 8.32 The sol stability is dependent both on the electrolyte concentration and on the dry content of
the particles. As illustrated for monodisperse 100 nm latex particles at 25°C an ordered (irridescent) crystal
particle lattice forms at low electrolyte concentrations over a wide range of volume fractions. At higher
electrolyte concentrations an irregular particle order persists. However, at intermediate concentrations both
ordered and disordered particle phases may coexist. Thus, the irridescent latex sol may be “melted” over the
coexistence range by increasing the salt concentration (a → b → c) and be refrozen by increasing the particle
content (c → d → e). Above 0.1 mol/dm3 the ion “cushion” around the particles is effectively removed and
the sol may be descibed as a hard core particle system producing the properties found when increasing the
volume fraction of particles above 0.5. (From Rosenholm, J.B. et al., in Ceramic Interfaces, R.St.C. Smart
and J. Nowotny, Eds., IOM London, 1998, 451. With permission.)
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inorganic–surfactant composite structures with tunable mesoscopic order resembling the structure
of liquid crystalline surfactant phases. Formation of silicate and aluminosilicate gels in the presence
of surfactants with subsequent calcination is used to obtain mesoporous materials with uniform
channels in the size range 2 to 20 nm, thus filling the gap between mesoporous materials obtained
from pillaring of layered silicates and mesoporous gels. In most cases, cationic quaternary ammo-
nium surfactants have been used as complexing ligands together with silicate under alkaline
conditions where the silicate is negatively charged. However, mesoscopically ordered silica can
also be synthesized under acidic conditions using cationic surfactants.63,64 Furthermore, a wide
variety of other structure-directing agents, such as aliphatic amines,65 ethoxy-based neutral surfac-
tants,66 block-copolymers of the ABC type,67 preformed liquid crystals,68 etc., have also been
successfully applied. Here, the pH and the temperature are adjusted to optimize the inor-
ganic–organic interactions. Therefore, electrostatic and covalent interactions, hydrogen bonding,
and van der Waals interactions can all be used as driving forces for the assembly of the organic
and the inorganic constituents. The same synthesis strategy has also been used in the preparation
of a wide variety of nonsiliceous materials. Several excellent reviews69-77 covering different aspects
of the synthesis and properties of these materials have appeared recently, and the interested reader
is referred to these and the references therein for a more general overview of the different synthesis
routes applied and the vast potential application areas for these materials. The focus here is on
silicates as the vast majority of the published mechanistic studies concern the formation of sili-
cate–surfactant mesophases under basic conditions. However, the applicability of the results pre-
sented can be extended also to nonsiliceous material synthesis. In the following, the inorganic–sur-
factant mesophase formation is discussed in more detail with special emphasis on in situ studies.
The second part of this section concerns the use of mixed surfactant systems to control the
mesoscopic phase behavior as studied mainly by in situ small-angle x-ray scattering (SAXS).

8.7.1 MECHANISM OF FORMATION OF S+I– MESOPHASES, GENERAL

A lot of work has been devoted to the investigation of the mechanism of formation of cationic
surfactant–anionic silicate composites synthesized under alkaline conditions, often denoted the S+I–

route. The kinetic nature of inorganic–surfactant systems calls for the use of in situ techniques to
study their formation. In situ SAXS and XRD,78-82 cryo-TEM,83 (29Si, 14N, 81Br, 2H, or 13C)-NMR,84-87

fluorescence probing,88,89 FT-IR spectroscopy,90,91 and electron spin resonance measurements92-95

have yielded valuable information on the different stages involved in the formation process. There
is now some agreement in that the formation, at least in the case when surfactants carry an opposite
charge with respect to the inorganic species present in solution, involves (1) hydrolysis of the
silicate precursor, (2) condensation of silicate units leading to oligomeric/polymeric silica, (3) the
binding of surfactant to oligomeric/polymeric inorganic species paralleled by a cooperative self-
assembly into a mesoscopically ordered inorganic–surfactant phase concentrated in surfactant and
in silicate polyions, and a dilute phase. The phase separation process increases the local concen-
tration of inorganic species facilitating further condensation into a rigid framework. While early
stages of the mesostructure formation is determined mainly by the surfactant properties, subsequent
structural phase transformations to lower-energy configurations may be induced as changes in the
charge density of the silicate occurs upon condensation.28 Furthermore, some of the surfactant may
also be expelled from the composite structure during the course of condensation due to charge-
matching constraints.96 Therefore, the interplay between organic–organic, inorganic–organic, and
inorganic–inorganic interactions is of utmost importance in forming the final material.

The early stages of the process are very similar to those occurring in corresponding systems
of mixtures of oppositely charged organic polyelectrolyte and surfactant.97 Organic polyelectro-
lyte–surfactant systems are much easier to investigate, however, because of the absence of further
polymerization reactions, which enables studies to be carried out under equilibrium conditions. It
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has been shown, for example, that the amount of surfactant bound to the polyelectrolyte as well
as the degree of cooperativity of the supramolecular assembly both increase with increasing degree
of polymerization of the polyelectrolyte. Furthermore, it is also well known that the extent of
polyelectrolyte–surfactant interactions increases with increasing alkyl chain length of the surfactant.
Both features are observed also in the case of inorganic polyions and oppositely charged surfactants,
stressing the similarity between the systems. However, despite the kinetic nature of inorganic–sur-
factant systems, a lot of information concerning polyelectrolyte–surfactant interactions can be
gained through detailed studies on the initial stages of mesophase formation in these systems.
Realizing that the formed polyelectrolyte–surfactant complex possesses surfactant properties, at
least at moderate degrees of polymerization, opens up possibilities to utilize the availability and
chemical diversity of inorganic polyelectrolytes and subsequently transfer, at least qualitative,
knowledge to corresponding organic polyelectrolyte–surfactant systems, decreasing the need for
extensive, time-consuming precursor synthesis work.

Despite that the silicate–surfactant mesophase formation resembles the phase separation nor-
mally observed in surfactant–polyelectrolyte systems, it is interesting to note that it is still possible
to make qualitative predictions about the influence of inorganic–surfactant phase behavior based
on models developed for dilute surfactant systems. The packing parameter concept98,99 is based on
a geometric model that relates the geometry of the individual surfactant molecule to the shape of
the supramolecular aggregate structures most likely to form. Ns is defined as

(8.118)

where v is the volume, l is the effective length of the hydrophobic portion, and ao is the effective
area of the hydrophilic headgroup of the surfactant. For Ns values of 0.33, 0.5, and 1 spherical,
rodlike, and lamellar geometries, respectively, are expected to form. For example, Huo and co-
workers100 demonstrated that the packing parameter concept could be used to qualitatively describe
the phase behavior observed for silica–gemini surfactant composites as a function of the structure
of the gemini surfactant. Another approach to vary the Ns value is to introduce another semipolar
or apolar additive to the surfactant solution, which is solubilized by the supramolecular surfactant
aggregate. The influence of the solubilized additive on the Ns value will depend on the locus of
solubilization within the aggregate, which in turn is determined by the polarity of the additive. The
effectiveness of a particular additive is in turn governed by the partition of the additive between
the bulk liquid and the micelle. This latter means of influencing the value of the packing parameter
is discussed in the next section.

8.7.2 INFLUENCE OF ADDITIVES ON CTA+–SILICATE MESOPHASE FORMATION

AS STUDIED BY IN SITU SAXS

The large number of synthesis routes applied in the synthesis of hexagonally ordered silicate–sur-
factant composites, differing in pH, silicate precursor, synthesis temperature, reactant concen-
trations, etc., makes it difficult to clearly attribute observed differences in kinetics, phase forma-
tion, etc., to single parameters. To be able to make it easier for the reader to follow the discussion,
we limit ourselves to one synthesis route, which results in a hexagonally ordered surfactant–sil-
icate material in the absence of additives.101 The fast, highly reproducible, room-temperature
synthesis is most suitable for in situ studies. The synthesis composition is the same in all cases
described below, with a molar composition of 157/3/0.15/1 H2O/NH3/C16TAB/TEOS, respec-
tively, apart from the fact that different semipolar or apolar additives are added. This makes it
easier to attribute the observed effects more specifically to changes in the organic–organic and
organic–inorganic interactions, respectively. The setup used for the in situ studies is schematically
shown in Figure 8.33.

N v las o=
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8.7.2.1 No Additive

An example of a time-resolved x-ray diffractogram measured in situ during the formation of a two-
dimensional, hexagonally ordered silicate–CTAB material is shown in Figure 8.34.102 The formation
of the surfactant–silicate mesophase occurs within 80 s after mixing the reagents, as shown by the
appearance of a low-angle Bragg reflection. Two other reflections, which could be indexed assuming
a hexagonal unit cell, appears shortly after. The reflections shift to higher angles, i.e., lower
d-spacings with time; in other words, the mesophase contracts with time. The contraction of the
mesophase is accompanied by an increase in the intensity ratio of the (110) vs. the (200) reflection,
I110/I200. The intensity of the diffuse scattering indicative of the presence of micelles decreases
gradually as the intensity of the Bragg peaks increased. Based on these results we may conclude
the following: the observed contraction of the mesophase is a result of interaggregate condensation
in the formed mesophase. Furthermore, it may also partly originate from the fact that some TEOS
is initially solubilized inside the supramolecular aggregates, which contract upon release of hydro-
lyzed species. The intra-aggregate condensation is also responsible for the observed I110/I200 ratio,
since this effect originates from the increase in the density of the inorganic walls upon silicate
condensation.96,103,104 The rate-limiting step in this particular synthesis is the hydrolysis of TEOS,
as silicate condensation occurs readily at the synthesis pH of 10.7. The formation of the hexagonal
phase is not preceded by the formation of other mesophase(s) in this particular case, as has been
observed for other synthesis compositions.

8.7.2.2 n-Alcohols

Short-chain fatty alcohols (nC ≥ 4) have been used extensively together with ionic surfactants to
stabilize microemulsions and emulsions, i.e., aggregates of lower interfacial curvature. These are
accumulated in the palisade layer of the surfactant aggregates and are therefore referred to as
cosurfactants. Using a mixture of fatty alcohol (butanol to octanol) and CTAB as structure-directing
agents in the synthesis of mesoscopically ordered silica also induces a gradual transition from the
hexagonal phase to the lamellar phase, through a two-phase region were both phases coexist, with
increasing alcohol/CTAB ratio.102 As expected, the transition occurs at lower fatty alcohol/CTAB
molar ratios with increasing chain length of the alcohol, reflecting the increase in the fraction of

FIGURE 8.33 Schematic representation of the experimental setup used for in situ synchrotron SAXS mea-
surements on the formation of mesoscopically ordered silicate–surfactant mesophases. The reactant solution
is pumped through a thin quartz capillary and a diffractogram is recorded every 300 ms. The reaction is
initiated by emulsifying a macroscopically phase-separated system of tetraethoxysilane and an aqueous phase,
respectively. See text for details.
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alcohol being solubilized by the surfactant aggregate. Although alcohols are known to have a
profound influence on the hydrolysis–condensation kinetics as well as on the aqueous solubility of
silica, the alcohol/water ratio is low enough in the present case to exclude such effects from the
discussion. Interestingly, the d-spacing of both the hexagonal and the lamellar phase also increases
with increasing fatty alcohol chain length as also observed for some polar arenes. In situ SAXS
measurements reveal that the silicate–CTAB hexagonal mesophase actually solubilizes a fair amount
of alcohol after it has formed, as shown in Figure 8.35. This may point toward two possible reasons
for the observed increase in the d-spacing upon addition of alcohol. First, the oligomeric sili-
cate–surfactant complexes serving as building units for the hexagonal mesophase possess strong
surfactant properties and have the possibility of solubilizing more alcohol than the CTAB micelles
in themselves. Second, the CTAB packing density is determined by the charge density of the silicate
oligomers and may be low enough to allow alcohol molecules to fill in the gap between the bound
CTA+ ions. The latter conclusion is supported by the fact that a fair amount of arene may be
postsolubilized into the dried, as-made surfactant–silicate hexagonal mesophase.105 The in situ
SAXS investigations also stressed the strongly kinetic nature of the mesophase formation. Depend-
ing on the butanol or hexanol/CTAB ratio, two coexisting hexagonal phases (see Figure 8.35) and
occasionally even an additional lamellar phase could be resolved, before a one-phase lamellar
region was reached upon further addition of n-alcohol. The phase having the highest interfacial
curvature is the last to appear and this phase closely resembles the hexagonal phase obtained in
the absence of cosurfactant. Such three-phase regions do not appear in the standard phase diagrams
of CTAB/alcohol/water systems and are against the phase rule if at thermodynamic equilibrium.
However, the ongoing hydrolysis and condensation reactions together with the parallel precipitation
of silicate–surfactant complexes result in a strongly time-dependent effective reactant concentrations

FIGURE 8.34 Development of the in situ XRD pattern as a function of time during the formation of a
hexagonal silicate–surfactant mesophase in the system TEOS–water–CTAB–ammonia. (From Ågren, P. et al.,
Langmuir, 16, 8809, 2000. With permission of the American Chemical Society.)
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as well as silicate speciation. The alcohol/CTAB ratio may change with time, as will probably also
the Si/CTAB ratio. However, it is interesting to note that these changes lead to the formation of
distinct, highly ordered phases and not to a gradual change in the d-spacing with time.

8.7.2.3 n-Amines

Aliphatic amines have a pKa value around 10.7, which means that they are partly protonated under
the ammonia-catalyzed synthesis conditions discussed here with a pH ≈ 11. The protonation will
increase the water solubility of the amines compared to that of an alcohol of similar chain length.
Furthermore, the amines may interact more strongly with silicate ions compared to alcohol. How-
ever, both the degree of protonation and the aqueous solubility will decrease with increasing chain
length of the amine, as the degree of protonation of the amine will probably decrease when
solubilized in CTAB micelles due to the positive interfacial potential of the micelles. Therefore,
the influence of the fatty amine on the CTAB–silicate mesophase evolution should resemble that
of fatty alcohols with increasing chain length. This has been observed in practice. Addition of
octylamine to CTAB–silicate synthesis also leads to a transition to the lamellar phase through a
hexagonal–lamellar phase coexistence region, suggesting that the octylamine is solubilized as a
cosurfactant in the palisade layer of the CTAB portion of the composite structure and therefore
lead to an increase in the effective packing parameter. Again, in situ SAXS measurements reveal
the existence of an intermediate region where two hexagonal phases coexist, separated by only
0.1 nm in d-spacing.106 The d-spacing of the hexagonal phase increases with increasing octy-
lamine/CTAB molar ratio as also observed for the fatty alcohols. The addition of butylamine, on
the other hand, leads to a completely different effect. Instead of leading to an increase in the
effective packing parameter the opposite is observed; the hexagonal phase is retained, but the
d-spacing continuously decreases with increasing butylamine/CTAB ratio, as shown in Figure 8.36.
The d-spacing vs. time plot also seems to indicate that in this case there are two steps involved in

FIGURE 8.35 Development of the in situ XRD pattern as a function of reaction time during the formation
of a hexagonal silicate–surfactant mesophase in the system TEOS–water–CTAB–ammonia–hexanol. The
hexanol/CTAB molar ratio equals 0.45. Only the (100) reflections of the two hexagonal phases are displayed.
The arrow highlights the uptake of hexanol after the formation of the mesophase. (From Ågren, P. et al., J.
Phys. Chem. B, 103, 5943, 1999. With permission of the American Chemical Society.)
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the organization of the hexagonal mesophase; an initial fast shrinkage by approximately 0.2 nm
during the few seconds, which is virtually independent of the butylamine/CTAB molar ratio, and
a subsequent contraction, which is more pronounced the higher the butylamine/CTAB molar ratio.
Butylamine will preferentially not be solubilized in the CTAB micelles but will remain in the bulk,
due to its high water solubility. It is therefore free to hydrogen-bond to the oligomeric silicate and
therefore to compete with the CTA+ ions for potential binding sites, acting as a complexing ligand.
This will lead to a decrease in the number of CTA+ ions incorporated in the silicate–surfactant
mesophase and therefore to a decrease in the hydrocarbon volume in the organic portion of the
composite, which in the end controls the diameter of the pores. The latter step in the contraction
process may be related to the expulsion of some of the amine from the mesophase as a result of
silicate condensation. As expected, hexylamine shows an intermediate behavior and behaves like
butylamine at low hexylamine/CTAB ratios while a transition to the lamellar phase is observed at
higher hexylamine/CTAB ratios as for octylamine. It is interesting to note, however, that in effect
the interfacial curvature first decreases and then increases with increasing hexylamine/CTAB ratio,
which normally is not observed in pure surfactant systems. It is clear that the balance between the
two effects, solubilization into the CTAB micelles and adsorption to the silicate in the bulk, is
governed by the hydrophobicity of the amine, i.e., the hydrocarbon chain length. This is also
manifested in the amine/CTAB ratios needed for inducing the decrease in the d-spacing and the
transition to the lamellar phase, respectively, which decreases with increasing chain length. This
is in nice agreement with what is known about both surfactant adsorption to interfaces and extent
of solubilization in micelles, both of which are enhanced with increasing chain length of the
surfactant. It should be noted, however, that it is not necessary that the amine be protonated for
the adsorption to occur; a similar decrease in the d-spacing of the hexagonal phase is observed
upon addition of benzylamine and aniline, with pKa values of 9.3 and 4.6, respectively, although
the decrease in the d-spacing is much more pronounced in the presence of butylamine and benzy-
lamine compared to aniline.107

FIGURE 8.36 The d-spacing of the hexagonal phase formed in the system TEOS–water–CTAB–ammo-
nia–butylamine as a function of time for different butylamine/CTAB molar ratios, r. (From Ågren, P. et al.,
Langmuir, 16, 8809, 2000. With permission of the American Chemical Society.)
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8.7.2.4 Long-Chain Carboxylates

Mixtures of oppositely charged surfactants have been studied extensively, due to their industrial
importance as emulsifiers and rheology modifiers. It is well known, for example, that these cat-
ionic/anionic surfactant mixtures readily form extended, wormlike micelles in solution already at
low concentrations due to their lower interfacial charge density. Furthermore, the formation of
anionic–cationic ion pairs is commonly observed in these systems. It is therefore to be expected
that addition of an anionic surfactant to the CTAB–silicate system should result in pronounced
changes in the mesoscopic phase behavior and mainly result in the formation of phases with lower
interfacial curvature. This is what is observed, and addition of octanoate, decanoate, and dode-
canoate, respectively, has been shown to induce a hexagonal-to-lamellar phase transition in car-
boxylate–CTAB–silicate systems.108 The transition occurs at lower fatty carboxylate/CTAB ratios
with increasing chain length of the carboxylate anion, as expected. The d-spacing of both the
hexagonal and the lamellar phase increases with increasing chain length of the anionic surfactant.
In these respects, the anionic–cationic surfactant mixtures behave like mixtures of nonionic and
cationic surfactants. However, in situ SAXS measurements reveal an important difference between
the two cases. There is a pronounced increase in the diffuse scattering region at short reaction times
in the presence of decanoate when the hydrophobic TEOS is used as the silica source, as shown
in Figure 8.37. The diffuse scattering goes through a minimium and then increases again. This can
be understood based on a better initial solubilization of TEOS inside emulsion droplets stabilized
by the cationic–anionic surfactant mixture compared to that of CTAB alone. This can be seen as
a more pronounced shrinkage of the initially formed hexagonal phase as the TEOS hydrolyzed
upon contact with water leaves the surfactant portion of the mesophase. The better initial TEOS
dispersion leads to an increase in the number of nuclei, which in turn results in the formation of
smaller particles accounting for the increase in the intensity of the diffuse scattering at longer
reaction times. Therefore, it seems that while a large portion of any fatty alcohol is solubilized by

FIGURE 8.37 Development of the in situ XRD pattern as a function of reaction time during the formation
of coexisting hexagonal and lamellar silicate–surfactant mesophases in the system TEOS–water–CTAB–
ammonia–decanoate. The decanoate/CTAB molar ratio equals 0.35. The arrow highlights the highly diffuse
scattering in the low-angle region originating from the formation of small particles. (From Lind, A. et al.,
Langmuir, 18, 1380, 2002. With permission of the American Chemical Society.)
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the silicate–surfactant mesophase after its formation, the decanoate forms ion pairs with the CTA+

ions and they behave like one kinetic unit throughout the synthesis.

8.7.2.5 Hydrocarbons

Solubilization of hydrophobic additives within the core of the supramolecular assembly has been
widely used to increase the pore size of mesoporous silicas up to 10 nm. Trimethylbenzene (TMB)
has been the most widely used additive, although aliphatic hydrocarbons have been used as well.
CTAB micelles in themselves cannot solubilize such large amounts of hydrocarbon inside their
core in the absence of cosurfactant, due to the preferred high curvature of the charged micelles.
Therefore, it seems more than plausible that the surfactant–oligomeric complexes serving as build-
ing units for the mesophase are surfactants in themselves as already discussed. However, it has
also been shown that the swelling of the hexagonal mesophase is crucially dependent on the time
at which the swelling agent is added to the synthesis and that the swelling effect decreases if the
swelling agent is added at a later stage.62,63 This effect is because the silicate framework becomes
rigid with increasing degree of inter- and intra-aggregate condensation. In situ SAXS measurements
on the solubilization of toluene and hexane, respectively, by hexagonally ordered CTAB–silicate
mesophases reveal several important aspects of the solubilization process.109 When toluene is used
as the swelling agent, the long-range order of the hexagonal phase is maintained throughout the
synthesis. Furthermore, a large portion of the toluene is incorporated into the surfactant–silicate
mesophase after it has formed, as revealed by the pronounced swelling of the hexagonal phase long
after its formation, as shown in Figure 8.38. The situation changes quite remarkably when hexane
is used as the swelling agent. Almost no change in the d-spacing of the ordered hexagonal phase
is observed after it appears in the diffractogram. However, it is accompanied by a poorly ordered
phase with higher d-spacing. Upon increasing the hexane–CTAB ratio the poorly ordered phase
starts to dominate, leading to a loss of periodicity in the composite. This phase is kinetically
stabilized during the synthesis, and the d-spacing of this phase can be increased by increasing the
stirring rate. We attribute these differences to the different availabilities of toluene and hexane,
respectively, during the synthesis. There is not enough CTAB in the system for a micellar transport
mechanism to be in effect during the development of the surfactant–silicate mesophase, which is
the reason the transport of the swelling agent must be controlled by the solubility of the hydrocarbon
in the continuous phase. The higher water solubility of toluene compared to hexane (7 · 10–4 M and
7 · 2.10–3 m, respectively) together with the possibility for toluene to be solubilized both in the
palisade layer and the core of the surfactant assembly leads to a faster incorporation of toluene
into the developing composite structure. The solubility of both swelling agents is further increased
due to the released ethanol originating from the hydrolysis of the TEOS. If toluene is added at a
later stage, another interesting effect was observed apart from the already discussed lower degree
of swelling. If the toluene was added just after the first signs of the development of mesoscopic
order in the system, three coexisting hexagonal phases are clearly resolvable in the diffractogram.
Again, a time-dependent change in the toluene/CTAB ratio during the synthesis and/or a change
in the silicate speciation is supposed to account for this effect, as in the case of n-alcohol added
to the synthesis. However, it is very interesting to note that distinctive phases rather than a loss of
order are observed.

8.7.3 SUMMARY

In this chapter we have tried to show how a rational addition of “neutral” additives or ligands
complexing with either the inorganic or organic reactants, respectively, can be used to control the
mesoscopic phase behavior of inorganic–surfactant composites. The focus has been on siliceous
materials, but the approach is applicable also to the synthesis of nonsiliceous materials. The
discussion has been merely qualitative in nature, due to the partial lack of accurate experimental
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means of gaining chemical information on these rapidly evolving systems. However, recent devel-
opments in the area of in situ mass spectrometry,110 for example, promise to allow accurate data
to be collected, which could shed some new light on the events occurring on the molecular level
during the formation of these materials, especially concerning the role of the time-dependent
speciation of inorganic polyions in controlling phase behavior.

8.8 LIST OF ABBREVIATIONS

8.8.1 ALPHABETICAL SYMBOLS

A anion a activity
A acid b constant
A surface area c concentration
AH Hamaker constant d distance
B base f stoichiometric constant
C cation g stoichiometric constant
DC diffusion coefficient h hydrolysis ratio
E standard electrode potential i species indication
F Faraday constant k constant

FIGURE 8.38 Development of the in situ XRD pattern as a function of reaction time during the formation
of coexisting hexagonal and lamellar silicate–surfactant mesophases in the system TEOS–water–CTAB–
ammonia–toluene. The tolune/CTAB molar ratio equals 23.2. The arrow highlights the pronounced swelling
of the hexagonal phase after its formation due to the solubilization of toluene. (From Lindén, M. et al.,
Langmuir, 16, 5831, 2000. With permission of the American Chemical Society.)
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G Gibbs free energy k hydroxo number (anions)
Ho Hammett function l oxo number (anions)
I ionic strength m coordination number (anions)
J flux n coordination number (cations)
K equilibrium constant n number of electrons/bonds
L ligand n amount of substance
M metal cation, Molar mass p hydroxo number (cations)
NA Avogadro’s number q oxo number (cations)
P pressure r oxo number (cations)
Q stoichiometric factor s hydroxo number (cation)
R gas constant s regression constant
S solubility product t regression constant
S entropy t proton number (acid)
T temperature (K) u regression constant
U internal energy u proton number (acid)
V volume v regression constant
X state variable w mass (weight) of substance
Y state variable y activity coefficient (concentrations)

z charge number (valency)

8.8.2 GREEK SYMBOLS

α degree of side reactions
β degree of association
Γ surface excess
δ partial charge of atoms
ε dielectric constant (εoεr)
ε potential energy
ζ effective surface charge
η hardness of atoms
κ–1 Debye length
µ chemical potential
ν stoichiometric constant
ξ surface roughness
π 3.14
ρ density
σ softness of atoms (1/η)
σo surface charge density
Φ potential energy
χ electronegativity
ϒ complex ratio of surface potential
ψo surface potential
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9.1 INTRODUCTION

 

One reason that surfactants are useful in a wide variety of applications is that, under suitable
conditions, their aqueous solutions are able to dissolve substantial amounts of compounds that have
very low solubilities in water. Similarly, surfactants can greatly increase the solubility of water and
other polar compounds in hydrocarbons and other liquids of low polarity. This phenomenon, which
involves incorporation of the solute by aggregates of surfactant molecules, is known as solubiliza-
tion. It occurs not only for small surfactant aggregates such as (nearly) spherical micelles but also
for larger aggregates such as microemulsion drops, vesicles, and cylindrical and platelike micelles.
Lyotropic liquid crystals containing regular arrays of surfactant aggregates are also effective media
for solubilization.

In this chapter some experimental results and theories of solubilization are reviewed. In accor-
dance with the author’s interests and space limitations, the selection of topics is not comprehensive
and emphasizes microemulsions and dynamic processes involving solubilization to a greater extent
than does a recent collection of review articles on solubilization.

 

1

 

 Earlier extensive discussions of
solubilization have been given by McBain and Hutchinson,

 

2

 

 Elworthy et al.,

 

3

 

 and Mackay.

 

4

 

Surfactant molecules by definition have polar groups such as ions or ethylene oxide chains and
nonpolar groups such as hydrocarbon or fluorocarbon chains. When they are added to water,
aggregation normally occurs at fairly low concentrations to minimize the area of contact between
the nonpolar groups and water. For low temperatures and molecules with long, straight hydrocarbon
chains, separation into a crystalline solid phase and a dilute aqueous solution of molecularly
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dissolved surfactant is found. However, above a temperature known as the Krafft point, which
depends on surfactant structure, the chains become more flexible and do not pack into regular,
crystalline structures. Instead, dilute solutions of rather hydrophilic surfactants form small aggre-
gates or micelles containing perhaps 50 to 100 molecules in which the polar groups are on the
surface and thus exposed to water while the nonpolar groups make up the interior and are largely
shielded from water. The behavior of chains inside micelles is similar to that in liquid hydrocarbons
although their freedom of motion is restricted somewhat by their attachment to the polar groups
at the micelle surface. For most surfactants micelle formation begins rather abruptly over a narrow
concentration range, and it is useful to speak of a critical micelle concentration (CMC).

More lipophilic surfactants form larger, nonspherical micelles, vesicles, or lyotropic liquid
crystalline phases at rather low concentrations in water. For example, at temperatures above those
where the chains form crystalline structures, phospholipids and other surfactants with two relatively
long hydrocarbon chains typically form the lamellar liquid crystalline phase consisting of many
parallel surfactant bilayers separated by water layers. The hydrocarbon interiors of the bilayers are
rather fluid as in micelles. Of course, in this case a true phase separation occurs beginning at a
definite surfactant concentration.

In the next section a simple model is described that provides some understanding of the
essentials of solubilization. Then some measurement techniques, experimental results, and theories
of equilibrium solubilization are presented for micelles and microemulsions. Finally, dynamic
phenomena such as solubilization rates and solubilization by intermediate phases formed after the
solute contacts a surfactant solution are discussed.

 

9.2 A SIMPLE MODEL OF SOLUBILIZATION

 

We begin with a relatively simple model, which was suggested some years ago by Mukerjee

 

5

 

 and
which provides considerable insight on solubilization of small amounts of solutes in spherical
micelles. Suppose that an aqueous micellar solution has reached its solubilization limit and is in
equilibrium with an excess liquid phase of a pure hydrocarbon or some other compound of low
polarity. Equating the chemical potentials  and µ

 

m

 

 

 

of the solute in the bulk organic phase and in
the micelles, we have

(9.1)

where 

 

x

 

m

 

 is the mole fraction of the solute in the micelles and where ideal mixing in the micelles
has been assumed. If we assume that we can treat the surface of a spherical micelle like an interface
between bulk fluids, the pressure in the nonpolar interior of the spherical micelle is higher than
that in the surrounding water by an amount (2

 

γ

 

/r), where 

 

γ

 

 is the interfacial tension and 

 

r

 

 the micelle
radius. Since  must be evaluated at this higher pressure, we have

(9.2)

where 

 

v

 

 is the molar volume of the solute. Also, pressure in the bulk oil phase has been taken equal
to that in the water, a reasonable assumption here because the radii of curvature of the oil–water
interface greatly exceed the micelle radius 

 

r,

 

 which is only some 1 to 3 nm. Substituting this
expression into Equation 9.1, we obtain

(9.3)

µb
o

µ µb m m mu RT xo o= = + ln

µm
o

µ µ γm b v ro o= + ( )2

x v rRTm = −( )[ ]exp 2γ
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King

 

6

 

 has shown that the dependence predicted by this model of 

 

x

 

m

 

 on both 

 

v

 

 and surfactant
chain length, which determines 

 

r,

 

 is in quantitative agreement with experimental data for pure gases
of low molecular weight solubilized in ionic surfactant micelles. The gases include oxygen and
argon as well as light hydrocarbons (Figure 9.1). The value of interfacial tension 

 

γ

 

 required to fit
the data was about 28 mN/m. He also found that the same value of 

 

γ

 

 could fit data obtained by
solute vapor pressure measurements above micellar solutions (see Reference 7) having cyclohexane,

 

n-

 

pentane, and 

 

n-

 

hexane solubilized in similar micelles at ambient temperature where these solutes
would be liquids. Data obtained by McBain and Richards

 

8

 

 on solubilization of longer-chain hydro-
carbons in potassium laurate are reasonably consistent with the dependence on molar volume
predicted by the above equation for straight-chain and branched hydrocarbons with six to ten carbon

 

FIGURE 9.1

 

Logarithm of gas solubilities as a function of the reciprocal carbon chain length (1/

 

n

 

c

 

) of the
surfactant. Symbols: 

 

�

 

 = sodium alkyl sulfates (and 

 

n-

 

heptane at (1/

 

n

 

c

 

) = 0); 

 

●

 

 = alkyltrimethyl ammonium
bromides; 

 

�

 

 = sodium octanoate; 

 

⊕

 

 

 

= sodium 1-heptane sulfonate;  = SDS/0.1 

 

M

 

 NaCl.

 

 Inset

 

: Slopes of
straight lines in main figure as a function of gas molar volume. (From King, A.D., in 

 

Solubilization in Surfactant
Aggregates,

 

 Christian, S.D. and Scamehorn, J.F., Eds., Marcel Dekker, New York, 1995. With permission.)

�
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atoms as well as for cyclohexane and simple aromatics such as benzene, toluene, and ethylbenzene.
For longer-chain aliphatic compounds solubilization is very low, and the data are not sufficiently
accurate to make the comparison. However, with sodium oleate as the surfactant the observed
dependence of solubilization on solute molar volume

 

8

 

 is not well described by this simple model
even for straight-chain hydrocarbons.

According to Equation 9.3, solubilization should increase with decreasing interfacial tension 

 

γ

 

between the micelles and water. It is known that interfacial tension decreases as a surfactant’s
hydrophilic and lipophilic properties become more nearly balanced, for example, as salinity or
hardness of the aqueous phase increases in the case of ionic surfactants. Solubilization increases
under these conditions as well, so that the predicted trend is in qualitative agreement with exper-
imental data.

Equation 9.3 is satisfactory only when micelles are small and spherical and solubilization is
relatively low. While the above derivation can apply either to nonpolar species solubilized in the
micelle interior or to amphiphilic species such as alcohols that basically form mixed micelles with
the surfactant, caution should be used in the latter case. The reason is that alcohols less hydrophilic
than the surfactant can cause the micelles to become rodlike, thus violating the assumption of
spherical micelles employed in the analysis.

The above analysis can be extended in various ways to provide insight, although not necessarily
useful quantitative predictions, for other situations. For example, long, cylindrical micelles can be
considered, in which case the factor of 2 disappears from Equation 9.3. Indeed, surfactant bilayers
can also be considered

 

9

 

 if we include a surface energy term in writing the free energy change 

 

∆

 

F

 

for transferring 

 

δ

 

n

 

 moles of solute from the bulk oil phase into a bilayer of fixed half-thickness 

 

d

 

 as

(9.4)

where 
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 is bilayer area and 
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 is the number of moles of solubilized solute. Since 
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 is
infinite,  = , according to Equation 9.2. Moreover, (
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). Hence, setting 

 

∆
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= 0
yields Equation 9.3 without the factor of 2 and with 

 

r

 

 replaced by 

 

d

 

.
Another possible extension is to consider an excess oil phase which is a mixture of two or

more species. Provided that mixing within the micelle can still be considered ideal and that activity
coefficients for all species in the bulk oil mixture are known, an expression for 

 

x

 

mi

 

 for each solute
is readily obtained. Micelles formed from surfactant mixtures can be treated provided that micelle
composition is known or can be calculated from theories of mixed micelles such as regular solution
theory

 

10

 

 and that solubilization is low enough not to affect micelle shape or composition. Finally,
nonideal mixing in the micelles can be included if some model for the nonideality is available as
well as data for evaluating the relevant parameters. Perhaps the simplest scheme for incorporating
nonideality with nonpolar solutes is to use volume fractions instead of mole fractions in the spirit
of Flory–Huggins theory.

 

9.3 EXPERIMENTAL MEASUREMENTS OF SOLUBILIZATION

 

One quantity of interest is that discussed in the preceding section, i.e., the maximum possible
solubilization of a solute by a micellar solution, which occurs when it is in equilibrium with a bulk
phase of the solute. Data may be presented as the mole fraction 

 

x

 

m

 

 of solute in the micelle as in
the above equations. More commonly, however, we find a plot of the moles of solute dissolved in
the micellar solution as a function of surfactant concentration. Above the CMC such a plot usually
exhibits a straight line whose slope is the moles of solute solubilized per mole of surfactant in the
micelles (see Figure 9.2). Below the CMC the amount solubilized is usually constant and equal to
the solute solubility in water.
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o

m
o
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The maximum solubilization may be determined by measuring the turbidity of a micellar
solution while adding successive increments of bulk liquid (or solid) solute. When each increment
is first injected, turbidity increases because the drops of solute scatter light. If complete solubili-
zation occurs, turbidity returns to its initial low value. If not, the solubilization limit has been
reached. Caution is necessary in using this technique because many hours may be required for each
increment to be solubilized as the solubilization limit is approached. When dealing with certain
liquid solutes such as aromatics and amphiphilic compounds added to solutions of nonionic
surfactants, one must be careful that the solute concentration where the solution becomes turbid is
a true solubilization limit with an excess solute phase and not a cloud point with all the solute
incorporated into micelles but with an excess water phase.

For volatile solutes the micellar solution may be allowed to reach equilibrium with a bulk solute
phase with which it is not in direct contact, mass transfer between them occurring through an
intervening vapor phase. An apparatus where several surfactant solutions having different concen-
trations may be equilibrated simultaneously in this way with a single drop of bulk solute has been
described by Moroi et al.

 

11

 

 When equilibrium is reached, the individual surfactant solutions are
analyzed for solute content. An alternative method involving vapor pressure measurements is to
add increments of solute to a micellar solution until the solute partial pressure above the solution
reaches its known vapor pressure.

 

7

 

Sometimes we may be chiefly interested in how much solute is solubilized in the micelles and
how much is simply dissolved in water at concentrations below the solubilization limit. Several
methods for determining this partitioning have been described. For example, measurement of solute
self-diffusion coefficients using NMR techniques provides this information because micelles are
much larger than dissolved solute molecules and therefore diffuse much more slowly.

 

12

 

 So does
the nuclear magnetic resonance (NMR) paramagnetic relaxation technique in which a small amount
of a suitable paramagnetic ion added to the surfactant solution significantly increases the spin-
lattice relaxation rate of the molecularly dissolved solute but not of the solubilized solute.

 

13

 

 Solute
vapor pressure measurements above a micellar solution yield values of solute activity that can be
used to calculate the partitioning.

 

7

 

 Yet another technique involves determining the effect of small
amounts of solute on the CMC as measured, for example, by conductivity methods for ionic
surfactants (see Reference 14, which also provides an extensive list of partition coefficients deter-
mined in this way).

 

FIGURE 9.2

 

Typical variation of solubilization with surfactant concentration.
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9.4 SOLUBILIZATION IN MICROEMULSIONS

 

The above discussion applies to situations where solubilization is rather limited, i.e., 

 

x

 

m

 

 below —
usually well below — 0.5. However, when the hydrophilic and lipophilic properties of a surfactant
are nearly balanced, solubilization of nonpolar solutes can be much greater. In this case solubili-
zation significantly affects the shape and/or size of the surfactant micelles or other aggregates, and
the resulting phase is usually called a microemulsion. Although the term 

 

microemulsion

 

 normally
refers to thermodynamically stable isotropic liquids containing substantial amounts of both oil and
water, there is no widely accepted degree of solubilization at which a “micellar solution” becomes
a “microemulsion.” Microemulsions were discovered and studied by Hoar and Schulman some 60
years ago,

 

15

 

 but they have been investigated extensively only during the past three decades, owing
initially to their possible application in increasing petroleum recovery from underground formations
and later to other possible applications as well as their intriguing phase behavior and microstructure,
which are of inherent fundamental interest.

A general pattern of microemulsion phase behavior exists for systems containing comparable
amounts of water and a pure hydrocarbon or hydrocarbon mixture together with a few percent
surfactant. For somewhat hydrophilic conditions, the surfactant films tend to bend in such a way
as to form a water-continuous phase, and an oil in water microemulsion coexists with excess oil.
Drops in the microemulsion are spherical with diameters of order 10 nm. Both drop size and
solubilization expressed as (

 

V

 

o

 

/

 

V

 

s

 

), the ratio of oil to surfactant volume in the microemulsion,
increase as the system becomes less hydrophilic. At the same time interfacial tension between the
microemulsion and oil phases 

 

γ

 

mo

 

 decreases. Just the opposite occurs for somewhat lipophilic
conditions. That is, a water in oil microemulsion coexists with excess water with drop size and
solubilization of water (

 

V

 

w

 

/

 

V

 

s

 

) increasing and interfacial tension 

 

γ

 

mw

 

 

 

decreasing as the system
becomes less lipophilic. When the hydrophilic and lipophilic properties of the surfactant films are
nearly balanced, a bicontinuous microemulsion phase coexists with both excess oil and excess
water. For a balanced film (

 

V

 

o

 

/

 

V

 

s

 

) and (

 

V

 

w

 

/

 

V

 

s

 

) in the microemulsion are nearly equal, as are 

 

γ

 

mo

 

 and

 

γ

 

mw

 

. The former typically have values between 2 and 10, whereas the latter are of order 10

 

–4

 

 to 10

 

–2

 

mN/m. The above trends in solubilization and interfacial tension are summarized in Figure 9.3. As
Huh

 

16

 

 has pointed out, the product (

 

V

 

o

 

/

 

V

 

s

 

)

 

2

 

γ

 

mo

 

 at balanced or “optimal” conditions has a nearly
constant value. Thus, interfacial tension decreases as solubilization increases. Even away from
optimal conditions, solubilization and interfacial tension are strongly correlated,

 

17

 

 as shown in
Figure 9.4. If surfactant concentration is increased at optimal conditions, transition occurs at some
concentration from the three-phase region mentioned above to a single-phase microemulsion region.

Various changes can cause the system to shift from hydrophilic to lipophilic conditions and
thus undergo the phase changes described above. Winsor

 

18

 

 observed the basic pattern of phase
behavior and recognized that it was related to the hydrophilic and lipophilic properties of the
surfactant. Shinoda and Friberg

 

19

 

 conducted extensive studies of nonionic surfactant systems where
an increase in temperature makes the surfactant films less hydrophilic. Several groups investigated
anionic surfactant systems of interest in enhanced oil recovery where increases in salinity or divalent
cation concentration produce more lipophilic conditions but increases in temperature generally
cause small shifts in the opposite direction (see References 17, 20, and 21). Anton et al.

 

22,23

 

 studied
microemulsions made with cationic surfactants and anionic–cationic mixtures. Kahlweit et al.

 

24

 

investigated a wide range of both ionic and nonionic surfactants.
In this connection, it should be noted that typical single-chain ionic surfactants are too hydro-

philic to form balanced microemulsions under most conditions of interest, and we must either add
a lipophilic cosurfactant such as pentanol or hexanol or use a double-chain ionic surfactant instead.
Of course, cosurfactants can also be used with nonionic surfactants. It should be recognized that
the size and shape of aggregates in a microemulsion are influenced by cosurfactant incorporated
into the surfactant films but not by that dissolved in oil and water, whether in the microemulsion
itself or in coexisting excess phases. The same is true for nonionic surfactants themselves, which
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have appreciable solubilities in hydrocarbons. As a result, the temperatures required to yield optimal
conditions for surfactant–cosurfactant mixtures and even for commercial nonionic surfactants,
which are mixtures of species having a range of ethylene oxide chain lengths, depend on the overall
concentrations of surfactant and cosurfactant in the system and on the relative amounts of oil and
water present.

Other factors that can influence microemulsion phase behavior are pH, which affects the charge
of the film when the surfactant has an acidic or basic group, pressure, and the molar volume of the
hydrocarbon making up the oil phase. Oils with large molar volumes penetrate surfactant films to
a lesser extent and hence are less effective in bending the film toward a water in oil configuration
than are oils with small molar volumes. Accordingly, increasing oil chain length shifts the system
and phase behavior toward more hydrophilic conditions.

Solubilization at optimal conditions can be increased and interfacial tension decreased by, for
example, increasing both hydrocarbon and ethylene oxide chain lengths of a nonionic surfactant.
However, as optimal solubilization increases, the temperature range over which the microemulsion
coexists with both oil and water decreases, and interfacial tension variation with temperature
becomes more rapid; i.e., the system becomes more sensitive to small changes in temperature. For
ionic surfactants an analogous increase in optimal solubilization can be achieved by increasing
hydrocarbon chain length of the surfactant and decreasing salinity. Here, too, the higher solubili-
zation is accompanied by an increase in system sensitivity. Adding a short-chain alcohol such as
isobutanol, which has little effect on the balance of hydrophilic and lipophilic properties, decreases
optimal solubilization and increases interfacial tension. However, it can prevent formation of the
lamellar liquid crystalline phase for surfactants having long, straight hydrocarbon chains. The

 

FIGURE 9.3

 

Interfacial tensions and solubilization parameters for microemulsions in a system containing a
synthetic petroleum sulfonate, an alcohol cosurfactant, a mixture of refined oils, and NaCl brine. (From Reed,
R.L. and Healy, R.N., in 

 

Improved Oil Recovery by Surfactant and Polymer Flooding, 

 

Shah, D.O. and
Schechter, R.S., Eds., Academic Press, New York, 1977. With permission.)
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lamellar phase normally has less ability to solubilize hydrocarbon than does a bicontinuous micro-
emulsion.

 

25

 

 It can also have a higher viscosity although rather dilute lamellar phases with relatively
low viscosities are frequently found in nearly balanced systems.

 

26

 

The general pattern of microemulsion phase behavior described above is seen when the amounts
of water and hydrocarbon present are comparable. However, a hydrocarbon-free mixture of surfac-
tant and water (or brine) near optimal conditions is typically not a simple micellar solution but
either the lamellar liquid crystalline phase or a dispersion of this phase in water.

 

26

 

 Starting with
such a mixture and adding hydrocarbon, we sometimes find that the system passes through several
multiphase regions before reaching the microemulsion/oil/water equilibrium characteristic of opti-
mal conditions.

 

26

 

Ruckenstein and Chi

 

27

 

 presented a thermodynamic treatment of a microemulsion consisting of
fixed amounts of oil, water, and surfactant. The analysis yielded an optimum droplet diameter,
demonstrated that the entropy of dispersion made an important contribution to microemulsion free
energy, and confirmed that a very low interfacial tension of the droplets was required for thermo-
dynamic stability. Indeed, to a first approximation, we can often estimate droplet size by taking
the area per surfactant molecule as that for which interfacial tension would be zero.

 

FIGURE 9.4

 

Correlation of interfacial tension with solubilization parameter for the same system as in
Figure 9.3. (From Reed, R.L. and Healy, R.N., in 

 

Improved Oil Recovery by Surfactant and Polymer Flooding,

 

Shah, D.O. and Schechter, R.S., Eds., Academic Press, New York, 1977. With permission.)
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For a microemulsion in equilibrium with excess dispersed phase, e.g., an oil in water micro-
emulsion in equilibrium with excess oil, the bending properties of the surfactant films covering the
droplets must also be considered, and droplet radius is typically not far from the “natural” radius
the film would assume at an isolated oil–water interface. Miller and Neogi

 

28

 

 and Mukherjee et al.29

analyzed this case using concepts based on Hill’s thermodynamics of small systems30 and explicitly
including bending effects. Their equations for equilibrium are given by

(9.5)

(9.6)

where N is the number of droplets of radius r in a unit volume of microemulsion, γ the interfacial
tension of the droplets, and H the “bending stress” of the surfactant films of the droplets, basically
the change with curvature of the free energy of a film occupying a unit area. Also Gmd is the
contribution to the microemulsion free energy per unit volume resulting from the entropy of
dispersion and the energy of interaction among droplets. For example, in a simple case we could
use the well-known Carnahan–Starling equation based on a hard sphere model:31

(9.7)

where φ is the volume fraction of droplets in the microemulsion and Vc is the volume of a molecule
of the continuous phase of the microemulsion.

The partial derivative in Equation 9.5 is taken at constant temperature, pressure, and number
of moles per unit volume nc, nd, and ns of continuous phase, dispersed phase, and surfactant in the
microemulsion. However, the number of droplets N may vary. This equation applies even when no
excess phase is present and would be used to find the equilibrium droplet radius in that case. In
Equation 9.6, the partial derivative is taken at constant N but with variable nd. It is applicable only
when excess disperse phase is present. Using both these equations, the above authors found that
with a given amount of surfactant present, more droplets of smaller size are predicted than would
be expected based on the pertinent natural radius. That is, solubilization with an excess of the
dispersed phase is somewhat less than if droplets assumed their natural radius. In this case the
energy required to bend the film beyond its natural radius is offset by the decrease in free energy
associated with the increased entropy of the more numerous droplets.

It is also possible for a microemulsion containing spherical droplets to separate into a more
concentrated microemulsion and excess continuous phase, e.g., an oil in water microemulsion in
equilibrium with excess water, provided that attractive interaction among the droplets is sufficiently
large. In other words, a microemulsion can have a limited capability to solubilize its continuous
phase as well as its disperse phase. Interfacial tension between the phases should be very low as
both are continuous in the same component. Such a phase separation is similar to that which takes
place at the cloud point of nonionic surfactants. A simple theory of how it could occur for
microemulsions was proposed by Miller et al.32 If excess continuous phase separates in this way
and, at the same time, there is more disperse phase present than can be solubilized, the microemul-
sion can coexist with both oil and water phases. Although this situation of three-phase coexistence
involving a microemulsion containing droplets probably exists at some compositions in some
systems, in most situations the microemulsion in a three-phase region is bicontinuous (see below).
The above discussion emphasizes the early theoretical work on microemulsions with droplets, but
numerous papers (e.g., References 33 through 38) have appeared extending and improving the
simple theory, describing methods for calculating bending properties of surfactant films, etc.

− + ( )[ ] + ∂ ∂( ) =4 2 0π γrN H r G rmd T p n n nd c s, , , ,

8 0π γrN H r G rmd T p N n nc s
− ( )[ ] + ∂ ∂( ) =
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Based on data such as those showing a gradual decrease in electrical conductivity of micro-
emulsions near optimal conditions as they became more lipophilic, Scriven39 suggested that both
oil and water were continuous under these conditions, in contrast to microemulsions far from
optimal conditions, which were either oil continuous or water continuous. Several years later the
bicontinuous structure was observed using a special electron microscopy technique in which the
microemulsion is vitrified, i.e., cooled so fast that it freezes without crystallization of ice.40

Several theories of bicontinuous microemulsions have been developed based on distribution of
oil and water among cells, e.g., those arranged in a regular cubic array, with the surfactant located
at those cell boundaries where oil and water are in contact.41-44 A key objective of these theories
is to predict the cell size and hence the amounts of oil and water solubilized when both phases are
present in excess. The cell size is considered representative of the average dimension of the irregular
and constantly fluctuating oil and water regions in an actual microemulsion. The main conclusion
of this work is that cell size is comparable to the “persistence length” of the film, i.e., the length
below which the film begins to offer substantial resistance to bending. More recently both electron
microscopy experiments and theory have indicated that the bicontinuous microstructure may consist
of branching cylindrical segments under some conditions.45,46

9.5 THEORIES OF SOLUBILIZATION IN MICELLAR SOLUTIONS

As indicated previously, the “Laplace pressure” model is useful in understanding certain aspects
of how surfactant and solute properties influence solubilization in small spherical micelles, and its
predictions agree quantitatively with experimental data in some cases. It is closely related to the
model of microemulsion with spherical droplets discussed in the preceding section. Because the
latter model considers droplets large enough to have a core containing only solute, it contains no
term to account for mixing of surfactant and solute. If ideal mixing within the micelle is included
in the model, Equation 9.6 becomes

(9.8)

If bending effects and the term in Gmd are neglected, Equation 9.8 simplifies to Equation 9.3. Note
that in the derivation of Equation 9.3 it was implicitly assumed that the number density of micelles
N and their radius r were already known for the solute-free case and that they remained unchanged
during solubilization. That is, an expression such as Equation 9.5 had already been invoked.

Thus, we can generalize the previous Laplace pressure derivation by solving Equations 9.5 and
9.8 simultaneously. Nevertheless, the model is still phenomenological in nature and involves
assumptions such as ideal mixing in the micelle and requires that parameters such as the bending
stress be known. Accordingly, a more detailed description is desirable that takes a molecular view
of micelle structure and explicitly accounts for such factors as electrical interaction among surfactant
ions at the surface of a micelle and interaction among hydrocarbon chains within the micelle.
Several efforts to develop such improved models have been made.

Nagarajan and Ruckenstein47 have summarized their model of micelle formation and solubili-
zation in micellar solutions developed in several previous papers. It includes contributions to the
free energy of aggregation from (1) transfer of the hydrocarbon chains of the surfactants from water
into the micelle, (2) conformations of the hydrocarbon chains inside the micelle, (3) formation of
the micelle–water interface, (4) interaction among headgroups (including either electrical interaction
for ionic surfactants or interaction among ethylene oxide chains for nonionic surfactants), (5) mixing
of solutes with surfactants, and (6) mixing of the micelles and the aqueous solvent. Solubilization
of nonpolar solutes can affect items (2), (3), (5), and (6), the last if the number, size, or shape of

8 4 02π γ πrN H r RTNr v x G rm md T p N n nc s
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the micelles is significantly changed. Spherical, cylindrical, and platelike micelles or aggregates
are considered. However, aggregate diameter is not limited by the length of the surfactant tails;
i.e., microemulsion drops are permitted if enough solubilization occurs for them to form. Surfactant
tails are modeled as flexible chains that are placed on an appropriate lattice with one end of the
chain at the micelle surface. When a nonpolar material is solubilized, the micelle interior is treated
as a uniform solution of the tails in the solubilizate. The free energy of the micelle–water surface
is obtained by surface solution theory, considering the micelle interior to be a mixture of tails and
solubilizate. The free energy of mixing (item 5) is calculated using a Flory–Huggins approach.

With appropriate values of the various parameters, this model yielded predictions in good
agreement with experiment on such phenomena as the amounts of various pure hydrocarbons
solubilized in micelles of sodium dodecyl sulfate SDS as well as the amounts of benzene and
n-hexane solubilized in the same micelles from various mixtures of the two hydrocarbons. It was
also able to predict transformation of rodlike micelles to spherical microemulsion droplets as a
result of hydrocarbon solubilization, an effect that has been observed experimentally.48 In the
absence of hydrocarbon, films of these surfactants can attain their preferred curvatures only by
forming cylindrical micelles, as micelle radius is limited to the extended length of a surfactant
molecule. However, when considerable hydrocarbon is present, this constraint no longer applies,
and spherical microemulsion droplets can grow until the preferred curvature is reached.

A related model of micelle formation and solubilization has been developed by Jönsson and
others in Lund. A relatively brief summary has been published,49 but the original papers referenced
there should be consulted for the detailed equations. The initial emphasis was on solubilization of
amphiphilic solutes such as alcohols by solutions of ionic surfactants because a major objective
was to model not only the micellar solution region but also the liquid crystalline regions of ternary
phase diagrams for ionic surfactant–alcohol–water systems. Significant progress toward this objec-
tive has been achieved. Recently, a two-region model of a micelle has been included in this theory,
which can handle nonpolar solutes because it considers that the solute can be distributed between
the micellar surface region and an interior or “core” region.

Computer simulations offer the prospect of understanding how solubilization takes place on a
molecular scale. At present, models of surfactant and solute molecules are relatively simple to allow
molecular dynamics simulations for several thousand molecules to be carried out over time intervals
of interest using computers currently available. Karaborni et al.,50 for example, modeled a surfactant
molecule as a straight chain of lipophilic segments, the hydrocarbon tail, joined to a small cluster
of hydrophilic segments, the headgroup. An oil molecule was a chain of lipophilic segments, and
a water molecule a single hydrophilic segment. Interaction between like segments was described
by a Lennard–Jones potential with a cutoff distance, while that between unlike segments included
only excluded volume effects.

The simulations they reported50 were for a system of 501 surfactant molecules having a five-
segment tail and a four-segment head; 852 oil molecules, half with two segments and half with
three; and about 25,000 water molecules. The starting configuration was an oil drop, 23 micelles,
and some surfactant monomers, and the simulations were carried out over some 1.6 million time
steps. They found, as expected, that surfactant adsorbed at the surface of the (initially bare) oil
drop and that the shorter-chain oil was preferentially solubilized. Of interest are their results
regarding the amount of solubilization resulting from collisions of micelles with the oil drop and
the amount resulting from dissolution of individual molecules in the aqueous phase with later
incorporation into micelles. The latter process was more important for the shorter-chain oil, the
former for the longer-chain oil. Some of the micelles became larger and incorporated more surfactant
molecules as they solubilized substantial amounts of oil.

Nelson et al.51 used Monte Carlo techniques and were able to obtain the equilibrium shape of
micelles with various amounts of solubilized oil. However, their surfactant and oil molecules had
fewer segments than those in the work just described.
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9.6 RATES OF SOLUBILIZATION

9.6.1 SOLUBILIZATION OF PURE OILS BY MICELLAR SOLUTIONS

In many situations, for example, removal of oily soils during cleaning processes, both the amount
and the rate of solubilization are important. However, considerably less is known about the rates
than about the equilibrium conditions.

Much of the information available on rates of solubilization of liquid hydrocarbons into aqueous
micellar solutions has been obtained by the drop-on-fiber technique developed by Carroll.52 Basi-
cally, key dimensions of a drop attached to a fiber and having a constant nonzero contact angle are
measured as a function of time and the results used to calculate the time dependence of drop volume
V and surface area A (Figure 9.5). Ward53 has reviewed the individual and joint studies that he and
Carroll made using this technique with ionic and nonionic surfactants and their mixtures. Basically,
they found that [–A–1(dV/dt)], the solubilization rate per unit area, was constant for a given drop
and independent of initial drop size for fixed compositions of the oil and surfactant solution. This
result implies that the rate is controlled by processes occurring at the oil–water interface and not
by diffusion in the surfactant solution. The rate was also found to be proportional to surfactant
concentration, which indicated that it was controlled by the rate of “adsorption” of surfactant from
micelles. Moreover, the rate increased with increasing temperature for nonionic surfactants, with
the increase especially rapid as the cloud point temperature of the surfactant was approached.
Finally, as molecular weight (and volume) of the hydrocarbon increased, the rate of solubilization
decreased as might be expected since, as indicated above, the equilibrium solubilization capacity
for hydrocarbons of surfactant solutions decreases with increasing molecular volume.

Chen et al.54 investigated solubilization of individual triolein drops, typically 50 to 100 µm in
diameter, injected into rectangular glass cells, which were approximately 400 µm in thickness and
contained nonionic surfactant solution (Figure 9.6). They used videomicroscopy to measure drop
diameters as a function of time and thereby determine solubilization rates. No observable triolein
solubilization occurred at 35°C for a 2 wt% solution of the pure nonionic surfactant C14E6, which
has a cloud point of 40°C. For other surfactants they found, as did Carroll and Ward for hydrocar-
bons, that solubilization rates were independent of drop size and proportional to surfactant con-
centration. Table 9.1 shows some of their results along with corresponding results for n-hexadecane
for comparison. For 2 wt% C12E6 with 0.1 wt% added n-dodecanol, which has a cloud point of
39°C, the solubilization rate of triolein at 30°C was 0.01 µm3/µm2min. In contrast, the same solution

FIGURE 9.5 Schematic diagram of drop-on-fiber technique for measuring solubilization rates. Fiber radius
X1 and drop radius X2, which varies with time, are needed to calculate the rate of solubilization.
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solubilized n-hexadecane at 0.67 µm3/µm2min. When 0.3 wt% n-hexanol was used instead of
n-dodecanol, the cloud point remained the same, but the solubilization rate of triolein increased
more than threefold. Finally, when the commercial secondary alcohol ethoxylate Tergitol 15-S-7,
which has a cloud point of 37°C, was used without alcohol, the rate of triolein solubilization at
30°C was even greater — 0.09 µm3/µm2min. Percentage changes in the solubilization rate of
n-hexadecane were much smaller. Tergitol 15-S-7 is a mixture of species with the alcohol group
located at various positions along a chain of approximately 15 carbon atoms and with an average
ethylene oxide number of 7.

Table 9.1 also shows that while n-hexadecane solubilization rates for different surfactants are,
for the most part, roughly proportional to the corresponding equilibrium solubilization capacities,
the same is not true for triolein. In addition, the ratio of solubilization rates of triolein and
n-hexadecane for a given surfactant solution is much smaller than that of the respective solubili-
zation capacities. All these results indicate that triolein is much more difficult to solubilize than
n-hexadecane, probably because it is a larger and less flexible molecule. As micelles are continually
being adsorbed and emitted at the oil–water interface, it seems reasonable that triolein would be
more difficult to incorporate into emitted micelles, especially those formed from surfactants that
all have straight hydrocarbon tails of the same length. Adding an alcohol with a different chain
length or using a surfactant such as Tergitol 15-S-7, which is mixture of species with different tail
configurations, should make packing in the micelle interior more disordered and facilitate triolein
solubilization, in agreement with the experimental results.

FIGURE 9.6 Schematic illustration of contacting experiment in which a small oil drop is injected into an
aqueous surfactant solution to measure solubilization rate.

TABLE 9.1
Solubilization of Triolein and n-Hexadecane at 30°C54

Surfactant

Triolein 
Equilibrium 

Solubilization 
Ratio 
(mass)

Triolein 
Solubilization 

Rate 
(µm/min)

Hexadecane 
Equilibrium 

Solubilization 
Ratio 
(mass)

Hexadecane 
Solubilization 

Rate 
(µm/min)

2 wt% Tergitol 15-S-7 0.24–0.30 0.09 0.69–0.75 0.58
Same + 0.15 wt% n-hexanol 0.40–0.46 0.20 0.95–1.0 1.19
2 wt% C12E6 + 0.1 wt% n-dodecanol 0.15–0.20 0.01 0.68–0.75 0.67
2 wt% C12E6 + 0.3 wt% n-hexanol 0.25–0.30 0.03–0.05 0.82–0.91 0.96
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For solutions of typical ionic surfactants with no added salts the studies of Carroll and Ward
showed that solubilization rates were much smaller than those for nonionic surfactants, presumably
because the surfactant ions adsorbed at the oil–water interface repelled the micelles of like charge
in the solution. Indeed, Bolsman et al.55 found no measurable solubilization of n-hexadecane into
solutions of a pure benzene sulfonate and a commercial xylene sulfonate. They injected small oil
drops into the surfactant solutions and observed whether the resulting turbidity disappeared over
time due to solubilization. Similarly, Kabalnov56 found from Ostwald ripening experiments that
the rate of solubilization of undecane into solutions of pure SDS was independent of surfactant
concentration and about the same as the rate in the absence of surfactant. That is, the hydrocarbon
presumably left the bulk oil phase in this system by dissolving in virtually micelle-free water near
the interface. In similar experiments Taylor57 and Soma and Papadopoulos58 observed a small
increase in the solubilization rate of decane with increasing SDS concentration. De Smet et al.,59

who used sodium dodecyl benzene sulfonate, which does not hydrolyze, found, like Kabalnov, a
minimal effect of surfactant concentration.

Cussler, Evans, and co-workers60,61 used the rotating disk technique with radioactively tagged
solutes to measure the solubilization rates of pure, solid fatty acids and a solid monoglyceride by
several surfactant solutions. The advantage of this technique is that the velocity distribution is
known and can be controlled by varying the speed of disk rotation. Temperatures were below the
“penetration temperatures” of the systems where surfactant entering the crystalline solids causes
melting of the regular chain arrangement, thereby transforming it to a lamellar liquid crystal, which
can swell in the form of myelinic figures. Kabin et al.62 also used a rotating disk to study solubi-
lization rates of abietic acid in solutions of several pure nonionic surfactants at 24°C.

An effort was made to use the same technique for liquid solutes63 by trapping the liquid in a
porous membrane having the shape of a disk. Ward53 also reported results of some experiments
with liquid oils using this method.

As indicated above, both Carroll and Ward with the drop-on-fiber technique and Chen et al.
with the oil drop technique concluded that the constant solubilization rate per unit area they observed
implied that the rate was controlled by processes occurring at the interface such as “adsorption”
of surfactant from micelles in the aqueous solution and “desorption” of oil-containing micelles. If
the process had been limited by the rate of diffusion in the stagnant aqueous solution with local
equilibrium at the interface, the solubilization rate per unit area would have increased with decreas-
ing drop size. Details of the adsorption and desorption processes are not clear. Carroll proposed
that the dissociation of micelles when very near the interface might be a key step in the adsorption
process as has sometimes been assumed in interpreting data on dynamic surface tension.64 However,
as data on micelle dissociation rates are not available for the nonionic surfactant systems he studied,
the validity of this mechanism cannot be assessed at present. Moreover, if we assume that the oil-
to-surfactant ratio in emitted micelles is approximately equal to the equilibrium solubilization ratio,
the data shown in Table 9.1 suggest that the adsorption rates of surfactant from the same micellar
solution are different for triolein and n-hexadecane drops. If so, factors other than micelle disso-
ciation rate have significant effects on the adsorption rate.

Shaeiwitz et al.61 concluded from analysis of their data for solid solutes that at high speeds of
disk rotation where mass transfer would be very fast, micelle desorption would be the rate-limiting
step. However, at the actual speeds used in their experiments mass transfer of the desorbed micelles
to the bulk solution was also important. For liquid solutes the results of Huang et al.63 indicated
that adsorption, not desorption, was the rate-limiting step, the same as later found by Carroll and
Ward and Chen et al.

McClements and Dungan65 reported, based on light scattering measurements, that the Sauter
or surface-volume mean diameter of drops in a dilute emulsion of n-hexadecane in water remained
constant while the number of drops decreased with time during solubilization of the hydrocarbon
into a 2 wt% solution of Tween 20 (sorbitan monolaurate). Weiss et al.66 found similar results for
the same surfactant with n-tetradecane and n-octadecane. This result, which seems surprising in
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view of the decrease in size over time seen for the individual drops being solubilized, can be
explained if polydispersity is taken into account.67 Basically, the contribution of smaller drops to
the Sauter mean diameter is minimal. Because the percentage change in diameters of the larger
drops is much smaller than the volume change, the Sauter mean diameter is nearly constant.
Calculating the change in interfacial area over time using the constant drop size result, McClements
and Dungan were able to explain their data on solubilization rates by a model having a constant
interfacial mass transfer coefficient. For constant drop size the same result is obtained if the rate
is controlled by interfacial phenomena, bulk diffusion, or by some combination of the two.

9.6.2 SOLUBILIZATION OF MIXED OILS BY MICELLAR SOLUTIONS

The components of oil mixtures usually dissolve at different (and varying) rates in aqueous
surfactant solutions, behavior which is relevant in applications such as separations, controlled drug
delivery, and emulsion stability. A classic example is the work of Higuchi and Misra,68 who noted
many years ago that the timescale for coarsening of drops in a dilute emulsion of carbon tetrachloride
in water stabilized by the ionic surfactant Aerosol OT (AOT) could be increased significantly by
adding tiny amounts of n-hexadecane or Nujol. Although their theory based on diffusion-controlled
mass transport exhibited only qualitative agreement with experiment, their results established the
well-known practice of adding a component preferentially soluble in the dispersed phase of an
emulsion as a way to retard Ostwald ripening.

It seems that the role of micelles was first considered by Goldberg et al.,69,70 who studied
transport of micelle-solubilized drugs from the aqueous environment to an oil phase dispersed as
drops. They measured mass transfer rates in two systems where solubility of the oil in the aqueous
phase was negligible. Their model included partitioning between the bulk aqueous phase and
micelles and both diffusional and interfacial resistances to mass transfer. Agreement with experi-
mental data was best when interfacial resistance to mass transfer was limiting.

More recently, Peña and Miller71 investigated solubilzation rates of mixtures of n-decane and
squalane into 2.5 wt% solutions of pure C12E8 at 23°C using the oil drop method described above.
They first measured the rate of solubilization of pure decane, confirming that the rate was controlled
by interfacial phenomena as in Carroll’s work, and demonstrated that pure squalane was not
solubilized to any significant extent under these conditions. Next they measured solubilization rates
of decane from various mixtures of the two hydrocarbons. Figure 9.7 shows results from one of
these experiments together with predictions of a model based on assuming that the rate of decane

FIGURE 9.7 Variation of radius with time for a drop initially containing 80 mol% n-decane and 20 mol%
squalane following injection into a 2.5 wt% solution of C12E8 at 23°C. The solid and dashed curves represent
theoretical predictions based on interfacially controlled and diffusion-controlled mass transfer, respectively.
(From Peña, A.A. and Miller, C.A., J. Colloid Interface Sci., 244, 154, 2001. With permission.)
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solubilization at any time during the experiment was limited by interfacial phenomena and propor-
tional to its mole fraction in the drop. The limiting value of drop radius in Figure 9.7 agrees with
that expected for complete solubilization of the decane; i.e., it is equal to the radius of a drop
containing all the squalane present initially.

A key aspect of their model is the following expression for the rate of change in drop volume
V with time:

(9.9)

Here a is the drop radius, k a specific solubilization rate determined experimentally, cs the concen-
tration of surfactant in micelles, and θB and θl the ratios of concentrations of the soluble species in
the bulk and at the interface to the equilibrium solubilization capacity c∞ at cs. This equation for
interfacially controlled transport is the counterpart to the well-known von Smoluchowski equation
for diffusion-controlled transport:

(9.10)

where D is the diffusivity and v the molar volume of the soluble species.
They also performed experiments in which squalane drops were injected into 2.5 wt% solutions

of C12E8 partially saturated with decane. Results of an experiment of this type are shown in
Figure 9.8 along with predictions of the same model. Good agreement is obtained.

The analysis was extended to predict mean drop size evolution for mixed emulsions consisting
initially of some drops of pure decane and some of pure squalane.71 Its predictions based on
interfacially controlled transport were in better agreement with the experimental results of Binks
et al.72 than were those of the authors’ model, which was based on diffusion-controlled transport.

Selective solubilization can also occur in mixtures of polar and nonpolar oils. Using their oil
drop method described previously, Chen et al.73 measured solubilization rates of mixtures of triolein
and oleic acid in solutions of pure nonionic surfactants. As Figure 9.9 shows for a drop initially
containing 85/15 triolein/oleic acid by weight injected into 2 wt% Tergitol 15-S-7 at 35°C, they
observed that the solubilization process consisted of two stages. In the first stage, the drop radius

FIGURE 9.8 Variation of radius with time for a drop initially containing 100 mol% squalane following
injection into a 2.5 wt% solution of C12E8 at 22°C containing solubilized n-decane at half its equilibrium value.
Solid and dashed curves have the same meaning as in Figure 9.7. (From Peña, A.A. and Miller, C.A., J. Colloid
Interface Sci., 244, 154, 2001. With permission.)
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decreased rapidly accompanied by vigorous spontaneous convection, whereas in the second stage
the slope of the plot of radius as a function of time, which is equal to the solubilization rate per
unit area, had a constant value an order of magnitude smaller than the initial rate. The final rate
was approximately equal to that of pure triolein in the same surfactant solution. They interpreted
these results as indicating that virtually all the oleic acid was solubilized along with some triolein
during the initial rapid solubilization stage. With this assumption and the measured decrease of
46% in drop volume during the first 5 min, they found that about twice as much triolein as oleic
acid (by volume) was solubilized during this stage. The initial solubilization rate and ratio of triolein
to oleic acid solubilized during the first stage were about the same for drops containing 80/20 and
75/25 triolein/oleic acid. When even more oleic acid was present initially, the lamellar liquid crystal
could be seen forming at the drop surface. The initial solubilization rate was approximately
proportional to surfactant concentration for a given drop composition but did not vary significantly
with temperature between 29 and 35°C. However, the rate in the second stage was sensitive to
temperature as expected from the earlier experiments for pure triolein.54

Initial rapid solubilization was also seen for triolein/oleic acid mixtures in 2 wt% solutions of
the pure linear alcohol ethoxylate C12E6 at 35°C. Here, too, about twice as much triolein as oleic
acid was solubilized during this stage. However, no significant amount of triolein was solubilized
thereafter as would be expected from the previous study of pure triolein.54 Finally, to confirm that
this behavior was not limited to oils containing triolein, Chen et al.73 showed that initial rapid
solubilization occurred for a drop containing 88/12 n-hexadecane/oleic acid by weight injected into
2 wt% C12E8 at 25°C.

For the system of Figure 9.9 interfacial tension as measured by the spinning drop technique
fell during the first few minutes of the experiment to 0.05 mN/m, remained there for about half an
hour, then increased over a period of 2 h to 0.2 to 0.3 mN/m, not far below the value of 0.4 mN/m
obtained at long times for pure triolein with the same surfactant solution. This behavior indicates
that the surfactant film at the interface between the drop and surfactant solution shifted from
lipophilic to hydrophilic conditions as oleic acid was solubilized, the minimum in tension occurring
at the balanced condition (see Figure 9.3). Support for this interpretation was obtained by repeating

FIGURE 9.9 Variation with time of radius of drop containing 85/15 triolein/oleic acid (by weight) injected
into 2 wt% Tergitol 15-S-7 at 35°C.
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the experiment of Figure 9.9 with the surfactant solution buffered to pH 10. Although Marangoni
flow and some spontaneous emulsification were observed, there was no rapid initial solubilization
stage because oleic acid at the interface was ionized almost immediately after drop injection, so
that the surfactant film at the interface was hydrophilic during the entire experiment. After a very
rapid transient, interfacial tension rose to 1 to 2 mN/m and remained there throughout the experi-
ment. The higher tension than at neutral pH is expected when the more hydrophilic soap is present.

9.6.3 SOLUBILIZATION BY MICROEMULSIONS

Tondre and Zana74 used the stopped-flow method to study rates of mixing of oil with oil in water
microemulsions and of water with water in oil microemulsions in the water/n-dodecane/SDS/1-pen-
tanol system. They found that mixing was much slower in the former case, apparently owing to
electrostatic repulsion between the microemulsion droplets and drops of n-dodecane. Plucinski and
co-workers75-77 measured initial mass transfer rates between an aqueous phase and a water in oil
microemulsion containing the double-chain anionic surfactant AOT. They used a cell in which both
phases were stirred and employed various metal cations and an amino acid as solutes. Since the
amino acid was taken into the surfactant film as a cation, electrostatic effects had a major influence
on the solubilization process in their experiments including the relative rates of solubilization of
different cations present in the aqueous phase. The authors concluded that mass transfer was
controlled by an interfacial process that involved adsorption of a microemulsion droplet at the bulk
oil–water interface, transport of solute between the droplet and the aqueous solution through the
neck where they were joined, and sealing off of the neck and subsequent emission of the droplet
into the microemulsion phase (Figure 9.10). Solubilization rates by the microemulsion were found
to increase when short-chain alcohols were added as cosurfactants to increase interfacial flexibility
and when the initial diameter of the microemulsion droplets was less than the equilibrium value
that occurs when an excess water phase is present. In the latter case microemulsion droplets grew
due to osmotic effects when they were adsorbed at the interface with the aqueous phase, thereby
increasing solubilization of the dissolved solutes.

Wen and Papadopoulos78 used videomicroscopy to measure the rate of shrinkage of a single
drop of pure water immersed in a surfactant-containing oil phase, which itself was in contact with
an aqueous solution of NaCl. They found that the solubilization rate of water was controlled by
phenomena at the drop interface, suggesting that transport in multiple emulsions is limited by
interfacial effects, not diffusion.

FIGURE 9.10 Schematic diagram illustrating proposed mechanism of solubilization involving temporary
fusion of microemulsion drops with interface. (From Plucinski, P. and Nitsch, W., J. Phys. Chem., 97, 8983,
1993. With permission.)
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9.7 SOLUBILIZATION BY INTERMEDIATE PHASE FORMATION

9.7.1 GENERAL REMARKS AND TECHNIQUES

In the preceding sections solubilization of compounds brought into contact with micellar solutions
or microemulsions was considered. However, owing to diffusion and the complex phase behavior
of oil–water–surfactant systems, more interesting phenomena sometimes occur. In particular, new
phases may develop at the interface upon contact of an oil with a surfactant solution, either initially
or at a subsequent time. These intermediate phases, often microemulsions or liquid crystals, may
themselves be capable of solubilizing considerable oil, indeed more than the initial surfactant
solution. This behavior is significant in some cleaning processes and in other potential applications
of surfactants such as their use for recovery of organic liquid contaminants from groundwater
aquifers and for enhanced oil recovery.

Videomicroscopy has been the method used to observe intermediate phase formation. Two
different techniques have been developed for contacting the oil and surfactant solution. In the
vertical cell technique79,80 (Figure 9.11) half of a glass cell of rectangular cross section is filled
with the aqueous phase using capillary action and that end of the cell is then sealed with a resin
cured by ultraviolet light. The cell is subsequently placed in a thermal stage on a microscope,
especially built for these experiments, whose stage is vertical. The oil phase is then carefully injected
from above using a syringe, with care taken to minimize mixing at the oil–water interface. In recent
work cells 400 µm in thickness have been used, which permit insertion of a thin hypodermic needle
for the injection step. Intermediate phases that form at the surface of contact are readily observed,
and their thicknesses can be measured as a function of time.

Except at long times not of interest here, this configuration is basically that of two semi-infinite
phases brought into contact. Accordingly, provided that convection is absent, diffusion coefficients

FIGURE 9.11 Rectangular glass capillary cell used in vertical-stage contacting experiments.
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are constant, and local equilibrium prevails at all interfaces, the behavior can be analyzed using a
similarity transform to solve the diffusion equations (see Reference 81). Because the local compo-
sition as given by this solution depends on the variable (x/t1/2), where x is the distance from the
initial surface of contact and t is the time, and because this variable always ranges between very
large negative and very large positive values and is constant at all interfaces, the set of compositions
in the system is the same at all times and can be plotted on the phase diagram. Such a plot is
known as a “diffusion path” and is especially useful for ternary systems. It reveals not only which
intermediate phases form, if any, but also whether spontaneous emulsification can be expected.
Emulsification results when some of the predicted compositions within a phase are supersaturated,
i.e., lie inside a two-phase region, as was initially shown by Ruschak and Miller,81 who were able
to explain quantitatively the conditions for spontaneous emulsification in several oil–water–alcohol
systems.

Complete information on phase behavior including tie-lines and on diffusion coefficients is
rarely available for oil–water–surfactant systems. Nevertheless, Raney and Miller82 used plausible
phase diagrams for an anionic surfactant–NaCl brine–hydrocarbon system as a function of salinity
to calculate diffusion paths that exhibited intermediate phase formation and spontaneous emulsifi-
cation in agreement with experimental observations made using the vertical cell technique. For
example, Figure 9.12 shows a diffusion path for a surfactant–alcohol–brine mixture of composition
D in contact with oil for a case when initial salinity is high. An intermediate brine phase is predicted
as well as spontaneous emulsification in the oil phase, both of which were, in fact, observed.

A qualitative picture of the diffusion path sufficient to indicate the number and types of
intermediate phases that form can frequently be inferred from knowledge of the location of various
single-phase and multiphase regions on the equilibrium phase diagram without having detailed
information on tie-line compositions and without actually solving the governing equations. This
procedure was used in interpreting the experiments in water–hydrocarbon–nonionic surfactant
systems discussed below.

In the second technique a syringe is used to inject individual drops of oil into a similar glass
cell that has been filled with the surfactant solution and placed in a thermal stage resting on a

FIGURE 9.12 High-salinity diffusion path for contact of composition D with oil (O) indicating an intermediate
brine phase (b) and spontaneous emulsification in the oil phase (s.e.). lc and w/o denote the lamellar liquid
crystalline phase and a water in oil microemulsion, respectively. S/A denotes the surfactant/alcohol mixture
in this pseudoternary diagram. (From Raney, K.H. and Miller, C.A., AIChE J., 33, 1791, 1987. With permis-
sion.)
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conventional (horizontal) microscope stage83 (see Figure 9.6). The advantage of this procedure is
that the oil volume is small in comparison with that of the surfactant solution as occurs in many
applications, with the result that composition of the oil phase varies with time. Thus, while the
vertical cell technique is most useful for situations when intermediate phase formation begins
immediately upon contact, the oil drop technique is best suited for situations where oil composition
must change before the intermediate phase can develop. Changes in the diameter of the drop can
be monitored over time, and the time of initial formation and the manner and rate of growth of
intermediate phases can be observed.

In the absence of convection the behavior can often be analyzed using a quasi-steady-state
solution to the diffusion equations because the time required for diffusion to produce equilibration
in the drop, which is of order a2/D with a the drop radius (typically 25 to 50 µm) and D the
diffusivity, is normally much less than the time of the experiment (several minutes). This quasi-
steady-state approach predicts that drop composition is uniform but varies with time and that the
time required for intermediate phase formation to begin for given drop and solution compositions
is proportional to the square of the initial drop radius.83,84 Results obtained using the oil drop
technique that are consistent with these predictions are discussed below.

9.7.2 RESULTS

Mixtures containing 1 wt% of the pure nonionic surfactant C12E5 in water were contacted with pure
n-hexadecane and n-tetradecane at various temperatures between 25 and 60°C using the vertical
cell technique.79 Similar experiments were performed with C12E4 and n-hexadecane between about
15 and 40°C.85 In both cases the temperature ranged from well below to well above the phase
inversion temperature (PIT) of the system, i.e., the temperature where hydrophilic and lipophilic
properties of the surfactant are balanced and a middle phase microemulsion forms (analogous to
the optimal salinity for ionic surfactants mentioned above). The different intermediate phases that
were seen at different temperatures and the occurrence of spontaneous emulsification in some but
not all of the experiments could be understood in terms of known aspects of the phase behavior,
e.g., published phase diagrams for the C12E5–water–n-tetradecane system,86 and diffusion path
theory. That is, plausible diffusion paths could be found that showed the observed intermediate
phases and/or spontaneous emulsification for each temperature.

Of particular interest is that the contacting experiments showed formation of an intermediate
microemulsion phase from temperatures near the surfactant cloud point to those just above the PIT
(Figure 9.13). Near the PIT, the lamellar liquid crystal appeared as a second intermediate phase for
situations where it was not already present in the initial surfactant–water mixture. It is well known,
as discussed above, that the capability of microemulsions to solubilize oil increases with increasing
temperature for nonionic surfactants in the temperature range of interest here. Because the location
of the microemulsion–oil interface could be determined as a function of time from videotapes of
the experiments, it was possible to calculate the rates of solubilization of hydrocarbon by the
surfactant-rich L1 phase above the cloud point. As shown in Figure 9.11, the rates increased rapidly
with temperature.87 Below the surfactant cloud point where no intermediate phase formed, solubi-
lization rates were much lower and not accurately measurable using this technique. Presumably,
they were of the same order of magnitude as those found in similar systems by Carroll using the
drop-on-fiber technique discussed above.

This behavior involving solubilization by an intermediate microemulsion phase could also be
related to detergency. Separate experiments with the same pure surfactants and radioactively tagged
hydrocarbons demonstrated that hydrocarbon removal from polyester/cotton fabric was maximized
near the PIT.85,87 Under these conditions the soil is apparently solubilized rapidly into the interme-
diate microemulsion phase, which then is readily dispersed into the washing bath by agitation
owing to its ultralow interfacial tension with the aqueous phase. Below the PIT, less oil can be
solubilized by a given amount of surfactant and, as shown in Figure 9.14, the rate of solubilization
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is slower. Above the PIT the surfactant partitions preferentially into the oil, causing the oil phase
to take up water and actually increase in volume. Vigorous spontaneous emulsification of water in
the oil phase is also observed.79,85 It is worth emphasizing that the PIT depends on both the surfactant

FIGURE 9.13 Video frame showing intermediate phases 4 min after contact in C12E5–water–n-tetradecane
water system at 45°C near the PIT. (From Benton, W.J. et al., J. Colloid Interface Sci., 110, 363, 1986. With
permission.)

FIGURE 9.14 Time variation at two temperatures of position of oil interface following contact of the L1

phase with oil for the C12E5–water–n-tetradecane system. (From Miller, C.A. and Raney, K.H., Colloids Surf.
A, 74, 169, 1993. With permission.)
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and oil compositions. For n-hexadecane, which is frequently used as a model soil to represent
mineral oils, the surfactant–water mixture in the washing bath near the PIT is a dispersion of the
lamellar liquid crystalline phase in water for these surfactants.

As indicated previously, the oil drop technique is most useful when an intermediate phase forms
only after drop composition has changed during the course of the experiment owing to diffusion
of surfactant and water into the drop and/or to diffusion of the initial components of the drop into
the surfactant solution at different rates. One interesting set of experiments involved solutions of
pure nonionic surfactants below their cloud points and drops that were mixtures of n-decane and
oleyl alcohol.83 Addition of this rather lipophilic alcohol produces a significant reduction in the
PIT. Figure 9.15 is a video frame showing formation of an intermediate lamellar liquid crystalline
phase as “myelinic figures,” i.e., filaments with concentric bilayers, some 20 min after a drop
containing 85% n-hexadecane and 15% oleyl alcohol was injected into a solution containing 0.05
wt% C12E8 at 50°C. Under these conditions the initial drop composition corresponds to a situation
slightly above the PIT. However, as surfactant diffuses in, the drop becomes more hydrophilic,
solubilizes more water, and increases in volume. According to the quasi-steady-state approximation,
drop composition moves along the coexistence curve as indicated by the arrows in the schematic
phase diagram of Figure 9.16 until it reaches point F. Because EF is the limiting tie-line of the
L1–L2 region, another phase must form as more surfactant enters the drop having composition F.
For these systems this additional phase is the lamellar liquid crystal, as shown in Figure 9.16.
Because its microstructure is anisotropic, it grows in the form of the myelinic figures seen in
Figure 9.15.

The quasi-steady-state analysis83 predicts that the time t1 from the start of the experiment until
the lamellar phase starts to develop is given by

(9.11)

where K is a parameter depending only on the shape of the coexistence curve and the position of
point F, ao is the initial drop radius, D the diffusivity of the surfactant in the aqueous solution, and
ws the surfactant concentration in the bulk aqueous phase. Experiments confirmed the predicted
dependence on ao and ws and yielded a reasonable value for D when K was evaluated from
experimental information on phase behavior.83

FIGURE 9.15 Video frame showing intermediate lamellar phase forming as myelinic figures about 21 min
after injection of a drop containing 85/15 n-hexadecane/oleyl alcohol into a solution containing 0.05 wt%
C12E8 at 50°C. (From Lim, J.C. and Miller, C.A., Langmuir, 7, 2021, 1991. With permission.)
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For the various pure nonionic surfactants studied, it was found that whenever swelling and
development of an intermediate lamellar phase were seen as in Figure 9.15, i.e., whenever the
system was initially above the PIT, the quasi-steady-state model based on diffusion control was
applicable. Moreover, washing experiments for the same conditions showed good removal of the
soil from polyester/cotton fabric.88 However, when the system was initially below the PIT, no
intermediate phase was seen, and the drop was very slowly solubilized into the surfactant solution,
presumably at a rate governed by interfacial phenomena as in the solubilization experiments
described previously. It is likely that myelinic figures containing substantial amounts of hydrocarbon
such as those shown in Figure 9.15 are rather fluid and are readily broken off and dispersed into
the washing bath by the agitation that occurs during a washing process.

Similar experiments were carried out in which drops that were mixtures of n-decane and various
alcohols were injected into dilute solutions of a zwitterionic (amine oxide) surfactant. Here, too,
the lamellar phase was the first intermediate phase observed when the system was initially above
the PIT. However, with alcohols of intermediate chain length such as n-heptanol, it formed more
rapidly than with oleyl alcohol, and the many, small myelinic figures that developed broke up
quickly into tiny droplets in a process resembling an explosion.89,90 The high speed of the inversion
to hydrophilic conditions was caused by diffusion of n-heptanol into the aqueous phase, which is
faster than diffusion of surfactant into the drop. The alcohol also made the lamellar phase more
fluid and thereby promoted the rapid breakup of myelinic figures into droplets. Further loss of
alcohol caused both the lamellar phase and the remaining microemulsion to become supersaturated
in oil, which produced spontaneous emulsification of oil.
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10.1 INTRODUCTION

 

Cohesion energy parameters have been used for many purposes since Hildebrand and Scott wrote
their pioneering books.

 

1,2

 

 Cohesion energy parameters, initially called solubility parameters, have
been successfully used in the coatings industry to predict solubility for over 30 years. The pioneering
work of Hildebrand and Scott in the 1950s

 

1,2

 

 was quickly taken up by Burrell

 

3

 

 with considerable
success. Some problems still remained. Many of these, including simultaneously accounting for
both permanent dipole interactions and hydrogen bonding, were overcome by the division of the
Hildebrand solubility parameter itself into three parts by Hansen.

 

4-7

 

 This division is theoretically
justified and its necessity has been verified in practice in thousands of situations. These deal
primarily, but not exclusively, with predicting solubility, i.e., affinities between solvents and a
polymer or binder.

The ability to find hundreds (or thousands) of mixtures of nonsolvents that will predictably
dissolve materials in question is particularly convincing of the need for the division of cohesion
energy parameters into at least three parts. Such mixtures of nonsolvents have been systematically
found for such varied materials as cholesterol, cellulose nitrate, polystyrene, epoxies, etc.

With this predictive capability, it is not surprising that cohesion energy parameters have also
been used to interpret surface phenomena. Examples are included below.

 

10.2 THEORY

 

The total cohesion energy itself, 

 

E,

 

 can be divided into parts. The three parts used by Hansen are
those attributable to nonpolar interactions, 

 

E

 

D

 

,

 

 permanent dipole–permanent dipole interactions, 

 

E

 

P

 

,
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and hydrogen bonding (electron interchange) interactions, 

 

E

 

H

 

. The nonpolar interactions are com-
mon to all atoms, while the polar and hydrogen bonding interactions involve molecules that orient
with respect to each other.

(10.1)

It has been possible to divide the total cohesion energy in this manner for a large number of
materials including gases, solvents, polymers, pigments, surfaces, biological materials, etc.

 

8-11

 

 The
term cohesion energy parameters is now used interchangeably with solubility parameters because
these parameters reflect energy relations and affinities in general.

Application of cohesion energy parameters to interpreting surface phenomena requires addi-
tional caution. Steric hindrance and molecular orientation effects become very significant. The
difference between the local cohesion energy parameter for one end of a molecule compared with
the local cohesion parameter at the other end is often very large. For surface active agents it is
customary to say that the one end is hydrophilic and the other end is very hydrophobic. For smaller
molecules this difference from one end of the molecule to the other end may not affect interpretation
of solubility phenomena, but can affect surface phenomena, for example.

Dividing Equation 10.1 by the molar volume, 

 

V,

 

 gives

(10.2)

and

(10.3)

 

δ

 

 is the Hildebrand solubility parameter

 

1,2

 

 and 

 

δ

 

D

 

,

 

 

 

δ

 

P

 

,

 

 and 

 

δ

 

H

 

 are called Hansen parameters. These
are the square roots of the cohesion energy densities for the respective energy types. The units are
MPa

 

1/2

 

. The values in these units are numerically 2.046 times larger than those in (cal/cm

 

3

 

)

 

1/2

 

.

 

10.3 SOLUBILITY PARAMETER CALCULATIONS

 

The latent heat of vaporization of common liquids can usually be found in handbooks at the normal
boiling point. Their total cohesion energy (energy of vaporization) is then found by subtracting 

 

RT

 

from this. 

 

R

 

 is the universal gas constant and 

 

T

 

 is the absolute temperature. This cohesive energy
quantitatively accounts for the breakage of all the bonds that make a liquid a liquid. The cohesion
energy must be found or estimated at 25°C to calculate the cohesive energy density parameters at
this reference temperature. The molar volume of the solvent is also required. The nonpolar cohesion
energy can usually be calculated by methods described in the literature.

 

8,11-14

 

 This involves deter-
mining the cohesion energy for look-alike hydrocarbon counterparts called homomorphs and/or
generalized correlations based on the critical temperature and molecular volume. The polar param-
eter can be found with the help of the dipole moment when this is available. When it is not, group
contributions are usually used. The hydrogen bonding parameter has been found as the remaining
energy after the others were determined wherever possible according to Equation 10.1. Group
contributions are frequently more reliable than this procedure, which involves subtracting large
numbers from each other. These procedures are described in more detail elsewhere.

 

8,11-14

 

The Hansen characterization is usually considered a sphere. The cohesion energy parameters
of those liquids where affinities are highest are located within the sphere. The center of the sphere
has the values of the 

 

δ

 

DP

 

,

 

 

 

δ

 

PP

 

,

 

 and 

 

δ

 

HP

 

 parameters, taken as characteristic for the solute. The
magnitude of the radius of the sphere, 

 

R,

 

 is determined by the type of interaction being correlated.

E E E ED P H= + +

E V E V E V E VD P H= + +

δ δ δ δ2 2 2 2= + +D P H
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This will be smallest for true solubility, larger for swelling to, say, 25%, and still larger for swelling
to, say, 3%.

The boundary of the spherical characterization is based on the requirement that the “good”
solvents have a distance from the center of the sphere, 

 

RA, 

 

less than 

 

R. RA

 

 is given by the relation:

(10.4)

The subscripts 

 

P

 

 and 

 

S

 

 are used with these parameters to indicate solute and solvent, respectively.
A convenient single parameter to describe solvent quality is the RED number. This is defined

as the distance 

 

RA

 

 divided by the radius of the sphere, 

 

R

 

.

(10.5)

When the RED number is less than 1.0, high affinity is predicted. Progressively higher RED numbers
indicate increasingly lower affinities. Computer printouts can be easily scanned for numbers greater
than or less than 1.0 or organized in increasing RED number. This facilitates substitution of a
solvent whose parameters are entered as the center of a fictitious sphere with radius 1.0. The most
likely candidates as substitutes will be at the top of the list.

It has been shown in chapter 2 of Reference 11 that the RED number relates to the Flory
interaction parameter 

 

χ

 

12

 

.

 

15

 

 There is a major difference in that 

 

χ

 

12

 

 does not account for hydrogen
bonding, and must therefore be considered lacking in this respect. For strictly nonpolar systems:

(10.6)

 

χ

 

c

 

 is the so-called critical value, which becomes 0.5 for a polymer of infinite molecular weight.
This equation cannot be used for polar or hydrogen-bonded systems, it is only given to show how
the two approaches would otherwise relate to each other.

It has been shown in chapter 2 of Reference 11 that the 

 

δ

 

D

 

,

 

 

 

δ

 

P

 

,

 

 and 

 

δ

 

H

 

 parameters, which are
frequently called Hansen solubility parameters (HSP) relate to the corresponding states theory of
polymer solutions developed by Prigogine and co-workers

 

16

 

 and extended by Patterson.

 

17

 

 The
constant, 4, in Equation 10.5 is also found in the leading term of the Prigogine approach for the
same purpose; it differentiates molecular interactions from atomic interactions. More detail is given
in chapter 2 of Reference 11. It might be noted, however, that the HSP approach is also based on
a corresponding states calculation of the 

 

δ

 

D

 

 parameter with 25°C as a reference temperature. The
correspondence between HSP and the Prigogine–Patterson approach is most clearly seen by dividing
Equation 10.4 by the quantity 4. This should also be done when trying to relate the HSP approach
to any of the other previous theories of polymer solution thermodynamics.

Hildebrand and Scott

 

1,2

 

 used the geometric mean rule to describe the interaction between
molecules of two unlike species to arrive at the total solubility parameter. Strictly speaking, this
was valid for nonpolar type molecules only. The fact that Equation 10.4 has produced hundreds of
satisfactory correlations of solubility, swelling, permeation, surface phenomena, etc., confirms that
the geometric mean rule is likewise applicable to molecules engaging in permanent dipole–perma-
nent dipole and hydrogen bonding interactions as well.

The cohesion energy parameters for mixtures are usually averaged using the volume fraction
times the cohesion energy parameters for the respective solvents present. This approach must be
used with caution for surface applications.

Experience has shown that the RED number combined with a solvent molecular size parameter,
such as the molar volume, frequently provides all the technical information required to evaluate
solvent quality. The original Hildebrand theory predicted that larger solvent molecules are inherently
poorer solvents than smaller counterparts with the same cohesion energy parameter. Molecular size

RA DP DS PP PS HP HS( ) = =( ) + −( ) + −( )2 2 2 2
4 δ δ δ δ δ δ

RED = RA R

χ χ12

2 2
c RA R= ( ) = ( )RED
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is of major significance for dissolving polymers with very high molecular weights and crystalline
materials, and in determining the rate of permeation, such as for protective clothing

 

18,19

 

 and viable
human skin.

 

20

 

 Smaller molecular species with very close matches in cohesion energy parameters
with the materials in question are required before solution and/or very rapid permeation takes place.

Solvent selection, as such, requires not only knowledge of solution behavior, but also of
environmental regulations, solvent viscosity, flash point, odor, etc. Most major solvent suppliers
and many larger companies have computer programs to help find optimum solvents. Cohesion
energy parameter calculations based on the equations above are central in programs dealing with
solvent selection.

 

11

 

10.4 COMPUTER TECHNIQUES

 

Computer techniques are readily applied to cohesion energy parameter calculations. Solubility, swelling,
contact angle, wetting tensions, or other data that are generated by contact with a large number of
different liquids can be computer-processed to arrive at the cohesive energy density parameters of the
material in question. The example in Table 10.1 is for the solubility of cholesterol at a concentration
of 0.5 g/5 ml in the solvents in the list. Good solvents are those dissolving at least this much and are
indicated in the SOL column with a “1.” Bad solvents dissolve less than this and are indicated with a
“0.” The program optimizes a “sphere” with the least error for nondissolving solvents inside the sphere
(0*) and dissolving solvents outside the sphere (1*). “Errors” are indicated by the * in Table 10.2, and
can be attributed to molecular size of the solvents in many cases, as discussed above. When this becomes
a problem, corrections are possible by organizing the printout in molar volume order, for example, and
seeing how the data can be processed further taking this into consideration. Solvent quality is indicated
in the RED column using Equation 10.5 above.

Computer techniques are not always necessary, and simple two-dimensional plots using 

 

δ

 

P

 

 and

 

δ

 

H

 

 can often be used to solve practical problems. The nonpolar cohesion energy parameter cannot
be neglected in every case, but, for example, when comparing noncyclic solvents in practical
situations, it is found that their nonpolar parameters will be rather close regardless of structure.
Cyclic solvents, and those containing atoms significantly larger than carbon, such as chlorine,
bromine, metals, etc., will have higher nonpolar parameters. The cohesion energy parameter for
aliphatic hydrocarbon solvents, i.e., the nonpolar parameter, increases only slightly with increased
chain length, a trend that is also found for polymers.

 

10.5 WATER

 

Mixtures with water are often nonideal, and the behavior of water itself is not always easy to
interpret. This has, of course, caused problems with predicting the behavior of water. An example
of a problem caused by nonideal mixtures with water is the interpretation of cohesion energy
parameters for materials such as the dye Rhodamin FB (C.I.Basic Violet 10).

 

8,22

 

 The nonideality
of mixtures of solvent and water led to a very nonspherical (noncircular) cohesion energy parameter
plot. This characterization improves drastically when the data points for pure solvents only are
considered. A computer analysis based on the pure solvent data confirms that a good spherical
characterization of Rhodamin FB is possible. This is confirmed in Table 10.2. See also the discussion
in chapter 11 of Reference 11.

The fact of considerable irregularity in the “spherical” plot in Reference 18 has been used in
the past to indicate severe problems with the spherical characterization. This paraticular problem
really concerns the nonideality of water mixtures, coupled with a reluctance to allow the spherical
characterization to encompass a much higher energy region than would allow the liquid state.
Because of its tendency to nonideal behavior, the use of data for water or its mixtures is not
suggested in these characterizations. If such data are used, this should be done with caution.
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Water can be considered as possessing duality. One way to consider the energy properties of
water is to use the usual cohesion energy parameters based on the energy of evaporation. This is
presumably considering water as single molecules. If we correlate the solubility of water in different
solvents at 1%, a different set of parameters for associated water evolves.

 

10

 

 This correlation suggests

 

TABLE 10.1A
Calculated Solubility Sphere for Cholesterol Solubility — RED Order 
(see Equation 10.5)

 

No. Solvent

  

δδδδ

 

D

  

δδδδ

 

P

  

δδδδ

 

H

 

Solubility RED

 

V

 

96 1.4-Dioxane 19.0 1.8 7.4 1 0.284 85.7
229 Trichloroethylene 18.0 3.1 5.3 1 0.502 90.2

44 Chloroform 17.8 3.1 5.7 1 0.507 80.7
162 Methylene dichloride 18.2 6.3 6.1 1 0.517 63.9

17 Benzyl alcohol 18.4 6.3 13.7 1 0.543 103.6
48 Cyclohexanol 17.4 4.1 13.5 1 0.586 106.0
61

 

o

 

-Dichlorobenzene 19.2 6.3 3.3 1 0.590 112.8
120 Ethylene dichloride 19.0 7.4 4.1 1 0.600 79.4
222 Tetrahydrofuran 16.8 5.7 8.0 1 0.626 81.7
177 Nitrobenzene 20.0 8.6 4.1 1 0.627 102.7

41 Chlorobenzene 19.0 4.3 2.0 1 0.639 102.1
6 Acetophenone 19.6 8.6 3.7 1 0.658 117.4

13 Benzene 18.4 0.0 2.0 1 0.704 89.4
225 Toluene 18.0 1.4 2.0 1 0.709 106.8
123 Ethylene glycol monobutyl ether 16.0 5.1 12.3 1 0.758 131.6

30 Butyl acetate 15.8 3.7 6.3 1 0.774 132.5
106 Ethyl acetate 15.8 5.3 7.2 1 0.777 98.5

40 Carbon tetrachloride 17.8 0.0 0.6 1 0.841 97.1
56 Diacetone alcohol 15.8 8.2 10.8 1 0.854 124.2

172 Methyl-2-pyrrolidone 18.0 12.3 7.2 1 0.863 96.5
28 1-Butanol 16.0 5.7 15.8 1 0.894 91.5

124 Ethylene glycol monoethyl ether 16.2 9.2 14.3 1 0.924 97.8
167 Methyl isobutyl ketone 15.3 6.1 4.1 1 0.949 125.8

82 Diethyl ether 14.5 2.9 5.1 1 0.997 104.8
90 Dimethylformamide 17.4 13.7 11.3 1 0.999 77.0

4 Acetone 15.5 10.4 7.0 0 1.003 74.0
126 Ethylene glycol monomethyl ether 16.2 9.2 16.4 0 1.006 79.1
181 2-Nitropropane 16.2 12.1 4.1 0 1.080 86.9

94 Dimethyl sulfoxide 18.4 16.4 10.2 0 1.127 71.3
37

 

γ

 

-Butyrolacetone 19.0 16.6 7.4 0 1.129 76.8
140 Hexane 14.9 0.0 0.0 0 1.170 131.6
104 Ethanol 15.8 8.8 19.4 0 1.179 58.5
204 Propylene carbonate 20.0 18.0 4.1 0 1.279 85.0
178 Nitroethane 16.0 15.5 4.5 0 1.286 71.5

75 Diethylene glycol 16.6 12.0 20.7 0 1.304 94.9
205 Propylene glycol 16.8 9.4 23.3 0 1.348 73.6
105 Ethanolamine 17.0 15.5 21.2 0 1.478 59.8
179 Nitromethane 15.8 18.8 5.1 0 1.504 54.3
153 Methanol 15.1 12.3 22.3 0 1.525 40.7
121 Ethylene glycol 17.0 11.0 26.0 0 1.565 55.8
131 Formamide 17.2 26.2 19.0 0 2.071 39.8

 

Note:

 

δ

 

D 

 

= 20.4; 

 

δ

 

P

 

 = 2.8; 

 

δ

 

H

 

 = 9.4; R = 12.6; FIT = 1.000; and NO = 41.
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that about six water molecules on the average are associated at room temperature and reduce the
hydrogen bonding parameter from 42.3 MPa

 

1/2

 

 for the single molecules to 16.5 MPa

 

1/2

 

 when
solubility in a bulk liquid phase is concerned. A correlation has also been reported in chapter 1 of
Reference 11 for the total miscibility of water using data points for 167 liquids. The 

 

δ

 

D

 

,

 

 

 

δ

 

P

 

,

 

 

 

δ

 

H

 

,

 

 and

 

R

 

 values found were 18.1, 17.1, 16.9, and 13.0. More research is clearly needed in this area. The
differences in the correlations necessarily reflect some aspect of structure in the systems concerned.

 

TABLE 10.1B
Calculated Solubility Sphere for Cholesterol Solubility — Alphabetical Order

 

No. Solvent

  

δδδδ

 

D

  

δδδδ

 

P

  

δδδδ

 

H

 

Solubility RED

 

V

 

4 Acetone 15.5 10.4 7.0 0 1.003 74.0
6 Acetophenone 19.6 8.6 3.7 1 0.658 117.4

13 Benzene 18.4 0.0 2.0 1 0.704 89.4
17 Benzyl alcohol 18.4 6.3 13.7 1 0.543 103.6
28 1-Butanol 16.0 5.7 15.8 1 0.894 91.5
30 Butyl acetate 15.8 3.7 6.3 1 0.774 132.5
37

 

γ

 

-Butyrolactone 19.0 16.6 7.4 0 1.129 76.8
40 Carbon tetrachloride 17.8 0.0 0.6 1 0.841 97.1
41 Chlorbenzene 19.0 4.3 2.0 1 0.639 102.1
44 Chloroform 17.8 3.1 5.7 1 0.507 80.7
48 Cyclohexanol 17.4 4.1 13.5 1 0.586 106.0
56 Diacetone alcohol 15.8 8.2 10.8 1 0.854 124.2
61

 

o

 

-Dichlorobenzene 19.2 6.3 3.3 1 0.590 112.8
75 Diethylene glycol 16.6 12.0 20.7 1 1.304 94.9
82 Diethyl ether 14.5 2.9 5.1 1 0.997 77.0
90 Dimethylformamide 17.4 13.7 11.3 1 0.999 77.0
94 Dimethyl sulfoxide 18.4 16.4 10.2 0 1.127 71.3
96 1.4-Dioxane 19.0 1.8 7.4 1 0.284 85.7

104 Ethanol 15.8 8.8 19.4 0 1.179 58.5
105 Ethanolamine 17.0 15.5 21.2 0 1.478 59.8
106 Ethyl acetate 15.8 5.3 7.2 1 0.777 98.5
120 Ethylene dichloride 19.0 7.4 4.1 1 0.600 79.4
121 Ethylene glycol 17.0 11.0 26.0 0 1.565 55.8
123 Ethylene glycol monobutyl ether 16.0 5.1 12.3 1 0.758 131.6
124 Ethylene glycol monoethyl ether 16.2 9.2 14.3 1 0.924 97.8
126 Ethylene glycol monomethyl ether 16.2 9.2 16.4 0 1.006 79.1
131 Formamide 17.2 26.2 19.0 0 2.071 39.8
140 Hexane 14.9 0.0 0.0 0 1.170 131.6
153 Methanol 15.1 12.3 22.3 0 1.525 40.7
162 Methylene dichloride 18.2 6.2 6.1 1 0.517 63.9
167 Methyl isobutyl ketone 15.3 6.1 4.1 1 0.949 125.8
172 Methyl-2-pyrrolidone 18.0 12.3 7.2 1 0.863 96.5
177 Nitrobenzene 20.0 8.6 4.1 1 0.627 102.7
178 Nitroethane 16.0 15.5 4.5 0 1.286 71.5
179 Nitromethane 15.8 18.8 5.1 0 1.504 54.3
181 2-Nitropropane 16.2 12.1 4.1 0 1.080 86.9
204 Propylene carbonate 20.0 18.0 4.1 0 1.279 85.0
205 Propylene glycol 16.8 9.4 23.3 0 1.348 73.6
222 Tetrahydrofuran 16.8 5.7 8.0 1 0.626 81.7
225 Toluene 18.0 1.4 2.0 1 0.709 106.8
229 Trichloroethylene 18.0 3.1 5.3 1 0.502 90.2

 

Note:

 

δ

 

D 

 

= 20.4; 

 

δ

 

P

 

 = 2.8; 

 

δ

 

H

 

 = 9.4; R = 12.6; FIT = 1.000; and NO = 41.
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10.6 ENTROPY CONSIDERATIONS

 

The Hansen characterization is usually considered a sphere, even although it is really a modified
spheroid. The constant 4 in Equation 10.4 modifies the spheroid to a “sphere.” The cohesion energy
parameters of those liquids where affinities are highest are located within the sphere. The center
of the sphere has the values of the 

 

δ

 

DP

 

,

 

 

 

δ

 

PP

 

,

 

 and 

 

δ

 

HP

 

 parameters, taken as characteristic for the
solute. This may not be quite true because of entropy effects. The radius of the sphere, 

 

R,

 

 reflects
the condition where the free energy change, 

 

∆

 

G

 

M

 

,

 

 for the process being considered is zero. This
is discussed here in terms of the mixing process, for which reason the superscript 

 

M

 

 is used. The
entropy effects, 

 

T

 

∆

 

S

 

M

 

 and enthalpy effects, 

 

∆

 

H

 

M

 

,

 

 are in balance. Thus, on the sphere surface

(10.7)

and

(10.8)

 

TABLE 10.2
Calculated Solubility Sphere for Rhodamin FB

 

No. Solvent

  

δδδδ

 

D

  

δδδδ

 

P

  

δδδδ

 

H

 

Solubility RED

 

V

 

4 Acetone 15.5 10.4 7.0 0 1.125 74.0
13 Benzene 18.4 0.0 2.0 0 1.991 89.4
28 1-Butanol 16.0 5.7 15.8 0* 0.999 91.5
30 Butyl acetate 15.8 3.7 6.3 0 1.517 132.5
37

 

γ

 

-Butyrolactone 19.0 16.6 7.4 0* 0.988 76.8
47 Cyclohexane 16.8 0.0 0.2 0 2.076 108.7
56 Diacetone alcohol 15.8 8.2 10.8 1* 1.001 124.2
75 Diethylene glycol 16.6 12.0 20.7 1 0.486 94.9
80 Diethylene glycol monomethyl ether 16.2 7.8 12.6 1 0.934 118.0
81 Diethylenetriamine 16.7 13.3 14.3 1 0.487 108.0
90 Dimethylformamide 17.4 13.7 11.3 1 0.677 77.0
94 Dimethyl sulfoxide 18.4 16.4 10.2 1 0.741 71.3
98 Dipropylene glycol 16.5 10.6 17.7 1 0.570 130.9

104 Ethanol 15.8 8.8 19.4 1 0.732 58.5
121 Ethylene glycol 17.0 11.0 26.0 1 0.815 55.8
126 Ethylene glycol monoethyl ether 16.2 9.2 16.4 1 0.707 79.1
129 2-Ethyl hexanol 15.9 3.3 11.8 0 1.294 156.6
136 Glycerol 17.4 12.1 29.3 1 0.996 73.3
153 Methanol 15.1 12.3 22.3 1 0.589 40.7
165 Methylisoamyl ketone 16.0 5.7 4.1 0 1.530 142.8
172 Methyl-2-pyrrolidone 18.0 12.3 7.2 1* 1.042 96.5
193 1-Pentanol 15.9 4.5 13.9 0 1.138 108.6
199 1-Propanol 16.0 6.8 17.4 0* 0.889 75.2
205 Propylene glycol 16.8 9.4 23.3 1 0.772 73.6
222 Tetrahydrofuran 16.8 5.7 8.0 0 1.295 81.7
225 Toluene 18.0 1.4 2.0 0 1.902 106.8
229 Trichloroethylene 18.0 3.1 5.3 0 1.615 90.2
244 Water 15.5 16.0 42.3 0 1.965 18.0

 

Note: δD = 16.7; δP = 17.5; δH = 18.5; R = 12.2; FIT = 0.930; NO = 28.

Source: Data from Riedel, G., Farbe Lack, 82(4), 281–287, 1976.

∆ ∆ ∆G H T SM M M= − = 0

∆ ∆H T SM M=
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The boundary of the spherical characterization is based on the requirement that the good solvents
have a distance from the center of the sphere, RA, less than R. RA is given by Equation 10.4. The
constant 4 in this equation was first suggested by Skaarup in Hansen6 and has been confirmed by
a large number of experiments. As stated above, without the constant 4, the characterization is a
spheroid, which is less convenient to work with in practice, especially in terms of plotting data. At
the same time the constant 4 is also found in the leading term in the Prigogine corresponding states
theory of polymer solutions.11,16,17

The reason for the constant 4 is that materials with polar and hydrogen bonding components
are oriented on a molecular scale, whereas the atomic dispersion effects are more general and do
not reflect directional orientation over longer periods of time. The entropy changes on mixing can
generally be expected to be larger in the more oriented systems, thus favoring solution in these
according to Equations 10.4, 10.7, or 10.8. This allows a greater difference in cohesion energy
parameters since ∆HM is directly proportional to this difference in the Hildebrand theory. The
constant 4 accounts for this greater ease of solution, i.e., greater entropy change potentially found
in the molecularly oriented solvents compared with those where this is not the case. The constant
4 indicates solute–solvent differences in the polar and hydrogen bonding parameters may be as
large as twice those in the dispersion parameters with solution still a possibility.

10.7 APPLICATIONS OF COHESION PARAMETERS 
TO SURFACE PHENOMENA

Because interfacial free energy and adhesion properties result from intermolecular forces, they
are closely related to cohesion parameters, and the idea has been well explored.8 The author has
been particularly influenced by the early experiments where the suspension of fine particles in
pigment powders was used to characterize 25 organic and inorganic pigment surfaces.7

Figures 10.1 through 10.3, taken from Reference 7 and retaining the numbering scheme therein
(or in References 4 to 6), show one of these early correlations for an Isol Benzidine Yellow
pigment. It can be seen that there were apparent chemical reactions rather than physical inter-
actions with some of the solvents, a factor that must always be kept in mind for acids and amines,
in particular. This technique for characterizing the surfaces of pigments, powders, and related
materials has been practiced with success over the years. We can use variations in sedimentation
rates in different solvents where the material does not suspend for very long times in given
solvents. This is a somewhat more involved procedure requiring normalizing for solvent viscos-
ities and the density difference between solvent and sedimenting material. This approach has
also been used with success, however. Chapter 5 of Reference 11 is devoted to the details of
characterizing pigments, fillers, and fibers by this approach. It must be warned, however, that
the success of such a characterization depends very much on the intensity of the surface (treat-
ment) of a given particulate material. Surfaces with less quantity of treatment gave much poorer
correlations than those with more extensive treatment. Surface adsorption correlations based on
sedimentation rates for untreated particulate surfaces often appeared to resemble the correlation
for complete miscibility in water reported above. As the degree of treatment increases, the
intensity of its effect increases. At the same time the energy quality (HSP) of the ultimate surface
at high treatment becomes more apparent. There are intensive effects with such surfaces as well
as qualitative effects. When the intensity is lacking, it can be difficult both to characterize the
surface and to use the given material in practice. There are several problems with the acid–base
approach to surface characterization in view of this. We do not gain the full advantage of
quantitative polar and hydrogen bonding evaluations, and the “intensity” of the given surface
quality will not necessarily be discerned either. In one case it was possible to correlate zeta
potential data for blanc fixe where an acid–base interpretation was not possible.11
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The correlation of surface free energy with cohesion energy parameters by Beerbower in
Hansen14 appears to crown many earlier correlations of Hildebrand solubility parameters with
surface free energy.8 This equation is

(10.9)

This correlation was also supported by independent calculations relating to the structure of the
liquids in the surface which yielded essentially the same constant 0.0715. It is noteworthy that the
polar and hydrogen bonding parameters are weighted with the same coefficient. This is the same
situation as for correlating the solubility, swelling, etc., data as discussed above.

Beerbower has reported many other correlations of surface phenomena with cohesion energy
parameters in Reference 23. Examples include the work of adhesion on mercury, frictional prop-
erties of polyethylene untreated and treated for 2 and 5 min with H2S2O7, the Joffé effect (effect
of liquid immersion on fracture strength of soda-lime glass) and the Rehbinder effect (crushing
strength of Al2O3 granules under various liquids).

Hansen and Wallström9 picked up on Hansen’s earlier work24,25 and showed that the cohesion
energy parameters for liquids that spontaneously spread on surfaces allow plotting of regions of
spontaneous spreading using δP vs. δH. Such a plot is given in Figure 10.4 for an epoxy coating.
This type of data is easily generated by simply applying droplets of the different liquids on the
surface in question, and observing whether or not they spontaneously spread. The numbers assigned

FIGURE 10.1 The volume of suspension for a pigment (Isol Benzidine Yellow, GA-PR, 9500). Primes are
used to distinguish surface properties. (�) = long time suspension; (●) = suspension for shorter times; (�) =
reaction.

γ δ δ δ= + +( )[ ]0 0715 0 6321 3 2 2 2. .V D P H
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to the solvents in Figures 10.4 to 10.6 are those used in the original source. An additional feature
shown on this plot is that a region can also be plotted using a wetting tension experiment. This
larger region is determined by intentionally spreading the droplets of those liquids that do not
spontaneously spread. The film thus generated will either hold as a film or break up/retract. This
ability to plot two regions for surfaces for the spontaneous spreading and lack of film retraction,
respectively, seems to be general.

Surface characterization by simple observation of the behavior of many liquids, as reported in
Figure 10.4, provides information not available in any other way. This type of characterization
appears necessary if one requires that two different surfaces fully match each other energetically
to ensure optimum adhesion, for example. Matching of the critical surface tensions does not ensure
a full energetic match. Matching critical surface tensions only ensures that a given liquid behaves
identically on the two different surfaces in question. The behavior of this single liquid is furthermore
dependent on the liquid series used to establish the point. Matching the spontaneous spreading
behavior in a large number of liquids, as shown in Figure 10.4, ensures that the critical surface
tension will be essentially the same for the two surfaces for any liquid series used to determine it.

There is a certain duality reflected by these plots. A cohesion energy plot of the solubility or
swelling of an epoxy would not encompass, for example, hexane. This solvent will not swell or
attack an epoxy film if adhesion is to be enhanced using the technique of improved “bite” by an
active solvent. The spontaneous spreading plot for this same material will encompass hexane
because the low surface tension of hexane dictates that it will spontaneously spread over the higher-
energy epoxy film. This can cause the center of the spheres derived from spreading data for different
liquids to be located in negative space, which, of course, is not a realistic situation. More research
is required to appreciate fully the usefulness of these plots. There is a particular question regarding

FIGURE 10.2 The volume of suspension for a pigment. Primes are used to distinguish surface properties.
(�) = long time suspension; (●) = suspension for shorter times; (�) = reaction.
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which single solvent best represents the cohesion energy coordinates for the surface in question.
This is discussed in the following.

Hansen and Wallström9 proceeded to compare a Zisman critical tension plot with a similar
approach where the cosine of the contact angle was plotted against the difference in cohesion
energy parameters between the substrate and the liquids used for the testing. Such a comparison
is given in Figures 10.5 and 10.69 for a polyethylene substrate. It can be seen that the two approaches
in essence arrive at a characteristic energy value. This may be expressed in units of surface energy
or in units of bulk energy (cohesion energy parameters). Liquids having energies below this will
spontaneously spread. The energy of the liquids can be expressed with either a surface free energy
or with cohesion energy parameters. In any case this is just a single point on the boundary of a
plot of the type shown in Figure 10.4. The same liquids can be located on Figure 10.4, and show
that an attempt has been made to coordinate the solubility parameters and the surface tensions of
the test liquids. The solvents in question are 1-glycerine, 2-ethylene glycol, 3-1,3-butanediol, and
7-ethylene glycol monoethyl ether acetate. A comparison of this situation with bulk energy con-
siderations is given in the next paragraph.

Who would determine the solubility parameter for a polymer by the following method? One
makes up a series of liquids with different, known solubility parameters and determines the degree
of swelling of the polymer in question in those liquids that do not fully dissolve it. One subsequently
determines the solubility parameter of the polymer by extrapolating the degree of swelling to
infinity. This corresponds to total solution. This extrapolation can be done by plotting 1/(degree of
swelling) vs. solvent composition (solubility parameter). We now focus attention on that fictitious
liquid from this extrapolation, which just dissolves the polymer. It is therefore on the boundary of
the solubility characterization. However, we assume that there is no better solvent than this anyway,

FIGURE 10.3 The volume of suspension for a pigment. Primes are used to distinguish surface properties.
(�) = long time suspension; (●) = suspension for shorter times; (�) = reaction.
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and consequently assign the polymer solubility parameters corresponding to those of the boundary
solvent. This is exactly what we do when the critical surface tension is measured. It is to be hoped
that this method is never used to determine solubility parameters for polymers, and that this simple
example sheds some light on the true meaning of the critical surface tension.

A recent development in the coatings industry is the planned separation of a liquid coating,
which is applied as a single coat, into primer and topcoat layers comparable to the result obtained

FIGURE 10.4 Cohesive energy plot of contact angle and wetting tension data for an epoxy coating. (From
Hansen, C.M. and Wallström, E., J. Adhes. (http://www.tandf.co.uk), 15, 275–286, 1983. With permission.)

FIGURE 10.5 cos(θ) vs. surface tension for a low-density polyethylene substrate. (From Hansen, C.M. and
Wallström, E., J. Adhes., (http://www.tandf.co.uk), 15, 275–286, 1983. With permission.)
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with a two-coat system applied one coat at a time. These self-stratifying coatings can be designed
using cohesion energy parameters.26,27 Figure 10.7 shows the principles involved for selecting the
solvent that can make these work. The polymer with cohesion energy parameters nearest the origin
will be the topcoat, as it has the lower (surface or cohesion) energy of the two. A solvent is required
that dissolves both polymers, so it will be located in the common region to the spheres portrayed.

FIGURE 10.6 cos(θ) vs. energy difference, RA, for a low-density polyethylene substrate. (From Hansen, C.M.
and Wallström, E., J. Adhes., (http://www.tandf.co.uk), 15, 275–286, 1983. With permission.)

FIGURE 10.7 Schematic drawing for designing self-stratifying coatings.
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Mutual solubility of two polymers is promoted when the solvent favors the polymer that is most
difficult to dissolve.28 This is usually the one with the higher molecular weight. It is clear that
selection of the optimum solvent for this process of designed generation of an interface is aided
by systematic use of cohesion energy parameters.

10.8 CONTROLLED ADSORPTION (SELF-ASSEMBLY)

Significant tasks for formulators are to control the surface and interfacial energies of products,
especially if these coatings are water reducible. This is required to allow substrate wetting, to
maintain stable dispersions, and to provide/ensure adequate and durable adhesion to given sub-
strates. Guidelines for courses of action are frequently available when cohesion energy parameters
are referred to. Some guides are discussed in the following.

It is a well-known fact that a small percentage of acid groups (or alcohol groups) on a polymer
chain will promote adhesion and adsorption to many surfaces. The cohesion energy parameter of
an isolated acid group is high. We can consider the cohesion energy properties of formic acid as
an isolated part of a polymer chain. The polar cohesion energy parameter of an acid group is not
so high. It would seem logical to systematically use acid groups for adsorption to high energy
surfaces and to make certain that the cohesion energy parameters for the solvent and bulk of the
product are much lower, such that isolated acid groups would not be dissolved. This would provide
an anchor that the product itself will not be able to remove. If, on the other hand, the solvent were
too good for the anchor, it can be presumed an acid group may be too readily dissolved off the
surface, or at least take part in a dynamic equilibrium of adsorption and desorption. Absorbed/
adsorbed water can sometimes interfere with such anchors at high-energy surfaces.

The reverse of the above thinking is systematically used by those designing associative thick-
eners and by nature itself with hydrophobic bonding in proteins, for example. Certain segments of
given molecules have such low cohesive energy parameters that they are no longer soluble in the
media, which is usually aqueous, and they either seek out their own kind (associate), or perhaps
adsorb on or penetrate into a low-energy surface where cohesion energy parameters suitably match.
The positive effects of associative thickeners can be counteracted by the presence of solvents
preferentially locating where the hydrophobic bonding is to occur. The hydrophobic bonds lose
strength, or may even be dissolved away.

The helical structure of proteins is determined by hydrogen bonding. The cohesion energy
parameters representative of these bonds are somewhat higher than levels that allow solution in
water. As long as a protein has a helical structure, it is not truly and completely soluble in water.
The cohesion energy parameters of aqueous solvent can be increased such that they approach the
values characteristic of the hydrogen bonding in the proteins. This can be done by additions of
urea, for example. When enough urea has been added, the cohesion energy parameters of the new
aqueous solvent are such that the hydrogen-bonded protein is truly dissolved. The initially dispersed
protein was oriented and had a given structure/surface. After addition of sufficient urea it becomes
fully dissolved/denatured and the surface structure it once had no longer exists in the same way.
This is another example of the dissolving of hydrogen-bonded species with a solvent having the
appropriate cohesive energy parameters.

A related example of changing polymer structure is that found when an initially hydrophobic
polymer, such as cellulose, is contacted with water. In a short time it has a hydrophilic surface.
This is also evidenced by noting how water initially pearls up on the floor of a forest or on peat
moss. Given a short time, the pearled drop disappears into the bulk of the material. This type of
behavior has been seen in many polymer films in practice. After sufficiently long immersion in
water, a once hydrophobic surface becomes hydrophilic. These are thought to be examples of how
materials and parts of materials seek out regions with energy similarity to themselves. The materials,
or segments of them, must clearly be able to move to do this. The regions they seek have cohesion
energy parameters more similar to their own than the regions they leave. Surface phenomena of
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this type are controlled by a balance between exclusion from a given environment with unfavorable
cohesion parameters and some extent of attraction to another location in the system where the
cohesion energy parameters are more favorable. Analytical confirmation of the rotation of cellulose
polymer chains in changing environments has not been demonstrated experimentally, so this must
be considered a theory for the present.

A challenge to the creative mind is to derive new uses for high-energy groups that are not
particularly water soluble/water sensitive. The division of the cohesion energy into at least three
parts allows these considerations to be made in a reasonably quantitative manner. We can choose
nitro groups or perhaps groups containing phosphorus as examples of species characterized by high
polar cohesion energy parameters and low or moderate hydrogen bonding parameters. The total
cohesion energy parameters for ethanol and nitromethane are very close, 26.1 and 25.1MPa1/2,
respectively. Ethanol is soluble in water; nitromethane is not. Ethanol has a relatively high hydrogen
bonding parameter (19.4 MPa1/2) compared with nitromethane (5.1 MPa1/2). This makes all the
difference. Would not the nitro group be a suitable anchor analogous to the discussion concerning
acid groups above? And it would not be hydrophilic with the inherent problems of water sensitivity
associated with high hydrogen bonding parameters.

A final example is an extension of this kind of analysis. The question can be raised where the
hydrophobic end of a given surfactant will tend to preferentially reside? An aliphatic end group
would have lower affinity for polystyrene, for example, than an aromatic one. Octane will not
dissolve polystyrene whereas toluene will. This is reflected by their cohesion energy parameters.
This same reasoning applies to other polymers. A surfactant with a fluorinated end will not dissolve
in many polymers where a hydrocarbon end will. The cohesion energy parameters characteristic
of fluorocarbons are too low. Although these examples are obvious to those skilled in the science
of surfaces, they point to the possibility of quantifying affinities of surface active materials in terms
of the cohesion energy parameters of their respective end groups. Those familiar with cohesion
energy parameters can already discern differences that may improve the chances of success.

Additional examples of controlled adsorption are given in Reference 11, where the cohesion
energy parameters for over 860 chemicals are given. There are also over 450 correlations for
solubility, swelling, adsorption, chemical resistance, barrier properties, etc.

10.9 CONCLUSION

Hansen solubility parameters can be used to characterize surfaces. A special technique using relative
sedimentation rates in a large number of different liquids allows characterization of particulate
surfaces such as pigments, fillers, and fibers. The spontaneous spreading and wetting tension tests
can be used to characterize coatings, substrates, and the like. These results together with all of the
other characterizations possible (solubility, swelling, permeation rate, chemical resistance, etc.)
confirm that the division of the cohesion energy into (at least) three parts quantitatively accounting
for nonpolar, permanent dipole–permanent dipole, and hydrogen bonding interations is basically
correct. The fact of agreement in principle with the Prigogine corresponding states theory of polymer
solutions lends further credence to this. No other approach to predict polymer solubility quantita-
tively accounts for hydrogen bonding. The permanent dipole–permanent dipole and hydrogen
bonding interactions therefore necessarily follow the geometric mean rule for predicting interactions
between unlike molecules to allow this.
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11.1 INTRODUCTION

Colloidal particles are small objects with at least one characteristic dimension in the range of 1 nm
to 1 µm.1 This range of size is a manifestation of the importance of Brownian motion2 — the endless
translational diffusion resulting from the incompletely averaged-out bombardment that each particle
receives from the molecules of a dispersion medium. In broad terms, colloidal particles can be
considered giant molecules and can be treated, to a certain degree, according to the theories of
statistical mechanics.3 Since the pioneering work by Ostwald and Graham more than 140 years
ago, colloids have been extensively studied in the context of chemistry, materials science, biology,
condensed matter physics, applied optics, and fluid dynamics.4 The importance of colloids can also
be appreciated from their ubiquitous presence in a variety of commercial products such as foods,
drinks, inks, paints, toners, coatings, papers, cosmetics, photographic films, rheological fluids, and
magnetic recording media.1-5
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The production of colloidal particles as monodispersed samples that are uniform in shape, size,
composition, and surface properties has been a major goal of colloid science since the beginning
of the 20th century. Many advances in this field were spurred by the elaboration of synthetic
methods capable of generating monodispersed colloids in relatively large quantities.6 Thanks to
many years of continuous efforts, a variety of colloids can now be synthesized as truly monodis-
persed samples in which the shape and size of the particles and the net charges that are chemically
fixed on their surfaces are all identical to within a few percent.7 Spherical colloids, in particular,
have been the most successful and best-established examples of monodispersed systems. Driven
by the minimization of interfacial energy, the spherical shape may represent the simplest form that
a colloidal particle can easily adopt during the nucleation or growth process. A number of chemical
approaches have been developed to generate spherical colloids from a range of different materials
such as organic polymers and inorganic materials.6-8 It has also been possible to achieve good
control over the properties of spherical colloids by changing their intrinsic parameters, such as
diameters, chemical compositions, bulk substructures, crystallinities (polycrystalline vs. amor-
phous), and surface functional groups (thus the density and polarity of surface charges and interfacial
free energy).9

Studies on spherical colloids have enriched our understanding on the interactions between
colloidal particles,10 as well as their hydrodynamics in various types of dispersion media.11 On the
other hand, spherical colloids may also represent a class of ideal building blocks that could be
readily self-assembled into three-dimensionally ordered lattices such as colloidal crystals or syn-
thetic opals.12-15 The ability to crystallize spherical colloids into spatially periodic structures has
allowed us to obtain interesting and often useful functionality not only from the constituent material
of the colloidal particles, but also from the long-range order exhibited by these periodic lattices.16-18

The beautiful, iridescent colors of opals, for example, are caused by the long-range ordered lattice
of silica colloids that are colorless by themselves.19 As a matter of fact, studies on the optical
properties of these materials have now evolved into a new and active field of research that is often
referred to as photonic crystals or photonic bandgap (PBG) structures.20

This chapter gives a brief introduction to current research activities that center on the self-
assembly of colloidal particles. Our aim is to illustrate how colloidal particles can be employed as
building blocks to effectively generate certain types of complex structures that are difficult or
impossible to fabricate using other approaches. We begin this chapter with a brief description of
self-assembly and monodispersed colloids. We then discuss three self-assembly strategies in detail
in the following sections:

1. Organization of monodispersed spherical colloids into complex aggregates with well-
controlled sizes, shapes, and internal structures by combining physical templating and
attractive capillary forces

2. Crystallization of monodispersed spherical colloids into long-range ordered lattices
(opals and inverse opals) using confined self-assembly

3. Hierarchical self-assembly that involves colloidal particles with sizes on two different
scales

We conclude with some personal perspectives on the directions future research in this area might
take.

11.2 SELF-ASSEMBLY AND MONODISPERSED SPHERICAL COLLOIDS

Self-assembly is the spontaneous organization of predesigned building blocks (molecules or objects)
into stable aggregates through noncovalent interactions.21 The capability and feasibility of self-
assembly in generating complex and diverse structures is especially evident in biological systems,
including cells, lipid bilayers, the DNA duplex, and the tertiary and quaternary structure of proteins.22
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Based on these biological examples, chemists have developed various strategies of self-assembly
to produce two- and three-dimensional structures with dimensions ranging from molecular, through
nanoscopic and mesoscopic, to macroscopic scales.23-26 Interactions that have been extensively
exploited for forming self-assembled structures include capillary forces, hydrogen bonds, metal-
ligand coordination bonds, electrostatic interactions, hydrophobic interactions, receptor–ligand
interactions, as well as DNA duplex formation.27

Self-assembly has been actively explored as an effective approach to complex structures with
nanometer- to millimeter-scale dimensions that are difficult (or impossible) to generate using
traditional techniques. The key idea of a self-assembly process is that the final structure is close
to or at a thermodynamic equilibrium; it thus tends to form spontaneously, and to reject defects.
Self-assembly usually provides routes to structures possessing greater order than can be reached
in non-self-assembling structures. In general, the final product is predetermined by the character-
istics of the building blocks: the information that determines the final structure is often coded in
the structures and properties (for example, shapes and surface functionalities) of the initial subunits.
Studies in self-assembly have often proceeded through three steps: (1) design of building blocks
with desired functionalities; (2) preparation of these building blocks in the laboratory; and (3)
characterization of the self-assembled structures. In all these studies, it is highly desired to have
the ability to modify the properties of the building blocks systematically in an effort to understand
the rules of self-assembly and make predictions about the self-assembled structures.

Monodispersed spherical colloids provide a class of building blocks well-suited for use with
self-assembly processes. Thanks to many years of continuous efforts, a rich variety of chemical
methods are now available for producing spherical colloids as monodispersed samples, in large
quantities, and with diameters precisely controlled in the range of a few nanometers to several
hundred micrometers.6-9 The best-established and most commonly used methods are “controlled
precipitation” for inorganic oxides and “emulsion polymerization” for organic polymers. By using
these two methods, inorganic oxides such as amorphous silica can be readily prepared as uniform
spheres with diameters ranging from tens of nanometers to ~1 µm; polymer latexes of 20 nm to
100 µm in diameter can also be readily produced as uniform beads. Figure 11.1 shows transmission
electron microscopy (TEM) images of two such colloidal samples: silica spheres of ~500 nm in
diameter and polystyrene beads of ~300 nm in diameter. Such monodispersed spherical colloids
can also be commercially obtained in relatively large quantities from a number of companies,
although the diversity of materials might be limited.17 The major products of these companies are
based on silica colloids or polystyrene latexes, and are usually supplied as stabilized suspensions
(>1 wt.%) in either water or organic solvents. The polarity and density of surface charges can both

FIGURE 11.1 TEM images of two examples of spherical colloids that can be readily synthesized as mono-
dispersed samples in large quantities: (A) silica spheres (~500 nm in diameter); (B) polystyrene beads
(~300 nm in diameter). Both samples can also be commercially obtained from vendors such as Duke Scientific
and Polysciences.
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be specified when orders are placed. All these commercial products can be directly used without
further purification or separation.

It is also feasible to control the surface properties of spherical colloids. For silica colloids
synthesized using the Stöber method,28 their surface is often terminated in the silanol group
(–Si–OH), which can ionize to generate a negatively charged interface at pH values higher than
7.9 When potassium persulfate is used as the water-soluble radical initiator, the surface of polymer
latexes prepared through emulsion polymerization is often terminated in the negatively charged
sulfate group.8 Other acidic (e.g., –COOH) and basic (e.g., –NH2) groups can also be introduced
into the surface layer by mixing appropriate compounds with the monomer. The polarity of these
surface groups can be controlled by adjusting the pH value of dispersion medium. In some cases,
both positively and negatively charged functional groups can be placed on the same colloidal
particle. At a particular pH, the negative and positive charges on the surfaces of these colloidal
particles can be balanced to yield amphoteric or zwitterionic colloidal systems. In addition, the
interfacial properties of spherical colloids can be modified in a controllable way by forming self-
assembled monolayers (SAMs) with appropriate terminal groups.29-31

The interfacial properties of spherical colloids can be further modified by coating them with
thin shells of a different chemical composition. It has been demonstrated that the structure, size,
and composition of these hybrid particles could be alternated in a controllable way to tailor their
optical, electrical, thermal, mechanical, electrooptical, magnetic, and catalytic properties over a
broad range.32-35 Such a modification is also useful in tuning the interactions between colloidal
spheres, and stabilizing the dispersion of these spheres in a particular solvent. A large number of
methods have been successfully demonstrated for coating spherical colloids with thin shells of the
desired material. Most of these methods involved the use of a controlled adsorption and/or reaction
(e.g., precipitation, grafted polymerization, and sol–gel condensation) on the surfaces of spherical
colloids.36 Although these methods are straightforward to work with, they often have difficulty in
controlling the homogeneity and thickness of the coating. Two elegant approaches have recently
been demonstrated by several groups, which allowed for the formation of uniform and dense
coatings on spherical colloids. In the first approach, the surfaces of spherical colloids (e.g., gold
or silver nanoparticles) were grafted with an appropriate primer that could greatly enhance the
coupling (and thus deposition) of silica precursors to these surfaces.37,38 In the second method,
electrostatic attractive adsorption of polyelectrolytes and charged objects was used to build (in a
layer-by-layer fashion) a shell with well-controlled thickness around the template — spherical
colloids whose surfaces had been appropriately derivatized with charged functional groups.39,40 This
method has been successfully applied to a variety of spherical colloids and coating materials.
Subsequent removal of the core templates yielded hollow spheres made of the coating material.
The availability of core-shell colloidal particles provides another route to increase the complexity
of structures formed through self-assembly.

11.3 WELL-DEFINED AGGREGATES OF SPHERICAL COLLOIDS

A number of methods have recently been demonstrated or reexamined for assembling colloidal
particles into discrete aggregates. For example, Velev et al.41 have exploited the surface confinement
provided by liquid droplets to organize polystyrene beads into spherical objects. Huck et al.42 further
extended the capability of this approach to assemble microfabricated hexagonal rings into spherical,
weblike structures. Tien et al.43 also used patterns of self-assembled monolayers to direct the
deposition and self-organization of charged colloids in the designated regions of a solid substrate.
This strategy was later employed by Aizenberg et al.44 and Chen et al.45 to organize spherical colloids
into discrete aggregates supported on flat substrates. Although these attempts have demonstrated
the feasibility of using templates to assemble colloidal particles into discrete aggregates with specific
geometric shapes, their ability to control the size, shape, and internal structure of the resultant
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assemblies still need to be demonstrated or greatly improved. To this end, we have recently
introduced the use of surface relief structures as the physical templates to assemble spherical
colloids into uniform aggregates characterized by a well-controlled size, shape, and structure.46

This approach is now referred to as TASA, for template-assisted self-assembly.47 The capability
and feasibility of this approach have been fully demonstrated by generating a rich variety of
polygonal and polyhedral aggregates from spherical colloids that are very difficult (or impossible)
to fabricate using other methods.46-51 Because it is relatively easy and straightforward to change
the shape and dimensions of the templates using conventional microlithographic techniques, this
new approach provides an effective route to colloidal aggregates with a range of diverse and complex
architectures.

11.3.1 TEMPLATE-ASSISTED SELF-ASSEMBLY

The key step in a TASA process is the dewetting of a liquid slug of colloidal suspension confined
within a fluidic cell. Figure 11.2 shows the schematic illustration of such a fluidic cell that is often
constructed by sandwiching a square-shaped frame of Mylar thin film between two solid sub-
strates.52 The surface of the bottom substrate is patterned with an array of relief templates (e.g.,
holes or trenches) using conventional microlithographic techniques. When the liquid slug slowly
dewets through this cell, the capillary force exerted on its rear edge pushes the spherical colloids
into the physical templates. The maximum number of particles that can be retained in each template
and the structural arrangement among them are determined by the dimensional ratio between the
template and the spherical colloids. As a result, this self-assembly procedure always gives the
quantitative formation of colloidal aggregates with a prespecified size, shape, and internal structure.
If necessary, the spherical colloids within each template hole can be fused together into a permanent
piece by heating the entire system at temperatures slightly higher than the glass transition temper-
ature of the colloidal material. In this case, the surfaces of colloids in physical contact are welded
together due to the viscoelastic deformation of spherical colloids.53,54 The welded aggregates of
spherical colloids can be subsequently released from the templates by sonicating the sample in a
deionized water bath.

FIGURE 11.2 A cross sectional view of the fluidic cell that can be used to assemble spherical colloids into
well-defined aggregates. In this illustration, dimers are formed in the two-dimensional array of cylindrical
holes that serve as physical templates. This schematic also illustrates the possible forces that may be exerted
on the colloidal particle located in the region next to the rear edge of the liquid slug: the gravitational force
(Fg), the capillary force (Fc) as a result of liquid meniscus, and the electrostatic force (Fe). Depending on the
signs of charges on the surfaces of particles and bottom substrate, there might exist a repulsive or attractive
electrostatic force between their surfaces.
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As illustrated in Figure 11.2, the efficiency of a TASA process is determined by the balanced
interplay of three forces: the capillary force (Fc) associated with the meniscus of the liquid slug;
the gravitational force (Fg) due to a difference in density between the colloids and the dispersion
medium; and the electrostatic interaction (Fe) between charged colloids and the substrate surface.
In addition, Brownian motion may also play a significant role for colloidal particles of less than
1 µm in diameter. For colloidal particles made of organic polymers, the gravitational force could
be neglected because the densities of polymers are often very close to that of water (~1.0 g/cm3).
For electrostatic interaction, a slightly repulsive force (as illustrated in Figure 11.2) is required to
ensure that no particle will randomly stick to the substrate, including both recessed and raised
regions of the surface. In this case, the colloidal particles can be somewhat levitated from the
template surface by a certain distance when the colloidal suspension dewets through the fluidic
cell. As a result, the capillary force (Fc) created by the liquid meniscus will be able to move the
colloidal particles across the surface of the bottom substrate unless they are physically trapped by
the template holes.

In practice, we can obtain repulsive interactions between colloidal particles and the bottom
substrate by appropriately modifying their surfaces and/or by adjusting the pH value of the disper-
sion medium. For example, the surfaces of polymer beads prepared through an emulsion polymer-
ization process are often terminated in the negatively charged sulfate (–SO4) group, when potassium
persulfate is used as the water-soluble initiator.8 For as-synthesized silica spheres, their surfaces
are often terminated in the silanol group (–Si–OH), which can dissociate to give a negatively
charged interface at pH values ≥6.9 In these two cases, we have to treat the surface of bottom
substrate with oxygen plasma to make its interface negatively charged at pH values ≥6. Under these
conditions, there will exist a repulsive interaction between the negatively charged template surface
and the polymer beads (or silica spheres) involved in the TASA process.

We further demonstrated the importance of this repulsive electrostatic interaction by using
colloidal particles whose surface were terminated in the amine group (–NH2). For this system, we
could control the sign of interaction between the colloidal particles and template surface by changing
the pH value of dispersion medium. Figure 11.3 shows the scanning electron microscopy (SEM)
images of two samples that were prepared from colloidal dispersions with their pH values adjusted
to 6.5 and 8.5, respectively. At pH = 6.5, there existed an attractive interaction between the positively

FIGURE 11.3 The SEM images of two TASA samples that were generated using polystyrene beads terminated
in the amine group. The pH value of the colloidal dispersion was (A) 6.5 and (B) 8.5, respectively. The strong
attraction between polymer beads and the template surface for sample A made it difficult to move the particles
across the surface using capillary force alone. As a result, it was impossible to control the TASA process to
generate aggregates with well-defined structures. We were able to obtain well-defined assemblies when this
attractive interaction was switched to a repulsive one by increasing the pH value of the dispersion medium
from 6.5 to 8.5. The irregular shape of these colloidal particles was intrinsic to this commercially obtained
sample, not due to any deformation caused by the TASA process.
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charged polymer beads (–NH3
+) and the negatively charged template surface. This attraction was

sufficiently strong that it was impossible to move these colloidal particles across the template
surface. These colloids tended to be randomly deposited on the entire surface of the template during
the dewetting process. At pH = 8.5, this attractive interaction was significantly weakened (or even
switched to a slightly repulsive one), and the capillary force was able to push one polymer bead
into each template hole and form a well-defined assembly.

11.3.2 MECHANISM FOR THE TASA PROCESS

As illustrated in Figure 11.2, the capillary force (Fc) created by the meniscus at the rear edge of
the liquid slug plays the most important role in determining the success of a TASA process. This
force has to be sufficiently strong to beat the Brownian motion and thus push colloidal particles
into the template holes. When the colloidal dispersion flows across the fluidic cell, the capillary
force also has to be strong enough to clean up the top surface of the template holes. As a result,
the colloidal particles will only be trapped in the template holes, not on the raised regions of the
template substrate. We have followed the entire dewetting process using an optical microscope in
an effort to gain some deep insights into the mechanism involved in a TASA process.

Figure 11.4 shows two optical micrographs that were captured during the in situ observation
of a TASA process. In this case, the diameters of the polystyrene beads and the cylindrical holes
were 3.1 and 5 µm, respectively. Only one polystyrene bead could be possibly retained in each
hole. The influence of gravitational force was minimized by maintaining the flow direction of liquid
slug (indicated by an arrow) in the horizontal direction. The dark line (region II) in the middle of
each image represented the rear edge of the liquid slug. In region I, only the template holes were
filled by colloidal particles and water. In regions III to V, the entire cell was still filled with the

FIGURE 11.4 Optical microscopy images showing the self-assembly of 3.1-µm polystyrene beads in a two-
dimensional array cylindrical holes that were 5 and 2.3 µm in diameter and depth, respectively. The arrow
indicates the flow direction. The dark line (region II) in the middle of the image represents the rear edge of
the liquid slug. The sample was focused on the liquid-filled (A) and dewetted (B) region of the fluidic cell.
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colloidal dispersion. Because of a large difference in the refractive index between water and air, it
was impossible to focus simultaneously on both sides of the cell across the dark line. Figure 11.4A
shows an optical image where the liquid side (regions III to V) was in focus. Because polystyrene
beads that were not restrained by the template holes were pushed to move along with the liquid at
a certain speed in the direction indicated by the arrow, they were most concentrated in region IV
rather than region III. The density of colloidal particles in region V was probably similar to that
of the original dispersion. In region III, almost every hole had been occupied by one polymer bead,
while only a few template holes in region V were filled by the polymer beads. Different from region
I, the polymer beads physically trapped by templates in regions III and V were randomly positioned
in the holes. Figure 11.4B gives the image where region I was in focus. It can be clearly seen that
almost every hole had one polymer bead physically trapped within it while the top surface of the
template was essentially free of particles. This observation indicates that all the beads not trapped
by the templates were rolled across by the capillary force exerted through the meniscus of the
liquid slug. Note that almost all the polymer beads trapped in the holes had been positioned at
equivalent sites to yield a regular two-dimensional array of beads (see the inset at the bottom of
Figure 11.4). Because there was still water in each template hole, we believe that such a spatial
ordering was largely driven by the capillary force (along the direction indicated by the arrow)
caused by the rear edge of the liquid slug and the force induced by the shear flow.55

This in situ observation also provides an intuitive insight regarding the efficiency of a TASA
process. The colloidal particles in the liquid slug always have a certain probability to be trapped
by the template holes as a result of sedimentation. When their concentration is not sufficiently high,
only a small portion of the template holes can be filled through this mechanism (as seen in region
V). As their concentration becomes sufficiently high, the majority of the holes will be completely
occupied by colloidal particles (as seen in regions III and IV), even before the rear edge of the
liquid slug has passed through these regions. The capillary force has a dual function in this process:
(1) serving as a scavenger to clean up the top surface of the template once the liquid has dewetted
from region I and (2) increasing the concentration of colloidal particles in regions III and IV by
moving untrapped particles from region I to these two regions. This hypothesis was further sup-
ported by another observation: in most cases, very few template holes in the dewetted region were
occupied by colloidal particles when the dewetting process just started. After the edge of the liquid
slug had moved forward for a certain distance and enough colloidal particles had been concentrated
in regions II to IV, the holes could be filled with colloidal particles at a yield approaching 100%.
This in situ study also indicates that we can easily obtain perfect arrays of colloidal aggregates as
long as the colloidal particles have reached a high enough concentration.

11.3.3 CONTROL OVER THE SELF-ASSEMBLED STRUCTURES

There are a number of ways to control the size, shape, and structure of aggregates self-assembled
from spherical colloids. In our initial demonstrations, we have focused on templates with cylindrical
cross sections because we happen to have such photomasks in our laboratory.46 Even with these
simple templates, we were able to obtain a range of polygonal and polyhedral aggregates. In these
cases, the number of spherical colloids retained in each cylindrical hole and thereby the structural
arrangement among these colloids are controlled by the ratios between the dimensions (diameter
D and depth H) of holes and the diameter (d) of the spherical colloids. By simply varying these
ratios, we have been able to obtain a range of uniform aggregates having well-defined polygonal
or polyhedral architectures. Figure 11.5 shows the SEM images of several examples of polygonal
aggregates that were assembled by templating polystyrene beads against two-dimensional arrays
of cylindrical holes. These holes were fabricated in thin films of photoresist with dimensions of
D = 2 µm and H = 1 µm. By reducing the diameter of polystyrene beads from 1.0 to 0.6 µm, we
could obtain uniform aggregates of colloidal particles in the form of dimers, trimers, pentagons,
and hexagons.47 The overall yield of the prespecified aggregates as calculated from the geometric
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parameters of the template and the polymer beads were usually higher than ~90%. Common defects
were aggregates containing fewer polymer beads than expected. This kind of defect could be eliminated
by varying the concentration of the colloidal dispersion and/or by flowing a moderately dilute (<0.1%)
colloidal dispersion through the fluidic cell more than once. By optimizing these parameters, we were
able to generate defect-free arrays of colloidal aggregates as large as several square millimeters in area
and contained more than 105 elements. At the current stage of development, this number is mainly
restricted by the areas of test patterns on our photomasks. We believe that the self-assembly process,
itself, should be extendable to substrates as large as tens of square centimeters in area. In other
experiments, it was also demonstrated that the depth of template holes could be increased to generate
multilayered structures (such as polyhedral aggregates) from spherical colloids.

We have also fully exploited templates other than cylindrical holes to fabricate aggregates of
spherical colloids with more complex structures. Figure 11.6A shows the SEM image of a two-
dimensional array of triangular aggregates that were assembled by templating against a two-
dimensional array of prism-shaped holes. Figure 11.6B shows the SEM image of a two-dimensional
array of bent trimers that were assembled in two interconnected cylindrical holes. The use of
templates with noncylindrical cross sections has also made it possible to control the spatial orien-
tation of the aggregates in the plane of the two-dimensional assembly. Figures 11.6C and D display
chainlike aggregates that were assembled by templating against straight trenches patterned in thin
films of photoresist. In these two cases, the length of aggregates was solely determined by the
longitudinal dimension of the trenches, and the internal structure (linear vs. zigzag) was defined
by the relative ratio between the lateral dimension of templates and the diameter of spherical

FIGURE 11.5 The SEM images of several typical examples of polygonal aggregates that were formed through
self-assembly by templating polystyrene beads against two-dimensional arrays of cylindrical holes: (A) dimers
of 1.0-µm beads, (B) trimers of 0.9-µm beads, (C) pentagons of 0.7-µm beads, and (D) hexagons of 0.6-µm
beads. The cylindrical holes used in all these experiments were ~2 µm in diameter and ~1 µm in depth. The
photoresist pattern still remained on the substrate for samples A to C, and had been removed for sample D.
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colloids. Again, it was possible to achieve a preferential orientation (in the plane of the self-
assembled structures) for these aggregates by using templates with noncircular cross sections. These
experiments clearly demonstrated that the TASA process has the ability to assemble spherical
colloids into complex aggregates on solid supports that are characterized by both positional and
orientational orders.

11.3.4 HYBRID AGGREGATES OF SPHERICAL COLLOIDS

The structural complexity of colloidal aggregates can be further increased by sequentially dewetting
dispersions of different colloids through the same fluidic cell.47,48 The success of this approach
depends on the ability to precisely control the dimensional ratio between the template and the
spherical colloids to ensure that only a well-controlled number of particles are added to the template
in each step. Figure 11.7A shows the SEM image of such a sample that contains an array of hybrid
dimers assembled from 1.6-µm silica colloids and 2.8-µm polystyrene beads. In this demonstration,
the 2.8-µm polymer beads were first delivered (using TASA) into the array of cylindrical holes
(D = 5.0 µm, H = 2.5 µm) patterned in a thin film of photoresist. The polymer bead in each
cylindrical hole was in physical contact with the wall as a result of the shear force (due to the
liquid flow) and the attractive capillary force generated during solvent evaporation.55 The position
of each polymer bead in the cylindrical hole could be fixed by heating the sample to a temperature
slightly higher than the glass transition temperature (Tg) of the polymer for a few minutes. This
substrate containing a two-dimensional array of polymer beads on its surface was then used in
another step of TASA to add one more particle of smaller size into the remaining space of each
cylindrical hole. In principle, it is possible to keep adding more particles with a decreasing size to

FIGURE 11.6 The SEM images of two-dimensional arrays of colloidal aggregates that were assembled under
the confinement of templates other than cylindrical holes. The arrow indicates the flow direction for the liquid
slug. (A) Triangular templates of 5 µm in edge length, and 1.75-µm silica spheres; (B) templates composed
of two connected cylindrical holes of 2 and 3 µm in diameter, and 1.75-µm silica spheres; (C) rectangular
templates with lateral dimensions of 8 µm × 2 µm, and 2-µm polystyrene beads; and (D) trenches of 2.0 µm
in width and 2 cm in length, and 1.3-µm polymer beads. Note that the use of noncircular patterns as the
templates also allowed one to control the spatial orientation of the colloidal aggregate in the plane of the
substrate.
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a colloidal aggregate to form more complex hierarchical structures. Besides their difference in size,
the colloidal particles involved in various steps of TASA could also be different in chemical
composition, as well as in surface or bulk properties.

Figure 11.7B shows the SEM image of another array of hybrid aggregates that were assembled
from 2.5-µm polystyrene beads and 1.8-µm silica colloids. By choosing prism-shaped holes as the
templates, it has been possible to form H2O-shaped aggregates by adding one polystyrene bead
and two silica spheres into each template hole through two separate steps of TASA. Again, colloidal
particles in each hole maintained physical contacts due to the attractive capillary force created
during solvent evaporation. Once formed, the colloidal particles in each aggregate could be per-
manently welded into a single unit by heating the sample to a temperature slightly higher than the
glass transition temperature of the polymer. Afterward, these aggregates could be released into a
liquid medium by dissolving the photoresist film in isopropanol under sonication. It was found that
the yield of this multistep TASA process strongly depended on the difference between the diameters
of spherical colloids used in each step. A yield as high as ~90% has been obtained when the
diameters of these colloidal spheres were relatively close to each other (when their difference in
size was within 20%). These hybrid aggregates are expected to find uses as the building blocks in
other self-assembly processes to generate periodic structures with higher complexities.56 Even for
the self-assembly strategy itself, it might be useful and extendable to other systems that involve
colloidal particles made of soft materials (e.g., cells and vesicles).57

11.4 OPALINE LATTICES OF SPHERICAL COLLOIDS

A large number of different approaches have been demonstrated for crystallizing spherical colloids
into three-dimensionally periodic structures (or opaline lattices).11-18 Several of them are, in partic-
ular, useful in generating opaline lattices over relatively large areas and with well-controlled
structures. For example, sedimentation in a gravitational field provides a simple and effective
method for generating closely packed structures from spherical colloids with sizes larger than
~500 nm.58-60 The method based on repulsive electrostatic interactions can organize highly charged
colloids into body-centered-cubic (bcc) or face-centered-cubic (fcc) crystals with thickness up to
several hundred layers.15 The approach based on attractive capillary forces (as a result of solvent
evaporation) has been used in a layer-by-layer fashion to fabricate three-dimensional opaline lattices
as thick as 50 layers.60-64 As we are limited by space, here we concentrate on the confined self-assembly

FIGURE 11.7 (A) The SEM image of a two-dimensional array of hybrid dimers self-assembled from 2.8-µm
polystyrene beads and 1.6-µm silica spheres. The different spherical colloids were added to each template
hole through two steps of TASA. (B) The SEM image of a two-dimensional array of H2O-shaped aggregates
that were generated using two-step assembly from polystyrene and silica spheres of 2.5 and 1.8 µm in diameter,
respectively.
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(CSA) method mainly developed by our research group.65-70 In this method, physical confinement
and shear flow are combined in a unique way to assemble spherical colloids (regardless of their
size, composition, or surface properties) into large opaline lattices (over several square centimeters
in area) with thickness ranging from a monolayer up to several hundred layers. The opaline lattice
formed using this method exhibit a cubic-close-packed structure, with its (111) planes parallel to
the surfaces of solid substrates used to construct the microfluidic cell.

11.4.1 CRYSTALLIZATION BY CONFINED SELF-ASSEMBLY

Monodispersed spherical colloids often organize themselves into long-range ordered lattices when
they are subjected to a physical confinement.71-73 Highly charged spherical colloids, for example,
spontaneously order into a bcc or fcc structure when they are confined between two substrates and
their volume fraction has reached a value >50%.15,74 We have recently extended this approach to
assemble spherical colloids into three-dimensional opaline lattices by combining physical confine-
ment and hydrodynamic shear flow.65-70 In this new approach, spherical colloids (regardless of
surface and bulk properties) with diameters in the range of 50 nm to 1 µm were injected into a
specially designed microfluidic cell (Figure 11.8) and subsequently concentrated and crystallized
into a highly ordered lattice. Continuous sonication was the key to the success of this approach:
the vibration caused by sonication can place each spherical colloid at the lattice point corresponding
to a thermodynamic minimum. We have demonstrated the capability and feasibility of this approach
by assembling polystyrene beads or silica spheres into opaline lattices over areas as large as several
square centimeters.

The microfluidic cell shown in Figure 11.8 could be fabricated using either photolithographic
or nonphotolithographic methods. For example, we could construct such a cell by sandwiching a
square frame of photoresist film between two glass slides tightened with binder clips. In this case,
the photoresist film was spin-coated on the bottom substrate and exposed to ultraviolet (UV) light
for ~67 s through a mask patterned with the square frame (~2 × 2 cm2 in area, with a line width
of ~50 µm). This same photoresist film was then exposed to UV light for an additional ~5 s through
another mask covered with a test pattern of parallel lines (500 µm in width and separated by
100 µm). These two masks were aligned such that the lines on the second mask overlapped with

FIGURE 11.8 A schematic illustration of the experimental procedure used for the confined self-assembly of
spherical colloids into a three-dimensional opaline lattice.
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at least one of the sides of the square frame. After developing, a square frame of photoresist was
formed on the surface of the bottom substrate; at least one side of the frame had an array of shallow
trenches in its surface that could let the solvent flow through while keeping the colloidal particles
in the cell. More recently, we extended the designs of fluidic cells to systems forgoing the require-
ment of cleanroom facilities. A number of convenient methods that rapidly generate fluidic cells
were demonstrated by sandwiching a square frame of Mylar film between two glass substrates and
tightening with binder clips.52

After an aqueous dispersion of monodispersed spherical colloids was injected into the cell, a
positive pressure was applied through the glass tube to force the solvent (water) to flow through
the channels. The beads were accumulated at the bottom of the cell, and crystallized into a three-
dimensional opaline lattice under continuous sonication. So far, we have successfully applied this
approach to assemble monodispersed colloids (both polystyrene beads and silica spheres) into ccp
lattices over areas of several square centimeters. This method is relatively fast: opaline lattices of
a few square centimeters in area could be routinely obtained within several days. This method is
also remarkable for its flexibility; it could be directly employed to crystallize spherical colloids of
various materials with diameters between 200 nm and 10 µm into three-dimensional opaline lattices.
In addition, this procedure could be easily modified to crystallize spherical colloids with diameters
as small as 50 nm.67

11.4.2 CONTROL OVER THE THICKNESS OF OPALINE LATTICES

The successful application of three-dimensional opaline lattices as photonic crystals requires a good
control over the thickness for these spatially ordered lattices. For example, the midgap rejection
ratio of an opaline lattice can be continuously tuned from 0 to 20 dB by simply controlling the
thickness of this lattice in the propagation direction of incident light.75 For opaline lattices assembled
within microfluidic cells, the number of (111) planes normal to the glass substrates is determined
by the ratio between the thickness of cell (H) and the diameter of spherical colloids (D) (see
Figure 11.8). By changing either parameter, the total number of layers of the opaline lattice could
be continuously changed from 1 to more than 200.66 More specifically, the thickness of a micro-
fluidic cell could be controlled from ~0.5 to 20 µm by using different photoresists, photoresist
thinners, or multiple steps of spin-coating. For opaline lattices with thicknesses between 20 and
100 µm, we had to switch to alternative materials, such as Mylar thin films (Fralock, Canoga, CA).52

Figure 11.9 shows the SEM images of several typical examples of opaline lattices assembled
from monodispersed spherical colloids, and characterized by different thicknesses. Figure 11.9A
shows the SEM image of 1.05-µm polystyrene beads assembled in a microfluidic cell 1.2 µm thick.
In this case, only a monolayer could be formed. Self-assembly of 480-nm polystyrene beads in a
cell of the same thickness could give a bilayer (Figure 11.9B). Opaline lattices of spherical colloids
assembled in cells with thicker spacers also maintain the demonstrated long-range order, with its
(111) planes oriented parallel to the glass substrates. Figure 11.9C and D show the cross sections
of two opaline lattices assembled from 480-nm and 230-nm polystyrene beads in 12-µm-thick
microfluidic cells. The number of (111) planes for these two opaline lattices was ~25 and ~60,
respectively. These two SEM images also illustrate the uniformity and well-controlled number of
(111) layers for these opaline lattices. Such a three-dimensional opaline lattice can reject a very
narrow wavelength interval of light with the middle position determined by the Bragg equation
and the intensity determined by the number of (111) planes.

11.4.3 CONTROL OVER THE DENSITY AND STRUCTURE OF DEFECTS

Defects seem to be inevitable in all three-dimensional opaline lattices of spherical colloids because
a thermodynamic equilibrium is seldom accomplished in the self-assembly process. The presence
of defects could have a profound influence on the structure and thus photonic band gap properties
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of these opaline lattices. It was predicted that approximately a 2% deviation in periodicity could
destroy the complete photonic band gap of an inverse opaline structure.76 On the other hand, the
application of colloidal crystals could also be greatly enhanced by doping them with smaller or
larger colloids to generate defect states in their photonic band structures.77-79 For example, the
formation of a well-defined defect inside a three-dimensional opaline lattice might allow the
propagation of photons at a specific frequency within the otherwise forbidden band gap. The
frequency of this allowed mode can be conveniently controlled by varying the structure and
dimension of this defect. As a result, it is of great importance to understand quantitatively the
influence of defect structure and density on the photonic band gap properties of opaline lattices.

We have extended the capability of confined self-assembly to prepare three-dimensional opaline
lattices of spherical colloids with well-controlled defects by doping these lattices with known
amounts of smaller colloids.80 As discussed in a number of studies,81-86 the introduction of spherical
colloids with different sizes into the otherwise monodispersed sample of spherical colloids may
lead to disordering and phase segregation in the crystallization process. Unlike doping a semicon-
ductor, which is often carried out by the diffusion of acceptor or donor atoms into the host lattice
that has already been formed in advance, colloids of different sizes (potential defect sites) have to
be added to the dispersion of host colloids before an opaline lattice is constructed from these
colloids. For example, we could choose 230-nm polystyrene beads to construct the host lattice, and
introduce 155-nm polystyrene beads as the dopant to generate defects. These dopants had to be
added into the aqueous dispersion of 230-nm polystyrene beads before they were organized into three-
dimensional opaline lattices. A major advantage of this approach was the ability to control precisely
the density of defects in an opaline lattice of spherical colloids. In addition to the particular dopant
described here, other types of dopants (e.g., colloids with a larger size than the host and colloids made
of other materials) can also be easily incorporated into the three-dimensional opaline lattices.

The correlation between doping level and defect structure has been studied by characterizing
the dried opaline samples with SEM. Figure 11.10 shows the SEM images of three opaline lattices
that had been doped with different levels of small dopants. Figure 11.10A and B show the (111)
planes and cross-sectional view of an opaline lattice of 230-nm polystyrene beads that had been
doped with 1.4% 155-nm polystyrene beads. The arrows highlight a few dopant colloids, which

FIGURE 11.9 SEM images of several opaline lattices that were fabricated by assembling (A) 1.05-µm
polystyrene beads in a 1.2-µm thick cell; (B) 0.48-µm polystyrene beads in a 1.2-µm thick cell; (C) 0.48-µm
polystyrene beads in a 1.2-µm thick cell; and (D) 230-nm polystyrene beads in a 12-µm thick cell.
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mainly existed as point defects in this three-dimensional lattice. At such a low level of doping, the
crystallinity or long-range order was essentially preserved in this three-dimensional lattice. For
samples doped with higher levels of small colloids, point defects could still be observed and new
types of defects started to appear, which seemed to have a more profound influence on the long-
range order for these three-dimensional lattices. Figure 11.10C shows the top view of an opaline
lattice of 230-nm polystyrene beads that had been doped with 9.1% 155-nm polystyrene beads. In
addition to point defects, dislocations were also observed in this assembled lattice with slight
variance in the domain orientation across each dislocation point. The dopants also tended to
segregate from the host colloids into isolated, relatively smaller domains within the three-dimen-
sional host lattice. Further increases in the doping level up to 17% were accompanied with a higher
density of dislocations, and much smaller domain sizes or significant deterioration in crystallinity
for the host lattice (Figure 11.10D). This SEM analysis also reveals the importance of monodis-
persity in achieving long-range order in an opaline lattice self-assembled from spherical colloids.
When the concentration of the dopant reached a certain level, a phase segregation occurred, which
may lead to the formation of opaline lattices with relatively small domain sizes. In accordance, the
attenuation (or rejection ratio) of the band gap was also decreased monotonically as the doping
level was increased.80

11.4.4 CONTROL OVER THE CRYSTAL ORIENTATION OF OPALINE LATTICES

When grown on the surface of a flat substrate, the opaline lattice of spherical colloids often has
its (111) planes oriented parallel to the surface of this substrate. To generate opaline lattices with
other orientations, we must use substrates whose surfaces are patterned with appropriate arrays of
relief structures.87-90 For example, we have recently demonstrated that it was possible to fabricate
(100)-oriented opaline lattices by employing a square array of cylindrical holes as the template to
control the spatial orientation (Figure 11.11A). The dimensions of these cylindrical holes had to
be selected such that a square planar tetramer of the spherical colloids could be formed in each
cylindrical hole during the nucleation process. These tetramers could then serve as seeds to define

FIGURE 11.10 The SEM images of three opaline lattices assembled from aqueous dispersions of 230-nm
polystyrene beads that had been doped with different levels of 155-nm polystyrene beads. (A, B) The (111)
planes and cross-sectional view of an opaline lattice with a doping level of ~1.4%. Doping at such a low
percentage only generated some point defects (such as those indicated by the arrows) in this three-dimensional
lattice, which still exhibited a long-range order in all three dimensions. (C, D) The (111) planes of two other
opaline lattices with doping levels of ~9.1% and ~17%, respectively. As indicated by arrows, the 155-nm
polymer beads tended to segregate into isolated, relatively small domains at such high levels of doping, and
these lattices became disordered over the long-range scale.
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and direct the growth of the opaline lattice in the direction perpendicular to the substrate. When
the separation between adjacent cylindrical holes matched the center-to-center distance between
the spherical colloids in the close-packed lattice, an unusual opaline lattice (Figure 11.11A) would
be generated, in which the (100) planes, rather than the (111), were oriented parallel to the surface
of the solid substrate.

In another demonstration, we found that the small aggregates formed via the TASA process
were immediately useful as templates to generate three-dimensional lattices of spherical colloids
with symmetries or orientations other than those commonly observed for the spherical systems on
flat substrates.46 For example, when 1% of the square-shaped, tetramer aggregates was mixed with
spherical colloids, they were able to direct the spherical colloids into an opaline lattice with its
(100) planes oriented parallel to the surface of a flat substrate (Figure 11.11B). In this case, the
three-dimensional opaline lattice tended to develop a symmetry similar to the added aggregates
during the crystallization process. This ability to control the orientation of an opaline lattice provides
another way to change the photonic properties of a colloidal crystal.

11.4.5 INVERSE OPALS: CRYSTALLINE LATTICES OF INTERCONNECTED AIR BALLS

Synthesis by templating against opaline lattices provides a convenient and versatile method for
generating macroporous materials with highly ordered structures. After an opaline lattice of spher-
ical colloids has been dried, the void spaces (~26% in volume) among the colloids can be easily
infiltrated with a liquid precursor through capillary action.91 Subsequent solidification or precipi-
tation of the precursor and removal of the template colloids gives a three-dimensional porous
structure. These porous materials are referred to as “inverse opals” or “inverted opals” because
they have a long-range ordered three-dimensional open framework complementary to that of an
opaline lattice.92-102 An inverse opal can also be considered a periodic lattice of uniform air balls
interconnected to each other by small circular “windows.” The volume fraction of solid material
in an inverse opal can be easily controlled by changing the concentration of the precursor solution
or the number of infiltration steps. The fidelity of this templating method is mainly determined by
van der Waals interactions, the wetting of the colloidal surfaces by the precursor solution, kinetic
factors such as the filling of void spaces within the template lattice, and the volume shrinkage of
precursor associated with the solidification process.

FIGURE 11.11 (A) The SEM image of a three-dimensional opaline lattice of 1-µm polystyrene beads that
was fabricated by templating against a two-dimensional array of cylindrical holes that were 2 µm in diameter,
1.2 µm in depth, and separated by 2 µm. Directed by the relief structures on the substrate, the (100) planes,
rather than (111), of this three-dimensional opaline lattice had been oriented parallel to the surface of the
solid substrate. (B) An opaline lattice that was crystallized from an aqueous dispersion of spherical polymer
beads that had been doped with ~1% of their square tetramers. The inset shows the TEM image of one such
tetramer. Note that the presence of these square templates had resulted in the formation of a three-dimensional
opaline lattice that bears a symmetry similar to that of the square tetramer.
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Templating against three-dimensional opaline arrays of spherical colloids has been successfully
applied to the fabrication of inverse opals from a variety of materials, including organic polymers,
ceramic materials, inorganic semiconductors, and metals.92-106 Fabrication based on this new
approach is remarkable for its simplicity, and for its fidelity in transferring the structure from the
template to the replica. The size of air balls or the periodicity of an inverse opal can be precisely
controlled and readily tuned by changing the size of the spherical colloids. There is no doubt that
a similar approach is extendible to many other functional materials. The only requirement seems
to be the availability of a precursor that can infiltrate into the void spaces among colloidal spheres
without significantly swelling or dissolving the template colloids (usually made of an organic
polymer or silica). Some gaseous precursors have also been incorporated into this process.107-111 At
present, the smallest spherical colloids that have been successfully used in this method are around
35 nm in diameter;112 the lower limit to the particle size that can be incorporated into this technique
has not been completely established.

Figure 11.12A shows the SEM image of a polymeric inverse opal that was fabricated by filling
the opaline template with a photocurable polymer to polyurethane, followed by cross-linking the
precursor with UV light and selectively removal of the polystyrene beads in toluene.93 The top
surface of this inverse opal is characterized by a hexagonal array of circular pores through which
the structures underneath can also be clearly observed. Inverse opals of inorganic materials such
as ceramics can be obtained by templating sol–gel precursors against opaline lattices of polymer
beads. In these cases, the initial precursor solution can completely fill the void spaces within the
template. Upon hydration and subsequent evaporation of the alcohol, the inorganic oxide often
forms thin coatings around the spherical colloids. Figure 11.12B shows an SnO2 inverse opal formed
by templating against a three-dimensional opaline lattice of 400-nm polystyrene beads.113 As
illustrated by this image, this inverse opal has a periodic structure complementary to that of the
original template. Windows into the adjacent spherical void spaces are observed where the close-
packed particles were in contact in the original opaline lattice. Figure 11.12C and D show the SEM

FIGURE 11.12 SEM images of inverse opals that were fabricated by templating (A) a UV-curable organic
polymer, (B) a sol–gel precursor to SnO2, (C) a sol–gel precursor to SiO2, and (D) a sol–gel precursor to TiO2

against opaline lattices of polystyrene beads. The polymer beads have been selectively removed through
etching with toluene.
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images of two more examples of inverse opals that were fabricated by templating sol–gel precursors
to SiO2 and TiO2 against opaline lattices of 480-nm polystyrene beads.113

11.5 HIERARCHICAL SELF-ASSEMBLY OF COLLOIDAL PARTICLES

Templating against opaline lattices of spherical colloids represents a general approach to the
fabrication of macroporous materials (or inverse opals) with long-range ordered structures. The
major problem associated with the infiltration method described in Section 11.4.5 is the difficulty
in achieving a dense, complete filling of the void spaces among the colloidal particles. Hierarchical
self-assembly overcomes this problem by crystallizing spherical colloids in a dispersion medium
that contains the desired material in the form of nanoscale particles.114 During this self-assembly
process, the nanoparticles can be simultaneously packed into a dense solid around the spherical
colloids when these spherical colloids organize themselves into an opaline lattice. This process can
lead to the formation of more uniform and better-controlled inverse opals over relatively larger
areas than those generated by infiltrating the three-dimensional opaline lattice with a liquid or
gaseous precursor. In this hierarchical self-assembly approach, the only requirement seems to be
that the desired material can be supplied as suspensions of nanometer-sized particles. The size of
these nanopaticles can be as large as one tenth of the diameter of the spherical colloids. Thanks to
many years of efforts, almost all kinds of solid materials (including metals, semiconductors, and

FIGURE 11.13 (A) The TEM image of magnetite nanoparticles contained in Ferrofluid EMG 308. (B–D)
Schematic illustration of the hierarchical self-assembly process that was used to generate magnetite inverse
opals by templating the magnetite nanoparticles against cubic-close-packed lattices of polystyrene spheres,
followed by selective removal of the spheres. (E, F) SEM images of a magnetite inverse opal that were
fabricated by templating against a three-dimensional opaline lattice made of 480-nm polystyrene beads. These
two images indicate that the air balls are interconnected to each other and that the void spaces among the
closely packed polymer spheres are filled by the magnetite nanoparticles with a volume fraction close to 26%.
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dielectrics) can now be readily processed into nanoparticles using various chemical or physical
methods.115-120 In this regard, the hierarchical self-assembly approach described in this section may
provide a simple, convenient, and practical route to inverse opals made of various functional
materials.

Several groups have demonstrated the capability and feasibility of this hierarchical assembly
approach by templating nanoparticles of titania,121 silica,122 or gold123 against three-dimensional
opaline lattices made of polystyrene beads or silica spheres. More recently, we have extended the
scope of this approach to fabricate inverse opals whose photonic properties could be addressed or
manipulated with an external magnetic field (Figure 11.13).124 In this demonstration, monodispersed
polystyrene beads were assembled into an fcc array (Figure 11.13B) in an aqueous ferrofluid (EMG
308, Ferrofluidics, Nashua, NH) that contained magnetite particles with sizes <15 nm (see
Figure 11.13A for a TEM image). When the solvent evaporated, this crystalline array was condensed
into a cubic-close-packed lattice (Figure 11.13C), with the magnetite nanoparticles precipitating
out as a dense, continuous solid within the void spaces among the polystyrene beads. The filling
fraction of magnetite nanoparticles could be conveniently changed in the range of 0 to 26% by
controlling the ratio between the concentrations of spherical colloids and nanoparticles. The entire
process could be completed within a relatively short period of time because the nanoparticles had
already been placed around the spherical colloids and no transport of the material through the
mesoscale pores was involved. When the spherical colloids were selectively removed through
calcination at an elevated temperature or wet etching in a solvent, an inverse opal of magnetite was
obtained (Figure 11.13D).

Figure 11.13E shows the SEM image of an inverse opal that was fabricated by self-assembling
480-nm polystyrene beads in the presence of magnetite nanoparticles. The templates have been
removed through a calcination process.124 This image indicates the existence of long-range order
in all three dimensions of space. It was possible to generate such highly ordered structures over
areas as large as several square centimeters. Although cracks might be formed during the sample
drying and/or calcination processes as a result of volume shrinkage, single crystalline domains with
sizes up to several hundred square micrometers could be easily obtained using this approach.
Figure 11.13F shows a blowup view of this sample, suggesting that the void spaces among polymer
beads had been filled with a dense structure of magnetite nanoparticles. Because each spherical
pore was connected to adjacent pores underneath it through three small “windows,” we could
conclude that the polymer beads were in a closely packed three-dimensional lattice.

11.6 CONCLUDING REMARKS

Monodispersed spherical colloids represent a class of building blocks that can be routinely assem-
bled into well-defined aggregates by confining against physical templates. The availability of
colloidal aggregates having well-controlled shape, dimension, and structures will provide an oppor-
tunity to experimentally probe the optical, hydrodynamic, and aerodynamic properties of colloidal
particles characterized by very complex morphologies. It will also be interesting to investigate the
interactions between these colloidal aggregates to achieve a better understanding on this matter. In
addition, the ability to generate hybrid colloidal particles should make it possible to design some
experiments that cannot be performed using colloidal particles with homogeneous surface proper-
ties. At the current stage of development, it is still not clear whether the TASA process can be
eventually extended to the nanoscale (<100 nm). Based on what we have observed so far, the answer
to this question seems to depend on a number of parameters that still need to be fully evaluated
and optimized (e.g., densities of the spherical colloids and the solvent, temperature, surface tension,
and viscosity of the dispersion medium; sign and density of charges on the surfaces of templates
and colloidal particles; and rate at which the liquid slug moves). All these parameters ultimately
determine the direction of net force exerted on the particles (i.e., the gravitational force, Brownian
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motion, attractive capillary interactions, and hydrodynamic shear flow). Each of these forces plays
a certain role in determining the yield of a TASA process, as well as the smallest colloids that can
effectively work as the building blocks. We have started to address this issue in our research, and
the major limitation seems to be our ability to fabricate small templates with well-controlled
dimensions and well-defined shapes. Figure 11.14 shows a recent demonstration from our group,
which has pushed the size of spherical colloids to the scale of ~150 nm. In this demonstration, the
templates (a parallel array of trenches that were ~150 nm in width and ~150 nm in depth) were
fabricated using the near-field optical lithographic method (with an elastomeric stamp as the binary
phase-shift mask).125 This demonstration indicated that it was still possible to organize polymer
beads as small as ~150 nm into linear chains using the present method. We believe some modifi-
cations to the assembly procedure and development of new materials should be useful when smaller
colloids are to be exploited.

Monodispersed spherical colloids also provide a class of building blocks that can be readily
assembled into three-dimensional periodic structures such as opaline lattices and inverse opals.
Self-assembly with spherical colloids represents a flexible and cost-effective route to three-dimen-
sional microfabrication, and is remarkable for its small investment as compared with that required
by the more familiar clean-room methods commonly used in microfabrication. The feature size of
these highly ordered three-dimensional structures can also be easily varied in a well-controlled way
to cover an extremely broad range that spans from a few nanometers to several hundred micrometers.
The ability to generate such periodic structures with varying feature sizes should allow us to obtain
useful functionalities not only from the constituent materials but also from the long-range ordering
that characterizes these structures. For example, both colloidal arrays and inverse opals can be
exploited as a platform to fabricate novel types of optical or electrooptical devices such as photonic
crystals and smart diffractive sensors.126

Although spherical colloids will continue to play a predominant role in the colloid science,
they are not necessarily the best option for all fundamental studies or real-world applications that
are associated with colloidal particles. They cannot, for example, exactly model the interactions
between and hydrodynamic behaviors of colloidal particles with irregular morphologies.127 They
can only provide a very limited set of crystal structures when they are used as building blocks to
form periodic arrays. Theoretical studies have also indicated that they are not well suited as the

FIGURE 11.14 The SEM image of two linear chains self-assembled from 150-nm polystyrene beads. These
polymer beads represent the smallest building blocks that have been successfully incorporated into the TASA
process. The inset shows an SEM image of the template (a parallel array of trenches that were 150 and 150 nm
in width and depth, respectively) that was fabricated using near-field optical lithography with a binary phase-
shift mask.
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building blocks in generating photonic crystals with complete band gaps due to degeneracy in the
photonic band structure caused by the spherical symmetry of the lattice points.128 In this regard,
the aggregates of spherical colloids (described in Section 11.3) will provide immediate advantages
over spherical precursors in applications that require lattices with lower symmetries and higher
complexities. It will be interesting to integrate the research described in Sections 11.3 and 11.4
into a unified theme, in an effort to obtain three-dimensional crystalline lattices from nonspherical
building blocks.
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12.1 INTRODUCTION

 

Polymer latex particles are widely used as a solid support in numerous applications and especially
in the biomedical field, because of the existence of various polymerization processes (emulsion,
dispersion, microemulsion, etc.) for preparing latex that is well defined in terms of particle size,
reactive groups, surface charge density, colloidal stability, etc. Since 1986, precipitation polymer-
ization of alkylacrylamide and alkylmethacrylamide derivatives (water-soluble monomers) has been
found to be a convenient method for producing submicronic, functionalized thermally sensitive
latex hydrogel particles, as reported by Pelton and Chibante.

 

1

 

 Since then, thermally responsive
microgel latex particles have played a particular and considerable role in academic research and
industrial applications. In academic research, studies are mainly focused on the polymerization
mechanism and colloidal characterization in dispersed media. From an application point of view,
stimuli-responsive microgels have been principally explored in drug delivery as a carrier in therapy.

The implication of such stimuli-responsive particles as a solid polymer support of biomolecules
in the biomedical field is probably due to various factors: (1) easiest to prepare via precipitation
polymerization (hydrogel particles) or a combination of emulsion and precipitation polymerizations
(core-shell particles), (2) the colloidal properties are related to the temperature and to the medium
composition (i.e., pH, salinity, surfactant etc.), (3) the adsorption and the desorption of antibodies
and proteins are principally related to the incubation temperature, (4) the covalent binding of
proteins onto such hydrophilic and stimuli-responsive particles can be controlled easily by temper-
ature, and, finally, (5) the hydrophilic character of the microgel particles is an undeniably suitable
environment for immobilized biomolecules.

The main objective of this chapter is to report on the preparation and characterization of
thermally sensitive particles, and the pertinent aspects that should be considered before their
utilization as a polymer support in the biomedical field. This is followed by an examination of the
preparation of such hydrophilic thermally sensitive latex particles bearing reactive groups. Subse-
quently, the colloidal characterizations that are to be taken into consideration are presented. Finally,
the chapter concludes by presenting and illustrating recent applications of thermally sensitive
polymer colloids as solid supports in the biomedical field.

 

12.2 SYNTHESIS OF REACTIVE THERMALLY SENSITIVE LATEX PARTICLES

 

Over the last 20 years, precipitation polymerization leading to the preparation of thermally sensitive
hydrogel latexes has been widely reported on and discussed. The first thermally sensitive linear
polymer base, using 

 

N-

 

isopropylacrylamide (NIPAM), was reported by Heskins and Guillet

 

2

 

 in
1968. The linear homopolymer obtained exhibits a low critical solubility temperature (LCST) of
32°C, corresponding to a dramatic change in the solubility parameters. In fact, below the LCST
the polymer is totally soluble in the aqueous phase, whereas above the LCST the solution exhibits
phase separation induced by polymer precipitation (coil to globule transition; Figure 12.1).

In addition, the LCST of thermosensitive polymer has been widely studied using different
physical methods — including turbidity or optical density (Figure 12.2), fluorescence, dynamic
light scattering, and calorimetric measurements — to demonstrate the relationship between the
polymer properties and solvent conditions, as reported by Schild

 

3

 

 in a very thorough review
concentrated on poly(NIPAM). In the case of charged thermally sensitive polymers, the pH should
always be considered when the determination of LCST is investigated. In fact, the presence of
charged groups (i.e., ionic comonomer) increases the LCST, whereas the existence of hydrophobic
parts induces a decreases in the LCST. In general, the increases in added salts induce the modifi-
cation of the water structure surrounding the isopropyl groups (in the case of NIPAM), which
dramatically influences the LCST values and consequently leads to a decrease in of the measured
transition temperature. Furthermore, the LCST can be controlled by the addition of salt or polymer
compositions and structures by adding ionic groups or hydrophobic compounds.
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The most frequently reported thermally sensitive polymers (water-soluble polymer), polymer
gel, and microgel particles were prepared using water-soluble reactant (monomer, comonomer,
cross-linker and initiator) at an appropriate temperature, as illustrated in Figure 12.3.

As concerns thermally sensitive microspheres (submicron in size), the most frequently studied
systems are NIPAM/MBA (methylene bis acrylamide), as first reported by Pelton and Chibante.

 

1

 

and styrene/NIPAM by Hoshino et al.

 

4

 

 using anionic (i.e., potassium persulfate; KPS) initiators.
Furthermore, recent studies have focused on the preparation of 

 

N-

 

isopropylmethacrylamide
poly(NIPMAM)

 

5

 

 and 

 

N-

 

ethylmethacrylamide poly(NEMAM)

 

6

 

 microgel particles (bearing high
LCST) using MBA (methylene bis acrylamide) and EGDMA (ethylene glycol dimethacrylate)
cross-linkers, respectively.

This section is principally devoted to the preparation of thermally sensitive hydrogel particles
using the batch polymerization process. The effect of each reactant and parameter (initiator,
temperature, cross-linker agent) on the polymerization process (polymerization kinetic, conversion,
final particle size, morphology, water-soluble polymer, etc.) is presented and discussed. For the

 

FIGURE 12.1

 

Scheme of thermally sensitive linear polymer as a function of temperature.

 

FIGURE 12.2

 

Solubility of noncharged homopolymers: poly(NIPAM) and poly(

 

N-

 

isopropylmethacrylamide)
(poly(NIPMAM) in 1 m

 

M

 

 NaCl as a function of the temperature (precipitation curve) using optical density
measurement.
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sake of homogeneity at this stage, only latexes prepared using water-soluble cross-linkers are
reported.

 

12.2.1 K

 

INETIC

 

 S

 

TUDY

 

To prepare stable microgel particles, the polymerization should always be higher than the LCST
of the corresponding homopolymer (or copolymer). In fact, without the precipitation of the formed
chains (or low cross-linked chains) during the polymerization process, no real particles can be
obtained. For example, the lower critical polymerization temperatures (LCPT) in the case of
NIPAM, NIPMAM, and NEMAM monomers are 65, 70, and 80°C, respectively. The observed
LCPT is related to the properties of the formed oligomers (chain light, molecular weight, compo-
sition, and charge distribution). This point is clearly illustrated in the polymerization mechanism
described below, but has not been properly established experimentally.

Water-soluble alkylacrylamide or alkylmethacrylamide monomer conversion during the polymer-
ization process can be easily determined or followed using both gas chromatography and 

 

1

 

H-NMR
techniques. According to the high reactivity of the water-soluble cross-linkers (i.e., MBA) generally
used and the low concentration used in the polymerization recipe, only the main monomer conversion
can be easily followed as a function of polymerization time. For most alkyl(metha)-acrylamide mono-
mers studied, the polymerization kinetic was generally found to be rapid. In fact, only 30 min was
needed to reach total conversion in the case of NIPAM/MBA/V50 (Figure 12.4) or KPS (polymerization
temperature from 60 to 80°C)

 

7

 

 and 120 min in the case of NIPMAM/MBA/KPS (polymerization
temperature from 60 to 80°C).

 

5

 

 The difference in polymerization rate between NIPAM and NIPMAM
is related to the high propagation rate constant (kp) for NIPAM compared to NIPMAM,

 

8,9

 

 as well as
for the known reactivity of alkylacrylamides compared to alkylmethacrylamides derivatives (kp ~ 18000
l/mol/s for acrylamide

 

10,11

 

 and kp ~ 800 l/mol/s for methacrylamide

 

12

 

 at 25°C).
The detailed analysis of particle size vs. polymerization time and conversion is one of the best

methodologies generally used in polymerization in dispersed media to highlight particle evolution
during the polymerization process. The diameter of hydrogel particles (NIPMAM/MBA/KPS at
70°C)

 

5

 

 vs. (conversion)

 

1/3

 

 reported in Figure 12.5 was a linear relationship, reflecting the fact that the
number of particles remained constant and no new particles were formed during the polymerization

 

FIGURE 12.3

 

Schematic diagram illustrating the preparation of thermally sensitive materials.
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process. In fact, the particle size (

 

R

 

h

 

) is related to the particle number (

 

N

 

p

 

) and the polymer mass
(

 

m,

 

 i.e., polymer conversion) by assuming the constancy of the particle density during the poly-
merization process.

(12.1)

The observed behavior was confirmed by scanning electron microscopy (SEM) analysis of the
particle size distribution vs. polymerization time, as illustrated in Figure 12.6. The utilization of

 

FIGURE 12.4

 

Schematic representation of batch preparation of functionalized thermally sensitive
poly(NIPAM) microgel particles. NIPAM(1g)/MBA(<10% w/w)/V50(0.1 w/w%). The preparation of such
poly(alkylacrylamide) particles can only be performed for low solid content, generally less than 5% w/v. V50:
2-2

 

′

 

 azo-bis amidinopropane dihydrochloride, MBA: methylene bis acrylamide, AEMH: amino-ethyl meth-
acrylate hydrochloride.

 

FIGURE 12.5

 

Illustration of hydrogel particle size vs. conversion in the case of classical alkylacrylamide
monomers. See Duracher’s work for experimental data with NIPMAM monomer. (Adapted from Duracher,
D. et al., 

 

J. Polym. Sci. A Polym. Chem.

 

 37, 1823–1837, 1999.)
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the investigations described above of both particle size vs. conversion

 

1/3

 

 and size distribution vs.
time using transmission electron microscopy (TEM) or SEM are related to the difficulty in deter-
mining (or estimating) particle number concentrations induced by the swollen property of the
microgels.

 

12.2.1.1 The Effect of Initiator

 

There are few reports on the influence of the initiator on the precipitation polymerization but as
expected, the polymerization rate (Figure 12.7) increases together with the initiator concentration,
as is often the case in emulsion polymerization. This behavior is attributed to an increase in the
polymerization loci. It is interesting to note that an increase in the initiator concentration leads to
an increase in the water-soluble polymer formation (oligomers bearing low molecular weight) and

 

FIGURE 12.6

 

SEM images of poly(NIPMAM) particles at different polymerization times. (From Duracher,
D. et al., 

 

J. Polym. Sci. A Polym. Chem.

 

 37, 1823–1837, 1999. With permission.)
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to a decrease in the final hydrodynamic particle size. The polymerization rate (

 

R

 

p

 

) is related to the
initiator concentration [

 

I

 

] using the low-scale representation:

 

R

 

p

 

 

 

≈

 

 [

 

I

 

]

 

a

 

(12.2)

For example, 

 

a 

 

= 0.18 for NIPAM/MBA/KPS at 70°C (Figure 12.8), and 

 

a 

 

= 0.4 in the case of
emulsion polymerization. With such a complex system, it is more appropriate to consider the
relationship between the number of particles (

 

N

 

p

 

) and the reactants concentration, then:

 

N

 

p

 

 

 

≈

 

 [

 

M

 

]

 

a

 

[

 

I

 

]

 

b

 

[CL]

 

c

 

(12.3)

where [

 

M

 

] is the monomer, [CL] is the cross-linker agent, and 

 

a, b,

 

 and 

 

c

 

 are the scaling exponents.
The particle number cannot be easily determined without a drastic approximation.

 

12.2.1.2 The Effect of Temperature

 

The influence of temperature on precipitation polymerization was also studied

 

5,7

 

 and was found to
be similar to the effect of the initiator (Figure 12.9). In fact, the increase in temperature leads to
an increase in the decomposition rate of the initiator, which enhances the polymerization loci, as
discussed above and described by the following rate decomposition equation:

(12.4)

where 

 

k

 

d

 

 is the decomposition rate constant of the initiator at a given temperature, [

 

I

 

] is the initial
concentration of initiator, and 

 

N

 

dec

 

 is the amount of decomposed initiator after a given time (t) and
at a given temperature.

 

FIGURE 12.7

 

Monomer conversion vs. polymerization time for two initiator concentrations. (Example for
poly(NIPAM) particles: polymerization temperature T = 70°C, [NIPAM] = 48.51 mmoles, [MBA] = 3 mmol,
[V50] = 0.1 (——) to 1 mmol (------) for total volume = 250 ml. (Adapted from Meunier, F., Ph.D. thesis,
1996.)
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FIGURE 12.8

 

Dependence of polymerization rate on the initiator concentration in log-log scale.
Temperature = 70°C, [NIPAM] = 48.51 mmol, [MBA] = 3 mmol, total volume = 250 ml. (

 

R

 

p

 

 

 

≈ 

 

[

 

I

 

]

 

0.18

 

, [

 

I

 

]: V50
initiator concentration). (Adapted from Meunier, F., Ph.D. thesis, 1996.)

 

FIGURE 12.9

 

Polymerization rate vs. polymerization temperature in semi-log scale. [NIPAM] = 48.51 mmol,
[

 

I

 

] = 0.3 mmol (V50), [MBA] = 3 mmol, total volume = 250 ml. (Adapted from Meunier, F., Ph.D. thesis,
1996.)

0.1

1

10

10-4 10-3 10-2

R
px

10
3 
(m

ol
.d

m
-3

 s
-1

)

Initiator Concentration (mol dm-3)

0.1

1

10

50 60 70 80 90 100

R
p 

x 
10

3 (m
ol

 d
m

-3
 s

-1
)

T(°C)

 

1079Ch12Frame  Page 588  Thursday, June 20, 2002  10:43 PM

© 2003 by CRC Press LLC



   

It is important to note that the polymerization temperature of alkyl(metha)acrylamide in aqueous
media should be above the LCST of the corresponding linear polymer, and high enough to favor
the precipitation process of the formed water-soluble oligomers. The temperature also affects the
final particle size: a low temperature results in a large particle size. Furthermore, the temperature
affects the reactivity of each reactant, including the main monomer, initiator, and cross-linker agent.
In fact, in the case of emulsion polymerization, the instantaneous rate of polymerization 

 

R

 

p

 

 is
related to the propagation rate coefficient, the monomer concentration (

 

M

 

), the average number of
radicals per particle (ñ), and the number of latex particles 

 

N

 

p

 

 

 

(which is connected to the rate radical
generation ) as expressed by the following equation:

(12.5)

in which 

 

k

 

p

 

 is the rate coefficient for propagation of the monomer (

 

M

 

).

 

12.2.1.3 The Effect of the Cross-Linker Agent

 

The cross-linker agent has a marked and drastic effect on particle formation. It is needed in the
polymerization recipe to favor particle formation by cross-linking the precipitated poly(N-alkyl-
acrylamide) chains that generate the nucleation step. The increase in the cross-linker agent con-
centration in the batch polymerization recipe leads to a reduction in the final amount of water-
soluble polymer (Figure 12.10). In addition, the water-soluble cross-linker agent was found to affect
the polymerization rate and the final particle size

 

5

 

 to a small extent, and the swelling ability of the
particles to a greater extent. In accordance with the higher reactivity of the water-soluble cross-
linkers (such as MBA) generally used in such precipitation polymerization, the final structure of
hydrogel particles was found to have a gradient composition (looser and looser from the core to
the shell), as evidenced by Guillermo et al.

 

13

 

 during an investigation of the transverse relaxation
of protons using the NMR technique. The internal structure of the particle vs. cross-linker concen-
tration can be schematically illustrated as shown in Figure 12.11.

 

FIGURE 12.10

 

Effect of MBA (2 to 20% w/w) on water-soluble polymer formation using NIPMAM (1 g)
monomer and KPS (2% w/w) initiator, polymerization temperature 70°C. ( From Duracher, D. et al., 

 

J. Polym.
Sci. A Polym. Chem.

 

 37, 1823, 1999. With permission.)
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12.2.1.4 Functionalization Studies and Operating Methods

 

A large number of processes have been developed during the last decade, permitting the synthesis
of reactive latexes and the functionalization of prepared polymer particles with specific properties:

• Batch polymerization: Polymerizations performed in a closed reactor, with all the ingre-
dients introduced at the beginning of a single step. This method, apart from certain
exceptions, is of little interest, as a large part of the functional monomer is consumed,
providing substantial quantities of water-soluble polymers that disturb nucleation and
the final stabilization of the particles.

• Semicontinuous addition methods: These are very useful for copolymerizations requiring
control of homogeneous compositions at the level of the chain and the particle. Variable
composition gradient processes permit the introduction of the functional monomer to a
suitable conversion, favoring incorporation on the surface or inside the particles.

• Multistage polymerizations: These methods include the deferred addition of an ionic
comonomer (constituting the basic latex), favoring a highly efficient surface functional-
ization.

• Seed functionalization: These methods consist of the functionalization of a latex seed
by a monomer or monomer mixture. This often permits surface incorporation to be
increased, and is well adapted to formulating controlled charge density model colloids.

• Postreaction on reactive latexes: This process is very useful for modifying the function-
ality of given latex if it cannot be obtained directly.

 

FIGURE 12.11

 

Schematic illustrations of hydrogel particles as a function of cross-linker concentration. (1)
Highly cross-linked part, (2) medium cross-linked phase, and (3) low cross-linked shell.
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The preparation of functionalized thermally sensitive microgel particles has not been sufficiently
investigated, as only a few works have been reported. The first systematic work on the preparation
of functionalized poly(NIPAM) hydrogel particles was studied using NIPAM/MBA/AEMH (amino-
ethylmethacrylate hydrochloride) in a batch polymerization process, and was first reported by
Meunier et al.

 

9

 

 (Figure 12.4) and then by Duracher et al.

 

14

 

 during an investigation of the effect of

 

N-

 

vinylbenzylimino diacetic acid (IDA) on the polymerization of NIPMAM/MBA/KPS
(Figure 12.12). The effect of the charged functional monomer on the precipitation polymerization
of such alkylacrylamide and alkylmethacrylamide monomers (i.e., NIPAM and NIPMAM) was
found to resemble the effect of the ionic (or water-soluble) monomer on the emulsion polymerization
of styrene, for instance. In fact, the increase in the functional monomer concentration leads to rapid
polymerization, high polymerization conversion (>95%), low particle size (Figure 12.13), and high
water-soluble polymer formation.

In addition to batch functionalization, the shot-grow process was also performed to prepare
amino-containing thermally sensitive poly(NIPAM) hydroge1

 

9

 

 and core-shell (polystyrene core and
poly(NIPAM) shell) particles.

 

15

 

 The results revealed a good functionalization yield with a non-
negligible amount of water-soluble polymer formation.

 

FIGURE 12.12

 

Structure of 

 

N

 

-(vinylbenzylimino)-diacetic acid (IDA) and 

 

N

 

-isopropylmethacrylamide (NIP-
MAM).

 

FIGURE 12.13

 

SEM images of the final particles using the same scale. (From Duracher, D. et al., 

 

Macromol.
Symp.,

 

 150, 297, 2000. With permission.)
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As in the case of emulsion polymerization, an increase in the functional monomer concen-
tration leads to a reduction in the final hydrodynamic particle size and enhanced water-soluble
polymer formation, as illustrated in Figures 12.14 and 12.15 for batch polymerization of (NIP-
MAM/MBA/IDA/KPS). The reduction in particle size vs. functional monomer has been attributed
to the enhancement of precursor formation and the number of stable particles which rapidly become
the polymerization loci.

12.2.1.5 Polymerization Mechanism

After examination of the role of each reactant implied in the polymerization of water-soluble
N-alkylacrylamide and N-alkylmethacrylamide monomer in the presence of the water-soluble cross-
linker agent and radical initiators, the polymerization mechanism of this system in the preparation
of thermally sensitive microgel submicron particles can be presented and detailed as follows
(Figure 12.16).

FIGURE 12.14 Effect of functional monomer on hydrodynamic particle diameter measured by quasi-elastic
light scattering (QELS) at 20°C. (From Duracher, D. et al., Macromol. Symp., 150, 297, 2000. With permission.)

FIGURE 12.15 The wt% water-soluble polymer formation (WSP) vs. functional monomer concentration.
(From Duracher, D. et al., Macromol. Symp., 150, 297, 2000. With permission.)
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Water-phase polymerization. Before adding the water-soluble initiator, the medium is totally
homogeneous and relatively limpid, even at the polymerization temperature. After adding the
initiator, the polymerization requires a low induction period (t*) (generally less than 3 min in the
case of NIPAM/MBA/KPS or V50 system using recrystallized reactants), probably due to the
presence of oxygen traces in the aqueous phase. Above the t* period, the decomposed initiator
leads to rapid formation of oligomers. The oligomer concentration is principally governed by the
initiator decomposition rate and efficiency.

Nucleation step. The nucleation period is mainly due to the precipitation of the oligomers
formed when the critical chain lengths (or molecular weight and composition) are reached or when
the cross-linked chains start to precipitate. In fact, the SEM (see Figure 12.6) analysis of the particle
size and size distribution reveals rapid and narrow particle distribution formation (i.e., generally in
less than 5 min in the case of NIPMAM/MBA/KPS and NIPAM/MBA/V50 systems). In accordance
with highly reactive water-soluble cross-linkers such as MBA, it may be assumed that the first
oligomers contain a significant amount of the cross-linker agent of primary particles.

Growth of particles. After the rapid nucleation period, the polymerization of the residual
monomer may take place at various points (i.e., water phase, on the surface of the formed particle,
and in the swelled parts of the particles). In fact, the partition of the monomer between the water
phase and polymer particles should be considered: (1) polymerization in the water phase leads to
the formation of small oligomers which can be cross-linked on the formed particles when there is

FIGURE 12.16 Schematic illustration of precipitation polymerization mechanism of water-soluble N-alkyl-
acrylamide and N-alkylmethacrylamide monomer derivatives.
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a sufficient residual cross-linker agent concentration, and (2) the possible polymerization of the
monomer in the swollen state. When the cross-linker agent is totally consumed, the oligomers
formed contribute to water-soluble polymer formation. The water-soluble polymer formed may
originate from the desorption of chains adsorbed onto the particles when the dispersion is cooled
(temperature < TVPT or < LCST), or from low-molecular-weight chains that are highly water soluble
even above the LCST of the considered homopolymer.

12.3 COLLOIDAL CHARACTERIZATION

The aim of this analysis stage is to obtain qualitative and quantitative information on particle
morphology, particle size and size distribution, surface polarity, assessment of the localization of
the functional monomer introduced into the reaction system, and colloidal stability before any
application in the biomedical field. In addition, it is vital to purify polymer particles before colloidal
characterization, by separating the particles from impurities originating from polymerization reac-
tants (these are mostly traces of the initiator, residual monomers, and water-soluble polymer). There
is now a whole arsenal of techniques whose multiple applications are well referenced. As for
separation methods, the most important and frequently used are centrifugation, serum replacement,
magnetic separation in the case of magnetic latexes, and ultrafiltration. Dialysis and ionic exchanges
on mixtures of cationic and anionic resins deserve mention among the purification methods. In the
case of hydrophilic thermally sensitive microgel particles, centrifugation can be used without any
irreversible aggregation risk. In fact, the aggregated particles are easily dispersible in an aqueous
medium simply by stirring after the centrifugation step (at high speed and low duration).

12.3.1 MORPHOLOGY

The morphological characterization of structured latexes is a fundamental aspect of their study,
because (1) it provides very useful information on the nature of the mechanisms that regulate the
formation of the particle, and (2) knowledge of the organization of the polymer within the particle
is the essential foundation for the theoretical interpretation of the behavior of the resulting latex
films (mechanical properties, permeability, etc.). From this perspective, there are a great many
techniques that require examination to eliminate artifacts and incorrect conclusions deduced from
their use.

Various methods have been reported and published. Of these methods, electronic microscopy
is still preferred for studying structured latexes, as improvements in observation techniques (sample
preparation, introduction of selective marking of one of the components) permit direct and increas-
ingly refined analysis of polymers inside particles.

SEM can also be used for both surface morphology and particle size and size distribution, as
illustrated in Figure 12.17 for thermally sensitive polystyrene core-cross-linked poly(NIPAM)
shells. In addition, atomic force microscopy (AFM) can be used for investigating colloidal particle
morphology, as reported by Duracher et al.15 In fact, atomic force microscopy leads to rapid and
complementary information on particle morphology in a dried state.

12.3.2 EFFECT OF TEMPERATURE ON HYDRODYNAMIC PARTICLE SIZE

The mean hydrodynamic diameter (Dh) was calculated from the diffusion coefficient measurement,
which, in the high dilution limit of negligible particle–particle interactions, is calculated by using
the Stokes–Einstein equation.

(12.6)D
kT

Dh

=
3πη
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where D is the diffusion coefficient, k the Boltzmann constant, T the absolute temperature, and η
the viscosity of the medium. Light scattering technology (QELS) is generally suitable for low
particle sizes (i.e., diameter <1 µm). For polystyrene latex particles bearing low charges density
and hydrophobic surface, the particle size does not generally depend on temperature, pH, and
salinity. However, in the case of hydrophilic and poly(N-alkylacrylamide) derivatives, particle size
and swelling ability are affected by the solvent quality of the dispersion medium, temperature, pH,
and salinity. By way of illustration, the particle size for various types of particle — poly(NIPAM)
and poly(NIPMAM) — as a function of temperature is reported in Figure 12.18.

This decrease (in particle size vs. T) is more marked in the case of large particles (with low
cross-linking properties), due to the pronounced size difference below and above the volume phase
transition temperature (TVPT) between the shrunken and the extended state. In addition, the effect
of temperature is more marked in the case of total hydrogel microspheres compared to the core-
shell particles, as illustrated in Figure 12.18. The behavior observed has already been reported by
many authors with regard to poly(NIPAM) microgel particles, and attributed to the breaking of
hydrogen bonds between polymer network and water molecules during the heating process, which

FIGURE 12.17 SEM and AFM of polystyrene (core)-cross-linked poly(NIPAM) shell microspheres. (From
Duracher, D. et al., Colloid Polym. Sci., 276, 219, 1998. With permission.)

FIGURE 12.18 Reduced particle size of poly(NIPAM) and poly(NIPMAM) as a function of temperature
using QELS at 1 mM NaCl. D20°C and D(T) are the hydrodynamic particle size at 20°C and at a given temperature
(T), respectively.
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induces a decrease in hydrodynamic particle size. Such light scattering experiments can provide
two major pieces of information concerning the dispersion: (1) the effect of temperature on particle
size (i.e., volume phase transition domain) and (2) the swelling ability of the considered colloidal
particles. The swelling ratio calculated from the hydrodynamic particle size above and below the
volume phase transition temperature reflects the cross-linking density of the particle but not the
cross-linker distribution, as recently reported by Guillermo et al.13 using the NMR technique
described in Secion 12.2.1.3 (see Figure 12.11). To compare the swelling capacity of the microgel
particles (or core-shell latexes) with different functional monomer concentrations, charge densities,
and internal structures, the swelling ratio (Sw) was introduced and defined by the following equation:

(12.7)

where V and Vc represent the particle volume calculated from the hydrodynamic radius as determined
by QELS and Vc represents the collapsed volume above the volume phase transition temperature.

12.3.3 ELECTROKINETIC STUDY

The surface charge density of the charged thermally sensitive latexes can be determined using
classical methods, such as conductimetry, potentiometry, chemical reaction, NMR, and infrared,
etc. The investigation of electrophoretic mobility vs. pH and temperature can also be considered a
key point for the analysis of surface charge density variation. In fact, the electrophoretic mobility
of thermally sensitive microgel particles is drastically affected by the medium temperature. The
decrease in particle size, and subsequent increase in surface charge density, results in an increase
in electrophoretic mobility, as expressed by the following relationship between (µe) and particle
size (Rh):

µ (12.8)

where N is the number of charged groups per particle of hydrodynamic radius Rh, e is the electron
charge, κ is the reciprocal of Debye length thickness, and η is the viscosity of the medium.

As illustrated in Figure 12.19, the reduced electrophoretic mobility increased together with the
temperature, irrespective of the nature of the surface charge. Such behavior is related to the surface
charge density vs. temperature. The amplitude of the measured transition in the electrokinetic
property was more marked for low cross-linked thermosensitive particles (i.e., high swelling ability).
The electrokinetic study of such thermally sensitive particles needs particular attention to demon-
strate the location of charges implicated in electrophoretic mobility and explain the relationship
between the volume phase transition temperature (TVPT) and the electrokinetic transition temperature
(TEKT).

12.3.4 VOLUME PHASE TRANSITION TEMPERATURE (TVPT)

The volume phase transition temperature of thermally sensitive particles can be determined using
various methods and techniques: fluorescence study,16 light scattering, differential scanning calo-
rimetry, and turbidity measurement.

The easiest way to determine the LCST in the case of thermally sensitive linear polymer is to
investigate the turbidity (τ) of the medium or the optical density (OD) variation as a function of
temperature (τ = 2.303 OD/L, where L is the length of the sample in cm). This turbidity method

SW = V

Vc

e
Ne

Rh

≈
4 2πη κ
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has been adapted to the hydrogel particles and defined as the maximum of the δOD/δT curve vs.
temperature.

The normalized optical density variation as a function of the temperature of linear and microgel
poly(NIPAM) is illustrated in Figure 12.20. The normalized optical density increases with increases
in temperature for both linear thermally sensitive polymer and microgel particles. Such behavior
is related to change in the refractive index of the polymer (εp). In fact, below the volume phase
transition temperature, the polymer is highly hydrated (i.e., ε ∼ Φ ·εwater + (1 – Φ) ·εp, Φ is the water

FIGURE 12.19 Reduced electrophoretic mobility (µe /µe,max) of cationic poly(NIPAM) and anionic poly(NIP-
MAM) microgel latexes as a function of temperature (10–3 M NaCl). µe,max is measured far from the electro-
kinetic transition temperature (TEKT).

FIGURE 12.20 Normalized optical density vs. temperature for both linear and microgel poly(NIPAM) poly-
mer (for highly diluted polymer and low-salinity concentration).
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fraction in the polymer, here Φ ~ 1). When the temperature increases, the polymer refractive index
increases (decrease in Φ  → 0.3) leading to a rise in the turbidity of the medium.

All the determined volume phase transition temperatures of hydrogel or core-shell bearing
thermally sensitive polymer particles are in a broad range compared to the LCSTs. The volume
phase transition temperature of thermally sensitive particles is also dependent on the internal
structure (i.e., polymer composition, cross-linker density, and distribution in the particle).

12.3.5 COLLOIDAL STABILITY

The colloidal stability of thermally sensitive latex particles is related to both temperature and
salinity. In fact, in the case of linear N-alkylacrylamide- or methacrylamide-based polymers, the
increase in temperature leads to the precipitation of polymer chains discussed above (see
Figure 12.1). In addition, the increase in salinity reduces the LCST of the considered polymer in
water. The effects presented above (temperature and salinity) for linear polymer are also available
for microgel and core-shell thermally sensitive particles. The increase in salinity reduces the volume
phase temperature (TVPT) and, with a high salinity medium, the colloidal stability may be affected
and the aggregation process may take place as illustrated in Figure 12.21 in which the colloidal
stability domains are depicted vs. salinity and temperature. The critical coagulation concentration
(CCC) of such a system is high below the volume phase transition temperature in which the particles
are in an extended state and sterically stabilized. However, above the volume phase transition
temperature, the CCC is low, proving that the particles are electrostatically stabilized. In addition,
this behavior is reversible to a certain extent by cooling the dispersion and reducing the salt
concentration.

12.4 IMMOBILIZATION OF BIOMOLECULES

Before dealing with the adsorption of biomolecules (proteins and nucleic acids) onto latex particles,
we should recall certain aspects (which will not be defined here) of the adsorption of macromol-
ecules on solid–liquid interfaces. Biomolecules are complex macromolecules in nature, which in

FIGURE 12.21 Schematic illustration of the colloidal stability of thermally sensitive particles as a function
of temperature and salinity.
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a polar solvent (usually water) bear a large number of ionized or ionizable functions. The adsorption
of macromolecules onto solid surfaces should be well defined before presenting and discussing
results. A macromolecule is adsorbed when, after a given contact period with the solid surface, at
least one of its sites (or units) is fixed to the support surface. In the biomedical field, the adsorption
of biomolecules onto solid phases is undesirable in most cases, but desirable in some. It is of
paramount importance to understand the driving forces involved in this interaction process.

In biomedical diagnostics, the adsorption of biomolecules was generally investigated to control
their covalent binding onto reactive supports. In fact, when the affinity between a given macromol-
ecule and solid support is poor (i.e., low adsorbed amount), the chemically grafted amount is
generally negligible. The adsorption process was also studied using biological molecules as a
theoretical model for establishing or verifying new theories. Recently, the adsorption of biomole-
cules (nucleic acids, proteins etc.) has been investigated using both thermally sensitive magnetic17

and nonmagnetic colloids to concentrate molecules (DNA, RNA, and proteins) and thereby increase
the sensitivity of biomedical diagnostics. In fact, the nonspecific concentration of biomolecules
before the specific detection of the target is one of the most promising technologies and method-
ologies for the enhancement of biomedical diagnostics.

The utilization of classical polystyrene particles or hydrophobic latexes for protein concentra-
tions can induce undesirable phenomena such as protein denaturation and low concentration yields,
on account of the high adsorption affinity between both species which may lead to a low desorbed
amount. In addition, the use of such hydrophobic colloids in the polymerase chain reaction (PCR)
of nucleic acid amplification step generally leads to total inhibition of the enzymatic reaction. The
inhibition phenomena can be attributed to the denaturation of enzymes adsorbed in large numbers
onto hydrophobic colloids. The utilization of hydrophilic and highly hydrated latex particles (irre-
spective of temperature) is the key to solving this problem by suppressing the inhibition of enzyme
activity. The purpose of this stage is then to focus on the potential application of thermally responsive
poly(NIPAM) particles for both protein and nucleic acid concentrations.

12.4.1 PROTEIN ADSORPTION

The adsorption of proteins and antibodies onto thermally sensitive negatively charged particles was
first investigated and reported by Kawaguchi et al.,18 and was found to be temperature dependent.
Protein adsorption is low below the volume phase transition temperature of the hydrogel particles,
and high above the TVPT. This observed behavior has been principally attributed to hydrophobic
adsorption processes above the TVPT, corresponding to the hydrophobic property of linear
poly(NIPAM) polymer. The adsorption of proteins onto such thermally sensitive hydrogel particles
has not been thoroughly researched.

12.4.1.1 Effect of Temperature on the Adsorption of Protein onto Poly(NIPAM) Particles

The effect of temperature on the adsorption of proteins and antibodies onto classical polymer
latexes, i.e., polystyrene, poly(MMA), etc., was found to be negligible at low temperatures
(T < 50°C). However, the effect of temperature on the adsorption process was principally investi-
gated in the case of stimuli-responsive polymer particles such as poly(NIPAM) microgels and core-
shell particles with thermally sensitive shells. In this area, the effect of temperature on poly(NIPAM)
microgel particles was found to be negligible below the TVPT when the poly(NIPAM) particles were
highly hydrated (amount of water: ~80 wt%). But, when the temperature was increased, the amount
of protein adsorbed increased dramatically. The observed behavior was discussed with regard to
both hydrophobic and electrostatic interaction. The hydrophobic interaction was attributed to the
dehydration of the poly(NIPAM) microgel particles and to the hydrophobic property of linear
homopoly(NIPAM) above the LCST. The electrostatic interaction was explained by the increases
in surface charge density caused by the shrinkage of the particles at higher temperatures.
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The adsorption process can more likely be attributed to electrostatic interaction. In fact, the
increase in temperature raises the surface charge density on the thermally sensitive particle, as
evidenced by electrophoretic mobility vs. temperature. In addition, the amount of water is at least
close to 30% above the volume phase transition temperature. This adsorption profile (reduced
adsorbed amount vs. temperature, as reported in Figure 12.22) is generally observed when the
adsorption temperature is well controlled in the case of attractive electrostatic interactions and only
the plateau is drastically affected by the pH, salinity, and surface charge density.

12.4.1.2 Effect of Ionic Strength on the Adsorption of Protein onto Poly(NIPAM)

The effect of ionic strength on the adsorption of protein onto poly(NIPAM) is more complex than
was expected. In fact, salinity affects not only electrostatic interactions but also the colloidal
properties of such thermally sensitive particles: (1) the increase in ionic strength leads to a reduction
in particle size induced by lowering the volume phase transition temperature (i.e., the LCST of
linear thermally sensitive polymer decreases as the salinity of the medium increases) and (2) salinity
affects the degree of attractive and repulsive electrostatic interactions. As a result, the adsorption
of proteins onto thermally sensitive microgel particles is generally and dramatically reduced as
salinity increases, irrespective of temperature, as illustrated below for BSA (Figure 12.23) and HIV-
1 capsid P24 protein (Figure 12.24) adsorption onto poly(NIPAM) particles.

Because the adsorption of proteins onto such thermally sensitive particles is salinity and pH
dependent, the adsorption can be assumed to be governed principally by electrostatic interactions
rather than hydrophobic adsorption process as generally reported. In any case, in view of these
results, the driving forces in adsorption of proteins onto thermally sensitive hydrogel particles are
debatable, and further research is necessary to demonstrate the driving forces involved in the
adsorption process.

12.4.1.3 Desorption Study

In accordance with the reversibility of the colloidal properties of thermally sensitive particles, the
adsorption of proteins is also found to be reversible in the same cases. In fact, 90% of adsorbed
protein can be desorbed just by lowering the temperature (i.e., from above to below the volume
phase transition temperature). The hydration processes of the particles lead to a reduction in
adsorption affinity, which favors the desorption process (Figure 12.25). Furthermore, the desorbed

FIGURE 12.22 Reduced amount (Ns/Ns,max) of HIV-1 capsid P24 protein adsorbed onto thermally sensitive
polystyrene core-cationic cross-linked poly(NIPAM) shell as a function of temperature (at pH 6.1, 10 mM
phosphate buffer). (Adapted from Duracher, D., Ph.D. thesis, 1999.)
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amount of protein can be increased by reducing the adsorption affinity through changing the pH
and salinity levels. The amount of residual adsorbed (or the nontotal desorption) is closely related
to the adsorption time and to the protein nature. In fact, the more the incubation time (above the
TVPT) is increased, the more the desorbed amount (below the TVPT) is reduced.

Such behavior can be explained as follows when batch adsorption is performed above the
volume phase transition temperature: (1) the mechanical entrapment of protein molecules in the
interfacial shell layer due to the poly(NIPAM) tentacles (octopus-like adsorption process) and

FIGURE 12.23 Effect of ionic strength and temperature on the adsorption of BSA onto cationic poly(NIPAM)
latex at pH 4.6 at 20°C (●) and 40°C (▫). (Adapted from Duracher, D., Ph.D., thesis, 1999.)

FIGURE 12.24 Effects of electrolyte concentration [NaCl] on modified HIV-1 capsid P24 protein adsorption
onto cationic thermally sensitive core-shell microspheres at 40°C, pH 6.1 at 20°C (●) and 40°C (▫). (Adapted
from Duracher, D., Ph.D., thesis, 1999.)
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(2) the possible reconformation of adsorbed protein occurring during the incubation phase. Con-
sequently, the tangible interpretation of the protein adsorption and desorption processes should take
account of the colloidal particle properties (i.e., cross-link density, charge distribution, and hydro-
philic–hydrophobic balance) and the protein characteristics (flexibility, charge density, distribution
of hydrophobic domains, etc.).

12.4.2 ADSORPTION OF NUCLEIC ACIDS

In recent years, numerous studies have been performed on the adsorption of nucleic acids onto
colloidal particles. The adsorption of such polyelectrolytes has mainly been investigated using
oligodeoxynucleotides (single-stranded DNA fragments, ssDNA), and there are only a few works
dedicated to the adsorption of DNA or RNA macromolecules.20 In the biomedical field, much
attention has focused on the extraction, purification and concentration of nucleic acid molecules
(DNA and RNA) from any microbial lysate or biological sample containing a complex mixture of
proteins, nucleic acids, lipids, and membrane fragments, using appropriate colloidal particles. To
achieve this, various colloids have been used, including macroporous silica beads, polystyrene
magnetic latexes, and, more recently, thermally sensitive (magnetic and nonmagnetic) particles.

12.4.2.1 Adsorption Kinetic

As for highly charged polyelectrolytes, the adsorption of nucleic acids onto oppositely charged
poly(NIPAM) microgel particles is pH, salinity, and charge density dependent. In fact, adsorption
is rapid (Figure 12.26), with the attractive electrostatic forces increased by decreasing the pH (in
the case of cationic particles), increasing the surface charge density,21 or lowering the ionic strength
of the adsorption medium. As a general tendency, the adsorption kinetics profile of nucleic acids
onto highly charged thermally sensitive poly(N-isopropylacrylamide) microgel particles bearing
cationic groups (amines and amidines) can be illustrated as below. In the case of ssDNA fragment
adsorption onto cationic polystyrene latexes,21 the surface coverage rate Va:

(12.9)

Va is deduced from the initial slope of the reduced adsorbed amount (θ = Νs/Νs,max) vs. time, and
was found to be a linear variation as a function of surface charge density21 
(Figure 12.27).

FIGURE 12.25 Schematic representation of protein adsorption and desorption as a function of temperature.

T>T VPT

T<T VPT

-

-
-
-

-
-

----

-
-
-
-

-
-

-
-

-
-
-

-
-
- -

- - -- - - - - - --
-
-

--
-
-
-

Protein

Latex particle
bearing thermally
sensitive shell

Low hydrated surface
High surface charge density
High adsorption

Highly hydrated surface
Low surface charge density
No or low adsorption

-

-

-
-

-

- -

-

-

-

-

-

-

-
--

-
-

-

-

- -

-

-
-

-

-
-

-

-

-

--
-

-
-

-

--
-

-
--

V d dta = θ

Va ≈ σ( )C / cm2

1079Ch12Frame  Page 602  Thursday, June 20, 2002  10:43 PM

© 2003 by CRC Press LLC



12.4.2.2 Influence of pH and Ionic Strength

As expected for charged systems, the adsorption of nucleic acids onto latexes is drastically influ-
enced by both salt concentration and pH. The adsorbed amount decreases when the pH value of
the incubation medium is increased. In fact, increases in the pH value mainly affect the concentration
of the charges involved in the interaction process between negatively charged nucleic acids and
cationic charges of the latex particles.

Meanwhile, an increase in the salinity of the dispersed medium leads to a reduction in the
attractive electrostatic interactions. In addition, salinity drastically affects the solvency of the
thermally sensitive polymers, as mentioned above. An increase in the electrolyte concentration

FIGURE 12.26 The reduced adsorbed amount (θ = Νs/Νs,max) as a function of time with 0.1 mg/ml of poly-
thymidylic acid at 20°C and a 10 mM phosphate buffer of pH 5.2. Adsorption equilibrium is generally attained
during the first 10 min.

FIGURE 12.27 The reduced adsorbed amount (θ = Νs/Νs,max) as a function of time with 0.1 mg/ml of poly-
thymidylic acid on cationic polystyrene latexes at 20°C and a 10 mM phosphate buffer of pH 5.2. σLatex-1 <
σLatex-2 < σLatex-3 < σLatex-4. σ is the surface charge density. (From Elaissari, A. et al., J. Colloid Interface Sci.,
202, 2252, 1998. With permission.)
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leads to an increase in the Flory–Huggins22 interaction parameter between the polymer and water,
resulting in reduced poly(N-alkylacrylamide) solvency. Consequently, the amount of nucleic acids
adsorbed onto the cationic poly(NIPAM) microgel particles is reduced, as has been widely reported
for the adsorption of polyelectrolytes onto oppositely charged solid supports. The attractive elec-
trostatic interactions are the driving forces in the adsorption process of DNA, RNA, and ssDNA23,24

onto oppositely charged polymer supports. The variation of the quantity of nucleic acids adsorbed
onto cationic thermally sensitive poly(NIPAM) latex particles as a function of both pH and ionic
strength are shown in Figures 12.28 and 12.29, respectively.

As for classical polyelectrolytes, the adsorption of oligodeoxyribonuclotides (ssDNA) is basi-
cally related to the ssDNA adsorption energy, as described by the following equation:

(12.10)

FIGURE 12.28 The reduction adsorbed amount of nucleic acids onto high cationic polystyrene latexes and
low cationic poly(NIPAM) microgel particles as a function of pH at 20°C and 10–3 M ionic strength. (From
Ganachaud, F. et al., Langmuir, 13, 701, 1997. With permission.)

FIGURE 12.29 The reduction adsorbed amount of nucleic acids onto (amidine groups 5 µmol/g, ●) and amine
(amine and amidine groups, 14 µmol/g, �) poly(NIPAM) microgel particles26 and (amine and amidine groups
5) thermally sensitive magnetic bearing poly(NIPAM) shells17 as a function of NaCl concentration (at pH 4.5
and at 20°C). (From Elaissari, A. et al., J. Magn. Magn. Mater., 225, 127–133, 2001 and Delair, T. et al.,
Colloids Surf. A Phys. Chem. Eng. Aspects, 153, 341–353, 1999. With permission.)
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where Ns is the adsorbed amount, k is a constant characterizing the studied system, n is the
polymerization degree (i.e., number of bases, for example, dT35, n = 35) and ∆G is the adsorption
energy per monomer (per base). The adsorption energy in the case of nucleic acids/polymer particles
is the sum of hydrophobic adsorption energy (Ψhydrophobic) attributed to the staking adsorption process
(ssDNA/negatively charged polystyrene latex) and electrostatic adsorption energy (Ψelectrostatic)
related to the charge–charge interaction.

n∆G = Ψhydrophobic+ Ψelectrostatic (12.11)

In the case of such hydrophilic thermally sensitive microgel particles, the hydrophobic adsorp-
tion can be totally neglected and the electrostatic term can be described by the following relation-
ship:

(12.12)

where σssDNA and σlatex are the charge density of ssDNA and latex particles, respectively. The charge
density of ssDNA fragment and the surface charge density of latex particles can be approximately
expressed as follows:

(12.13)

(12.14)

where L is the chain length of a given ssDNA, ζ is the zeta potential of latex particles, κ is the
inverse of double layer thickness, and ε is the dielectric constant. In the pH range generally
investigated in the adsorption study, the σssDNA is negatively charged, whereas the σlatex is pH
dependent, as evidenced by any electrokinetic study (zeta potential vs. pH). The electrostatic
adsorption energy is thus expected to vary linearly with respect to the latex surface charge density
leading to linear variation of log(Ns) vs. latex surface charge density or zeta potential as evidenced
by Elaissari et al.25

12.4.2.3 Desorption Study of Preadsorbed Nucleic Acids

In practice, there is a thermodynamic balance in the adsorption process between the macromolecules
adsorbed and those free in the solution. This balance can be shifted in one direction or the other;
adsorption is favored by changing the nature of the solvent (pH, ionic strength, temperature, etc.)
or by increasing the number of adsorption sites, while desorption is generally favored by diluting
the free macromolecules or by introducing competitive species.

Desorption is often considered a slow phenomenon, although its rate can be significant. If the
molecule is adsorbed at several sites, there is little chance of it being desorbed. On the other hand,
if adsorption occurs via a single contact point, there is competition with neighboring molecules.
Vroman28 showed that the higher the number of adsorption sites on the surface, the greater the free
adsorption of energy and the higher the probability of low exchange rates.

The release of preadsorbed nucleic acid onto cationic thermally sensitive latexes was generally
investigated to purify and concentrate such biomolecules (i.e., adsorption in a few milliliters from
a large volume and desorption in a few liters). Desorption can be performed by changing the pH
or salinity level, or by adding a caotropic agent. According to the adsorption process of such highly

n G∆ Ψ= ≈ ⋅electrostatic ssDNA latexσ σ

σssDNA ≈ ne
L

σ εκζ
πlatex ≈

4
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charged polyelectrolytes, which is mainly governed by electrostatic interaction, desorption can be
intuitively favored by increasing the incubation pH of the medium to reduce the attractive forces,
as shown in Figure 12.30 (i.e., reduction in the surface charge density of the polymer support), or
by increasing salinity to screen the intensity of the attractive electrostatic interactions (Figure 12.31).

12.4.3 AMPLIFICATION OF NUCLEIC ACIDS

In biomedical diagnostics, the amplification of captured or adsorbed nucleic acids using the classical
PCR method is one of the targets various biological applications. The enzymatic amplification of
desired nucleic acids is often performed after the desorption or release step. Thanks to hydrophilic,

FIGURE 12.30 The effect of pH on the desorption of preadsorbed nucleic acid molecules onto cationic
thermally sensitive magnetic latex particles. Adsorption was performed using 10 mM phosphate buffer, pH ~
5.2, 10–3 M NaCl at 20°C, with an incubation time of 180 min. (From Elaissari, A. et al., J. Magn. Magn.
Mater., 2001. With permission.)

FIGURE 12.31 Effect of NaCl concentration on desorption of RNA from poly(NIPAM) latex at pH 9.2 and
20°C. The adsorbed amount of RNA at pH 4.6, 20°C, and 10–2 M ionic strength was 17 mg/g. (From Elaissari,
A. et al., J. Biomater. Sci. Polym., 10, 403, 1999. With permission.)
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highly hydrated magnetic and nonmagnetic latex, direct amplification of adsorbed nucleic acid
molecules onto the particles17 is now possible.

The inhibition of adsorbed nucleic acids after the desorption process can be attributed to the
following factors: (1) the possible release of undesirable impurities originating from the particles,
such as bare iron oxide nanoparticles, ferric or ferrous ions, surfactant, etc., and (2) the desorption
of adsorbed inhibitor initially present in the biological sample under study.

The inhibition of direct amplification of adsorbed nucleic acids on the colloidal particles could
be due to the factors mentioned above, and also to (1) high affinity between the enzymes and the
particles, and (2) the nature of the support (high hydrophobicity, noncoated iron oxide, or denatur-
ating domains), as well as the high concentration of colloidal particles in the PCR medium.

12.5 CONCLUSION

This chapter covers the preparation, characterization, and biomedical application of thermally
sensitive particles. Thermosensitive hydrogel is prepared by precipitation polymerization of N-alkyl-
acrylamide or N-alkylmethacrylamide as a principal water-soluble monomer, a water-soluble cross-
linker (for example, N-methylenebisacrylamide) and an initiator (such as azobis-amidinopropane
derivatives, potassium persulfate, or basically any charged initiator). The core-shell latexes are
produced by a combination of emulsion and precipitation polymerization, such as preparation of
polystyrene core and poly(N-isopropylacrylamide) shell or encapsulation of colloidal seed using
alkylacrylamide derivatives. During the elaboration of such stimuli-responsive particles, various
aspects should be considered: (1) a water-soluble cross-linker is needed, (2) the polymerization
temperature should be higher than the LCST of the corresponding linear polymer, (3) a water-
soluble polymer is produced (which can be controlled by monitoring the polymerization conditions).
The polymerization mechanism has been clearly discussed and well illustrated, but the nucleation
step remains questionable and requires further work.

The colloidal characteristics of N-alkylacrylamide- or N-alkylmethacrylamide-based particles
are temperature related. In fact, the swelling ability, charge density, charge distribution, hydro-
philic–hydrophobic balance, hydration and dehydration properties, particle size, surface polarity,
colloidal stability, water content, turbidity, and electrokinetic and rheological properties are indis-
cernibly temperature dependent. Such polymer particles can be used as a stimuli-responsive model
for the investigation of colloidal properties and for theoretical studies.

As can be seen from this chapter, the adsorption and desorption of proteins and nucleic acids
can be monitored by controlling the key point governing the driving forces involved in the adsorption
process.

The adsorption of proteins onto charged thermally sensitive particles is greatly affected by the
incubation temperature. Protein adsorption onto highly hydrated thermosensitive particles below
the volume phase transition temperature is negligible. However, the affinity and the amount of
protein increase together with the temperature, revealing the complex adsorption process. Desorp-
tion is easily favored by cooling the temperature and controlling the adsorption time. In addition,
the adsorption and desorption processes are pH, time, and ionic strength dependent.

The adsorption process of nucleic acids onto such cationic hydrophilic thermally sensitive colloids
is governed by the attractive electrostatic interaction as the driving forces. The adsorption of DNA,
RNA, and ssDNA are related to the surface charge density and accessible adsorption sites. The
desorption of preadsorbed nucleic acid molecules onto polymer particles is favored by reducing the
attractive electrostatic interactions by altering the pH and the salinity of the medium. Such hydrophilic
particles can be used for specific adsorption and concentration of nucleic acids from any biological
sample containing a complex mixture (proteins, lipids, membrane fragments, etc.). In addition, colloidal
particles bearing hydrophilic and cross-linked thermally sensitive shells can be used directly in nucleic
amplification processes (i.e., PCR) without any inhibition phenomena. The potential application of
hydrophilic, cationic thermally sensitive particles is summarized Figure 12.32.
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FIGURE 12.32 Stimuli-responsive colloidal particles for biomolecules isolation and concentration.
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13.1 INTRODUCTION

 

Although liposomes have been investigated for almost 40 years,

 

1

 

 only relatively few attempts have
been made to perform enzyme-catalyzed reactions in these compartments. This is surprising con-
sidering the large number of investigations that have been carried out in other artificial compart-
ments, such as microemulsions, single water in oil (W/O) emulsions, and multiple emulsions (for
review see References 2 through 6). The reasons for this are manifold: In contrast to all sorts of
emulsions, the preparation of liposomes is relatively complicated; liposomes are not thermodynam-
ically stable; their production requires energy; and the way in which they have been prepared
influences their physical properties such as size or lamellarity. In addition, the entrapment of larger
molecules such as enzymes or nucleic acids in liposomes is far from being trivial; special techniques
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have to be applied to bring about sufficient yields of these macromolecules in the aqueous pool of
liposomes (for an overview of these techniques, see Reference 7).

On the other hand, liposomes permit us to mimic cells much better than all other artificial
compartments. With their inner aqueous pools that form a perfect boundary with the external
medium, liposomes resemble cells or cell organelles much more closely than other artificial
compartments.

Liposomes can be divided into two main classes: Conventional liposomes — small unilamellar
liposomes (SUVs), large unilamellar liposomes (LUVs), and multilamellar vesicles (MLVs) (see
Reference 8) — and giant vesicles. The former aggregates, the conventional liposomes, have sizes
between 25 nm and 10 µm and their aqueous pools are typically in the range of 50 to 200 nm. In
contrast to these relatively small aggregates, giant liposomes are aggregates that are often larger
than 10 µm and can be visualized by conventional optical microscopy. Giant liposomes were
described for the first time by Reeves and Dowben

 

9

 

 in 1969. Among the several methods that allow
the preparation of giant vesicles, such as slow rehydration of lipid films, dialysis, or reverse phase
evaporation, one of the most efficient methods for the preparation of uni- or oligolamellar giant
vesicles has been turned out to be electroformation, first described by Angelova and Dimitrov in
1986.

 

10

 

This chapter focuses on studies that describe enzymatic reactions occurring in the aqueous
pools of conventional liposomes or giant vesicles; among all the reactions that have been performed
within such aggregates, this chapter summarizes enzymatic reactions that are nucleic acid dependent
(various polymerase reactions and protein synthesis) and are, therefore, also relevant to the origin
of life.

 

13.2 ENZYMATIC REACTIONS IN CONVENTIONAL LIPOSOMES
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Of the various strategies for conducting enzymatic reactions in liposomes involving nucleic acids,
three strategies are discussed here because these strategies have also been applied and their results
published in the literature.

 

13.2.1.1 Strategy I

 

All ingredients are present in the reaction mixture, which is added to a lipid film, and liposomes
are prepared containing all macromolecules (enzymes and DNA or RNA templates) as well as all
substrate molecules (nucleotides, for example). Consequently, this procedure has to be performed
very quickly; otherwise, the enzymatic reaction would mainly occur outside the liposomes and a
distinction between product molecules synthesized inside from those produced outside and
entrapped later would be difficult to draw. After the formation of liposomes, the enzymes outside
the liposomes have to be inhibited by potent inhibitors (inhibitors that do their job even in the
presence of substantial amounts of phospholipids) or the liposomal dispersion has to be treated by
digestive enzymes. This strategy has basically been applied in the case of the RNA replication by
Q

 

β

 

 replicase inside oleic acid/oleate liposomes

 

11

 

 and in the case of the polymerase chain reaction
(PCR) inside POPC or POPC/PS liposomes.

 

12

 

 In the former case, EDTA was added after the
formation of the liposomes to inhibit the non-entrapped enzymes (and the kinetics was followed
after addition of the EDTA molecules), in the latter case, the non-entrapped DNA template mole-
cules were digested by DNase I before the temperature was raised to 95°C and the polymerization
started.
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13.2.1.2 Strategy II

 

Liposomes are formed by rehydration of a lipid film at temperatures below 4°C. The substances
to be entrapped are added to the aqueous solution; consequently, formation of vesicles and entrap-
ment occur simultaneously. After this preparation period, inhibitor molecules are added to the
external medium that block all enzymes that have not been entrapped, before the suspension is
extruded through filters with appropriate pore sizes. One main drawback of this strategy is that it
can only be applied with lipids that have their main transition temperature 

 

T

 

m

 

 below 0°C. This
technique has basically been applied for the synthesis of poly(Phe) in liposomes.

 

13

 

13.2.1.3 Strategy III

 

Only the macromolecules are entrapped during the period of liposome formation. In the case of
enzymatic reactions with nucleic acids, enzymes and DNA/RNA template or oligonucleotide primer
molecules are entrapped in the liposomes; the substrate molecules, such as the nucleotides, are
added later. Because phospholipid bilayers are practically impermeable to most molecules, the
phospholipid bilayers have to be made more permeable by increasing their normal permeability.
The normal permeability of phospholipid bilayers to nucleotide triphosphates is too low to entrap
substantial amounts in their water pool for a further detection of product molecules. Several methods
have been applied to increase the permeability and to load conventional liposomes from the outside
with nucleotide substrates.

 

14-17

 

 The advantage of this strategy is that the preparation of the liposomes
need not be performed as fast as possible. The crucial point when applying this strategy is that
non-entrapped enzymes/nucleic acids have to be separated from the liposomes almost entirely. This
is often problematic when liposomes and larger nucleic acids such as plasmid DNAs are present.

 

13.2.1.4 Other Strategies

 

Of course, other strategies are conceivable and have also been suggested in the literature. Here, we
could mention methods that derive from the classical reverse phase evaporation

 

18

 

 or formation of
liposomes by dialysis.

 

19,20

 

 Another conceivable and proposed (but as yet never applied for such
complex enzymatic reactions) approach would be one involving two preparations of liposomes
containing, for example, enzyme in the first preparation and nucleic acids/substrate molecules in
the second preparation. Then, a fusion process would have to be induced that would create one
new compartment containing all the required molecules in the same aqueous pool.
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As mentioned above, one of the most critical points when carrying out enzymatic reactions inside
liposomes involving nucleic acids is the entrapment efficiency of macromolecules. The question is
whether enough macromolecules can be entrapped in a single liposome so that an individual
liposome can host at least one enzyme and one template nucleic acid molecule. (It should be kept
in mind that the concentrations of enzymes or nucleic acids can often not be increased too much.)

Among the various methods that can be applied to entrap macromolecules inside liposomes,
those methods have to be selected that increase the entrapment efficiency substantially and lead to
an entrapment efficiency that is higher than the entrapment yield that results from vesicles prepared
by dispersing a lipid film with subsequent extrusion (VET method, see Reference 7). Entrapment
of macromolecules by the VET method is quite inefficient; the likelihood that one liposome could
contain enzyme as well as nucleic acid template molecule is very low.

Unfortunately, there are few studies available in which a systematic comparison of the encap-
sulation efficiency depending on the entrapment method has been reported. Therefore, experiments
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were performed to find the best encapsulation procedure for nucleic acids. Monnard et al.

 

21

 

 com-
pared the main three methods for entrapping nucleic acids in relatively monodisperse liposomes,
namely, reverse phase evaporation (REV), dehydration/rehydration (DRV), and entrapment by
several freeze/thaw cycles (FAT-VET), all of them with a subsequent extrusion step. As was
demonstrated, all three methods entrapped longer nucleic acid molecules at a much higher efficiency
than the entrapment by simple dispersion of a lipid film with subsequent extrusion. Among the
investigated methods, FAT-VET resulted in the highest encapsulation yields. Especially, when a
liposomal dispersion with a relatively narrow size distribution was produced by classical extrusion
techniques, freeze/thaw cycles turned out to be the best method for encapsulating nucleic acids.
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12

 

Carrying out a complex DNA polymerase reaction such as the PCR by thermostable DNA poly-
merases in liposomes was a particular challenge: the liposomes had to exhibit a high stability even
at temperatures between 90 and 95°C. In addition, there had to be at least one enzyme molecule
and one template DNA molecule, as well as several shorter oligonucleotide molecules present in
a single compartment. The fact that such a complex polymerase reaction could be performed inside
liposomes is a good advertisement for the above-defined Strategy I. Because no polymerase activity
can be measured before melting the double-stranded DNA, the liposome preparation and entrapment
techniques can be performed simultaneously without fear of producing product molecules outside
the vesicles during this preparation period.

In fact, all ingredients were added to a lipidic film and the resulting dispersion was treated by
freeze/thawing. Afterward, the dispersion was extruded through filters with a pore size of 400 nm. The
extruded dispersion was then treated with high amounts of DNase I for several hours, before the non-
entrapped material was removed by spin column gel permeation chromatography. The fractions con-
taining turbid material were then combined and the liposomes were subjected to 25 temperature cycles.
For a determination of the newly synthesized DNA, the liposomes were destroyed by adding sodium
cholate and the DNA was isolated and analyzed by polyacrylamide gel electrophoresis (Figure 13.1).

This case study permitted us to show that even relatively complex biochemical reactions can
be performed inside liposomes, even if they have to be carried out at temperatures between 55 and
95°C. On the other hand, these experiments also demonstrated the main difficulty when working
with conventional liposomes: the likelihood that an individual liposome can host all ingredients is
relatively small. At the concentrations of plasmid DNA and DNA polymerase applied for the
presented PCR experiments in liposomes, the probability that an average-sized liposome (having
a diameter of 180 nm, as evaluated by freeze-fracture electron microscopy) may contain both
enzyme and DNA template was calculated to be <0.5%. In addition, inside such a model average-
sized liposome there were enough nucleotides present so that three to four newly synthesized DNA
molecules could be produced. These calculations also confirmed why the yield of obtained product
was relatively modest. And they demonstrated that, for the design of a better microreactor model,
it was inalienable that substrate molecules could be added externally.
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Several attempts by other groups as well as in our laboratory have aimed at the design of a liposomal
microreactor. According to the above-described Strategy III, this would be a liposome containing
macromolecules (enzymes/nucleic acids) while the substrate molecules, in these cases monomers,
are added from the external milieu. Once the monomeric substrate molecules have crossed the
bilayer, they are recognized by their enzymes and incorporated into larger, nonpermeable, polymers.
In this way, a “perfect liposomal microreactor” is designed.
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Several years ago, Chakrabarti et al.

 

14

 

 described for the first time such a polymerization of
RNA inside DMPC vesicles by polynucleotide phosphorylase. In these experiments, ADP was
added externally to the enzyme-containing vesicles (this enzymatic reaction does not require
template nucleic acids for initiation) and incubated at 23°C, the main phase transition temperature
of DMPC. Because of these gel-to-liquid crystalline transitions of the bilayer, the vesicles could
take up ADP from the external milieu, and the enzyme could produce poly(A). On the other hand,
the enzyme could not leak out because of its size. Similar experiments were also carried out in our
group by Walde et al.

 

15

 

 Here, the vesicles consisted of a single-chain amphiphile (oleic acid/oleate)
that forms vesicles at a pH of about 8.0. ADP was shown to permeate across the oleic acid/oleate
membrane and was incorporated inside the vesicles by polynucleotide phosphorylase to poly(A).

More recent studies showed that liposomes from POPC (a double-chain amphiphile, 1-palmitoyl-
2-oleoyl-phosphatidylcholine) could also be utilized for such experiments. In these studies, the lipo-
somes containing the enzyme were made semipermeable by adding sodium cholate, a well-described
detergent. By using this technique, liposomes containing the appropriate enzyme (and template if

 

FIGURE 13.1

 

(A) Schematic representation illustrating the experimental procedure for PCR in conventional
liposomes.

 

12

 

 (B) PCR reaction in POPC (lanes 1–3) or POPC/PS (90:10; lanes 4, 5) liposomes. All the
ingredients required for PCR were entrapped in the appropriate liposomes. The dispersion was treated with
DNase I to digest the non-entrapped DNA template and the liposomes were purified by gel filtration chroma-
tography. The fractions containing turbid material were then combined as indicated and subjected to 12 cycles
at 60°C/72°C/95°C, before the liposomes were solubilized and the DNA was analyzed on a 7.5% acrylamide
gel. Lanes 6–8 show the corresponding control experiments. To test whether the fact that the leakage of 2 to
3% of the entrapped material could be responsible for a PCR outside liposomes, all ingredients (without the
DNA polymerase and DNA template) were added to a film and liposomes were prepared. After digestion with
DNase I and isolation of the liposomes by gel filtration chromatography, the DNA polymerase/DNA template
molecules were added externally and the liposomal dispersion was subjected to 12 temperature cycles. (From
Oberholzer, T. et al., 

 

Chem. Biol.,

 

 2, 677–682, 1995. With permission from Elsevier Science.)

 

1079Ch13Frame  Page 615  Thursday, June 20, 2002  10:42 PM

© 2003 by CRC Press LLC



   

necessary) were permeabilized by adding cholate. The resulting mixed phospholipid–cholate bilayer
could take up the substrate molecules from the outside; however, the encapsulated macromolecules
remained inside.

With this methodology, it was demonstrated in a first attempt that glycogen can be synthesized by
glycogen phosphorylase with the monomers added from the outside.

 

16

 

 In this study, two macromole-
cules had to be entrapped in the same liposome: the enzyme glycogen phosphorylase and glycogen as
an initiator. To be sure that no glycogen synthesis occurred outside the liposomes, aberrant amyloglu-
cosidase, an enzyme that degrades glycogen, was added outside the liposomes (Figure 13.2). One
difficulty when working with phospholipid–cholate systems is that an overconcentration of cholate
could lead to the solubilization of liposomes and, consequently, to a release of once entrapped enzyme.
Because the experiment was designed in such a way that a “short-term” overconcentration could not
be totally excluded, in control experiments some glycogen was added together with the substrate
molecules to the external medium. Even under these conditions, no relevant amount of glycogen was
synthesized outside the liposomes, which is proof that an eventual release of encapsulated glycogen
phosphorylase/glycogen due to an overconcentration of cholate had no effect.

In a recent study, Treyer et al.

 

17

 

 demonstrated that also poly(A) could be synthesized by
polynucleotide phosphorylase inside POPC vesicles with the substrate molecules ADP added from
the external medium. Again, the membrane was made semipermeable by adding cholate.

 

13.3 ENZYMATIC REACTIONS IN GIANT VESICLES
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A totally different approach is described in this section; here enzymatic reactions are performed
in giant vesicles (GVs) with diameters of 30 to 100 µm. The GVs are formed by a method described
by Angelova and Dimitrov,

 

10,22

 

 called the electroformation method. This method is singular in the
sense that the formed GVs remain in contact with the platinum electrode (the site where they are
formed), a fact that is crucial for further experimentation. Of course, these GVs cannot be considered

 

FIGURE 13.1 (continued)
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“normal” unilamellar phospholipid structures; instead, the fact that the GVs remain in connection
with other lipid layers and with the electrode seems to indicate that the structures of these GVs
formed during the period of growth in the electric field are more complex. However, there is no
detailed information on lamellarity and structure of these GVs. What is known is that these GVs
form lipid protrusions called tethers.

 

23

 

 For our aims, performing enzymatic reactions in liposomes,
it is important for further experimentation that these GVs form closed compartments.

Some years ago, we began in our laboratory to inject substances into these GVs formed by
electroformation, while still in contact with the electrode.

 

24,25

 

 These results showed that these GVs
permit the injection of hydrophilic substances into the aqueous pool of a selected GV. In this way,
substances such as proteins or nucleic acids were loaded into a micropipet, the micropipet was
positioned close to the selected GV, then the GV was punctured, and the substances were injected
by blasts of air. Depending on the quality of the micropipet and the chemical property of the loaded
substance, different pressures were necessary to push the substance into the GV. Once the substance

 

FIGURE 13.2

 

Schematic illustration of the elongation of glycogen by phosphorylase a in POPC/cholate
liposomes.

 

16

 

 Phosphorylase a and glycogen were entrapped in POPC liposomes; then amyloglucosidase was
added externally to digest the non-entrapped glycogen. After an incubation of 1.5 h at 37°C, cholate was
added to produce mixed POPC/cholate liposomes before glucose-1-phosphate was loaded from the outside.
(From Oberholzer, T. et al., 

 

Biochem. Biophys. Acta,

 

 1416, 57–68, 1990. With permission.)
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to be injected was inside the selected GV, the micropipet could be drawn back without measurable
loss of injected substance. Obviously, the GV membranes reseal after the micropipet is removed.
Injection experiments with macromolecules such as nucleic acids or proteins reveal that a macro-
molecule, once inside the GV, remains encapsulated. A loss of fluorescence can normally not be
measured with these kinds of macromolecules.

 

25-27

 

Among the macromolecules that have been successfully injected (and their fluorescence fol-
lowed with time) are fluorescent proteins (the green fluorescent protein), enzymes (nucleases,
phospholipases), RNAs and plasmid DNAs, and even large nucleoprotein particles such as ribo-
somes. To make these injected substances visible requires working with fluorescent dyes, which is
also the main limitation of this technique. For nucleic acids there are many well-known dyes that
specifically bind to their targets. For our experiments, YO-PRO-1 was selected in most cases because
this dye turned out to be very sensitive for all kind of nucleic acids — DNA, mRNA, tRNA, or
nucleoprotein complexes. Nucleotides, however, do not lead to a substantial increase in the back-
ground fluorescence. In addition, YO-PRO-1 can be added at concentrations that allow us to follow
enzymatic reactions inside liposomes. Whether a particular solution containing nucleic acids is
injected by one single injection or three injections results in a significantly distinct fluorescent GV.
In this way, it could be shown that under standard conditions, no saturation with YO-PRO-1 is
reached, a prerequisite for following enzymatic reactions involving nucleic acids in GVs. The reason
that no saturation of injected nucleic acid with YO-PRO-1 can be detected is that YO-PRO-1 —
even if the molecule is positively charged — can permeate across the GV membrane. Consequently,
YO-PRO-1 can be added to the external medium at concentrations that normally permit further
injection experiments. This means that there is a 1-ml pool containing YO-PRO-1 (normally at a
concentration of 1 µ

 

M

 

) outside the selected GV; the amount of injected nucleic acid, even if
relatively concentrated, is so low that saturation with YO-PRO-1 can be detected. The only difficulty
is that when injecting higher amounts of nucleic acids, we have to wait for some time before enough
YO-PRO-1 can permeate across the bilayer and find its target molecule. Therefore, it may take
some time for the final level of fluorescence to be reached.
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The advantage of GVs over conventional liposomes for carrying out enzymatic reactions inside the
compartment is obvious: GVs allow a direct observation by light microscopy. Consequently, for
enzymatic reactions involving nucleic acids, an increase or decrease of nucleic acid can be followed
by the change in their YO-PRO-1 fluorescence. One problematic point in carrying out enzymatic
reactions in GVs is the injection procedure, because it is relatively time-consuming. Depending on
the liquid applied, the backloading of the micropipet itself can take several minutes. Therefore,
care has to be taken to prevent an enzymatic reaction from occurring in the micropipet instead of
inside the GV.

Therefore, the experiments were designed in a way that the enzymatic reaction could only
begin in the GV. There were basically two different strategies for performing these experiments:
(1) multiple loading of the selected GV with different substances and (2) loading of the macro-
molecules into the selected GV by microinjection and addition of the substrate molecules from the
external medium. Because nucleotide triphosphates are the substrate molecules for enzymes such
as polymerases, the GV membranes had to be made semipermeable. Their “inherent” permeability
toward nucleotides was too low for enzymatic reactions to be carried out in this way.

Very recently, the synthesis of mRNA by T7 RNA polymerase was carried out in GVs.

 

26

 

 In a
first attempt, the reaction was performed using the above-described multiple loading method. First,
the plasmid DNA carrying a T7 promoter sequence was loaded into a micropipet and injected into
the selected GV. Then, the GV was incubated for a longer period until the fluorescence intensity
became “stable,” before in a second injection all the other ingredients required for this polymerase
reaction were injected (enzyme, nucleotides, Mg

 

2+

 

 ions). It could be shown that by applying this
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methodology, a complex biochemical reaction can be performed; however, these attempts also
revealed that the double injection of the same GV is often problematic and time-consuming. In
many cases, it turned out that a second injection into the GV loaded with DNA was not possible.
For example, this was the case if the vesicle became too mobile after the injections of the plasmid
DNA. The selected GV containing the DNA could be visualized by its fluorescence; however, when
touched by a second micropipet, it could avoid the mechanical stress and moved away (something
that happened seldom during injecting for the first time). It can be assumed that this “instability”
was caused by the mechanical treatment of the selected GV with the micropipet. How the injected
substance plays a role in these problems is under debate; however, a role of the injected substance
cannot be totally excluded.

In an attempt to improve the above-described methodology, new experiments were designed
aiming at reducing the injection procedure to a single injection of all macromolecules, while the
smaller substrate molecules and the required salt ions/buffer molecules were externally loaded.
Unfortunately, it turned out that with GVs sodium cholate could not be used, because the GVs did
not remain stable in aqueous solutions containing reasonable concentrations of sodium cholate.
And at very low concentrations of cholate, no effect of cholate on the permeability could be detected.
Therefore, other molecules had to be found.

Ethanol was the molecule of choice. There are many studies available describing the effects of
ethanol on the stability, structure, and permeability of conventional liposomes. The generally
accepted view is that ethanol does induce the formation of interdigitation when liposomes are
composed of phospholipids with two saturated acyl chains such as dimyriostyl-PC or dipalmitoyl-
PC. Consequently, the permeability behavior of such liposomes changes upon formation of these
interdigitated regions, presumably because clusters with interdigitated lipids coexist with non-
interdigitated lipids, and at these interfaces the permeation of molecules is facilitated.

Unfortunately, there are only few data available describing the effects of ethanol on conventional
liposomes composed of molecules with mixed-chain fatty acids, such as POPC. The few perme-
ability studies seem to demonstrate that the effect of ethanol on such liposomes might be low. And
with GVs, there is (to the best of my knowledge) only one study that has been published demon-
strating the effect of ethanol on the GV bilayers.

 

28

 

 In this study it was shown that high concentrations
of ethanol induce shape transformations of GV formed by electroformation and it was assumed
that the stability of these GVs might be negatively influenced.

To observe whether GVs could be loaded with nucleotides, a series of experiments was carried
out demonstrating that GVs could take up, in an “ethanol-dependent” way, molecules such as Ca

 

2+

 

ions or fluorescent nucleotide triphosphates. In a further attempt, the “loadable” microreactor could
now be designed: macromolecules required for mRNA synthesis by the T7 RNA polymerase (the
T7 RNA polymerase and the plasmid DNA) were injected into a selected GV and YO-PRO-1 was
added externally. After the fluorescence intensity (caused by the DNA template) became stable,
ethanol was added and the GVs were allowed to stand for another period. Then ribonucleotides
were added with a micropipet in the vicinity of the selected GV and the increase in the fluorescence
intensity was followed with time (Figure 13.3). The quantification of the fluorescence increase
showed that the fluorescence increased from a starting normalized value of 100 to a value after
40 min of about 220. The corresponding control experiment carried out under the same conditions
but in the absence of T7 RNA polymerase shows only a modest increase in fluorescence.

 

13.4 CONCLUDING REMARKS AND OUTLOOK

 

The above presented experiments with the mRNA synthesis by T7 RNA polymerase can be
considered as a first step toward the design of a loadable microreactor. It could be shown that the
entrapped macromolecules are able to take up the externally added monomers and incorporate them
into newly synthesized polymers. Of course, the mRNA synthesis is, from a biological point of
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view, only the first step; future experiments have to be performed aiming at the synthesis of proteins.
First attempts have been made; however, it turned out that to carry out protein synthesis in GVs is
“much more complicated” than the synthesis of mRNA by T7 RNA polymerase.

One reason for this might be that the T7 RNA polymerase requires only Mg

 

2+

 

 to be able to
work; even at relatively low ion concentrations that enzyme does have a reasonable activity. Contrast
this to the protein synthesis; here the minimal salt concentration is much more delicate than it is
in the case of T7 RNA polymerase. And the formation of GVs in higher concentrations of salt is
quite limited. This leads to a situation where very concentrated solutions should be injected, a
procedure that often turns out to be impossible because these solutions can clog the micropipet.

Another reason for these conceptual difficulties is that the commercially available kits for
carrying out protein synthesis cannot be diluted many times (without losing most of their activity).
This in contrast to the situation with T7 RNA polymerase, which can be injected at concentrations
that are much higher than that required in aqueous solution. Therefore, we have to find method-
ologically new ways to load the GVs with all the ingredients required for protein synthesis and
keep the GVs stable under those conditions.

 

FIGURE 13.3

 

mRNA synthesis by T7 RNA polymerase in giant vesicles.

 

26

 

 (A) Schematic representation of
the injection procedure. In a first step (a) the enzyme T7 RNA polymerase and the plasmid pWMT7-EGFP
(a plasmid containing the EGFP gene under the control of the T7 promoter) are injected into a selected GV.
Then (b), ethanol is added and nucleotides are microinjected into the surrounding environment. Ethanol makes
the GVs more permeable to nucleotides; thus they can permeate across the GV membrane. (B) Demonstration
of the time course of the increase in fluorescence of the YO-PRO-1/nucleic acid complex due to the increased
nucleic acid concentration inside the selected GV. (a, b) Before addition of nucleotides; (c) 3 min, (d) 12 min,
(e) 22 min, (f) 32 min after the addition of nucleotides. Scale = 50 µm. (c) Quantification of the fluorescence
intensities. (C) Kinetics of the increase in fluorescence by the T7 RNA polymerase (filled squares, initial value
normalized to 100). The open squares show the same experiment in the absence of T7 RNA polymerase.
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14.1 INTRODUCTION

 

The goal of this chapter is to give a brief yet comprehensive description of scattering and absorption
of light by spherical particles of arbitrary size and aggregates of these particles that have the fractal
morphology. This chapter has been updated from its previous appearance in 1997, most significantly
with a new vision of various patterns in Mie scattering from spheres discovered since then. I have
refrained from derivation but have tried to give a physical interpretation of the results I quote. Exact
equations for scattering and absorption are given, but the emphasis is placed not on the equations
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themselves but instead on the “features,” i.e., important functional dependencies, relation to other
forms, cardinal points, etc. and on their graphical representation. Hence, I hope I have given the
reader a user’s guide to light scattering and absorption that will provide a broad yet well-connected
perspective, which can then serve as a frame of reference for deeper studies of a particular nature.

 

14.2 SMALL PARTICLES

 

Small is relative. The length scale of light is its wavelength 

 

λ

 

; hence, a small particle has all its
dimensions small compared to 

 

λ

 

. The simplest case, which is considered here, is a spherical particle
of radius 

 

a

 

. We may then define the size parameter as 

 

α 

 

= 2

 

π

 

a

 

/

 

λ

 

 which is a dimensionless ratio of
the two length scales involved.

 

14.2.1 P

 

OLARIZATION

 

 C

 

ONSIDERATIONS

 

Since its advent, the light source of choice for light scattering studies of colloids and aerosols has
been the laser. This source is almost always polarized in the vertical plane. Thus, we do not directly
discuss the case of unpolarized or natural light, such as that obtained from an ordinary lightbulb
or the sun, incident upon the scatterers. This can be an important situation, especially in nature,
but its rules can be inferred from the incident light polarized case, which we discuss here, and it
can also be found in earlier work.

 

1-3

 

Consider a light wave traveling in the positive 

 

x

 

 direction incident upon a particle at the origin
as drawn in Figure 14.1. The direction of propagation is described by the incident wave vector 
with magnitude

(14.1)

where 

 

λ

 

 is the wavelength of the light in the medium. There are two independent linear polarizations,
and we initially consider light polarized along the 

 

z 

 

axis. To relate this to typical laboratory situations
we will call the 

 

z 

 

axis vertical, and the 

 

x–y

 

 plane the horizontal, scattering plane. Light can be
scattered by this particle in any direction described by the scattered wave vector  in Figure 14.1.
We consider elastic scattering; hence,

(14.2)

 

FIGURE 14.1

 

Geometry of scattering for an incident wave from the negative 

 

x

 

-axis with propagation direction
defined by the incident wave vector  and with polarization (pol.) parallel to 

 

z

 

. Light is scattered to the
detector in the direction of the scattering wave vector . Scattered polarization will be in the direction of the
projection of the incident polarization onto the plane 

 

p,

 

 which is perpendicular to the detector direction.
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Because these magnitudes are equal, we represent each simply by 

 

k

 

. Note that 

 

α 

 

= 

 

ka

 

.
For particles small compared to the wavelength we can now describe the polarization of the

scattered light to be in the direction of the projection of the incident polarization onto a plane
perpendicular to . This projection yields the amplitude of the scattered field to be proportional
to sin 

 

φ

 

; hence the scattered intensity is

(14.3)

Most experiments are confined to the scattering plane; hence, 

 

φ 

 

= 90°, as drawn in Figure 14.2
The angle 

 

θ

 

 is the scattering angle; 

 

θ 

 

= 0 is forward scattering. We now consider incident light with
either polarization vertical, 

 

V,

 

 or horizontal, 

 

H.

 

 The scattered light can be detected through a polarizer
set in either the 

 

V

 

 or 

 

H

 

 directions. Thus, four scattering arrangements can be obtained described
by the scattered intensities as

(14.4)

where the first subscript describes the incident polarization, the second the detected polarization
of the scattered light. 

 

I

 

VV

 

 is the most common scattering arrangement, and it is the one we describe
in the rest of this chapter.

For particles small compared to the wavelength, these four intensities are dependent on 

 

θ

 

 in
simple ways. Larger particles yield more complex functionalities but bear the imprint of the simple
functionalities of their smaller brethren. The polarization rule above and the concept of projection
embodied in Equation 14.3 can be used to infer the four intensities. The most common scattering
arrangement measures 

 

I

 

VV

 

, which is independent of 

 

θ

 

, hence isotropic in the scattering plane. The
projection rule implies 

 

I

 

VH 

 

= 

 

I

 

VH 

 

= 0, and 

 

I

 

HH 

 

∝ 

 

cos

 

2

 

θ

 

. Figure 14.3 shows both a polar and Cartesian
plot of these functionalities.

 

14.2.2 T

 

HE

 

 R

 

AYLEIGH

 

 D

 

IFFERENTIAL

 

 S

 

CATTERING

 

 C

 

ROSS

 

 S

 

ECTION

 

Rayleigh first presented a description of light scattering and adsorption from small particles. The
conditions for Rayleigh scattering are

 

1-3

 

(14.5a)

(14.5b)

 

FIGURE 14.2

 

Typical scattering arrangement in which light is incident from the negative 

 

x

 

 axis with either
(or both) horizontal or vertical polarization. Scattered light is detected in the horizontal, 

 

xy,

 

 scattering plane
at a scattering angle of 

 

θ

 

.

r
ks

Iscat ∝ sin2 ϕ

I I I IVV VH HV HHand, , ,

  α � 1

mα � 1
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Then the differential scattering cross section is

(14.6a)

(14.6b)

For some elementary elaboration on the meaning of the differential scattering cross section, the
reader is referred to Appendix 14.A at the end of this chapter. Simply put, the scattered intensity
is proportional to the differential scattering cross section. Thus, by Equation 14.A4

(14.7)

Often the term involving the refractive index, the Lorentz term, is abbreviated as

 

F

 

(

 

m

 

) = |(

 

m

 

2 – 

 

1)/(

 

m

 

2 

 

+ 2)l

 

2

 

. This makes Equation 14.6a simply

(14.8)

A simple dimensionality argument can be made for the length functionalities in Rayleigh
scattering. Since the particle is very small compared to the wavelength of light, the phase of the
incident light is uniform across the volume of the particle; i.e., all subvolumes of the particle see
the same phase. Furthermore, again since the particle is so small, the light scattered to the detector
from all subvolumes of the particle has the same phase. Thus, the total scattered field at the detector
is directly proportional to the particle volume, 

 

V

 

part

 

. Intensity is field amplitude squared, thus .
To determine the cross section realize that it has units of length squared. The argument above
implies the cross section is proportional to , which is length to the sixth power. Thus, a factor
of length to the inverse fourth power is missing. There are only two length scales in the problem,
particle size and optical wavelength, 

 

λ

 

. Particle size has already been used with . Thus, to
achieve the proper units for cross section, a factor of 

 

λ

 

–4

 

 must be included to yield a cross section
proportional to  a result consistent with Equation 14.8.

 

FIGURE 14.3

 

Polar and Cartesian plots of Rayleigh scattering for both 

 

I

 

VV

 

 and 

 

I

 

HH

 

.
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There are a number of important features to make note of for Rayleigh scattering:

1. The scattering is 

 

independent of

 

 

 

θ

 

; i.e., it is isotropic in the scattering plane. 

 

I

 

VH 

 

= 

 

I

 

HV 

 

= 0,
and 

 

I

 

HH 

 

= 

 

I

 

VV

 

 cos

 

2 

 

θ

 

, as drawn in Figure 14.3.
2. The 

 

λ

 

–4

 

 dependence: Blue light scatters more than red. (This is often associated with the
blue of the sky and the red of the sunset,

 

4

 

 but other factors are involved here including
the fact that in perfectly clean air (no particles) scattering occurs from small, thermody-
namic fluctuations in the air density.)

3. The strong size dependence of 

 

a

 

6

 

 is proportional to the particle volume squared, .

Feature 3 leads to the 

 

Tyndall effect,

 

2

 

 which describes the increased scattering from an aggre-
gating colloid or aerosol of constant mass. Consider that the total scattering from a particulate
system of Rayleigh scatterers of 

 

n

 

 particles per unit volume has the proportionality

(14.9)

If the only growth process in the system is aggregation, the mass is neither created nor destroyed.
Thus, the mass density is constant; hence, 

 

nV

 

part

 

 is constant. On the other hand 

 

V

 

part

 

 increases during
aggregation. Rewritting Equation 14.9 as

(14.10)

shows that the scattered intensity increases proportional to 

 

V

 

part

 

 as the system aggregates. This is
the Tyndall effect.

 

14.2.3 T

 

HE

 

 R

 

AYLEIGH

 

 T

 

OTAL

 

 S

 

CATTERING

 

 C

 

ROSS

 

 S

 

ECTION

 

Integration of the differential cross section over the complete solid angle of 4

 

π

 

 yields the total
cross section, Equations 14.A5 and 14.A6. We consider the scattering arrangement in Figure 14.1
with incident light polarized in the vertical direction to find

(14.11a)

(14.11b)

(14.11c)

We can say that the factor 8

 

π

 

/3 comes from integration of the polarization. Equations 14.8 and
14.11c yield

(14.12)

Thus, the scattering efficiency, 

 

Q

 

 = 

 

σ

 

/

 

π

 

a

 

2

 

 (Equation 14.A7), is

(14.13)

Note that the condition for Rayleigh scattering to hold is 

 

α

 

 

 

�

 

 1; thus Equation 14.13 implies that
Rayleigh scatterers are not very efficient; i.e., it scatters a lot less than its geometric cross section
would imply.

Vpart
2

I nVscat part
2∝

I nV Vscat part part∝ ⋅
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d

d
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14.2.4 THE RAYLEIGH ABSORPTION CROSS SECTION

The Rayleigh absorption cross section is

(14.14)

where Im means imaginary part. We use the notation Im[(m2 – 1)/(m2 + 2)] = E(m). Then the
absorption efficiency is simply

(14.15)

As for scattering, a simple dimensionality argument can be made for the absorption cross
section. Since the particle is very small, the wave complete penetrates the volume of the particle.
Hence, all subvolumes of the particle absorb equally to imply σabs ∝ Vpart. To make the units match
we divide by the only other length scale of the system, the wavelength, to yield σabs ∝ λ–1 Vpart.

Features of Rayleigh absorption are as follows:

1. Absorption has different dependencies with λ and a than scattering

2. If m is real, there is no absorption.

14.2.4.1 Scattering, Absorption, and Extinction

When light passes through a medium containing particles, it is attenuated. This attenuation is called
extinction and is described by an exponential decrease of the intensity as it passes through the
medium:

(14.16)

where Itrans is the intensity of the light transmitted after passing a distance x through the medium,
and τ is the turbidity of the medium. The turbidity is related to the number density of particles n
and their individual extinction cross section σext by

(14.17)

Extinction is due to both scattering, which removes light from the incident path, and absorption,
which converts the light into other forms of energy (e.g., heat),

(14.18)

σ π
λabs = − −

+






8 1
2

2 3 2

2

a m
m
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Q E mabs = − ( )4α

σ λ
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∝

∝
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−

4 6
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These facts are true for particles of all sizes, not just Rayleigh scatterers. From the discussion above
two notable features arise:

1. If m is real, extinction is solely due to scattering

(14.19)

2. If m is complex and if the size parameter is small, α < 1, e.g., Rayleigh scatterers, then
Equations 14.13 and 14.15 imply σabs � σscat. Hence,

(14.20)

14.2.5 RAYLEIGH–DEBYE–GANS SCATTERING

The equations for Rayleigh scattering are derived under the assumption that the phase of the incident
electromagnetic wave does not change across the particle. This is achieved by assuming the size
of the particle to be small compared to λ/2π, hence the condition α � 1 for spheres. This condition
can be relaxed somewhat if the phase across the particle changes only negligibly relative to the
phase change in the surrounding medium. Thus, a factor of m – 1 is involved as well as the length
scale λ and the size of the particle.

The conditions for Rayleigh–Debye–Gans scattering are as follows:

(14.21a)

(14.21b)

The parameter ρ in Equation 14.21b is called the phase shift parameter and represents the
difference in phase between a wave that travels through a particle directly across its diameter and
one that travels the same distance through the medium.

Note that condition 14.21b allows for very large particles, i.e., α > 1, so long as m is close
enough to unity to satisfy the condition.

The Rayleigh–Debye–Gans differential scattering cross section in the scattering plane for
vertically polarized light (Figure 14.1) is

(14.22)

where

(14.23a)

or

(14.23b)

In Equation 14.22 the subscripts RDG and R denote Rayleigh–Debye–Gans and Rayleigh. In
Equation 14.23b q is the scattering wave vector to be discussed below.

σ σext scat=

 σ σext abs�

  m −1 1�

ρ α= −2 1 1m �

d
d

d
d u

u u u
R

σ σ
Ω ΩRDG
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sin cos

u = 2 2α θsin

u qa=
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Notable features of Rayleigh–Debye–Gans scattering are as follows:

1. At θ = 0 the cross section equals the Rayleigh cross section.
2. The scattering is larger in the forward direction and this anisotropy increases with

increasing size.

The Rayleigh–Debye–Gans absorption cross section is equal to the Rayleigh absorption cross
section.

14.3 SPHERES OF ARBITRARY SIZE: THE MIE THEORY

The Rayleigh and Rayleigh–Debye–Gans theories of scattering and absorption represent solutions
to Maxwell’s equations in which approximations could be made due to small size and small index
of refraction. For an arbitrary particle these approximations cannot be made; hence, Maxwell’s
equations must be solved exactly. Various symmetries, dependent on the shape of the particle, make
this task more tractable, and the most symmetric, hence simplest, is that of a homogeneous sphere,
to which this discussion is limited. Mie first presented these solutions and the term Mie scattering
is often applied to the general description of scattering from a homogeneous sphere of arbitrary
size.1-3

Mie’s solutions are complex enough to keep us from quoting them here. Moreover, their
complexity does not allow for easy physical interpretation. Recently, we have used a graphical
analysis to discern patterns in the Mie results that allow for a straightforward description of the
angular scattering dependence.5-7

14.3.1 THE MIE DIFFERENTIAL SCATTERING CROSS SECTIONS

Figure 14.4a shows an example of Mie scattering for an index of refraction m = 1.05 and a variety
of sizes expressed as the size parameter α. The normalized intensity I(θ)/I(0) vs. θ is plotted. A
series of bumps and wiggles are seen with some periodicities, but with no particular coherent
pattern. Curves for the larger m = 1.50 in Figure 14.5a are even more complex. The scattering angle
θ, although conveniently measured in the laboratory, is not the best parameter for plotting the data.
This complexity can be reduced if plots are made with the scattering wave vector q rather than the
scattering angle θ. The scattering wave vector, derived in Appendix 14.B, is given by

(14.24)

Its physical significance is that the inverse, q–1, is the length scale of the scattering experiment.
This means that the scattering is sensitive to structures greater than q–1, but it cannot “see” structures
smaller than q–1. Any universal character in the Mie curves should be revealed if the differential
scattering cross section is plotted vs. the ratio of the two length scales involved: the radius of the
particle a and the length scale of the scattering experiment q–1. This ratio is the dimensionless
product qa and both Figures 14.4a and 14.5a are replotted in Figures 14.4b and 14.5b as a function
of qa.

At small qa a nearly universal “forward scattering lobe” is seen. Near qa ~ 1, the falloff is
approximately described by the Guinier equation, I(q)/I(0) ~ 1 – q2a2/5 (see below). The enhanced
backscattering, the “glory,” visible in plots with m = 1.50, shows no particular pattern but is
compressed into spikes in the large qa part for each size parameter α. The key features are the
envelopes of these plots. Figures 14.4b and 14.5b include lines that roughly describe these enve-
lopes. For small size parameter α the envelope is described by a –4 slope, hence (qa)–4; for larger
α two slopes are seen to imply (qa)–2 crossing over to (qa)–4; and for m = 1.50 the envelope is
dominated by a –2 slope although a –4 slope is visible at large qa.

q = −4 21πλ θsin
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A complete picture comes together in Figure 14.6, where the envelopes for a wide range of
phase shift parameters are plotted. We find that the envelopes are universal functions of the phase
shift parameter ρ; that is, m may vary and α may vary, but if ρ = 2α|m – 1| is the same, the envelopes
of the Mie scattering curves lie together. With this, the picture in Figure 14.6 starts at ρ = 0, which
is the RDG limit. As the phase shift parameter increases, the (qa)–4 envelope moves up and away

FIGURE 14.4 (a) Normalized Mie scattering curves as a function of scattering angle for spheres of refractive
index m = 1.05 and a variety of size parameters; and (b) same as (a) but plotted vs. qa. Lines with slope –2 and
–4 are shown. (From Sorensen, C.M. and Fischbach, D.F., Opt. Commun., 173, 145, 2000. With permission.)
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from the RDG limit at 9(qa)–4. However, it appears that this upward evolution is bounded from
above by a universal (qa)–2 power law with a coefficient approximation equal to two. Thus, some
envelopes, such as those for ρ = 12, 24, 48, and 96 have two power law regimes: (qa)–2 and c(qa)–4,
where c > 9. Empiricially, we find the crossover between these two power laws occurs approxi-
mately at qa � ρ–1, but this varies slowly with α as evidenced by the lack of overlap in the (qa)–4

regime for large ρ. We remark that past evaluation of Mie scattering has emphasized the importance
of the size parameter α, we now see that the phase shift parameter is also quite significant. In

FIGURE 14.5 (a) Normalized Mie scattering curves as a function of scattering angle for spheres of refractive
index m = 1.50 and a variety of size parameters; (b) same as (a) but plotted vs. qa. Line with slope –2 is
shown. (From Sorensen, C.M. and Fischbach, D.F., Opt. Commun., 173, 145, 2000. With permission.)
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summary, if we ignore the ripples and the glory, Mie scattering displays three power law regimes
with approximate boundaries as

(14.25a)

(14.25b)

(14.25c)

The behavior of Equations 14.25 is illustrated in Figure 14.7.
Recognize that the ripple structure that we have ignored by considering only the envelopes will

in an experiment by washed out by any modest particle size polydispersity of geometric width of
20% or more.8

14.3.1.1 The Mie Guinier Regime

The region of crossover between the functionalities of Equations 14.25a and b is called the Guinier
regime and for ρ →  0 is described by

(14.26)

FIGURE 14.6 The envelopes of the normalized Mie scattering curves for a wide range of size parameters
and refractive indices vs. qa. Curves with the same phase shift parameter ρ fall together. As the phase shift
parameter increases from zero, the curves depart from the Rayleigh–Debye–Gans limit. Lines representing
9(qa)–4 and 2(qa)–2 indicate small ρ and large ρ limits, respectively, for these curves. (From Sorensen, C.M.
and Fischbach, D.F., Opt. Commun., 173, 145, 2000. With permission.)
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In Equation 14.26 Rg is the radius of gyration of the scattering object, which can have any shape.

If spherical,  We have found6 for spheres that Equation 14.26 must be modified when
ρ > 1 to

(14.27)

In Equation 14.27 the Rayleigh cross section is lost; i.e., at q = 0 (Θ = 0) the sphere no longer has
its Rayleigh cross section. Also in Equation 14.27 is Rg,G, which we call the “Guinier regime
determined radius of gyration.”6 Only when ρ = 0 does Rg,G = Rg. Otherwise, it follows a quasi-
universal behavior with ρ depicted in Figure 14.8. Note that as ρ → ∞ Rg,G = 1.12 Rg, the Fraunhofer
diffraction limit. Importantly, use of a Guinier analysis with Equation 14.27 and Figure 14.8 allows
for a simple yet accurate experimental measurement of the particle Rg, hence geometric radius a.

14.3.1.2 The Mie Ripples

The ripple structure that we have ignored by considering only the envelopes displays ρ-dependent
structure as well. We will use the symbol δqa to designate the spacing between consecutive ripples
when intensity is plotted vs. qa, and δθ when plotted vs. θ. We find7

(14.28a)

FIGURE 14.7 Schematic diagram of the envelopes of the Mie scattering curves for homogeneous, dielectric
spheres (i.e., ignoring the ripple structure). Dashed lines are for the RDG limit at ρ = 0 with slope –4 and the
ρ → ∞ limit with slope –2. Solid line is the envelope for an arbitrary phase shift parameter ρ.
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(14.28b)

Equation 14.28b is equivalent to

(14.28c)

Physical explanation for this ripple structure and functionality has not yet been given.
Equation 14.28c suggests that for highly monodisperse systems a measurement of the ripple spacing
would yield the particle size.9-11

In summary, features of Mie scattering may be listed as follows:

1. The functionality of the envelopes as depicted in Figure 14.7 and described by
Equation 14.25.

2. A modified Guinier regime exists as described by Equation 14.27 and Figure 14.8.
3. Ripples visible in systems with very narrow size distributions are described by

Equation 14.28 and may afford a size measurement through Equation 14.28c.

14.3.2 THE MIE TOTAL SCATTERING CROSS SECTION

Figure 14.9 plots the total scattering cross section as a function of the size parameter. This plot
shows the general features but does not show the ripple structure and resonances also known to
exist.1-3 Features of the Mie scattering efficiency include the following:

FIGURE 14.8 The ratio of the Guinier inferred to real radius of gyration, Rg,G/Rg, vs. phase shift parameter
ρ for spheres with three different refractive indices. The size parameter α = kR was varied to vary ρ. (From
Sorensen, C.M. and Shi, D., Opt. Commun., 178, 31, 2000. With permission.)
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1. Again, for small particles σ ~ a6. This crosses over to a “geometric” σ ~ a2 behavior
near ρ � 1.

2. A peak in the efficiency for scattering, Q = σ/πa2 (see Appendix 14.A.3), near ρ � 4.
For example, if m = 1.33 the peak is near α � λ.

3. The geometric limit of the cross section (i.e., as α = kR → ∞) is 2πa2, twice the geometric
cross section. This result is, at first, surprising because if we consider only the shadow,
σ = πa2. However, edge diffraction also contributes an additional πa2.

14.4 FRACTAL AGGREGATES

The general problem of scattering and absorption by an aggregate of particles can be very complex.
Much of the complexity is due to the difficulty in formulating the electromagnetic wave solution
for a system that lacks symmetry and contains many scattering centers. An additional problem lies
in that aggregates can potentially represent an infinite number of different arrangements of con-
stituent particles. Because we have little use for an infinite number of electromagnetic solutions,
we need the ability to describe classes of aggregates and quantify their features in a manner related
to the scattering and absorptive behavior. The past decade and a half has seen the development of
the fractal concept for quantitative description of many aggregates that form in nature.12-16 The
scattering and absorption by fractal aggregates is now fairly well known, has an extensive litera-
ture,17-24 and is describable in terms of the quantified fractal parameters. It is the optical properties
of these fractal aggregates that is the subject of the rest of this chapter.

A fractal is an object that displays scale invariant symmetry; that is, it looks the same when
viewed at different scales. Any real fractal object will have this scale invariance over only a finite
range of scales. One important consequence of this symmetry is that the density autocorrelation
function will have a power law dependence, which can be written as

FIGURE 14.9 Total scattering cross section for a spherical particle with m = 1.33. (From Sorensen, C.M.,
Aerosol Sci. Tech, 35, 241, 2001. With permission.)
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(14.29)

(14.30)

Equation 14.29 defines the density correlation function C(r), where ρ( ) is the density of material
at position , and the brackets represent an ensemble average. In Equation 14.30, A is a normal-
ization constant, D is the fractal dimension of the object, and d is the spatial dimension. Also in
Equation 14.30 are the limits of scale invariance, a at the smaller scale defined by the primary or
monomeric particle size, and at the larger end of the scale h(r/ξ) is the cutoff function that governs
how the density autocorrelation function (not the density itself) is terminated at the perimeter of
the aggregate near the length scale ξ. As the structure factor of scattered radiation is the Fourier
transform of the density autocorrelation function, Equation 14.30 is important in the development
below.

Another important property of fractal aggregates is that their mass scales with their size raised
to the fractal dimension power. For a naturally occurring aggregate, apparently random to the eye,
size is difficult to define in terms of the typically ragged border and anisotropic shape. Thus, a
convenient measure of size that can be precisely quantified is the radius of gyration, Rg, defined as

(14.31)

In terms of the correlation function we may show that Rg is given by

(14.32)

In Equation 14.31  is the position of the aggregate center of mass. The radius of gyration is a
root-mean-square radius, which is often a useful point of view. Given Rg, a fractal of N monomers
or primary particles obeys

(14.33)

Perhaps the most common aggregation process is diffusion-limited cluster aggregation (DLCA) for
which D = 1.75 to 1.80. With experimentation on soot aggregates we have found ko = 1.23 ± 0.0725

and 1.66 ± 0.4.26 With simulations, we have found ko = 1.19 ± 0.127 and 1.30 ± 0.07.28

14.4.1 SCATTERING AND ABSORPTION BY FRACTAL AGGREGATES

To lowest order the scattering and absorption cross sections for a fractal aggregate of N monomers
with radius a are simply related to the monomer cross sections as follows.24

(14.34)

(14.35)
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The superscripts c and m designate cluster and monomer, respectively. S(q) is the static structure
factor of the cluster which is the Fourier transform of the cluster, density autocorrelation function,
and hence it contains information regarding the cluster morphology. The structure factor has the
asymptotic forms S(0) = 1 and S(q) ~ q–D for q � .

The simple forms of Equations 14.34 and 14.35 have physical interpretation. Equation 14.34
implies that the absorption is independent of the state of aggregation; the monomers absorb
independently. Equation 14.35 implies that the scattering at small q from N monomers is also
independent of the state of aggregation; the N scattered fields add constructively to yield the N2

dependence of the intensity. Equations 14.34 and 14.35 are under the assumption that the effects
of intracluster multiple scattering within a cluster can be neglected. This assumption is particularly
labile for D > 2 because such clusters are not “geometrically transparent;” that is, their projection
onto a two-dimensional plane would fill the plane. Other factors that can lead to multiple scattering
effects are large a (or, better, its size parameter α) N, and m.22 Current knowledge (see below)
indicates that Equations 14.34 and 14.35 are quite good for monomer α � 0.3, D < 2, and most
values of m.

Recently, based on an analysis by Farias et al.29 and our own experimental test of
Equation 14.35,30 we have concluded that a phase shift parameter for the cluster aggregate can be
defined as

(14.36)

When ρc � 3, Equation 14.35 should hold quite well (~10%).
The general behavior of S(q) is shown in Figure 14.10. Important features include the following:

1. A scattering angle–independent Rayleigh regime where the cross section is N2 times the
monomer Rayleigh cross section.

2. A Guinier regime near q ~ , which is expressed as

(14.37)

This dependency on  holds for any morphology, and Equation 14.37 can be used to
measure the cluster Rg.

3. A power law regime at  where S(q) ~ q–D. This can be used to measure D.
4. The regime for which q > a–1, where the length scale of the scattering experiment can

resolve below the fractal scaling regime and see the individual monomers. In this regime
S(q) ~ q–4, which is known as Porod’s law. This feature is not included in Equation 14.35
but may be included by multiplying Equation 14.35 by the form factor, i.e., the normal-
ized differential cross section, for the monomer.

It is worthwhile to compare these features with those listed above for scattering from a
homogeneous sphere of arbitrary size, i.e., Mie scattering. Both fractal aggregates and Mie scatterers
display a Rayleigh regime in which no angle dependence occurs. In each there follows, with
increasing angle, a Guinier regime, which can yield an experimental measurement of Rg. After that
follows a power law regime or regimes for which considerable differences appear (e.g., Mie ripples)
but which are similar because of the decreasing power law with q. Finally, the possibility of
enhanced backscattering for fractal aggregates, in analogy to that seen for spheres, has not to my
knowledge been explored.
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14.4.2 THE STRUCTURE FACTOR

The structure factor and the density autocorrelation function are Fourier transform pairs; thus,

(14.38)

Knowledge of one implies knowledge of the other. As sure as Bragg scattering measures the
structure of a crystal in q space, so too the structure factor of a cluster measured optically represents
the structure cluster in q space.

Some useful general notions of how the structure factor depends on the structure of the object
from which it scatters can be obtained by considering the density profile, not the correlation function,
of the object as a function of radial distance r. This is depicted in Figure 14.11. A particle or cluster
with uniform density and a sharp boundary (Figure 14.11a) is a homogeneous sphere and hence
its scattering profile is its structure factor p < 1. It is the sharp boundary that causes the ripples
and the uniform density the causes the q–4 envelope (at small ρ). If the boundary is smoothed to a
finite width, the ripples become less severe and with increasing boundary width eventually disap-
pear. If the density is not uniform but instead decreases with increasing r (Figure 14.11b), the power
law describing the qRg > 1 q-dependence will decrease from q–4 to, if fractal, q–D, D < 3.

FIGURE 14.10 Schematic of the general behavior of the structure factor for a fractal aggregate with fractal
dimension D, radius of gyration Rg, and monomer radius a. (From Sorensen, C.M., Aerosol Sci. Tech, 35, 241,
2001. With permission.)
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To gain more than a qualitative notion on how the structure factor is related to the structure of
the object, an exact form for the correlation function must be given. A fractal object (cluster) will
have C(r) ~ rD–d as in Equation 14.30. Beyond that, it is crucial to know the form of the correlation
function cutoff function h(r/ξ).31-33 This function must decrease faster than any power law to
effectively cut off the power law of C(r).

The early work17-19 in this area assumed that h(r/ξ) was an exponential:

(14.39)

The advantages of this function are (1) its simplicity, (2) an analytical form for S(q) can be
calculated, and it (3) is consistent with scattering from a fluid near the critical point. Given
Equation 14.38 a relation between Rg and ξ can be determined and the structure factor can be
calculated.

An important quality of the structure factor for the exponential cutoff is that for D = 2 it reduces
to the so-called Fisher–Burford formula for light scattering from a critical fluid:34

(14.40)

which is often generalized for D near 2 to

(14.41)

FIGURE 14.11 Examples of qualitative relations between particle or aggregate morphology, as described by
the radial density profile, ρ vs. r, and the structure factor.
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The beauty of these equations is their simplicity, but care must be taken because, it appears, that
the exponential cutoff and these equations are incorrect for DLCA fractal aggregates.

Another reasonable form for the cutoff is the Gaussian

(14.42)

A cutoff based on physical reasoning is the overlapping spheres cutoff, so named because calculation
of C(r) depends on how the spherical densities, ρ(r), overlap.35 We remark that Equations 14.39
and 14.42 can be generalized to

(14.43)

with β any positive, nonzero value. Mountain and Mulholland21 found β = 2.5 ± 0.5 consistent with
their computer-generated clusters with D = 1.8.

In our laboratory we have attempted to discern which structure factor, hence which cutoff
function, describes reality the best. In one study31 we fit structure factor measurements from soot
aggregates in a premixed CH4/O2 flame to the exponential, Gaussian, and Mountain and Mulholland
forms, i.e., Equation 14.43 with β = 1, 2, and 2.5. If no polydispersity was included in the fit, β = 1
worked the best. However, with any reasonable polydispersity, β = 1, the exponential, failed com-
pletely. Both β = 2 and 2.5 worked well, with β = 2, the Gaussian, yielding the best result.

In another study, soot from the same flame was thermophoretically captured and examined via
transmission electron microscopy (TEM).25 The correlation function of soot clusters was determined
and the cutoff function extracted from that. Once again, the β = 1 exponential failed completely.
The best cutoff was the overlapping spheres, which is edifying given its physical origin. However,
the β = 2 Gaussian worked very well failing only when h(r/ξ) had decreased by a factor of 100.

Thus, a sharp cutoff is highly recommended over the exponential cutoff. Recently, we have
reconsidered these issues with regard to the single cluster structure factor and concluded that it is
best described by24,36

(14.44a)

(14.44b)

In Reference 36 we have found the sharp cutoffs all imply C = 1.0 ± 0.1. Equation 14.44 is consistent
with the form first proposed by Dobbins and Megaridis.37 However, Equation 14.44 is not to be
used to fit real data because they neglect the effects of polydispersity, which we consider below.

14.4.3 THE STRUCTURE FACTOR OF AN ENSEMBLE OF POLYDISPERSE AGGREGATES

Any real experiment detecting scattered radiation from an ensemble of fractal aggregates will
involve a polydisperse (in cluster size) ensemble. Aggregates are a result of aggregation, which
always gives a finite width to the cluster size distribution. This polydispersity causes the shape of
the observed structure factor to be different from that of the structure factor of any single cluster
in the distribution.36,38 The single cluster structure factor, dependent on the cutoff and D, was
described above. Now we follow Reference 36 to consider how the shape is modified by a
distribution in cluster sizes. The modifications will occur in both the Guinier and power law regimes.
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In general, the effective structure factor for an ensemble of aggregates can be written as

(14.45)

where n(N) is the size distribution, i.e., the number of clusters per unit volume with N monomers
per cluster. The number of monomers per cluster and the cluster radius of gyration are related by
Equation 14.33.

To compute the results of Equation 14.45 applied to Equation 14.44, we define the ith moment
of the size distribution

(14.46)

Note that the moment is an average and could also be written as   Equation 14.45 yields

(14.47a)

(14.47b)

In Equations 14.47 we have the z-averaged radius of gyration:

(14.48)

Obviously, Rg,z can be determined from the slope of S(q) or S(q)–1 vs. q2 graph of the data, as we
illustrate below. In Equation 14.47b we have what we have called the polydispersity factor Cp,

(14.49)

To calculate Cp we need the analytical form of the size distribution.
It is well established that an aggregating system develops a self-preserving, scaling distribution

given by39,40

(14.50)

where x is the relative size

(14.51)

s is a mean size and A and α are constants. Note that size in this context is the aggregation number,
N. The exponent τ is a measure of the width of the distribution with large τ implying a broad
distribution. This scaling form is valid when x > 1, with the small x form different. As scattering
strongly weights the large end, i.e., x > 1, of the distribution, the small x has little effect on the
properties of scattering from an ensemble of aggregates and hence can be ignored.
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Other forms for the size distribution of aggregates exist, but caution must be exercised in their
use. For example, the intuitive lognormal distributions are frequently used in the literature. However,
we have shown41 that these distributions yield erroneous values for distribution moments higher
than the second when compared with the exact scaling distribution. For the second moment and
lower, the distributions agree well. Because scattering involves higher moments, such as M2+2/D

�M3 for D � 2, it is erroneous to use the lognormal distribution for light scattering analysis.
We find the polydispersity factor to be

(14.52)

where Γ(x) is the gamma function. In Figure 14.12 we graph Cp as a function of the width parameter
τ for a variety of fractal dimensions D. We find Cp in general to be significantly greater than unity.

In summary, return to Figure 14.10, which schematically illustrates all the quantitative aspects
of the structure factor. In fitting data from a real system it is best to analyze the Guinier regime
first. Equation 14.47a implies that the inverse normalized (to q = 0) scattered intensity is a linear
function of q2, i.e.,

(14.53)

Such a plot has a slope of . With Rg,z determined by this Guinier analysis, Equation 14.47b
implies that at large q, ideally qRg,z � 5, the normalized scattered intensity will obey

FIGURE 14.12 Polydispersity factor Cp for the large qRg, power law regime of the structure factor
S(q) = cCp(qRg,z)–D for an ensemble of clusters as a function of the width parameter τ of the scaling size
distribution for three values of the fractal dimension D. (From Sorensen, C.M. and Wang, G.M., Phys. Rev.
E, 60, 7143, 1999. With permission.)
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(14.54)

Thus, a log-log plot will have a slope of –D and an intercept related to , or, as shown
below, the product  will be constant at large qRg,z and equal to CCp � Cp (note,
S(q) = I(q)/I(0)). Using C = 1.0 ± 0.1 and the measured Rg,z and D, Cp can be extracted to yield,
through Figure 14.12 or Equation 14.52, a measure of the cluster size polydispersity.

Finally, one question that might arise is how the q–D behavior for an aggregate transforms to
q–4 as D → 3 from below. Jullien42 has studied this question for both the exponential and Gaussian
cutoffs. For the exponential cutoff there is an inflection in S(q) after the Guinier regime. For q less
than this inflection the negative slope on a log S(q) vs. log q plot is greater than D and approaches
4 as D → 3. For q greater than the inflection q the negative slope is equal to D. As D → 3 the
inflection q goes to infinity. For the Gaussian cutoff a noticeable hump appears in log S vs. q as
D → 3. This hump has an exponential form: exp  At larger q, the curve inflects and
begins q–D behavior; i.e., the slope is –D. As D → 3 the inflection point goes to infinity leaving the
exponential.

14.5 EXAMPLES

Figure 14.13 shows a TEM image of soot clusters sampled from an acetylene-in-air diffusion flame.
Analysis shows these clusters are fractals with D � 1.8 and a = 23 nm (thus for λ = 514.5 nm
α = 0.28). This is typical of carbonaceous soot formed in a variety of flames.

Examples of optical structure factor measurements from aerosol soot fractal aggregates are
shown in Figures 14.14 and 14.15. Figure 14.13 is for scattering from soot in a uniform, premixed
flame of methane and oxygen.43 As the height above burner increases from 8 to 20 mm, the scattering
goes from isotropic to angle dependent. Figure 14.16 shows the inverse scattered intensity, normal-
ized to the intensity scattered as zero angle, vs. wave vector squared for the data in Figure 14.14.
The linearity is in accord with the Guinier formula (Equation 14.53), and the slope is  This
is a very convenient way to determine the average Rg for any system of scatterers and is the essence

FIGURE 14.13 TEM micrograph of soot collected from an C2H2/air diffusion flame.
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of the Zimm plot of biophysics.44 We have also shown that the curvature of these plots in the regime
of qRg � 1 can be used to measure size distribution width.45

Figure 14.15 shows data for Rg = 0.5 µ which, because of this large size, has qRg sufficiently
large so that the asymptotic q–D dependence can be seen. A good rule of thumb is that the power
law regime does not begin until qRg � 5; hence, data below this limit should not be used in an
asymptotic analysis for D (i.e., finding D from the slope of log S(q) vs. log q).

FIGURE 14.14 Optical structure factors for soot aggregates in a premixed CH4/O2 flame at various heights
above the burner.

FIGURE 14.15 Optical structure factors for a C2H2/air diffusion flame at various heights above the burner.
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Figure 14.17 shows experimental data36 for an aerosol with D = 1.7 (DLCA) and a colloid with
D = 2.15, where we can see different levels at large qRg,z, hence different Cp values, hence different
degrees of polydispersity as parameterized by τ.

For soot or any other strongly absorbing material with a complex refractive index a complete
morphological characterization to determine average Rg, N, a, and D can be made with in situ light
scattering.41 The technique involves combining optical structure factor measurements and absolute

FIGURE 14.16 Guinier analysis of structure factor data in Figure 14.15. By Equation 14.53 I–1 vs. q2 yields
straight lines with slope 

FIGURE 14.17 (qRg,z)DS(qRg,z) plotted vs. qRg,z for an aerosol (squares) and a colloid (circles). The constant
level at large qRg,z is, by Equation 14.54, equal to CCp. (From Sorensen, C.M. and Wang, G.M., Phys. Rev.
E, 60, 7143, 1999. With permission.)
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scattering and extinction measurements. From Equations 14.8 and 14.35, the scattered intensity at
small angles such that S(q) = 1 is

(14.55)

From Equations 14.14, 14.34, 14.17, and 14.20 the turbidity is

(14.56)

A ratio eliminates n; thus,

(14.57)

Measurement of absolute Iscat is achieved via calibration of scattering from gases or liquids of
known Rayleigh ratio24 with knowledge of the particle refractive index. Equation 14.57 allows for
determination of the volume equivalent sphere radius:

(14.58)

Now consider Equation 14.33

(14.33)

Equations 14.33 and 14.43 can be solved for N or a in terms of the measurable Rv, Rg, and D,

(14.59a)

(14.59b)

Uncertainties arise from three sources; the value of ko, the index of refraction, and, not shown
above, correction to Equations 14.59 for a polydisperse system. The reader should consult the
literature for a more detailed explanation.24,41
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APPENDIX 14.A: CROSS SECTIONS

14.A.1 THE DIFFERENTIAL CROSS SECTIONS

The differential scattering cross section, dσ/dΩ describes the power scattered, Pscat, per unit solid
angle, Ω, (watts/steradian) for an incident intensity (watts/meter2) Io:

I nN k a F mscat = ( )2 4 6

τ π= ( )nN ka E m4 3
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(14.A1)

Thus, the units of dσ/dΩ are meter2/steradian.

The scattered intensity is the scattered power per unit area of detection:

(14.A2)

The solid angle subtended by the detector a distance r from the scatterer is

(14.A3)

Thus, from Equations 14.A1, 14.A2, and 14.A3, we obtain

(14.A4)

We obtain the well-known 1/r2 dependence due to the geometry of space as described by
Equation 14.A3.

14.A.2 THE TOTAL CROSS SECTION

The total scattering cross section is found by integration of the differential cross section over the
complete solid angle:

(14.A5)

This integral must include polarization effects (see main text). The differential element dΩ in three
dimensional Euclidean space is

(14.A6)

(see Figure 14.1 for the polar coordinates θ and φ).

14.A.3 EFFICIENCIES

The scattering or absorption efficiency is a dimensionless ratio of the either total cross to the
projected, onto a plane, area of the scatterer:

(14.A7)

For a sphere of radius a

These quantities are physically intuitive because they compare the optical cross section to the
geometric cross section. If light were not a wave, e.g., solely a particle, the sum of the scattering
and absorption efficiencies would be unity.

P d
d

Io
scat

Ω Ω
= σ

I P Ascat scat=
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I I
d
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APPENDIX 14.B: THE SCATTERING WAVE VECTOR

Consider a scalar electromagnetic field with incident wave vector  incident upon a scattering
element at  as in Figure 14.18. The incident field at  is

(14.B1)

where we keep track of phase information only. The field scatters toward the detector in the direction
 where  is the scattered wave vector. We assume elastic scattering, i.e., 

(14.B2)

the field at the detector, which is at  is

(14.B3)

Substitution of Equation 14.B1 into 14.B3 yields

(14.B4)

The second term of Equation 14.B4 shows that the phase at the detector is a function of the position
of the scattering element and the vector

(14.B5)

This vector  is called the scattering wave vector. Its direction is in the scattering plane from 
to  as shown in Figure 14.19. From Figure 14.19 and the elasticity condition, Equation 14.B2,
the magnitude of  is

(14.B6a)

(14.B6b)

FIGURE 14.18 Light with incident wave vector  scatters from an element at  into a direction  directed
toward the detector at scattering angle θ and great relative distance.
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where θ is the scattering angle.
The importance of q is that its inverse, q–1, represents the length scale of the scattering

experiment. This follows from the second term in Equation 14.B4, which cannot be written as

(14.B7)

As we have seen, Expression 14.B7 gives the phase at the detector due to a scattering element at
. The scattering due to an object will be the sum of such terms, weighted by the scattering density,

over the extent of the object. The key point is that during this sum, the phase expression
Equation 14.B7 will not vary significantly if the range of  is small compared to q–1. Thus, the
scattered phase is not sensitive to the overall extent of the object. We might say that the scattering
cannot “see” the object.

Application of this concept to scattering for a particle of extent a implies that if a � q–1, i.e.,
qa � 1, the scattering cannot see the morphology of the particle. Furthermore, if q varies but qa
remains less than unity there will be no dependence on q, i.e., no scattering angle dependence.
This is the Rayleigh regime for any size particle.

Another consequence of the phase term (Equation 14.B7) is that if qa � 1, the fields from the
scattering elements add coherently. For an object in three dimensions this coherent addition occurs
for all three dimensions, and the three dimensions add coherently. Thus, the scattered field will be
proportional to the amount of matter in the object, which proportional to the volume V of a dense
particle or the number of monomers per cluster, N, of a ramified object. Since intensity is the field
squared, we obtain V2 or N2 dependencies.

In summary, q–1 is the length scale or resolution limit of a scattering experiment. Therefore,
the dimensionless product qa, where a is a measure of the extent of an object, determines the
boundary of the Rayleigh regime:
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15.1 INTRODUCTION

In science, just as in any other area, some inventions are more important than others. The last part
of the 20th century saw large surge in the development of techniques for surface and colloid
chemists. In fact, these developments indicate that there is no end to this trend regarding the vast
expansion in the sensitivity and level of information; therefore, in this chapter we explain some of
these exciting new developments to the reader. Regarding the level of sensitivity the human aim
is to achieve information at molecular scale, i.e., nm (10–9 m).

Typical of all human experience, seeing is believing, so the microscope has attracted much
interest for many decades. All these inventions, of course, were basically initiated on the principles
laid out by the telescope (as invented by Galileo) and the light-optical microscope (as invented by
Hooke).1a Actually, no other scientific techniques have contributed so much to the scientific devel-
opment in biology, medicine, and material science as the different microscopy techniques.

One element that the earlier microscopes lacked was a three-dimensional parameter. All kinds
of molecular interactions between a solid and its environment (gas or liquid or solid) can take place
initially only via the surface molecules of the interface. It is obvious that when a solid or liquid
interacts with another phase, knowledge of the molecular structures at these interfaces is of interest.
The term surface is generally used in the context of gas–liquid or gas–solid phase boundaries,
whereas the term interface is used for liquid–liquid or liquid–solid phases. Furthermore, many
fundamental properties of surfaces are characterized by morphology scales of the order of 1 to
20 nm (1 nm = 10–9 m = 10 Å).

Generally, the basic issues that should be addressed for these different interfaces are as follows:1b

• The appearance of the molecules of a solid surface and how it differs from the appearance
of the bulk molecules; in the case of crystals, kinks and dislocations

• Adsorption on solid surfaces, which requires the same information about the structure
of the adsorbates and the adsorption site and configurations

• Solid–adsorbate interaction energy, which is also required, as is known from Hamaker
theory2

• Molecular recognition in biological systems (active sites on the surfaces of macromol-
ecules)

• Self-assembly monolayer structures at interfaces
• Semiconductors
• Microsensors

Depending on the sensitivity and experimental conditions, the methods of surface microscopy are
many and varied.3

Generally, the study of solid surfaces is dependent on understanding not only the reactivity of
the surface but also the underlying structures that determine that reactivity. Understanding the
effects of different morphologies may lead to a process for enhancement of a given morphology
and hence to improved reaction selectivities and product yields.

Atoms or molecules at the surface of a solid have fewer neighbors as compared with atoms in
the bulk phase, which is analogous to the liquid surface, as described here; therefore, the surface
atoms are characterized by an unsaturated, bond-forming capability and accordingly are quite
reactive. In fact, surface atoms should be treated by using physical analyses different from those
used for bulk solid molecules. Until a decade ago electron microscopy and some other similarly
sensitive methods provided some information about the interfaces,3 although there were always
some limitations inherent in all the techniques, which needed improvement. A decade ago, the best
electron microscope images of globular proteins were virtually all little more than shapeless blobs.
However, these days, due to relentless technical advances, electron crystallography is capable of
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producing images at resolutions close to those attained by x-ray crystallography or multidimensional
nuclear magnetic resonance (NMR). However, x-ray images can only be obtained under extreme
conditions, rather than ambient. To improve on some of the limitations of the electron microscope,
newer methods were needed. About two decades ago, a new procedure for molecular microscopy
(scanning probe microscope, SPM) was invented and is delineated here.

The basic method was merely to be able to move a tip over the solid surface with a sensor
with molecular sensitivity in both the longitudinal and height direction (Figure 15.1). This gave
almost a new dimension — in the nanometer (nm = 10–9 m = 10 Å) range — to surface chemical
research, which was much needed at this stage. As a result of these developments, the last decade
has a new aspect of science; nanotechnology. There were originally invented two types of micro-
scopes: scanning tunneling microscopes (STM) and atomic force microscopes (AFM).

The STM was invented by Binnig and Rohrer in 1982 (for which they were awarded the Nobel
prize in 1986).4-8 Later, the AFM was developed based on the principles of the STM but with
resolving surface structures for both nonconducting and conducting materials.

The invention of the STM was in fact a true revolution in the fields of surface science and
microscopy. After extremely high atomic resolution was achieved on clean semiconductor and metal
surfaces, further studies were carried on surfaces that were covered with molecules, to observe
structural information.

STM and AFM have both proved to be powerful tools for obtaining information on the packing
order of molecular adsorption on a surface.9-12

Data obtained from STM images can be useful in providing information on the relative impor-
tance of molecule–molecule and molecule–substrate interactions, as well as the types of forces
responsible for the packing order at the surface. This is useful in such applications as epitaxial
growth of thin films, chromatography, lubrication, and microelectronics fabrication, each of which
involves interactions between molecules on a surface and can be investigated by these procedures.

Regarding biological material analysis, prior to STM and AFM methods, the specimens were
generally analyzed by the scanning electron microscope (SEM).13,14 The main objectives of the
preparation methods have been based on stabilizing the specimen, preventing shrinkage and other
artifacts during the dehydration, and rendering the sample electrically conductive. In some cases,
water was replaced by other fluids such as glycerol or triethylene glycol, with the possibility of
artifacts. These requirements are not necessary in STM and AFM methods. The samples could be
analyzed under ambient conditions without any additional drying or treatment.

At this stage in the literature, we find that both STM and AFM can operate for fluids,15 which
is technically impossible by electron microscope. This means that, for the first time in history,
molecular dimensional analyses of surfaces and molecules situated at surfaces can be carried out
in a liquid. This most important discovery in surface science instrumentation allows us to see

FIGURE 15.1 Sensor (tip/cantilever/optical device) movement in x/y/z direction with nanometer sensitivity
(controlled by piezomotor) over a solid surface (gas–solid or liquid–solid).
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molecules in fluids, hitherto impossible with any electron microscope. Additionally, we can obtain
images “live” and the adsorption of gas molecules on solid surfaces has also been investigated by
STM. Based on these principles, a variety of SPMs are now being developed.

This is the most dramatic development because surface features from interatomic spacing to
fractions of a millimeter can be studied with the same instrument. The various systems that have
been analyzed by both STM and AFM are many and varied (Table 15.1). Additionally, surface force
microscopes (SFM) allow the possibility of measurement of interfacial forces (at nanometer dis-
tances).

15.2 DESCRIPTION OF STM AND AFM APPARATUS

15.2.1 SCANNING TUNNELING MICROSCOPE APPARATUS

Basically, the STM consists of two conducting electrodes that are separated by some isolator, which
forms a barrier for the electrons inside the electrodes (Figure 15.1). If the barrier is thin enough,
electrons can pass through it by a quantum-mechanical process called tunneling. The tip is mounted
within an array of piezoelectric elements that control its position in three dimensions. Piezoelectric
materials contract or expand when a voltage is applied to them. (Conversely, they also generate
small currents when flexed or compressed.) In STM instruments, these elements are usually made
of a very stiff ceramic, so that the movements induced by the voltage may be smaller than a tenth
of a nanometer. This allows the extremely fine control necessary for successful imaging and
manipulation at the atomic and molecular level.

This current is extremely sensitive to the distance between the tip and the surface, increasing
exponentially as the tip nears the surface. Because the current increases rapidly as the distances

TABLE 15.1
Areas of Application for the STM 
and AFM (and other SPMs)

Lipid monolayers (as Langmuir–Blodgett films)
Different layered substances on solids
Self-assembly structures at interfaces
Solid surfaces
Langmuir–Blodgett films
Thin-film technology
Interactions at surfaces of ion beams/laser damage
Nanoetching and lithography, nanotechnology
Semiconductors
Mineral surface morphology
Metal surfaces (roughness)
Microfabrication techniques
Optical and compact discs
Ceramic surface structures
Catalyses
Surface adsorption (metals, minerals)
Surface manipulation by STM/AFM
Friction force microscope (FFM)
Polymers
Biopolymers (peptides, proteins, DNA, cells, virus)
Vaccines
Microsensors
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decrease, very small changes — less than a tenth of a nanometer — in the position of the tip can
be detected when it is close to the surface. In an STM, the barrier is a gap of 1 nm.

STM is based on the principle that a probe, made of tungsten (W) or platinum–iridium (Pt-Ir)
alloy, scans the surface of a sample with the help of a piezoelectric device16 (Figure 15.2) at a
distance 5 to 10 Å (0.5 to 1 nm).

This apparatus provides extremely fine positional control in all three dimensions, allowing the
tip to be brought within a few atomic diameters — on the order of 1 nm — of the surface of the
sample to be investigated. At such tiny distances, the electron clouds of the atoms in the tip begin
to overlap with those of the atoms on the surface of the sample. When a voltage is applied, quantum
effects allow electrons to “tunnel” across the gap, creating a small but detectable current. At very
small distances of separation, the wave functions of molecules at the surface of the sample and the
tip overlap.

If a bias voltage is applied to the sample, an electron tunneling current flows between the two
phases. The tunneling current between the conductive sample and the tip is measured as a function
of the distance traveled in the x and y directions. The direction of the electron flow depends on the
sign of the bias applied to the sample. Measurement of the current is sensitive to the order of
magnitude to resolve atomic or molecular corrugations on the surface of the sample. This allows
us to obtain information of the surface at the atomic resolution. The interaction between the probe
tip and the sample varies exponentially with the distance between the sample and the most extreme
tip on the probe. Thus, in the case of STM, the atom at the tip of the probe allows the tunneling
current to pass through. In a recent study16b the energy exchange processes occurring in the tunneling
microscope were described. The image is obtained as data in three-dimensional file, generally an
IMG file. It can be treated in two-dimensional or three-dimensional image forms. This image file
can be converted into other image files such as TIF, BMP, or JPG. There exist also many other
software programs that can extensively treat these image files. For example, the images can be
smoothed by using various extrapolation techniques. It is thus obvious that image analysis becomes
an extensive analytical process.

The resolution in the image, which is only a surface or subsurface image, is defined both in
the vertical direction and laterally on the plane of the sample. The magnitude of resolution can be
achieved in the range of a fraction of 1 Å (10–10 m = 0.1 nm). Obviously, the size and shape of the

FIGURE 15.2 STM tip movement and setup in a commercially available instrument of piezomotor control
on the solid surface.
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probe tip will determine the lateral resolution. The tip moves at ~10 Å/V applied to a translator.
Typically, a lead zirconate–lead titanate (PZT) polycrystalline ceramic is used.

A typical STM image of graphite (highly oriented pyrolytic graphite, HOPG) is given in
Figure 15.3. The two-dimensional and three-dimensional images are given. All STM and AFM
studies generally use HOPG to control and calibrate. In all cases such images have been consistently
reported in the literature. A detailed surface analysis of HOPG has been given in a recent study.17

The molecular resolution achieved by STM and the three-dimensional capability are the most useful
aspects of this method. The morphology of objects in three dimensions provides much more useful
information than hitherto available by electron microscopes.

Despite its capabilities, the STM has very real limitations as well. Because its operation depends
on the flow of current, however minute, it can only be used to image conducting materials —
generally crystals of metals and semiconductors. But many materials for which scientists would
like to obtain detailed information, such as biological molecules, are nonconducting. Furthermore,
while it probes the electron cloud structure of the surface with great precision, the STM reveals
little or nothing about other important properties of the sample. Since it is only seeing an “electronic”
surface, for example, it cannot distinguish very well, if at all, between atoms of different elements
within a compound material.

It was found that the apparent corrugation is dependent mainly upon the tunneling resistance,
which is defined by the ratio of bias voltage to tunneling current and which is expected to have a
maximum of about 0.3 nm on a freshly cleaved surface. The surface of graphite has a layer structure
in which each layer is composed of carbon atoms in a honeycomb arrangement. The distances
between the carbon atoms were found to be 0.246 nm (2.46 Å) and 0.142 nm (1.42 Å). Adjacent
layers were separated by 0.335 nm.

STM studies under ultrahigh vacuum (UHV/STM) have been carried out in many recent
investigations.18

In general an image is obtained in an image file format. This is data in three-dimensional form.
Most SPMs have software that can handle these image files, such that two-dimensional and
three-dimensional images can be analyzed. The images can be also converted to other image files,
such as TIF, BMP, or JPG. The image data can be transformed into TIFF files. These three-
dimensional data can be analyzed using other suitable software programs that can interpolate data
points. Many other software programs can be applied to make further analyses as needed.

FIGURE 15.3 A two-dimensional (23.2 × 23.2 Å) and a three-dimensional image of HOPG by STM 17
(25.6 × 25.6 × 2.19 Å).
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15.2.2 ATOMIC FORCE MICROSCOPE APPARATUS

After some years it became necessary to modify STM to allow investigations of nonconducting
surfaces. Based on the same principles as STM, the AFM was later developed for nonconducting
solid surfaces.19 Thus, AFM can operate on both conducting and nonconducting surfaces. A can-
tilever scans the solid surface (similar to STM) and the deflection of the cantilever is detected by
the reflection of a laser beam (Figure 15.4). An Si3N4 cantilever of approximately 200-mm length
and a spring constant of 0.06 or 0.12 N/m are generally used. In many AFM instruments, the
deflections of the tip are measured optically by bouncing a laser beam off the top of the cantilever;
minute changes in the light path are measured with a photodiode. An alternative method employs
a piezoresistive element in the cantilever itself, which generates a small voltage as it is flexed, in
proportion to the magnitude of the deflection. The advantage of this arrangement is that the detection
mechanism can be integrated directly into the microfabricated cantilever.

Because the AFM relies on actual contact rather than current flow to sense the nature of the
sample surface, it can be used to probe nonconducting materials: biological molecules, organic
materials, polymers, ceramics, and insulating materials like glass or diamond. Resolutions achieved
by AFM probes vary according to the sample material: with hard substances like crystals or
ceramics, it can achieve atomic resolutions of about 0.1 to 0.2 nm — comparable to the STM. With
softer, less rigid materials like biological molecules, resolution drops to about 5 nm, and only the
general shapes of the molecular surfaces can be determined. This still provides extremely useful
information about such molecules, however. Recently, much research has been carried out on
improving the shape of the cantilever. In simple terms, AFM is similar in principle to early record
players, where the movement of a sharp needle in the groove reproduced the sound.

The interaction forces, attractive or repulsive, as small as few nanonewtons (nN = 10–9 N)
between the cantilever and the sample can be measured. The biggest advantage of AFM is that
most samples can be investigated in their natural state, including biological samples (even in an
aqueous environment), which is otherwise impossible by electron microscope methods. In the case
of a repulsive force procedure, the tip physically touches the sample (with a sensitivity of nN force)
and traces across the sample without damaging the morphology. In AFM, the sample moves under
the cantilever, which is the main reason that the resolution by AFM is somewhat less than that of
STM. The images of HOPG are almost of the same resolution as those obtained by STM; however,
the resolution is highly dependent on the characteristics of the sample (i.e., surface texture and
even the degree of hydration), as well as on sample preparation. This latter point has not been
settled completely, and we should be careful in reaching any conclusions at this stage.

FIGURE 15.4 AFM cantilever movement over a solid surface.
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In general, the AFM is operated under a constant-force mode which incorporates optical beam
deflection for sensing the cantilever motion. Usually the forces exerted are in the range of 0.5 to
0.1 N (force constant of the cantilever used is 0.06 N/m). The AFM is calibrated by using graphite
and grating samples in the x-y direction. The height axis has been calibrated by using such collapsed
lipid monolayers as the Langmuir–Blodgett (LB) film.20

The spring constant of the cantilever must be measured directly, as the calculated values may
not be too reliable.21 The spring constant, kspring, for a beam, with Young’s modulus EY, loaded on
the end with a rectangular cross section is given as

(15.1)

where wwidth, tthickness, and Llength are the beam width, thickness, and length, respectively. The calcu-
lation of kspring becomes difficult when cantilevers of a thickness <1 mm are used, due to the above
relation. A simple method for measuring the spring constant uses a procedure where the static
deflection of the cantilever under the force of a known mass is used.

The cantilever with the tip senses surface forces arising from various interactions (van der
Waals, electrostatic, hydration) between the tip and the sample. When the force curve is initiated
at a point where the tip and the sample are far apart, the magnitude of surface forces (acting between
the tip and sample) are negligible, and thus there is no deflection of the cantilever. As the sample
is raised toward the tip, a variety of attractive and repulsive forces interact and deflect the cantilever.
This region is called the noncontact region, as described in the following. AFM thus provides
information about the surface morphology, as well as about the surface forces at nanometer
distances. More recently, new scanning near-field optical microscopes (SNOM-AFM) have been
developed.22 This microscope should be very useful for biological systems.

15.2.3 SAMPLE PREPARATION PROCEDURES

As is well known from the current electron microscopy literature, sample preparation is the basic
determining factor for obtaining high-resolution images. Accordingly, we may use the same well-
known procedures for both STM and AFM analyses. Some well-known procedures will be given
in the following. However, the main difference between these two different microscopic techniques
is that latter method allows us to operate under ambient laboratory conditions.

15.2.3.1 Langmuir–Blodgett and SAM Films

The transfer of monolayers to solid surfaces is a very useful procedure, which results in the well-known
LB films. In the study of lipids and biopolymers, the LB layers are prepared according to standard
literature procedures.23 Transfer of a lipid or biopolymer monolayer is generally performed at a low
speed of 1 cm/min at a constant surface pressure of the lipid film. The substrate used for the transfer
can be a freshly cleaved HOPG or any other suitable material (gold sample, mica, etc.). Self-assembly
monolayer (SAM) films have been obained by adsorption of alkyl sulides on gold surfaces.1a

15.2.3.2 Biopolymer Sample Preparation Methods

Analyses of DNA have been made as follows. Mica was soaked in magnesium acetate solution
(2 h)24 and thereafter sonicated in water. After drying in air, a drop (10 µl) of DNA solution (50 to
300 ng per 20 ml) was applied. DNA was also investigated after fixing on gold surfaces by
2-dimethylami-noethanthiol.25 Images of entire plasmid molecules were obtained. The helix struc-
ture was clearly visible in these images.

k E w t LYspring width thickness length= ( )4
3
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15.2.3.3 Solution Evaporation or Spray

In most cases, only a very dilute solution (~1 mg/l) was applied as a drop (few microliter) to the
substrate (HOPG or mica or other suitable material) and STM/AFM was carried out after the
evaporation of the solvent (overnight). The aqueous solutions of proteins or peptides were deter-
mined by this method. Because the volume of sample that can be used is so minute, the chance of
finding particles by microscopy may be vanishingly small. A procedure was developed where a
drop of protein or virus solution was used. The graphite sample was barely allowed to touch the
surface of the drop, and a monolayer of material (biopolymers, virus, cells) was attached to the
graphite.

15.2.3.4 STM and AFM Analyses of Electron Microscope Grids

In the author’s laboratory, the grids used for the electron microscope have been analyzed by AFM
and by STM (if a conducting layer is present). In fact, this procedure allows comparison of these
different techniques. However, the STM and AFM provide three-dimensional images, which are
more useful. In one case, the virus of AIDS was studied. Because the virus is destroyed under grid
formation, we can safely study these by STM or AFM under ordinary laboratory conditions.1b

15.2.4 CALIBRATION AND IMAGE ANALYSIS OF STM AND AFM

It is obvious that the calibration of SPMs is very critical and essential when considering atomic
scale resolution. The calibration of STM and AFM in the x-y direction is accomplished using HOPG
or suitable grids available commercially. The calibration in the z direction has been a somewhat
more difficult problem. At this stage, the best procedures are based on the following:

1. Use of gold samples with steps of one layer of gold
2. Use of lipid layers deposited as LB films or as SAM films20

3. Use of macromolecules with known dimensions20b

There are also other procedures, but these are not as well documented. These procedures are
delineated in this chapter. The image analysis is quite varied and covers a wide range of possibilities.
Filtering techniques include both high and low frequency as well as two-dimensional Fourier
transform filtering. Scrupulous preparation and extreme care yield excellent images.

Summarizing, the resolution of these different instruments varies, as does the information that
can be obtained with each. Each offers a specialized window on the atomic and molecular world;
each also involves special difficulties in interpreting the images obtained. One of the greatest
problems in proximal probe imaging and manipulation of atoms and molecules lies in the difficulty
in obtaining tips of consistent shape and known character. Even the tiniest variations in tip shape
and composition — often a matter of just a few atoms — can cause variations in the results obtained.

As time has passed since the invention of these instruments, however, the collective expertise
of the research community involved in proximal probe studies has increased enormously. Steady
progress has been made in learning how to produce more uniform tips of consistent shape and
character. Our knowledge of the basic phenomena involved in STM and AFM tip interactions with
sample surfaces has become more comprehensive, as have our skills in interpreting the results
obtained by these instruments.

Despite their limitations, and despite the difficulties in making sense of the images obtained,
proximal probes have added greatly to our capabilities to explore atomic and molecular-scale realms.
More recently, they have also begun to provide us with the means to carry out precise, controlled
manipulation of atoms and molecules.
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15.3 LIPIDLIKE MOLECULES ON SOLIDS

In the literature, many studies have been carried out on long-chain hydrocarbon molecule adsorption
on graphite surfaces as a model system for determining the forces responsible for the adsorption
processes.26-28 Thermodynamic analysis has indicated that the hydrocarbon molecules adsorb with
high affinity to graphite surfaces and that the heat of adsorption increases with chain length,28 which
suggests that the alkane molecules are adsorbed with their long axis parallel to the graphite surface,
as also confirmed by STM studies.29-31

STM can distinguish molecules when found as mixed structures at surfaces. This was shown
in a study,32 where the adsorption of mixed 1:1 triacontane/tricontanol mixtures in solutions were
investigated by STM. STM images of 1-docosanol, 1-docosanethiol, didocosyl disulfide, and 1-chlo-
rooctadecane have been compared on HOPG substrate.32 The images showed bright spots arising
from sulfur (S) atoms. This suggests that S atoms in STM images can be used as a chromophore.
This shows that STM can not only distinguish between molecules but also show differences within
the same molecule.

The alcohol region was seen as “zigzags” and the alkane region as “straight” rows. Experiments
were carried with tunneling conditions as –1200 mV and 60 Pa. The data for a mixture of 1:10
were obtained. STM images of 1-docosanol, 1-docosanethiol, didocosyl disulfide, and 1-chlorooc-
tadecane on graphite were investigated in another report.33 That both the S–H and S–S groups
appear bright in the STM images indicates that the presence of an S atom on graphite gives rise
to a higher tunneling current when the tip scans as compared to the current over a carbon (C),
oxygen (O), or chlorine (Cl) atom. This finding might be useful in using S atoms as chromophores.
This also shows that STM can see differences between the same molecule.

The resonance and environmental fluctuation effects in STM currents through adsorbed mole-
cules have been analyzed.34 AFM has also been used to modify structurally lipid bilayers in a
controlled procedure.35 The images showed that after the lipid tubule was scratched, the molecules
rearrange after some time (24 h).

15.3.1 COLLAPSED LIPID MONOLAYERS

All lipids when spread on an aqueous interface form stable monomolecular films.23 The stability
of these self-assemblies is dependent on the lipid molecular structure. These monolayers have been
used to investigate two-dimensional assemblies, to make organized arrays, and to model more
complex biological membrane structures. As described elsewhere, a lipid film on compression
exhibits a collapsed state, followed by a change in compressibility (i.e., the slope of the surface
pressure vs. area isotherms changes).23 In most cases, a drop in the surface pressure, π, is observed.
This collapsed state is described as arising from the movement of the bilayer to slide over the
monolayer. The magnitude of π remains constant until the surface is completely covered by a
trilayer (or multilayer). After this state, the π again rises but with a somewhat lower compressibility.
The collapsed state has hitherto remained much neglected, since we had no direct or indirect
information on the exact molecular structures. The equilibrium near the collapsed state exists
between a monolayer and a multilayer (most likely a trilayer).20

The oleyl lecithin molecule was spread on water to give collapsed structures.1b The AFM image
was taken of these films after transfer to HOPG (Figure 15.5). The vesicle-like structure is clearly
visible.

15.3.1.1 Magnesium-Stearate Films

The structure of collapsed lipid monolayers has not been investigated at the molecular scale. AFM
studies20 of collapsed monolayers on HOPG clearly showed steps of heights that correspond to the
trilayer of Mg-(stearate)2
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MONOLAYER/BILAYER/TRILAYER

The step heights have magnitudes that correspond to the molecular dimensions of the lipid
molecule. It is of interest to mention here that a clean graphite substrate (HOPG) does not show
such step images. These studies were carried out by using a commercially available AFM (DME
A/S, Denmark).

The AFM analysis showed that the collapsed film has broken up into islands due to mechanical
handling. However, the large parts are perfect in structure. This information is useful when such
LB films are to be used for the electronics industry or biosensors.

The height analysis shows that these films consist of multilayers, as the height is consistently
70 Å. This value is much larger than the fully extended chain of Mg-(stearate)2, found to be 23 Å
from molecular modeling. These studies showed that indeed a trilayer (step height/length of the
molecule = 70 Å/23 Å = 3 layers) is formed as an LB film after the collapsed state. This finding
agrees with the proposed structure. The morphology also indicates that the trilayer is a perfect
state. This means that there exists an equilibrium between the monolayer and collapsed state. It
will be shown below that the equilibrium is dependent on the lipid molecule. This structure can
thus be used as a means for calibration of the AFM apparatus.

During these measurements, no damage was observed to the LB films by the probe tip. However,
changes in AFM pictures are sometimes observed in those cases where the tip distance from the
substrate has decreased, i.e., under increased resolution conditions, which may give rise to a closer
tip separation from the substrate.

15.3.1.2 Cholesterol and Oxidized Cholesterol (Cholestane) Films

AFM was used to investigate whether a series of related molecules could be analyzed when present
as SAM. The system chosen was the cholesterol molecule. The molecule cholesterol is a very
important biological lipid. A  cholesterol molecule with one hydroxyl group is known to oxidize
into a variety of structures. These oxidized cholesterol products play an important role in many
biological diseases, such as blood clots. The AFM data of the collapsed film of cholesterol (when
spread on the surface of water) shows that two-dimensional crystallization takes place with very
characteristic butterfly shapes.1b This shows, for the first time in the literature, that not all lipid
monolayers collapse to give a transition from monolayer to trilayer. This shows that the collapsed
state may be a two-dimensional crystal phase.

FIGURE 15.5 Collapsed three-dimensional AFM images of oleyl lecithin; see text for details (90000 ×
90000 × 2070 Å).

© 2003 by CRC Press LLC



The step height analysis of these two-dimensional cholesterol crystals gives 90 Å, which
corresponds to six layers of cholesterol (90 Å/length of cholesterol molecule = 15 Å). This is
different from what is seen for the collapsed films of Mg-(stearate)2, as is well known from monolayer
surface pressure vs. area isotherms.23

The AFM software includes a program to calculate the area percent of any image. By comparing
the percent area occupied in three dimensions we can estimate the number of molecules in any
given image. From area analysis of the image (as obtained from AFM software), we can calculate
the number of cholesterol molecules in each “half-butterfly.” The number of cholesterol molecules
in this two-dimensional six-layer was found to be approximately 60 × 106 molecules (10–16 mol!).
In this calculation, the area per molecule of cholesterol was assumed to be 40 Å2 (as found from
the surface pressure vs. area isotherm).1b This is a new kind of application of AFM as an analytical
tool whereby the detection of very small amounts of materials can be carried out.20

*Cholesterol Butterfly … six-layer … 60 × 106 molecules*

This observation shows that a two-dimensional crystal with a very narrow size distribution will
self-assemble into ordered structures. The explanation is that cholesterol molecules are able to self-
assemble under the influence of the molecular forces to form such nanocrystals. Regarding the self-
assembly characteristics, a range of molecules with amphiphile characteristics possess this property.

Cholestane (as formed after oxidation of cholesterol molecule) collapsed films20 show two step
heights. These steps correspond to trilayers (length of cholestane × 3 = 50 Å) and six layers (100
Å). This indicates that in the collapsed state the trilayer is able to form higher order two-dimensional
crystals, i.e., six layers. These analyses show that in the collapsed monolayers of different lipids
the following phase equilibria (with equilibrium constant, K) exist:20b

Lipid Phase Equilibria in the Collapsed Lipid Monolayer

Mg-stearate Monolayer = Trilayer; K = (trilayer)/(monolayer)
Cholesterol Monolayer = Hexalayer; K = (hexalayer)/(monolayer)
Cholestane Monolayer = Trilayer; K1 = (trilayer)/(monolayer)

Monolayer = Hexalayer; K2 = (hexalayer)/(trilayer)

The molecules that form stable monolayers at the liquid interface are thus found to exhibit self-
assembly characteristics. The differences between collapsed lipid phases (two-dimensional crystals)
are easily seen from the surface pressure vs. area isotherms of lipids.23 It is thus found that such
AFM analyses now provide complete three-dimensional structures, which can be useful in explain-
ing these differences in the collapsed states. Analyses of the stabilizing forces in such monolayer
assemblies as van der Waals forces have been given elsewhere.23,35 The phase equilibria of oxidized
lipids in bilayers is known to be of much interest in the biology. It is important to remark that in
the literature monolayer structures have been studied where fluorescent probes have been added.
The AFM studies are not mixed with such probes, as the latter might affect the phase equilibrium.
Furthermore, the breakup of collapsed lipid monolayers is detected by AFM, which will be useful
for other, more complicated systems. These results show that AFM can be applied to diagnostics
of diseases known to be related to cholesterol oxidation. These studies have shown for the first
time the high sensitivity with which AFM can be applied to biological systems.

Since the two-dimensional packing of the monolayer on the aqueous subphase can differ from
that observed after transfer as a LB film to a solid substrate, the molecular packing in the film in
the two systems must be known. AFM studies of crystallite formation in LB films have been
reported in regard to cadmium-arachidate monolayers.20d
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15.3.2 LIPID ASSEMBLIES AS LANGMUIR–BLODGETT FILMS

Domain structures of phospholipid monolayer LB films were investigated by AFM.36 The domain
structures of phospholipids (di-palmitoyl-phosphatidylcholine, DPPC) were studied as LB films.

15.3.3 STM AND AFM STUDIES OF DIVERSE MOLECULES ON SOLIDS

C60 molecules were investigated by STM.37 The diameter of C60 was found to be 1.1 nm. The STM
image of C60 multilayer growth at 300K was investigated.

Solid surfaces have been found to exhibit fractal morphology.38 A study of the quality and
accuracy of the methods based on frequency analysis for the fractal characterization of solid surfaces
was carried out by STM.39 The study was based on computer simulation of images of fractal
surfaces. Measurement of the fractal character of a surface in the microscope range has specific
problems. The most important is that the images of a given solid surface arise from the projections
of the surface topography in which the vertical dimension is unknown, whereas from both STM
and AFM we can obtain the vertical dimensions.

Carbon fiber surfaces were analyzed by STM and compared with HOPG.40 The AFM measure-
ments of FeOCl have been shown to compare well with the literature values of the a, b, c lattice
constants.41

The STM tip is known to exert some force on the adsorbate, which requires the fixing of
adsorbed molecules on the substrate. By covalently attaching porphyrin to a gold substrate, STM
images were obtained.41 The interaction of such small molecules as H2 and O2 with copper (Cu)
and nickel (Ni) surfaces has also been investigated by using STM.42

15.4 BIOPOLYMER STRUCTURES BY STM AND AFM

The biological activity of proteins and enzymes is strongly dependent on the molecular configura-
tion. Such macromolecular structures as helical, beta-sheet, and random-coil are well-defined, three-
dimensional structures. Although electron microscopy has been very useful in determining such
structures, the advent of STM and AFM has added much information in recent years.43 In fact, the
very first picture of DNA by STM was a highly acclaimed result.44

Adenine and thymine molecules when placed on graphite were investigated by STM, and the
two molecules could be  easily distinguished (thymine contains a single hexagonal ring and the
adenine molecule has a double-ring structure).45 These results led to the possibility of using STM
and AFM for obtaining the sequence of DNA.

Furthermore, in some cases the need for three-dimensional protein structures becomes urgent,
as with the bacterial proteins (cholera toxin) that are known to produce the disease cholera. These
investigations have been ongoing since 1977 using protein crystals and x-ray diffraction methods.46

This knowledge is essential to produce new kinds of vaccines.
AFM has thus become a well-established and valuable tool in the three-dimensional topograph-

ical analysis of biopolymers.47-53 The three-dimensional structure of most biopolymers is within a
range of 4 to 10 nm (40 to 100 Å) in lateral dimension by 1 to 5 nm (10 to 50 Å) in height.
Unfortunately, in this size range, the finite size of the probe tip leads to relatively large systematic
enlargements. However, this observation needs more extended investigation at this stage.

Images of poly(γ-benzyl-glutamate) (PBLG) were obtained by STM.51 These images reveal
details of the molecular structures with the α-helical conformation as expected. Images by STM
were compared with the Macro-Model and these agreed with the images of STM.

Globular features were reported from studies of catalase by using STM54 studies. Catalase
molecules could be observed from STM images. Molecular resolution images of β-helices were
obtained by AFM studies of pentadecavaline films.55a The repeat distance of 1.1 nm was obtained.
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The molecular configuration of isotactic PMMA as LB films was investigated by STM.55b The
analysis showed that the polymer was present as a closely packed, well-ordered arrangement with
helical and linear chain mixed configuration.55b

AFM images56 of the von Willebrand factor, which is a plasma glycoprotein, in hemostasis and
thrombosis of blood were reported. The size of the glycoprotein as measured by AFM was some
two to three times larger than that reported by electron microscopy. Other authors have also reported
similar divergences for other systems, which may be ascribed to such factors as ambient humidity.

Antibody–membrane interactions have been studied by STM/AFM.57a This is a particular system
where such information as the nature of the attachment points and the bond strengths can be
estimated.

The shape of the AFM tip is intimately related to the lateral enlargement phenomenon because
of simple, hard-surface geometric considerations and because sources of interactive forces are
distributed over the tip surfaces as well as the sample surface. Furthermore, some effects of the
asymmetry of the tip on images has also been reported.56b The tip surface molecule situation is
depicted in Figure 15.6. It is obvious that no simple conclusion can be expected from such systems,
because the images will be related to many different factors. There have been reported some studies
on the effect of the shape and sharpness of the tip on the images.

SHAPE OF TIP …

SHAPE OF SURFACE MOLECULES …

IMAGE OF MOLECULE …

It is generally accepted that at this stage no clear analyses can be given of the relation between
the shape of the tip and the image of the molecule. More systematic and extensive studies are
needed to understand fully the image and the tip surface molecule dependence at this stage. The
biggest need at this stage is to provide the theoretical analyses that could provide extensive data
on these observations.

Biological cell membranes are mainly made up of lipids and proteins. It is therefore obvious
that such mixed model systems should be investigated. Mixed monolayers of hemoglobin, ovalbu-
min, xanthan, and virus with Mg-(stearate)2 collapsed films have been studied as LB films on
graphite.20,23 This provides a means of investigating biopolymers as found in their biological
environment in the cell lipid-bilayer medium.

The hemoglobin protein molecule (a tetramer with molecular weight of 68,000) and ovalbumin
(molecular weight of 40,000) were found to remain as small clusters on the collapsed lipid film.20

The presence of protein molecules is easily observed from the light shaded spots. The step heights

FIGURE 15.6 Tip shape and image and molecule relationship (schematic).
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were found to be ~50 Å. This corresponds to the diameters of these molecules. The size of the
cluster varied, and under higher magnification we could barely see the outline of each molecule.
However, preliminary data as shown here suggest that some ten molecules are involved in each
cluster. At this stage, the method is not sensitive enough to provide better resolution. Work is in
progress to improve this by using other cantilevers (i.e., sharp edged) and better equipment stability
(for vibrations, etc.). However, the size of the cluster is indicative of protein–protein interactions
in the monolayer. There seems to be some kind of higher-order aggregation in these two-dimensional
structures. As far as we know, there has been no report previously of the cluster formation in the
literature.

Xanthan (biopolymer), produced by the fermentation broth of the bacterium Xanthomonas
campestris, is a polysaccharide that has been used in different industrial applications (food, tertiary
oil recovery, pharmaceuticals). The xanthan molecule consists of a linear cellulose backbone, with
links between the β-D-glucose residue, with a three-sugar side chain attached to every second
glucose. This gives rise to a macromolecule with ionic characteristics and a comblike polymer. The
xanthan structure results20 showed a very characteristic morphology. The xanthan molecules (~106

mol wt) are found to be arranged as linear-shaped structures (while globular proteins, e.g., hemo-
globin and ovalbumin, are present as aggregates). This corresponds to clusters of xanthan molecules.
The radius of gyration has been reported in the range of 80 to 90 nm. Furthermore, these structures
have broken away from the lipid film. It is well known that the xanthan molecule (due to its high
molecular weight) gives rise to very high viscosity in aqueous media. This means that xanthan
must be aggregated in a state different from that of other proteins, such as hemoglobin and
ovalbumin. These differences thus show the sensitivity of AFM. Furthermore, xanthan forms some
compact gel-like structures (the so-called fish-eye). These images might be related to the fish-eye
characteristic aggregation phenomena.

Immunoglobulin G (IgG) was investigated by STM.57b IgG is a molecule consisting of two
heavy chains (50,000 mol wt each) and two light chains of 25,000 each. These chains are known
to be arranged in the form of a Y shape. The length and width of each arm from x-ray data are
reported to be 8.5 × 6 nm. The height of the molecule is reported to be 4 nm. The IgG images
showed dimensions of 7 × 9 × 4 nm3, in agreement with both the x-ray and transmission electron
microscopy (TEM) data. High-resolution images indicated the Y shapes. These data convincingly
demonstrated that STM can provide images that are consistent with other microscopy data. No
distortion or damage from the tip was observed.

The milk protein, casein, is known to form aggregates (casein micelles). The AFM image of
casein placed on HOPG58 is given in Figure 15.7. The size of the aggregates is found to be highly
monodisperse, which shows the capability of applying AFM to such aggregate equilibria studies.
The size analyses is as follows

Diameter = 1980 Å
Maximum height = 200 Å
Step height = 60 Å ( = diameter of casein)

The data require further analysis at a higher resolution. However, the steps as observed in these
images indicate that casein aggregates (micelles) are present under these conditions. The step height
is almost equal to the known diameter of the casein molecule (~50 Å). This means that the aggregate
consists of ~900 casein molecules. These images also show that the tip has apparently no effect
on the resolution. This is noticed from the sharpness of the edges in the images. The magnitude
of the maximum height corresponds to three molecules.

However, these observations clearly show that the molecular dimensions found for casein
confirm the valid dimensions by AFM. This conclusion has been contested in the literature and
therefore requires further analysis before it can be resolved satisfactorily.
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In virus–cell fusion, the mechanisms are not quite as well established at this stage. The very
first step is the penetration of the surface protein into the cell membrane; therefore, a large number
of investigations are being carried out by AFM whereby the molecular picture might be elucidated.
A virus, Moloney, when studied on lipid films, showed that the particles prefer to orient at the
edges of the collapsed lipid film.20 The step height analysis shows that the virus has a diameter of
527 Å. This agrees with the electron microscope literature data.59,60 The geometric interparticle
orientation provides information about the forces of interactions. In other words, different virus
would exhibit different orientation images. Because membrane proteins have been found to be very
difficult to crystallize, this procedure could be useful in studying the three-dimensional structures
of such biopolymers. Virus particles tend to accumulate when suspended in water to concentrate
at its surface with air.20a This allows us to attach virus particles to substrates to obtain sharp images.

AFM has been used to study the morphology of neurons.61 It was also mentioned that with the
AFM method we can image structures with diverse dimensions in a single scan without changing
the focus (as required by the electron microscope).

STM topographs of xanthan gum, pipette-deposited and spray-deposited onto HOPG, and mica
substrate were reported.62 A 10 µl solution of xanthan at a concentration of 10 mg/ml was deposited
on HOPG and allowed to dry under ambient conditions. The topographs showed entangled mole-
cules forming a dense network across the substrate surface. The diameter of strands varied from 6
to 16 nm.

The degree of miscibility of polymers will play an important role in biological and technology
systems. The miscibility is dependent on the entropy, which results from the mixing of polymer
chains. The mixing generally gives rise to a positive Gibbs free energy of mixing, thus giving phase
separation. In drug delivery systems using the polymer erosion method, the AFM method was used
to investigate these systems.63a Degradations of the thin-film blends of polysebacic anhydride and
polylactic acid were investigated.

Cell fusion peptides were investigated by AFM.63b The peptides from different viruses were
used: HIV-GP41; the protein responsible for influenza virus fusion, hemagglutin HA-peptide; SFV.
All peptides were dissolved in DMSO (0.01 mg/ml) and a 10 µl sample was placed on HOPG.
After evaporation overnight of the solvent, the samples were analyzed. The morphology of the
peptide SFV (SFV69) was as follows. The diameter of the molecule is ~20 Å, which agrees64 with
the molecular weight of 20,000. The different peptides show different morphological images
(Figure 15.8). The SFV image shows the following dimensional analysis:

FIGURE 15.7 AFM image of casein placed on HOPG.58 Scan sizes: (a) 30,000 × 30,000 Å; (b)
10,000 × 10,000 Å. Step height = 60 Å.
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Step height = 20 Å
Length = 2000 Å = 2000 Å/step height (20 Å) = 100 peptide molecules

This finding is in agreement with the data for lysozyme, as described below. The length corresponds
to an aggregate of 100 peptide molecules. The differences in these images between peptides are
shown, then, to be related to the amino acid composition and sequence.

The differences in the morphology of these peptides can be ascribed to their hydrophobicity
characteristics.65a These studies also indicate that the effect of solvent on the polymer configuration
can be investigated by AFM studies. This observation is important in the studies of cell fusion
mechanisms. It is well accepted that virus fusion starts by a step height triggering the integral
membrane protein to change conformation, thus exposing a hydrophobic domain that can mix with
the lipid bilayer of the cell membrane.

It has been argued that AFM or STM should principally provide the same kind of morphological
features as reported by electron microscopy,63a which may depend both on the radius (or rather the
shape) of the tip, as well as on the geometry and the physicochemical state of the biological material
(for example, adsorbed water). The less corrugated the objects are, the less important is the actual
tip shape. This is found for near-atomic resolution images in the case of LB films. In the case of
STM, better resolution can be obtained by averaging the signal-to-noise ratio.

Recently there has been much interest in the ability to precisely position and orient biological
molecules on engineered nanofabricated substrates thus enabling technology critical to the
long-term goal of integrating biomolecular motors with nanoelectromechanical systems. In some

FIGURE 15.8 AFM images of fusion peptides:63 (a) HA; (b) HIV-GP41; (c) SFV (see text for details).
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cases electron beam lithography and nanoimprinting techniques were used to produce arrays of
nickel dots (50 to 200 nm diameter). The technique of fluorescence (of microspheres attached to
the subunit) and AFM of these arrays has demonstrated precise positioning, spacing, and orientation
of individual F1-ATPase molecules.65b

It is now well established that the biophysical analysis of a variety of enzymes shows that many
act as nanoscale biological motors. In these studies the force generation and size scale of these
biomolecular motors have been reported to be compatible with nanofabricated structures.

The precision attachment of individual F1-ATPase biomolecular motors on the nickel dot arrays
was demonstrated using two different methods. The attachment of F1-ATPase–microsphere com-
plexes was examined using epifluorescence microscopy, demonstrating attachment of the complexes
in specific array patterns. It was also found that F1-ATPase molecules did not attach to all dots in
the array. The AFM imaging of nickel dot (60 to 600 nm in diameter, 4 to 20 nm high) arrays
produced by e-beam lithography demonstrated the presence of individual F1-ATPase molecules
(14 nm high and 8 nm in diameter) on the nickel dots. These images showed that apparent diameter
of the F1-ATPase molecules was 30 to 50 nm due to AFM tip–F1-ATPase convolution.

Mixed detergent (sodium dodecyl sulfate, SDS) + polymers (polyethylene oxide, PEO; gelatin)
were investigated using AFM.1b The images of mixed SDS + PEO are given in Figure 15.9. These
images were taken after the evaporation of a drop of solution (10 µl) was dried on HOPG. It is seen
that polymer clusters are clearly visible. Similar kinds of images were obtained in the case of SDS +
gelatin (Figure 15.10). This shows the useful application to such mixed systems. It is hoped that more
detailed image analyses will provide information on such detergent binding to polymers.

FIGURE 15.9 AFM image of mixed system of SDS + PEO (20000 × 20000 × 440 Å).

FIGURE 15.10 AFM image of mixed system of SDS + gelatin (45000 × 45000 × 351 Å).
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15.5 CRYSTAL STRUCTURES BY STM AND AFM

A characteristic of many solids is their crystalline state, i.e., a crystal is a solid bounded by faces
meeting in definite angles. Except in the so-called regular system of crystals (cube, octahedron,
etc.), the properties of a crystalline solid, such as elasticity, thermal conductivity, refractive index,
etc. are different in different directions. The application of AFM to the studies of crystal structures
has been of much interest. In the following we will give a few examples of such investigations.

15.5.1 CRYSTAL STRUCTURES OF SMALL MOLECULES

Crystals (macro- and nanodimensional) are generally formed from solutions as the concentration
of the solute becomes oversaturated. It thus is interesting to study these crystals by STM and AFM,
which has been done in recent years.66,67 The smallest particles (atoms, ions, molecules) that make
up a crystal and thus also delineate the surface have specific electric, magnetic, and mechanical
properties, which can be registered by STM and AFM. Using this procedure, an anthracene crystal
surface was investigated. The images showed the 001 face of the anthracene crystal, and the
molecular size of 4.7 Å was clearly seen. The x-ray data give a size of 5 Å. Further, the influence
of functional modification (CH2, CO, CN2) of the alkylated anthrone derivatives of the structures
of their two-dimensional crystals were investigated by STM.66

STM of galena and surface oxidation and sorption of aqueous gold were reported in a recent
study.68 The calcite precipitation mechanisms were investigated by AFM.69 The crystals of proteins
are difficult to obtain but are prerequisite for any kind of electron microscopic analysis. Because
all protein molecules are composed primarily of 25 different amino acids, it was useful to determine
the crystal structure of each amino acid by AFM. A solution of amino acid of concentration
0.01 mg/ml was used. A 10-µl drop was placed on HOPG and after evaporation overnight AFM
measurements were carried out.70 Different images of various amino acids were investigated.

It was concluded that AFM provides much useful information regarding the crystal formation
of amino acids from aqueous solutions. Differences are observed between the various amino acids.
As is well known, amino acids in an aqueous environment are classified, among other properties, as:

• Charged
• Hydrophobic
• Neutral

as determined by the side chain group.23,71,72 In other words, the solubility of different amino acids
in water would be different, as was also found. The evaporation of water molecules leads to the
formation of crystals. The shape of crystals thus would be expected to be related to the water +
amino acid interaction properties.

Further, we can conclude from these image analyses that there are basically two kinds of crystal
forms:

1. Sharp-edged crystal form (proline, phenylalanine, threonine, valine, lysine)
2. Rough-edged form (ornithine, dl-serine, tyrosine, tryptophan)

It also seems that the crystals of the hydrophobic (less hydrating) amino acids (e.g., phenyla-
lanine, proline, alanine, valine) are more sharp-edged than the polar amino acids (glycine, cysteine,
ornithine). This may suggest that as water evaporates the hydrophobic nature of the amino acid
determines the crystal formation. This further suggests that the protein crystal formation would be
expected to be related to the polar/apolar nature and may provide useful information on protein
crystal formation. The self-assembly characteristics are obviously different in these amino acids,
as expected. It is important to recognize that the water–amino acid interaction, as found from heat
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of solution data, determines the overall property of a given protein from its sequence. These crystal
images would thus help in understanding these water-binding mechanisms. The nucleation growth
and molecular-packing structures of guanine and adenine on graphite have been investigated by
STM and AFM.70b These studies show for the first time that nanocrystal structures can be investi-
gated by using AFM in three-dimensional images.

15.5.2 MACROMOLECULE CRYSTALS BY STM AND AFM

Protein crystal structures were also investigated by STM.66 Protein crystals are known to be unstable
in a dry atmosphere. The water content is ~43%. Lysozyme was therefore precipitated from an
electrolyte-free aqueous solution (either with ethanol or polyethylene glycol).

The dimension found is 37 Å upward and 79 Å sideways. This gives the size of the lysozyme
as 37 × 79 Å. This is in contrast to the x-ray data; however, the tetragonal unit cell of lysozyme73a

gives for eight molecules the dimensions:

a = b = 79.1 Å
c = 39.1 Å

These STM data agree with the lattice constant for the eight molecules. Similar data for other
proteins have been observed.73b

Lamellar crystals of poly(oxymethylene) (POM; molecular weight = 90,000 g/mol) grown from
solvent bromobenzene were found to form hexagonal shapes.74 The crystal height was 8.5 nm.
High-resolution AFM images of polyethylene crystalline lamellae gave a pitch height of 0.26 nm
and interchain spacing as 0.50 nm.74 These data agree with x-ray diffraction data.

In a recent study, simultaneous measurements were carried out using SEM and AFM75a of
polystyrene particles with diameters of 144 and 55 nm. The SEM images showed two-dimensional
crystals, which were hexagonally arranged. The 144-nm particles were identical according to SEM.
The AFM images of 38- and 12-nm particles were somewhat diffuse as compared to SEM. This
observation requires further investigation. The spherulitic morphology of isotactic polypropylene
has been investigated by AFM.75b

The AFM method was used to study some biopolymers, such as DNA on mica, etc.;76-82 however,
the resolution of AFM is known to be limited by the sharpness of the tip, and interpretation of the
image has been related to the geometry of the tips.83 For example, due to the finite radius of the
tip, AFM images of DNA are on average seven times broader than the known 2-nm (20 Å) width
of DNA. This kind of result requires the description of the resolution of AFM images, especially
when comparing images of AFM with electron microscopy.

AFM images of some solid surfaces might be subject to artifacts such as the broadening of
structures and ghost images of tips due to the finite size and shape of the contacting probe. This
means that the shape or radius of the tip used in AFM measurements should be known. One
procedure that might be of much use is if the tip happens to leave a scratch on the soft lipid
substrate83 (Figure 15.11).

Synthetic membranes as used for filtration and microfiltration were analyzed by STM;84 80-nm
pores were observed. The three-dimensional crystals — Ca-adenosine triphosphatase (Ca-
ATPase) — of the calcium pump from sarcoplasmic reticulum were imaged by AFM.85

15.6 STM AND AFM STUDIES UNDER FLUIDS

For all kinds of everyday systems, we would like to have knowledge of the molecular information
of interfaces (e.g., gas–solid, solid–liquid). STM and AFM can be modified with a so-called fluid
cell, which allows us to measure almost any kind of fluid.
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STM can be modified, as described in the literature.86,87 The tip is covered by some suitable
insulator, except at the end of the tip through which the tunneling current is measured. A rather
simple method of modifying the commercially available AFM is shown in Figure 15.12. The
principle is to glue a glass slide just over the cantilever. A drop of fluid is then added under the
glass plate such that the sample is covered (10 µl is often enough volume). The laser beam can
pass through the glass slide and the fluid in order for AFM to operate under fluids. The main
disadvantage is that the fluid evaporates slowly, and leads to distortions in the image. However,
considering its simplicity, we can manage it quite successfully. It is easy to change the composition
of the fluid, as the amount of fluid used is of the order of 10 µl. In the author’s laboratory this
procedure has allowed us to obtain many useful images by AFM. Another method88 is shown in
Figure 15.13. For some of the apparatus, such cells are now commercially available. Some of the
cells allow us to change the solution composition under measurement. In a recent study, living
renal epithelial cells in an aqueous environment were studied by AFM.88

FIGURE 15.11 AFM image with the scratch from the cantilever. The three-dimensional analyses of the scratch
is an image of the tip shape.

FIGURE 15.12 A simple fluid cell with glass slide in an AFM. (From Birdi, K.S., Handbook of Surface and
Colloid Chemistry, CRC Press, Boca Raton, FL, 1997.)

© 2003 by CRC Press LLC



15.7 MEASUREMENT OF ATTRACTIVE AND REPULSIVE FORCES 
BY ATOMIC FORCE MICROSCOPE

The physical description of all kinds of molecular interactions are based on the magnitude of the
distance between two bodies. Furthermore, all physical forces are related to the distance of sepa-
ration, especially at nanometer scale, i.e., molecualar dimension.

As two bodies approach each other, at very close distances (nanometer range), there exists
attractive (van der Waals) and repulsive (Coulombic) forces. van der Waals forces acting between
two different phases have attracted the attention of various investigators; however, experimental
measurement of these forces at very small distances (nm) has not been easy. These are measured
by the surface-force apparatus (SFA) by using direct force. In the literature are studies89-92 using
two curved mica surfaces.

Recently, AFM92-97 has been used to measure these hydrophobic forces. AFM has many advan-
tages over SFA. Almost any kind of surface can be used. Furthermore, these force curves can be
obtained both in air and fluids.

The theoretical analysis is carried out as follows. The relation between the attractive force, F,
and two mica surfaces of curvature, R, is given as89

(15.2)

where H is the closest distance of approach, C1 and C2 are parameters characterizing the magnitudes
of short- (H < 10 nm) and long-range hydrophobic forces, respectively. However, the hydrophobic
forces may also be given as a power law:

(15.3)

where Kh is the only fitting parameter, also called the Hamaker constant98 (Table 15.2).
Hamaker theory is based on pairwise additivity of interactions: i.e., it assumes that the total

interaction is just the sum of the interaction between pairs of molecules. However, the neighboring
molecules will moderate the interaction between any molecule pair. Interaction between fluctuating
dipoles is instantaneous. The electromagnetic wave set up by the moving electrons travels at a finite
rate. When the wave reaches a neighboring molecule that is farther than ~10 nm away, the original
electronic state of the molecule might have changed. The interaction between the molecules will
be reduced.

FIGURE 15.13 Schematics of the AFM fluid cell. The O-rings are used to contain the fluid.
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The interaction between particles falls off more rapidly if the particles are farther than ~10 nm
apart; e.g., the interaction is proportional to H–3 (where H is the separation distance) instead of
H–2, when H ~ 10 nm or more. This is known as the retardation effect.99

The hydrophobic forces were described as arising from various interactions — for example,
an entropy increase resulting from a rearrangement of the configuration of the water molecules.

The tip and sample interaction is depicted in Figure 15.14. The data of such studies97 have been
reported on silica surfaces. These measurements showed the deflection of the cantilever between
the silica plate and the glass sphere coated with octadecyltrichlorosilane. It is of interest to note
that AFM is a very sensitive molecular force microscope. The forces measured by AFM are of the
order of 10,000 to 100,000 times lower than an insect (~1 mg) sitting on a surface!

TABLE 15.2
Magnitude of Hamaker Constant98

for Various Substances Immersed 
in Water (20°C)

Hamaker Constant
Solid (J)

Polyhexafluoropropylene 2 × 10–22

Paraffin wax 2 × 10–22

Polyethylene 2 × 10–21

Polystyrene 5 × 10–21

Copper 1.4 × 10–20

Silver 2.5 × 10–20

Anastase (TiO2) 3.5 × 10–20

Iron 4 × 10–20

Graphite 5 × 10–20

Silica 6 × 10–20

Mercury 1.3 × 10–19

FIGURE 15.14 Force vs. distance (between tip and sample) schematic curve. Sample is at a large distance
at position 1, and the tip is nontouching, while it has contact (touching) in positions 2, 3, and 4.
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At very large distances, there is no interaction between the tip and the sample, and the force
vs. curve is a straight line (as depicted in Figure 15.14 by 1–2). Although electrostatic interactions
will have some effect even at large distances, these can be measurable at some intermediate distance.
As the distance becomes shorter, the attractive van der Waals forces at position 2 (Figure 15.14)
make the tip jump into contact with the sample. This distance would be determined by properties
of the sample and the tip and the Hamaker constant. The repulsive forces become active as the
distance becomes shorter. During the retraction cycle, the adhesive forces maintain the contact at
position 4. The AFM operation can be maintained between positions 3 and 4.

In the noncontact mode, the net force detected is the attractive force between the tip and the
substrate. On the other hand, in the contact mode, the net force measured is the sum of the attractive
and repulsive forces.

In the field of surface science and interfaces, it is well known that acid–base interactions play an
important role for a large number of phenomena, such as adhesion on polymers, polishing, etc.99,100

The oxide surfaces in an aqueous solution become charged due to amphoteric dissociation of surface
M-OH groups. The Brønsted acidity or basicity of an oxide surface can be characterized by the point-
of-zero charge (pzc), which corresponds to the pH value required to achieve zero net surface charge.

The surface of an oxide can also be characterized by the isoelectric point (iep) corresponding
to the pH at which the zeta potential is zero. If there is no specific adsorption of ions other than
H or OH, the magnitude of iep is equal to pzc.

In general, we determine the magnitude of pzc and iep by electrophoretic or potentiometric
titration methods.101 In some cases, these data have been obtained by using the streaming potential
measurements.102 In a recent study, the wetting properties of silanated surfaces were investigated
by AFM.103a Also, the force measurement on hydrogel was measured by AFM.103b

It is thus seen that a variety of interfacial forces can be investigated by using AFM. In the noncontact
mode, we mainly estimate the van der Waals forces (image resolution ~10 nm). On the other hand, the
ionic repulsion forces are measured in the contact mode. These studies thus would provide an under-
standing of the interaction forces (attractive and repulsive) in much greater detail. It is seen that by
AFM we can determine the magnitude of distance of separation at which two bodies jump into contact.
The exponential and power laws have been found to fit the experimental force curves.

15.8 DIVERSE APPLICATIONS OF STM AND AFM

The ultimate aim of nanotechnology is the development of self-assembling molecular-scale devices
that can themselves perform specific, precisely controlled operations at the molecular and atomic
level. Current methods using natural molecular machines — proteins, enzymes, antibodies, and the
like — or synthetic molecular forms still rely to a large degree on bulk processes. They provide
us with rudimentary devices that operate at the molecular and atomic level, but at present they lack
the precision and positional control required to develop more advanced nanotechnologies.

Oddly enough, the devices that currently provide us with the most precise and most specific
control at the molecular and atomic level are macroscopic instruments operating on laboratory
bench tops: STM and AFM.

In recent decades, the areas of application of SPMs has increased rapidly. Because this subject
is becoming very large only a few examples will be delineated here. The STM and AFM microscopes
allow us to manipulate the sensor (STM = tip, AFM = cantilever) at a distance of the order of
nanometers (Å) from the substrate under ambient conditions. This means that we can develop so-
called nanotechnology products if we could control the movement of the sensor within this range
of separation. In the following some major developments are mentioned; however, as the possibil-
ities are many, the list is not complete due to space considerations and the rapid rate at which
advances are being made.

Another use of AFM and STM technology that has been investigated is nanolithography.105,106

This is carried out by increasing the force applied to the cantilever; the surface can then be scraped,
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leaving behind a rectangular depression that corresponds to the scanning area.106 In the literature,
more results have been reported using this procedure.

STM studies of mercury sessile drops have been reported in a recent study.107 In another report,
a general procedure of manipulating atoms on solid surfaces by the help of a tip in an STM was
described.108

An atomic switch has been realized by using the principles of STM, according to a recent
report.109 A multiple photochemical switching device has been described by using an LB method
consisting of molecules with switching, transmission, and working units.110 It was shown that by
using different switching units to assemble the device, its conductivity could be controlled by four
different types of light irradiation. The potentiodynamic STM analysis of iodide chemisorption on
Au(100) has been reported.111

The phenomenon of metal surface reconstruction has been investigated, whereby the top atomic
layer assumes ordered structures that differ markedly from the bulk-phase crystal lattice.112 STM
has been useful in obtaining real-space/time insight into the local structural changes associated
with surface reconstruction.113

The capacitance of a substance determines the ability to add electrons, or to extract them. STM
exhibits stepwise charging (Coulomic staircase), which is expected for such materials as metal
films. Single molecules (liquid crystals) have also been found to exhibit this incremental charging
behavior.114a Various early attempts at using STM and AFM for atomic and molecular manipulation
were reported.114b As knowledge of the forces involved and phenomena observed during STM and
AFM imaging accumulated, it soon became apparent that these instruments could also be used to
manipulate atoms and molecules. It was obvious that the electric field forces generated by the STM
and the actual force of contact exerted on the sample surface by the AFM could and often did affect
the structure of the sample. The question was, could these alterations and modifications be con-
trolled? And if so, could they be carried out in a more precise, selective manner? Researchers began
experimenting almost as soon as the instruments themselves became available.

Simple manipulation experiments were reported on deposition and etching. Initial attempts to
effect controlled changes at the atomic and molecular level were often quite simple, even crude.
The level of control over the attempted alterations was low, and the results often inconsistent. One
of the earliest unambiguous attempts was reported with much success.114b Using a tungsten STM
tip, it was possible to create small, stable features on a clean germanium surface with short voltage
pulses. These features were just 0.8 nm across, and 0.1 to 0.2 nm high. The conclusion was that
germanium atoms picked up from the surface by the STM tip during imaging scans were transferred
back to the surface in small clusters during each pulse. This conclusion was bolstered by the fact
that the tip could be “charged” with germanium atoms by touching it to the surface, and then
depositing them elsewhere with a pulse. These tiny but distinct features could then be “read” by
the STM in a low-voltage scanning mode.

A method was described that permitted study of the electrochemical behavior of a single
molecule by using the principles of STM and the scanning electrochemical microscope.115a The
STM was used to investigate the electro-oxidation of phenoxide to oligophenol on gold in alkaline
solutions.115b

In some recent studies creating ordered structures at molecular scales has been attempted.
However, even these examples, involving alterations of single molecules, do not yet approach the
sort of precision, consistency, or positional control that would be required in the construction of
molecular devices. Moreover, these methods often rely on fairly high energy events to destroy
chemical bonds and split molecules, but they do not yet provide very reliable ways of putting atoms
and molecules together with strong stable bonds. Over the last few years, however, significant
progress has been made in this direction. A number of these experiments have demonstrated the
capability of using the STM and AFM to create precise, well-ordered arrangements of atoms and
molecules of a specified and reproducible design. One well-known example succeeded in using a
tungsten STM tip to position 35 xenon atoms on a nickel surface to spell out “IBM,” demonstrating
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a rudimentary ability to manipulate the basic building blocks of most materials to form orderly
patterns.115c Furthermore, the researchers were also able to create liner arrays of xenon atoms and
other arrangements. Similar results were reported involving carbon monoxide molecules on a
platinum surface.115d However, no stable bonds were formed in either set of experiments.

STM and AFM methods can be used as a nanoscale quantitative analysis tool for materials on
surfaces (e.g., pollution control). This was mentioned earlier where 60 × 106 cholesterol molecules
were estimated in the image. The lower limit in detection by AFM or STM is theoretically one
atom or molecule (i.e., 10–23 mol!). This means that quantitative analysis has an extreme lower
limit for detection, which is important in pollution control, etc. where very small amounts must be
monitored. On this subject of the nanoanalytical application of both STM and AFM much remains
to be studied. It is obvious that in the future of nanochemistry will develop based on such nanosystem
studies. The nanocrystal studies of amino acids as described above are also another area that will
develop based on these procedures.

In a recent report,115c a procedure for writing and reading by STM at a nanoscale was described.
The substrate used was gold and an electrochemical cell.

A modified type of AFM, called a friction-force microscope (FFM), has been described.115,116a

This method was shown to be able to distinguish between fluorocarbons and hydrocarbons on a
phase-separated LB film. This shows that although AFM has proven useful for imaging organic
thin films on an atomic scale, the technique can also provide useful information about the compo-
sition of molecules, as well as their conformation.

In a recent study the nanotribological properties of C60 and C70 films on graphite were
reported.116b C60 molecules were observed on graphite to grow in a monolayer form, whereas C70

molecules grew in a bilayer form. The shear stress between a C60 monolayer and graphite was
approximately 0.2 GPa. In these C60 films, a change of tip motion, from one-dimensional stick-slip
to two-dimensional zigzag stick-slip with decrease of a loading force, appears. Furthermore, the
mechanical properties of fullerenes have been of much interest in the field of materials science.
C60 and C70 solids have been suggested to be good lubricant materials because of their nearly
spherical shape and low surface strength.116b The nanotribological properties of the C60 islands on
KCl using frictional force microscopy (FFM) were described. The different scanning directions of
a C60 surface were carried out. The effect of water adsorption on the C60 films was found to give
a lower frictional force, indicating that C60 molecules rotate or translate at the surface. This suggested
that the C60 films exhibit various behaviors depending on the loading force, scanning direction, and
relative humidity. Furthermore, the growth mode of C60 and C70 films on graphite using AFM and
FFM, and we focus on the nanotribological properties of C60 and C70 films.

The C60 and C70 films on HOPG and KCl were also investigated after being prepared by
evaporation from a BN crucible. The temperatures of their substrates during evaporation were kept
at range of 150 to 200°C. Normal and lateral forces were measured simultaneously under argon
atmosphere at room temperature using a commercially available instrument. The scan speed was
0.13 m/s. A rectangular silicon cantilever with a normal spring constant of 0.05 N/m was used.
Zero normal force is defined as the position at which the cantilever is not bent. AFM images of
C60 and C70 islands on a KCl surface were obtained. These images showed the C60 and C70 islands,
which form parallel to a KCl substrate. It was found that the island growth takes place in cases
where an intermolecular interaction is stronger than a molecule–substrate interaction, as reported
in previous studies.116b

From these studies it was concluded that C60–C60 and C70–C70 interactions are stronger than
C60–KCl and C70–KCl interactions, respectively. The AFM images of C60 and C70 films on a graphite
surface in the initial stage of growth were studied. The height of the C60 films in the middle of
images was approximately 1 nm, exhibiting a monolayer. The high-resolution FFM image of the
C60 monolayer exhibited a periodicity of 0.9 nm, which indicated a zigzag motion along the scanning
direction of the C60 monolayer.
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Thus, the existence of the monolayer exhibits epitaxial growth on graphite, as shown by other
investigators.116b The growth of this monolayer indicates that C60 molecules grow on graphite such
that the hexagonal face of a C60 molecule pairs with the hexagonal face of the second graphite
layer, so as to continue the natural stacking of the graphite. The height of the C70 films in the
middle of the image was about 2 nm, exhibiting a bilayer, which indicated that no C70 monolayer
on graphite exists in these systems. Because the hexagonal face in a C70 molecule does not situate
on the top of its ellipsoid, it may not always be stable to pair with the hexagon face of the graphite
in a monolayer manner.

A procedure has been described to perform fast time-resolved experiments with STM.117 As
already seen, STM is the only method that can be carried out based on localized quantum mechanical
tunneling of electrons between the sample and the tip. This procedure offers an observed resolution
of the molecules in the three-dimensional domain. The fourth dimension has been suggested to be
also possible by this method, which relates to the atomic timescale.

The estimated intrinsic timescale for tunneling across the junction between the sample and the
tip has been estimated to be of the order 10 fs (10–15 s) or less. It was suggested that, in order for
the time-resolved STM to be useful, it must be possible to relate the shape of the time-resolved
current to the time dependence of the underlying processes.

Another interesting almost nanodevice was created118 in the form of an extremely tiny electro-
chemical “battery.” A voltage pulse from an STM tip was used to form a small pit in a graphite
surface bathed in a dilute solution of silver. This provided a nucleation site for the formation of a
small pillar of silver. A solution of copper was then introduced, and an additional pulse effected
the formation of a similar copper pillar. “Immediately following the deposition of copper metal on
the surface,” their report states, “the volumes of both copper and silver structures begin to change.”
The copper migrates via an electrochemical reaction through the solution to plate the silver
structures, discharging a minute current in the process. While interesting, it is difficult to see how
the current generated could be harnessed in a useful fashion, and in any case the device only
“functions” for about 45 min.

Much of the research into STM manipulation of silicon and other semiconductor surfaces,
including the experiments described earlier, is aimed toward the long-term goal of creating molec-
ular-scale electronic devices. Research119 indicates that atomic and molecular-scale structures exhib-
iting circuit-like behaviors such as the tunnel-diode effect can be constructed. Many researchers
working in the field hope to develop single-electron tunneling (SET) transistors, and eventually
transistor arrays as part of functional computing devices. However, a question that will have to be
addressed, if working SET devices are ever to be created, is whether the energy dissipation of
electron tunneling in the sort of high-density arrays envisioned by many researchers in this field
will exceed levels that make such devices practical. The tunneling of even a single electron dissipates
a relatively large amount of energy at the molecular scale.

Another line of STM manipulation research that has attracted similar interest is the construction
of quantum electronic structures (atomic and molecular-scale features that constrain electron move-
ment in one, two, or three dimensions). Recent reports offer some preliminary indication that such
structures may also eventually be employed to construct molecular-scale electronic devices.120
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16.1 INTRODUCTION

 

Polymer thermodynamics plays an important role in a large number of processes and the design
of many different products that are are based on polymers. In these applications, knowledge of
phase equilibria is crucial for systems involving polymer solutions and polymer blends. We mention
here a few examples of such applications:

1. Many polymerizations and processes in polymer industry are conducted in solutions or
emulsions, where the polymer is dissolved (or dispersed) in a liquid. Separation processes
are required after the end of polymerization to removing unreacted monomers, colorants,
by-products, toxic compounds, and other additives added during the production of the
polymer.

 

1

 

2. In the paint/coatings industry, a polymer is in most cases dissolved in a solvent (or
mixture of solvents), which devolatilize during the drying of the paint. In this case,
finding the best solvent (mixture) is crucial to meet both property and health–environ-
mental regulations, e.g., reducing the volatile organic compound (VOC) content and on
developing water-based (organic-free) paints. Moreover, during the process of drying/cur-
ing, the solvents evaporate and the original single-phase system may exhibit phase
separation. This can result in eventual failures of the paint systems, as has been observed,
e.g., for ink formulations.

 

2

 

 Knowledge of phase equilibria as a function of temperature,
concentration, and possibly other factors (e.g., polymer molecular weight) is required
for developing expert formulation systems. The calculation of evaporation rates requires
the solvent activities in polymeric systems, as well.

 

3-4

 

 Finally, after the curing process
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has been completed, the polymer is often cross-linked. Understanding of the swelling
and sorption phenomena caused by water uptake and other external factors (gases, etc.)
is important in the protection of the coatings.

 

5,6

 

 It is interesting to note that in many
applications, such as those related to the ship-coating industry, inorganic polymeric
materials are employed, e.g., tin-based antifouling paints.

3. Recent physicochemical methods for recycling polymer waste are based on a technique
called 

 

selective dissolution

 

.

 

7

 

 According to this method, the mixture of polymers is first
dissolved in a suitable solvent (often different for each polymer) and then the polymers
are recovered with the use of a proper antisolvent. Knowledge of ternary polymer–sol-
vent–antisolvent liquid–liquid equilibria can facilitate the design of this process.

 

8

 

4. The compatibility of polymer blends has been a subject of much interest. Polymer blends
are systems with two (or more) polymers, most of which are incompatible (immiscible).
Finding “compatible” polymer pairs is an important task in the design of such advanced
materials.

 

9

 

 Moreover, several new polymeric materials with interesting properties involve
novel structures, which go beyond the well-known ones (linear, branched, cross-linked,
and network). Such novel structures, e.g., starlike polymer and dendrimers may require
new concepts for selecting proper solvents and generally for understanding their solubility
behavior.

 

10,11

 

5. Flexible polymeric pipes are often used toady, e.g., from the North Sea and other major
oil- and gas-producing areas for the transporting of hydrocarbons on the seabed and from
the seabed to the surface. A fundamental requirement concerning the design of flexible
high-pressure pipes is the maintenance of their structural integrity during the specified
lifetime to minimize the risk of pollution or uncontrolled discharge of combustible,
explosive, and/or toxic fluids. Therefore, efficient design of such offshore flexible pipes
requires knowledge of the solubility, diffusion, and permeability of gases in these solid
polymers at the high temperatures and pressures involved under typical field conditions.

 

12

 

The area of gas solubilities in both molten and solid polymers has received increased
interest over the last years, as can be seen by both the many theoretical works presented
and the large number of experimental data collected.

 

13

 

 Both conventional and new
exciting applications are reported, where gas/polymer phase equilibria is of relevance.
Of the classical applications, we can mention the production of polyethylene, which is
performed at high pressures and where the solubility of the ethylene in polyethylene is
required for the design.

 

1

 

 Moreover, from a less conventional point of view, the use of
CO

 

2

 

 as a user-friendly solvent has found widespread use for many polymer-related
applications including those involving paints and coatings, as described in both the open
and the patent literature.

 

14-16

 

6. Colloidal dispersions and other related systems are present in many applications, e.g.,
in paints and coatings and detergents. Here, phase equilibrium and surface phenomena
are equally important. A unified representation of such phenomena, e.g., of adhesion
phenomena and liquid–liquid equilibria with the same model/concepts is of interest.
Thermodynamic models can be used to calculate certain surface properties such as surface
tension.

 

2

 

 In addition, properties such as the solubility parameters can be equally well
employed for bulk and surface thermodynamic properties.

 

17

 

7. A very important phenomenon, of interest to both the polyvinyl chloride (PVC) industry
and the paints/coatings industry, is the migration (with time or during drying/curing of
coatings) of plasticizers (and other similar substances such as curing agents) from
polymers (coatings). The plasticizers are compounds such as phthalates, benzoates, etc.,
which decrease the glass transition temperature of the polymer, thus making it useful
for practical applications. It has been shown, however, that with time they tend to migrate
to the surface of the material.

 

18

 

 There may be several explanations for the migration
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phenomenon. Thermodynamics may be of relevance in this discussion. One of the key
requirements for the plasticizers is that they are completely miscible with PVC (or the
other polymers that are inserted). However, several investigations

 

19-21

 

 have raised doubts
about this “complete miscibility,” especially at higher temperatures and plasticizer con-
tent. The problem has not been as yet resolved and understood and this is an area of
apparent social significance, where polymer thermodynamics can be of assistance.

8. In applications related to biotechnology, polymeric materials appear very often. A com-
mon example is the use of the so-called aqueous two-phase systems for the separation
of proteins and other biomolecules.

 

1,22,23

 

 These systems comprise water and two water-
soluble polymers such as polyethylene glycol and dextran and form two liquid phases
in which the biomolecules are distributed. Salts may be also added. In this case, knowl-
edge of the liquid–liquid equilibria of a very complex system comprising one or two
polymers, water, salt, and biomolecules is required for design of this extraction technique.

The above represent only a very small sample of applications, based on our own experience
and contacts with industry in Denmark. Many more applications exist.

This chapter presents the basics of polymer thermodynamics and some important thermody-
namic models, which can be useful for the design/understanding of the processes and the products
discussed above and many others.

Section 16.2 will discuss the concept and importance of the group-contribution (GC) approach
in estimating two polymer properties, which are relevant for polymer solutions and blends: the
density and the solubility parameter. The GC technique is employed in several of the thermodynamic
models discussed later in the chapter.

Section 16.3 reviews the basics of polymer thermodynamics, discusses the differences compared
to thermodynamics of systems having only low-molecular-weight compounds, and finally gives an
overview of the Flory–Huggins model, which has been considered one of the cornerstones of
polymer thermodynamics.

Sections 16.4 through 16.6 discuss three types of “advanced” thermodynamic models, each of
which has its merits and limitations. These (and other) approaches are compared in Section 16.7
for a large number of real-life applications. We have not attempted to include in our discussion all
possible models and theories that can be potentially used for polymers. We feel that this would
have been impossible considering the space limitations of a single chapter and confusing as well.
Several models — mostly other than the ones considered here — have been recently reviewed
elsewhere.

 

1

 

 We have selected three promising approaches:

1. The free-volume activity coefficient models (Section 16.4)
2. The cubic equations of state (Section 16.5)
3. The Statistical Associating Fluid Theory (SAFT) (Section 16.6)

These three approaches have found widespread application to a large variety of systems and
equilibria types ranging from vapor–liquid equilibria for binary and multicomponent polymer
solutions, blends, and copolymers, liquid–liquid equilibria for polymer solutions and blends,
solid–liquid–liquid equilibria, and solubility of gases in polymers, to mention only a few. In some
cases, the results are purely predictive; in others interaction parameters are required and the models
are capable of correlating (describing) the experimental information. In Section 16.7, we attempt
to summarize and comparatively discuss the performance of these three approaches. We attempt
there, for reasons of completion, to discuss the performance of a few other (mostly) predictive
models such as the group-contribution lattice fluid

 

24

 

 and the group-contribution Flory

 

25

 

 equations
of state, which are not extensively discussed separately.
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16.2 GROUP-CONTRIBUTION METHODS FOR ESTIMATING PROPERTIES 
OF PURE POLYMERS

16.2.1 I

 

NTRODUCTION

 

 

 

TO

 

 

 

THE

 

 G

 

ROUP

 

-C

 

ONTRIBUTION

 

 P

 

RINCIPLE

 

Many properties of pure polymers (and of polymer solutions) can be estimated with group contri-
butions (GC). Examples of properties for which (GC) methods have been developed are the density,
the solubility parameter, the melting and glass transition temperatures, as well as the surface tension.
Phase equilibria for polymer solutions and blends can also be estimated with GC methods, as we
discuss in Section 16.4 and 16.5. Here we review the GC principle, and in the following sections
we discuss estimation methods for the density and the solubility parameter. These two properties
are relevant for many thermodynamic models used for polymers, e.g., the Hansen and Flory–Hug-
gins models discussed in Section 16.3 and the free-volume activity coefficient models discussed in
Section 16.4.

The GC method is based on the assumption that the properties of molecules can be estimated
using “additive rules” from the values of the corresponding groups of which they are composed.
For example, 

 

n-

 

hexane (CH

 

3

 

–(CH

 

2

 

)

 

4

 

–CH

 

3

 

) can be considered to have two CH

 

3

 

 and four CH

 

2

 

 groups.
Similarly, butanone has one CH

 

3

 

, one  CH

 

2

 

, and one  CH

 

3

 

CO group. If the group values are known
for a specific property 

 

F,

 

 then the total value of the property for the whole molecule is often
expressed by a general additive rule of the form:

(16.1)

or similar additive equations.
In Equation 16.1 

 

n

 

i

 

 is the number of groups of type 

 

i

 

 and 

 

F

 

i

 

 is the corresponding group value.
In some cases, 

 

F

 

i

 

 values are also a function of temperature for temperature-dependent properties
such as the volume and the vapor pressure. For several properties, the general GC equation has a
more complicated form than that indicated by Equation 16.1.

The GC methodology has been applied to many properties and for both low-molecular-weight
compounds and polymers. Several mixture properties, such as activity coefficients, have also been
predicted with group contributions, e.g., the UNIFAC model by Fredenslund et al.

 

26,27

 

 In his
excellent book, van Krevelen

 

28

 

 gives an overview of the application of group contribution methods
to several properties of pure polymers, including also mechanical and other properties.

The great advantage of the group-contribution method is its simplicity: although there may be
many thousands of different molecules (and mixtures), the corresponding number of groups is
significantly smaller (no more than 100 or so). Thus, instead of knowing the parameter values of
a specific property for thousands of molecules, it suffices to know the group parameters for a much
smaller number of groups. Two remarks, which may in some cases be considered as limitations,
should be kept in mind:

1. The GC methodology is a very useful technique leading to good results in many cases.
However, it is an approximation, based often on a bit unjustified distinction of the
molecule into groups. For some properties, such as for density, GC methods perform
much better than for others, e.g., melting point. Specific molecules are assigned as
separate groups (e.g., methanol) because further distinction is not possible, if good results
are to be obtained. Problems can also be expected for multifunctional groups and where
more than one polar groups are close to each other (e.g., in alcohols and acids with more
than one OH and COOH groups or for hydroxy acids). However, despite these problems,

F n Fi i

i

= ∑
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the GC principle is often used for property calculations for specific molecules and also,
in the reverse way, for selecting suitable compounds having a required set of properties.
The latter technique is called computer-aided product design.

 

29,30

 

2. The exact definition of groups may change from method to method. In some cases, even
two different methods for the same property can have different definitions for the groups.
In other cases, and for the same GC method, a particular molecule can be divided into
groups in two different ways that may yield different results. These points are discussed
further later in this chapter.

 

16.2.2 M

 

ETHODS

 

 

 

FOR

 

 E

 

STIMATING

 

 

 

THE

 

 D

 

ENSITY

 

 

 

OF

 

 P

 

OLYMERS

 

Experimental density data are now available for many polymers.

 

31,32

 

 However, the number of
polymers (and copolymers) of interest is much greater than the number of those for which data
are available. For some of those polymers, the density can be estimated via one of the GC methods
discussed below.

 

16.2.2.1 The van Krevelen Method

 

van Krevelen

 

28

 

 suggested the following equations for estimating the volume of polymers using
group contributions and based on their physical state (amorphous, glassy, crystalline):

1. For amorphous polymers:

(16.2)

2. For glassy polymers:

(16.3)

3. For completely crystalline polymers:

(16.4)

In Equations 16.2 through 16.4, 

 

T

 

 is the temperature in K, 

 

T

 

g

 

 is the glass transition temperature in

 

K,

 

 and 

 

V

 

w

 

 is the van der Waals volume of the molecule.
The van der Waals volume, originally introduced by Bondi, is defined as the actual volume of

the molecule and can be easily estimated using GCs via Equation 16.1 (where 

 

F 

 

= 

 

V

 

w

 

) and the
parameter tables available in many references.

 

26,27,33

 

 In these tables, which has been originally
developed for the UNIFAC model for activity coefficients, the van der Waals volume is given in
terms of a dimensionless parameter 

 

R

 

k

 

. The group van der Waals volumes can be estimated from
the 

 

R

 

k

 

 values as follows:

(16.5)

 

16.2.2.2 The GCVOL Method

 

The group-contribution volume (GCVOL) method has been proposed by Elbro et al.

 

34

 

 and has the
advantage, over the van Krevelen method, that it can be used (with the same parameter table) for
low-molecular-weight compounds (“solvents”), for oligomers, and for polymers. The method is
based on GCs according to the equations:

V V Ta w= + −( . )1 30 10 3

V V T Tg w g= + +− −( . . . )1 30 0 5510 0 45103 3

V V Tc w= + −( . . )1 30 0 4510 3

V R Vw k w= ×15 17. in cm /gmol3
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(16.6)

(16.7)

Later, Tsimbanogiannis et al.

 

35

 

 extended the GCVOL method to cover some additional groups
(COOH, COH) and corrections for cyclo-compounds and allenes. The 

 

A

 

i

 

,

 

 

 

B

 

i

 

,

 

 and 

 

C

 

i

 

 group param-
eters from both publications are collected in Table 16.1.

The group parameter table of GCVOL covers fewer groups compared to the van Krevelen
method (the latter covers most existing groups). Thus, the van Krevelen method can be applied to
a much wider range of groups compared to GCVOL. The GCVOL method is under continuous
development and improvement, and more groups may appear in the future.

More recently, Constantinou et al.

 

36

 

 developed an alternative GC method for the density of
polymers (restricted to 25°C). An important feature of the works by Elbro et al.

 

34

 

 and Constantinou
et al.,

 

36

 

 over that of van Krevelen,

 

28

 

 is that these authors showed that the same consistent GC method
can be applied to the prediction of density for low-molecular-weight compounds (solvents), oligo-
mers, and polymers.

The performance of the GCVOL method is quite satisfactory, with a typical deviation around
2%, often better than the older GC method proposed by Fedors.

 

37

 

 Very good results are also obtained
for the density of copolymers, as shown by Bogdanic and Fredenslund.

 

38

 

 A comparison with the
van Krevelen method for a number of polymers is shown in Table 16.2. These results obtained
from recent publications

 

39,40

 

 illustrate the importance of choosing different group definitions for
the same polymer.

The van Krevelen method should be used in those cases where the deviation with GCVOL is
over 6% (polyisobutylene, polyvinyl propionate) and for those polymers for which the GCVOL
group parameters are not available. The density of polymers is important in many calculations.
Several of the free-volume activity coefficient models discussed in Section 16.4 require the densities
of polymers (and solvents) as input. We will see then that certain models are quite sensitive to the
values of the densities employed. Moreover, polymer density data are often employed in equations
of polymers for obtaining the pure polymer parameters.

 

16.2.3 T

 

HE

 

 S

 

OLUBILITY

 

 P

 

ARAMETER

 

 

 

OF

 

 P

 

OLYMERS

 

16.2.3.1 Definitions

 

The solubility parameter is a very important property in science and has found widespread use in
many fields and not just in the study of polymer–solvent thermodynamics. It is connected to the
Flory–Huggins model as well, as explained in Section 16.3.3.2, but can also be used independent
of it, as discussed in Sections 16.3.3.1 and 16.3.3.3. Several handbooks and reference books provide
extensive lists of solubility parameters of numerous chemicals.

 

17,41-43

 

 The solubility parameter is
defined as

(16.8)

where 

 

V

 

 is the liquid molar volume and  is the internal energy of vaporization, which is equal
to the heat of vaporization minus 

 

RT

 

 (the product of gas constant and temperature). This quantity
has been traditionally named the cohesive energy. The solubility parameter is universally denoted
with the symbol 

 

δ

 

 from the first letter of the Greek word  (pronounced: dialitotita)
which means solubility. The solubility parameters of solvents can be measured by direct experimental

V n Vi i

i

= ∑

V A BT C Ti i i i= + + 2

δ = ∆E
V

vap

∆Evap

διαλυτοτητα
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TABLE 16.1
Group Parameter Values for the GCVOL Method of Estimating the Density 
of Polymers, Solvents, and Oligomers (Equation 16.7)

 

Group
A 

(cm

 

3

 

/mol)
10

 

3

 

B 
(cm

 

3

 

/mol K)
10

 

5

 

C 
(cm

 

3

 

/mol K

 

2

 

) Ref.

 

CH

 

3

 

18.960 45.58 0 34

CH

 

2

 

12.520 12.94 0 34

CH 6.297 –21.92 0 34

C 1.296 –59.66 0 34

ACH 10.090 17.37 0 34

ACCH

 

3

 

23.580 24.43 0 34

ACCH

 

2

 

18.160 –8.589 0 34

ACCH 8.295 –31.86 0 34

ACC 7.369 –83.60 0 34

AC 3.65 –15.27 0 111

CH

 

2

 

�

 

20.630 31.43 0 34

CH

 

�

 

6.761 23.97 0 34

C

 

�

 

–0.3971 –14.10 0 34

Correction for allenes 

 

�

 

C

 

�

 

14.1610 –58.082 16.86 35

Correction for cyclopentanes 19.8947 –103.645 30.38 35

Correction for cyclohexanes 21.9038 –105.403 25.07 35

C

 

�

 

CH 27.8327 –28.813 18.49 35

CH

 

2

 

OH 39.460 –110.60 23.31 34

CHOH 40.920 –193.20 32.21 34

COH 37.8699 –287.098 48.97 35

ACOH 41.200 –164.20 22.78 34

COOH 40.0107 –94.367 18.33 35

CH

 

3

 

CO 42.180 –67.17 22.58 34

CH

 

2

 

CO 48.560 –170.40 32.15 34

CHCO 25.170 –185.60 28.59 34

CHO 12.090 45.25 0 34

CH

 

3

 

COO 42.820 –20.50 16.42 34

CH

 

2

 

COO 49.730 –154.10 33.19 34

CHCOO 43.280 –168.70 33.25 34

COO 14.230 11.93 0 34

ACCOO 43.060 –147.20 20.93 34

CH

 

3

 

O 16.660 74.31 0 34

CH

 

2O 14.410 28.54 0 34

CHO 35.070 –199.70 40.93 34

CO 30.120 –247.30 40.69 34

CH2Cl 25.290 49.11 0 34

CHCl 17.400 27.24 0 34

CCl 37.620 –179.10 32.47 34

CHCl2 36.450 54.31 0 34

CCl3 48.740 65.53 0 34

ACCl 23.510 9.303 0 34

Si 86.710 –555.5 97.90 34

SiO 17.410 –22.18 0 34
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measurements using this definition (Equation 16.8). However, polymers are not volatile and they
degrade long before reaching their vaporization temperatures. Their solubility parameters are
experimentally assessed via various indirect methods (especially swelling and viscometric studies).
This often results in different values of the solubility parameters of polymers, as shown in
Table 16.3. van Krevelen28 lists a range of values of solubility parameters for each polymer,
indicating that the lower limit is usually the most reliable.

Traditionally, solubility parameters are given in (cal/cm3)1/2 = Hild(ebrands), in honor of the
founder of the regular solution theory, Joel Hildebrand. Now, they are more commonly listed in
(MPa)1/2 (= 1 (J/cm3)1/2). The solubility parameters were originally defined in conjunction with the
regular solution theory, as discussed in Section 16.3.3.1.

16.2.3.2 Methods for Estimating the Solubility Parameters

In the absence of experimental data, the solubility parameters of both solvents and polymers can
be estimated via GC methods. Two of the most widely used methods are those by Hoftyser–van
Krevelen and by Small, both cited and discussed by van Krevelen.28 The two methods are similar
but are based on somewhat different assumptions.

1. The Hoftyser–van Krevelen method: These researchers proposed group values for the
cohesive energy, i.e., for the ratio /V. The total cohesive energy is estimated from
the group values via Equation 16.1. Then the solubility parameter is estimated from the
definition, Equation 16.8.

2. The Small method: Small proposed an additive method for the so-called molar attraction
constant F:

TABLE 16.2
Comparison of the Performance of the GCVOL and 
van Krevelen Methods in Predicting the Densities 
for Several Polymers

Polymer T Range (K) GCVOL van Krevelen

Poly(ethylene oxide) 360–490 3.6 3.1

Poly(ε-caprolactone) 373–421 1.2 0.6

Poly(vinyl acetate) 308–373 4.9 1.1

Poly(methyl acrylate)a 310–493 11.8 3.0

Poly(methyl acrylate)b 310–493 5.7 3.0

Poly(ethyl acrylate)a 310–493 6.7 0.8

Poly(ethyl acrylate)b 310–493 7.3 0.8

Poly(methyl methacrylate) 387–432 1.2 9.0

Poly(ethyl methacrylate) 386–434 1.8 4.2

Poly(butyl methacrylate) 307–473 2.0 2.2

Average 3.5 3.0

Note: The numbers shown are the mean percentage deviations between experimental
(from the Tait equation) and predicted volumes over the temperature range shown.

a The subgroup CHCOO is used in GCVOL.
b The subgroups CH and COO are used in GCVOL.

Source: Lindvig, Th., et al., Fluid Phase Equilibria, 663, 194–197, 2002. With
permission.

∆Evap

1079Ch16Frame  Page 691  Thursday, June 20, 2002  10:45 PM

© 2003 by CRC Press LLC



(16.9)

Small considered that the F quantity of Equation 16.9 shows better “additive” charac-
teristics than the cohesive energy. The total molar attraction constant is calculated from
Equation 16.1 and the solubility parameter is calculated from the equation:

(16.10)

Comments: 

• Both methods are approximately equally accurate (within 10% in most cases).
• Fedors28,37 had proposed a less accurate method, which, however, has the advantage of

having a very extensive group parameter table. It can be therefore employed in those
cases where the two other methods cannot be applied due to lack of parameters.

• An indirect method to estimate the solubility parameter is via a predictive equation of
state model44 suitable for polymers.

16.2.3.3 Methods for Estimating the Hansen Solubility Parameters

The Danish scientist Charles Hansen proposed an extension of the solubility parameter concept,
which is particularly suitable for solubility assessments for strongly polar and hydrogen bonding
fluids. He identified three contributions to the cohesive energy and thus to the solubility parameter,
one stemming from nonpolar (dispersion or van der Waals forces, d), one from (permanent) polar
(p), and one from hydrogen bonding forces (h). He suggested that these three effects contribute
additively to the cohesive energy density (i.e., the ratio of the cohesive energy to the volume):

TABLE 16.3
Solubility Parameters of Some Polymers from Different Sources

Polymer δδδδd δδδδp δδδδh

δδδδ 
(total value) Ref.

Poly(butyl methacrylate) 15.9 5.5 5.9 17.8 17
18.0 8.4 3.1 20.1 200
17.7 5.8 4.0 19.1 200
17.7 1.2 6.2 18.8 201

Poly(ethyl methacrylate) 16.5 8.7 5.0 19.3 17
17.6 9.6 2.5 20.2 67
18.1 6.0 3.3 19.4 200
17.5 1.3 7.1 18.9 201

Poly(methyl acrylate) 17.1 1.5 8.4 19.1 201
Poly(methyl methacrylate) 18.6 10.5 7.5 22.6 17

19.1 6.5 3.9 20.5 200
15.6 10.5 5.2 19.5 202

Poly(vinyl acetate) 17.6 2.2 4.0 18.2 17
20.9 11.3 9.6 25.6 67
17.6 8.0 6.6 20.4 203
15.7 11.4 7.8 20.9 202

F E Vi i i= coh,

δ = F
V
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(16.11)

Therefore, using Equation 16.11, the total solubility parameter is estimated from the equation:

(16.12)

Thus, the solubility parameter may be thought of as a vector in a three-dimensional d-p-h space.
The above equation provides the magnitude of this vector. Each solvent and each polymer can be
characterized by the three “solubility parameter increments” .

Hansen has presented extensive tables with the solubility parameter increments (d,p,h). In his
recent book,17 he has collected an extensive compilation of such values. van Krevelen28 proposed
GC methods for all three increments according to the equations:

(16.13)

Due to the uncertainty in the way Hansen parameters are estimated, different values have been
proposed for polymers, as shown in Table 16.3. The way the Hansen method is used for solubilty
calculations is given in Section 16.3.3.1.

16.3 BASIC CONCEPTS AND MODELS IN POLYMER THERMODYNAMICS

16.3.1 PHASE EQUILIBRIA PRINCIPLES APPLIED TO POLYMERS

Many industrial separation processes are based on phase equilibria. By this we mean that the various
components of the mixtures present in the (vapor, liquid, solid) phases are in equilibrium. This is
a dynamic equilibrium and equal numbers of components are being transferred continuously from
one phase to the other; thus the concentrations at equilibrium do not change. To design the separation
processes in industry, e.g., finding the height and number of trays of a distillation column, we need
to know the concentrations at equilibrium at any temperature and pressure.

In theory, the problem was solved more than 100 years ago by Gibbs who found that at
equilibrium, a property termed fugacity is, for each component, equal at all phases (for example,
here denoted as a and b):

(16.14)

Equation 16.14 (or the equivalent with chemical potentials) is the starting point in phase equilibria
calculations.

E E E Ecoh d p h= + +

δ δ δ δ= + +d p h
2 2 2
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The most important type of phase equilibrium in (nonpolymer related) industry is, for many
applications, the vapor–liquid equilibria (VLE). For the polymer industry, liquid–liquid, and liq-
uid–solid equilibria are equally important.

Equation 16.14 can be equivalently written for VLE in terms of the fugacity coefficients ( ):

(16.15)

where y is the vapor phase mole fraction and x is the liquid phase mole fraction. The phase
equilibrium (Equations 16.14 or 16.15) is applied to all components in the mixture.

These fugacities or fugacity coefficients are functions of pressure (P), temperature (T), volume
(V) and composition (xi or yi):

(16.16)

ni is the number of moles of component i and R is the ideal gas constant. Equation 16.16 is general.
No assumptions whatsoever are involved. This general equation follows from the mathematical
analysis of phase equilibria by Gibbs. It is valid at any condition (temperature, pressure, and
concentration) and can be solved provided that a suitable mathematical function of pressure–volume–
temperature and concentration is known for every fluid and every mixture of fluids:

(16.17)

This mathematical function, Equation 16.17, is called an equation of state (EoS).
Thus, the phase equilibrium problem can be solved and proper design of separation processes

in industry can be accomplished if suitable functions of the type of Equation 16.17 are available;
that is, if suitable “equations of state” are available. This provides the definition of the problem:
to find general equations of state that can be applied for many different types of fluid and fluid
mixtures including polymer solutions and blends and over broad condition spectra (temperatures,
pressure, and concentrations). Finding a suitable equational of state is an ongoing problem in
applied thermodynamics, a problem whose solution has been sought for the last 100 years by
physicists, chemists, mathematicians, and chemical engineers working closely together. Many
reviews on equations of state have been published, the most recent one by Wei and Sadus.45

From the 19th century until our times, we see an endless number of efforts to develop suitable
functions of the type of Equation 16.17. This quest is almost unlimited and has resulted in a
enormous number of potential equations of state. Many equations of state are included in the
commercial simulators and some can also be applied to polymers. Some of these will be discussed
in Sections 16.5 and 16.6.

Despite the generality of phase equilibrium Equations 16.14 through 16.16, satisfactory results
and thus proper design of industrial processes depend very much on whether an appropriate equation
of state is available as well as accurate methods for determining its parameters. The description of
the vapor phase poses many fewer problems than the liquid (and solid) phases. Several equations
of state are very accurate for the vapor phase but occasionally not so for the liquid phase, especially
for complex fluid mixtures. It would thus be interesting to describe the two phases with different
concepts (models). This has led to the so-called γ–Φ approach. According to this approach, for
vapor–liquid phase equilibria Equation 16.15 can be approximated at low pressures:1

(16.18)

Φi

y x i Ni i
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where  is the vapor pressure of pure component i. In Equation 16.18, the liquid phase fugacity
is described through a parameter, which is called an activity coefficient and is universally denoted
with the Greek letter γ. This is a correction for nonideality compared to Raoult’s law of ideal
solutions:

(16.19)

Solutions with compounds having similar sizes, shapes, and intermolecular forces form ideal solutions,
e.g., hexane/heptane, heptanol/hexanol. In these cases the activity coefficient is (close to) unity. For
most solutions that do not include polymers, however, the activity coefficient differs significantly from
unity and it is usually higher than one, but it can be also lower than one in some specific cases when
strong hydrogen bonding or other association effects are present, e.g., chloroform–acetone.

The γ–Φ approach is applicable only at low pressures. Like equations of state, activity coefficient
models are also mathematical functions, however, of only temperature and concentration. Because
in many applications related to polymer solutions, e.g., in paints and coatings industry, low pressures
are involved, Equation 16.18 is a useful approximation. If, furthermore, it is assumed that the vapor
phase, which typically contains only the volatile components (solvents), is ideal, then
Equation 16.18 can be further simplified:

(16.20)

The key property of Equation 16.20 is γi, the activity coefficient, which represents the deviation
of the solution from the ideal state (Raoult’s law, where γi = 1). Polymer solutions are highly
nonideal systems and in most cases the activity coefficients have values much lower than unity.
This implies that negative deviations from Raoult’s law are observed as, for example, is shown in
Figure 16.1; the pressure of the solution is lower than the one calculated by Raoult’s law. This
characteristic highly nonideal behavior of polymer solutions distinguishes them from “normal”
solutions, which typically exhibit positive deviations. However, and even in the absence of strong
energetic interactions, for the polymeric solutions large negative deviations are observed. This is
a demonstration that entropic effects, which in many cases can be ignored for nonpolymeric
solutions, are dominant for polymer solutions.

For binary solvent–polymer systems, and since the vapor phase can be considered to contain
pure solvent (the polymer is nonvolatile), Equation 16.20 can be simplified to give the following
expression for the equilibrium pressure of the solution:

(16.21)

The molar activity coefficient γi, shown in Equations 16.20 and 16.21, is not always a suitable
quantity in polymer thermodynamics. Molar activity coefficients can reach very low values, espe-
cially at very high polymer molecular weights. More convenient is the weight fraction activity
coefficient (Ω1), which is the ratio of the activity to the weight fraction:

(16.22)

or the volume fraction activity coefficient based on volume fractions (ϕi):

(16.23)

Pi
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Because in several practical cases concerning polymer–solvent systems, the “solvent” is only
present in very small (trace) amounts, the so-called infinite dilution activity coefficients are impor-
tant. On a molar and weight basis, they are defined as follows:

(16.24)

The weight-based infinite dilution activity coefficient , which can be determined experi-
mentally, is also a very useful quantity for selecting good solvents. Low values (typically below
6) indicate good solvents, whereas high values (typically above 10) indicate poor solvents according
to rules of thumb discussed by several investigators.5,46,47 This method for solvent selection is
particularly useful for the following reasons:

• It avoids the need for direct liquid–liquid measurements.
• The existing database of solvent infinite dilution activity coefficients is quite large, using

the convenient gas chromatographic technique. These data are stored in two databases,
which are also available in computerized form from DECHEMA and DIPPR.31,48

• In the absence of experimental data, existing thermodynamic models (such as the
Flory–Huggins, the Entropic-FV, and the UNIFAC-FV discussed later) can be used to
predict the infinite dilution activity coefficient.

FIGURE 16.1 Polymer solutions exhibit negative deviations from Raoult’s law; demonstration for the system
n-hexane/polydimethylsiloxane at various polymer molecular weights. (From Dohrn, R. and Pfohl, O., Fluid
Phase Equilibria, 15, 194–197, 2002. With permission.)
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TABLE 16.4
Choice of Suitable Solvents Using the ΩΩΩΩ∞

1-Rules 
of Thumb for PBMA Systems

Solvent s/ns E-FV U-FV GC-Fl

Hexane ns 7.1 7.0 10.7a

n-Octane ns 6.7 6.3 10.4a

n-Decane ns 6.5 6.0 10.7a

n-Dodecane ns 6.6 6.0 11.3a

n-Hexadecane ns 6.8 6.1 13.2a

Toluene s 3.2a 4.4a 4.7a

Xylene s 2.3a 3.6a 5.7a

Methylene dichloride s 3.3a 2.5a 3.0a

Chloroform s 1.9a 2.1a 1.7a

Carbon tetrachloride s 2.2a 2.2a 2.9a

Ethylene dichloride s 3.5a 3.0a —

Trichloroethylene s 2.5a 2.9a 33.9

Chlorobenzene s 2.5a 3.0a 3.0a

O-Dichlorobenzene s 1.3a 2.5a 2.7a

Acetone s 10.9b 14.2b 11.1b

MEK s 8.4b 10.5b 8.2b

MIBK s 6.3 7.7 5.7a

Acetophenone s 8.1b 9.3b 8.6b

Ethyl acetate s 6.7 6.7 60.3

Butyl acetate s 5.3a 5.1a 31.4

Diethyl ether s 5.2a 5.8a 11.6b

THF s 3.8a 4.0a —

1,4-Dioxane s 4.1a 4.4a 159.4

Methanol ns 43.7a 57.7a 35.7a

Ethanol ns 29.2a 31.3a 17.3a

1-Butanol ns 18.1a 17.1a 8.1b

Cyclohexanol ns 24.3a 20.1a 3.0

Ethylene glycol ns 277.8a — 15947.0

Propylene glycol ns 212.6a — 1879.2

1,3-Butanediol ns 158.5a — 525.5

Glycerol ns 294.6a — 2282.4

Isopropanol ns 23.4a 21.6a 10.6a

Isobutanol s 19.0b 17.9b 7.9

Diethylene glycol ns 240.1a — 2470.4

Dipropylene glycol ns 127.9a 945.7 287.8

Nitromethane ns 16.7a 17.2a —

1-Nitropropane s 4.7a 5.2a —

N,N-Dimethylformamide s 3.8a — —

Note: E-FV = Entropic-FV; U-FV = UNIFAC-FV; GC-Fl = GC-Flory;
s = Solvent and ns = nonsolvent (experimental information).

a Agreement with rule of thumb
b Disagreement with rule of thumb

Source: Modified from Lindvig, Th. et al., AIChE J., 47 2573, 2001.
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In the typical case today, existing models perform much better for VLE and activity coefficient
calculations than directly for liquid–liquid equilibria (LLE) calculations. Table 16.4 shows an example
of such model/computer-aided decisions in choosing proper solvents for poly(butyl methacrylate)
(PBMA), a polymer employed in paints and coatings. The thermodynamic models UNIFAC-FV,
Entropic-FV, and GC-Flory, which are described later, are used for obtaining the infinite dilution activity
coefficient in this case. We can see that, with few exceptions, these models in combination with the
rule of thumb mentioned above can identify suitable solvents for PBMA among a large list of chemicals.
Elbro46 showed that the above rule correctly predicted the solubility/nonsolubility tendency of a large
number of organic compounds in two isomers of PBMA (polymers of interest to paints).

Liquid–Liquid Equilibria

For mixtures of low-molecular-weight compounds only, it can be stated that “mixing is the rule” and
“the presence of two liquid phases is the exception.” The contrary typically occurs for polymer solutions,
for which the presence of two liquid phases is evidenced very often. Figure 16.2 presents a classical
example, the extensively studied acetone/polystyrene system at three different polymer molecular
weights. The most important features of polymer–solvent LLE can be discussed based on this graph:

1. LLE strongly depends on the temperature and the molecular weight. Typically, two LLE
areas are observed, one at low temperatures (UCST = upper critical solution temperature)
and one at high temperatures (LCST = lower critical solution temperature). LCST is typically
observed at temperatures between the boiling point and the critical temperature of the solvent.

2. As a general rule, the higher the polymer molecular weight, the less miscible are the
polymer and the solvent, or in other words the greater the LLE region (the area shown
below the curves).

3. A third type of phase diagram, such as the one shown for molecular weight equal to
19,800, is called hourglass type and has been observed for only a few systems. Most
polymer solutions only exhibit the UCST and LCST behavior. As the temperature
increases for UCST and as the temperature decreases for LCST, the difference between

FIGURE 16.2 Experimental and predicted LLE diagram for the system polystyrene/acetone at three polymer
molecular weights (4800, 10300, and 19800). The points are the experimental data and the lines are the
predictions with the model Entropic-FV. (From Kontogeorgis, G.M. et al., Ind. Eng. Chem. Res., 34, 1823,
1995. With permission.)
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two subsequent critical solution temperatures decreases. Thus, at very high molecular
weights the UCST and LCST seem to converge to a single value, which is termed the
theta temperature. Two theta temperatures (one corresponding to UCST and one to
LCST) typically exist and are rigorously defined as:

(16.25)

Theta temperatures have been tabulated for many systems, including several containing
mixed solvents,41-43 and define the ultimate limit of solubility. A very rough estimate of
the theta temperatures based on the solvent and polymer solubility parameters can be
made using an equation proposed by Fox:51

(16.26)

4. There is another type of phase diagram encountered in some polymer solutions, where
the LCST lies below the UCST. This is called closed-loop and appears for polymer
solutions where hydrogen bonding effects are dominant such as polyethylene gly-
col/water and polyvinyl alcohol/water (Figure 16.4).

5. The existence of UCST is typically attributed to the energy differences between polymer
and solvent and of LCST to the so-called free-volume effects, which are due to the
differences in size and free-volume between polymer and solvent. Free-volume effects
are small for nonpolymeric solutions and are discussed in conjunction with free-volume-
based activity coefficient models in Section 16.4. The LCST was first discovered by
Freeman and Rowlinson52 only about 40 years ago, but is now considered to be a universal
phenomenon of polymer–solvent systems at high temperatures. In some cases, it is not
observed if the polymer degrades before reaching the LCST.

In the case of LLE, Equation 16.15 is often written in the following form:

(16.27)

or more generally in terms of the fugacity coefficients:

(16.28)

where a and b represent the two liquid phases.
Equations 16.27 and 16.28 imply that LLE can be calculated if a suitable model for the activity

coefficient (or an equation of state) is available.
According to thermodynamics, complete miscibility is achieved if

(16.29)
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If a system is miscible, then ∆G < 0 (the Gibbs energy of mixing is negative), but the second
derivative criterion, Equation 16.29, offers a more rigorous criterion for miscibility. At the critical
solution temperature (onset of two-phase appearance) the following equations hold:

or

(16.30)

The second set of equations is particularly useful if an activity coefficient model (an equation for
the activity coefficient γ or the activity α) is known.

16.3.2 THERMODYNAMIC DATABASES FOR POLYMERS

Extensive databases for thermodynamic polymer properties are now available:

1. Pure polymer densities: Experimental data for a number of polymers are correlated via
the Tait equation and are summarized in the DIPPR Polymer Project.31 Recently, an
extensive compilation of polymer densities (using the Tait equation) has been presented
by Rodgers.32 The Tait equation is a five-parameter correlation of the density of polymers
as a function of both temperature and pressure. It provides an excellent correlation over
extended temperature and pressure ranges.

2. Polymer and solvent solubility parameters: The most extensive compilation is provided
in the recent book by Hansen17 and in the handbooks by Barton.41,42

3. Polymer–solvent VLE: Vapor–liquid data, both at intermediate concentrations and at the
infinite dilution of the solvent, are available in two extensive databases: DECHEMA and
DIPPR Polymer Project.31,48 These databases are also available in electronic form. The
data are restricted to single solvent systems and often cover various temperatures. A
more recent compilation of VLE has been published by Wohlfarth.53 Basically low-
pressure VLE data are available. Very few high-pressure VLE data exist for polymer–solvent
systems (with nongasesous solvents), e.g., the work by Surana et al.54

4. Polymer–solvent LLE: Many data are stored in the two above-mentioned databases.31,48

In DECHEMA, data are only cited as LCST/UCST temperatures and restricted to single
solvents. The DIPPR project provides the full binodal curves and in addition ternary
LLE data for some few systems (mostly with polystyrene) with two solvents are reported.

Very limited data are available for solid–liquid–liquid equilibria (SLLE) for semicrystalline polymer–
solvent systems (a list is presented by Harismiadis and Tassios55).

Particularly evident is the lack of systematic reports on polymer–mixed solvents data (VLE or
LLE) in the open literature, especially in form of full-phase equilibrium measurements. Most experi-
mental studies for mixed solvent systems have been reported by Chinese and Japanese investigators56,57

and only a few by other investigators.58,59 Data are often reported simply as “soluble/nonsoluble” or
as “theta temperatures” (critical solution temperature at infinite polymer molecular weight). Several
reported polymer–mixed solvent data concern supercritical fluid applications (e.g., polypropylene/pen-
tane/CO2,60 and PEG/CO2/cosolvent61) and bioseparations,62-65 especially for systems related to the
partitioning of biomolecules in aqueous two-phase systems, which contain PEG and dextran. A recent
review for data on solubility of gases in glassy polymers is also available.13

Very extensive data are available for polymer blends (including UCST/LCST behavior, heats
of mixing, etc.), but, to our knowledge, these are not systematically reviewed in any current database.
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The original publications should be consulted and this may occasionally be a problem, as data are
often presented in graphs and other forms with difficulties in conversion and interpretation.

16.3.3 CLASSICAL MODELS FOR POLYMER SOLUTIONS

16.3.3.1 The Solubility Parameter Method and the Hansen Plots

16.3.3.1.1 Heat of Mixing and Solubility: Application to Nonpolar Systems
The crucial concept in determining miscibility in thermodynamics is the Gibbs free energy of
mixing:

(16.31)

A negative value implies that a solvent–polymer system forms a homogeneous solution; i.e., the
two components are miscible (necessary but not sufficient criterion for miscibility).

Because the contribution of the entropic term ( ) is always negative due to the positive
entropy of mixing, it is the heat of mixing term that determines the sign of the Gibbs energy.

The heat of mixing term can be obtained from various theories. One valid possibility for
nonpolar systems is the regular solution theory, introduced by Joel Hildebrand, which employs the
concept of the solubility parameter. For a binary solvent(1)–polymer(2) system, the heat of mixing
is given according to the regular solution theory:

(16.32)

where  is the so-called volume fraction of component i. This is defined via the mole fractions xi

and the molar volumes Vi, as (binary systems)

(16.33)

According to regular solution theory (Equation 16.32), the heat of mixing is always positive.
The regular solution theory is strictly valid for nonpolar/slightly polar systems, without any specific
interactions. For systems with specific interactions (hydrogen bonding), the heat of mixing can be
negative; Equation 16.32 does not hold.

According to Equations 16.31 and 16.32, if a solvent and polymer have the same solubility
parameters, the heat of mixing is zero and they are thus miscible at all proportions. The smaller
the solubility parameter difference, the larger the tendency of miscibility. Many empirical rules of
thumb have been proposed based on this observation. Seymour66 suggests that if the difference of
solubility parameters is below 1 to 1.8 (cal/cm3)1/2, then polymer and solvent are miscible.
A note on the classification of polymer solutions: 

Most polymer solutions are typically highly nonideal; i.e., both an expression for the entropy
and the enthalpy of mixing need to be known. However, a few nonpolar solutions where the repeating
unit of the polymer is structurally similar to the solvent (e.g., polyethylene/alkanes, polystyrene/ben-
zene, polyvinyl acetate/ethyl acetate) can be considered to be athermal; i.e., the heat of mixing is
approximately zero. These polymers and solvents have, in agreement with Equation 16.32, the same
or very similar solubility parameters. Thus, experimental phase equilibrium data for athermal
polymer solutions can help checking expressions for the entropy of mixing. For the regular solutions,
e.g., benzene/heptane, carbon monoxide/methane, only an expression for the heat of mixing need
be developed; the entropy of mixing has the ideal value. Finally, ideal solutions, e.g., hexane/heptane,
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ethanol/propanol, have the ideal value for the entropy of mixing and zero enthalpy of mixing. From
this discussion, it is understood that even the simplest nonpolar polymer solutions are nonideal due
to a nonideal value of the entropy of mixing.

16.3.3.1.2 The Hansen Plots: Extension to Polar and Hydrogen Bonding Systems
Hansen observed that when the solubility parameter increments of the solvents and polymers are
plotted in three-dimensional plots, then the “good” solvents lie approximately within a sphere of
radius R (with the polymer located in the center). Because three-dimensional plots are a bit
cumbersome to use, two alternative simplified ways are often employed.

The first is to employ the Hansen equation:

(16.34)

where 1 denotes the solvents and 2 the polymer. The quantity under the square root is the distance
between the solvent and the polymer. Hansen found empirically that a universal value 4 should be
added as a factor in the dispersion term to approximately attain the shape of a sphere. This universal
factor has been confirmed by many experiments. Hansen17 recently attempts to provide a theoretical
justification for this value.

The second way is to employ two-dimensional plots. Several such plots have been used. For
example, Hansen67 shows  plots for polystyrene and poly(vinyl acetate). Interest-
ingly enough, the sphere is now reduced to a circle and the good solvents lie within the circle. Poor
solvents lie outside. The method is satisfactory but approximate, and deviations are also observed.

Another possibility is the use of  plots suggested by van Krevelen.28 With
few exceptions good solvents lie within the circle of radius R, which mathematically can be
expressed as

(16.35)

The justification for this plot lies in the fact that, of the three solubility parameter increments, the
dispersion parameter varies the least and, via this average way, it can be treated together with the
polar increment. The hydrogen bonding increment is very important and it is thus accounted for
separately in Equation 16.35.

The Hansen method is very valuable. It has found widespread use particularly in the paints
and coatings industry, where the choice of solvents to meet economical, ecological, and safety
constraints is of critical importance.68 It can explain cases in which polymer and solvent solubility
parameters are almost perfectly matched, yet the polymer will not dissolve. The Hansen method
can also predict cases where two nonsolvents can be mixed to form a solvent. Still, the method is
approximate, it lacks the generality of a full thermodynamic model for assessing miscibility, and
it requires some experimental measurements. The determination of R is typically based on visual
observation of solubility (or not) of 0.5 g polymer in 5 cm3 solvent at room temperature. Given
the concentration and the temperature dependence of phase boundaries, such a determination may
seem a bit arbitrary. Still the method works out pretty well in practice, probably because the
liquid–liquid boundaries for most polymer–solvent systems are fairly “flat.”

16.3.3.2 The Flory–Huggins Model

The Flory–Huggins (FH) model is a famous expression for the activity coefficient (generally for
the Gibbs free energy of mixing) proposed in the early 1940s by Flory69 and Huggins,70 almost at
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the same time and independently (working a continent apart). They were the first to realize that
the main contribution to the activity coefficient should stem from “entropic” effects (differences
in size, shape, and free-volume between the polymer and the solvent) rather than from “energetic”
(enthalpic) effects. They, thus, proposed first an expression for the entropy of mixing to which they
subsequently added a simple van-Laar type (random-mixing) energetic term. For a binary system,
the total Gibbs energy of mixing is written:

(16.36)

The first term of Equation 16.36 is due to “combinatorial” effects and is derived from lattice theory.
The second energetic term is of a rather empirical nature and includes only the adjustable parameter
of the model, the so-called FH interaction parameter .

In Equation 16.36 volume fractions are used. Alternatively,  can be defined as segment
fraction, if in Equation 16.36 the segment or van der Waals volumes Ri are used instead of the
molar volumes.

Originally, it was assumed that the FH interaction parameter was a constant, characteristic for
each polymer–solvent pair. In this case, it can be proved based on thermodynamics that the FH
equation for the activity coefficient of a solvent in a binary solvent(1)–polymer(2) system is

(16.37)

where r is the ratio of the polymer volume to the solvent volume V2/V1 (approximately equal to
the degree of polymerization).

The FH theory can be extended to multicomponent systems but (at least) one χ12–value is
required per binary. It has been shown that, unfortunately, the FH parameter is typically not a
constant and should be estimated from experimental data. Usually it varies with both temperature
and concentration, which renders the FH model useful only for describing experimental data. It
cannot be used for predicting phase equilibria for systems for which no data are available. Moreover,
when fitted to the critical solution temperature, the FH model cannot yield a good representation
of the whole shape of the miscibility curve with a single parameter.

Accurate representation of miscibility curves with the FH model is possible using suitable
rather complex equations for the temperature and the concentration dependence of the FH param-
eter:71-73

(16.38)

The parameters of such equations (a,b,c,d,e) have no apparent physical significance, they cannot
be generalized, and are specific for each polymer–solvent system. Thus, the FH model cannot be
used for predictions. Other researchers, e.g., Koningsveld and Kleintjens,74 have suggested more
sound expressions for the FH dependence on concentration, which also require experimental data
specific for each polymer–solvent system:
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(16.39)

High and Danner31 found that the Koningsveld–Kleintjens expression (Equation 16.39) is superior
to the polynomial series in correlating and extrapolating concentration-dependent FH interaction
parameters.

Another problem of the combinatorial term of the model is that it predicts complete miscibility
for athermal polymer solutions. This is not in agreement with the general observation of the LCST
for even nonpolar (athermal) polymer solutions, as we mentioned previously. However, even the
more recent combinatorial expressions, which are discussed in Section 16.4, suffer from this
deficiency.

Accurate results with the FH model can only be obtained if equations like 16.38 or 16.39 are
used for estimating the FH parameter. Still, for some practical cases, a reasonable value of the FH
parameter can be obtained, by combining the FH and regular solutions theories, using the solubility
parameters of the compounds via the equation:

(16.40)

Equation 16.40, without the empirical 0.35 term, is derived from the regular solution theory.
The constant 0.35 is added for correcting for the deficiencies of the FH combinatorial term. These
deficiencies become evident when comparing experimental data for athermal polymer and other
asymmetric solutions to the results obtained with the FH model. A consistent underestimation of
the data is observed, as discussed extensively in the literature,1,82 which is often attributed to the
inability of the FH model for accounting for the free-volume differences between polymers and
solvents or between compounds differing significantly in size such as solutions of n-alkanes with
very different chain lengths. The term, which contains the “0.35 factor,” corrects in an empirical
way for these free-volume effects. However, and although satisfactory results are obtained in some
cases, we cannot generally recommend Equation 16.40 for estimating the FH parameter. Moreover,
for many nonpolar systems with compounds having similar solubility parameters, the empirical
factor 0.35 should be dropped.

16.3.3.2.1 Selecting Solvents with the Flory-Huggins Model
The FH model has found over the last 60 years extensive use both in research and in industrial
practice. Very extensive compilations of the FH parameters are available41,42 and there is much
familiarity with them, as was also the case in the industry with the parameters of the Wilson equation
for nonpolymeric systems.

One practical implication of the FH model, which has been used in the industry for miscibility
studies (choosing suitable solvents), comes from thermodynamic stability analysis of the model.
Applying the stability Equations 16.30 to the FH model, the critical values of the FH interaction
parameter and of the concentration are found:

(16.41)
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For high molecular-weight polymer–solvent systems, the polymer critical concentration is close
to zero and the interaction parameter has a value close to 0.5. Thus, a good solvent (polymer soluble
in the solvent at all proportions) is obtained if , whereas values greater than 0.5 indicate
poor solvency. Since we mentioned that the model is only an approximate representation of the
physical picture and that the FH parameter is often not a constant at all, this empirical rule is
certainly subject to some uncertainty. Nevertheless, it has found widespread use and its conclusions
are often in good agreement with experiment.

Since 1980 polymer thermodynamics has been developed considerably and, to date, models
are available that are suitable for at least satisfactory calculations of VLE and, qualitatively, also
for LLE. Some of these methods are models for the activity coefficient, which are modifications
of the FH equation. These modifications use a similar to FH but better combinatorial/free-volume
expression and a local-composition-type energetic term such as those found in the UNIQUAC and
UNIFAC models. Models like the UNIFAC-FV and the Entropic-FV are discussed in Section 16.4.

16.3.3.2.2 Other Rules of Thumb Based on the Flory-Huggins Model
Based on the FH model, several techniques have been proposed for interpreting as well as for
correlating experimental data for polymer systems. We cite here some of the most useful of these
approaches:

The Schultz–Flory (SF) Plot
Schultz and Flory75 have developed, starting from the FH model and Equation 16.41, the following
expression, which relates the critical solution temperature (CST), with the theta temperature and
the polymer molecular weight:

(16.42)

where  is the entropic parameter of the FH model (see Equation 16.40) and r is the
ratio of molar volumes of the polymer to the solvent. This parameter is evidently dependent on the
molecular weight of the polymer. The SF plot can be used for correlating data of critical solution
temperatures for the same polymer–solvent system, but at different polymer molecular weights.
This can be done, as anticipated from Equation 16.42 because the plot of 1/CST with the quantity
in parentheses in Equation 16.42 is linear. The SF plot can be also used for the following:

• Predicting CST for the same system but at molecular weights different from those used
for correlation

• Calculating the theta temperature and the entropic part of the FH parameter
• Correlating CST/molecular weight data for both the UCST and LCST areas; apparently,

different coefficients are needed

Based on Equation 16.42, the somewhat simpler direct dependency of CST with the polymer
molecular weight (MW) is often used for correlating purposes:

(16.43)

The FH Parameter–Solubility Parameter Relationship
Starting from Equation 16.40, the following expression can be derived that links the FH parameter
to the solubility parameters of both the solvent and the polymer:
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(16.44)

Equation 16.44 can be used in the following way: If experimental data for the FH parameter
are available, e.g., via chromatographic measurements for a series of systems with the same polymer
in different solvents, then from the linear plot depicted by Equation 16.44, the solubility parameter
of the polymer can be estimated. Solubility parameters of the solvents are known from direct
experimental measurements. Thus, Equation 16.44 represents one of the various indirect methods
for estimating polymer solubility parameters.

16.3.3.3 Summary of Rules of Thumb for Predicting Polymer–Solvent Miscibility

Based on the properties and concepts introduced above (activity coefficient, FH parameter, and
solubility parameter), we summarize here the rules of thumb that have been proposed and exten-
sively used in the literature for roughly selecting good solvents for specific polymers.

Thus, a chemical (1) will be good solvent for a specific polymer (2), or in other words the two
compounds will be miscible if one (or more) of the following “rules of thumb” are valid:28,66

1. If the polymer and the solvent have “similar hydrogen bonding degrees”:

(16.45)

2. If the polymer and the solvent have very different hydrogen bonding degrees:

where R is the Hansen solubility parameter sphere radius.
3.  (the lower the FH parameter value, the greater the miscibility, or in other

words the greater the solvency capacity of a specific chemical). Values much above 0.5
indicate nonsolvency.

4,  (the lower the infinite dilution activity coefficient of the solvent, the greater the
solvency of a chemical). Values of the infinite dilution activity coefficient above 10
indicate nonsolvency. In the intermediate region, it is difficult to conclude if the specific
chemical is a solvent or a nonsolvent.

16.4 THE FREE-VOLUME MODELS

The FH model provides a first approximation for polymer solutions. As shown, both the combina-
torial and the energetic terms need substantial improvement. Many authors have replaced the random
van-Laar energetic term by a nonrandom local-composition term such as those of UNIQUAC,
NRTL, and UNIFAC models. The combinatorial term should be extended/modified to account for
the free-volume differences between solvents and polymers.

Two particularly interesting semipredictive extensions of the FH model that account for non-
randomness have been reported:
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1. Gottlieb and Herskowitz76 used UNIFAC to estimate the concentration dependency of
the FH interaction parameter for some PDMS solutions. The results were quite satisfac-
tory. However, they did that by equating Equation 16.37, which assumes a constant FH
parameter, with UNIFAC. This approach can be, at best, considered approximate.

2. Vetere77-79 proposed combining the FH equation (empirically modified to account for
free-volume effects) with the NRTL expression for the energetic effects. The two NRTL
parameters were correlated with the solubility parameters of the components. The relative
importance of the combinatorial and residual contributions was analyzed and satisfactory
results (for both VLE and LLE) are obtained for some binary systems, including aqueous
polymer solutions. This recent approach is under development.

The improvement of the energy term of the FH equation is important. Local-composition terms
like those appearing in NRTL, UNIQUAC, and UNIFAC models provide such an improvement. In
addition, however, “free-volume” effects should be incorporated into the combinatorial term. The
free-volume concept is discussed in Section 16.4.1 and some models that incorporate both free-
volume and local composition effects are discussed in Sections 16.4.2 through 16.4.4.

16.4.1 THE FREE-VOLUME CONCEPT

The free-volume (FV) concept has a special importance in polymer thermodynamics. FV is the volume
allocated to the molecules for movement when their own volume is substracted. Patterson,80 in his
excellent review on FV, offers a qualitative description of the relationship between FV and polymer
solubility. Elbro46 demonstrated, using a simple definition for the FV (Equation 16.46), that the FV
percentages of solvents and polymers are different. It is exactly these differences in FV (or expansiv-
ities), which were ignored in early theories like the famous FH equation. In the typical case, the FV
percentage of solvents is greater (40 to 50%) than that of polymers (30 to 40%). There are two exceptions
to this rule: water and PDMS.46,81,82 Water has lower FV than other solvents and closer to that of most
polymers, and PDMS has a quite higher FV percentage, closer to that of most solvents. LCST is, as
expected, related to the FV differences between polymers and solvents. As shown by Elbro,46 the larger
the FV differences, the lower the LCST value (the larger the area of immiscibility). For this reason,
PDMS solutions have LCST, that are located at very high temperatures.

It may be difficult to formulate a rigorous mathematical expression of FV, fully consistent with
the above physical picture. Bondi83 stated, “every author defines the free-volume as what he wants
it to mean.” This may very well be true. Thus, various expressions have been proposed for the FV.
Some of them are employed in the development of activity coefficient models for polymer solutions.

One of the simplest and most successful equations is

(16.46)

originally proposed by Bondi83 and later adopted by Elbro et al.82 and Kontogeorgis et al.50 in the
so-called Entropic-FV model (described in Section 16.4.2.2). According to this equation, FV is just
the “empty” volume available to the molecule when the molecule’s own (hard-core or closed-packed
V*) volume is subtracted from the total volume.

Even the hard-core volume is a quantity difficult to define and various approximations are
available for V*. Elbro et al.82 suggested taking V* = Vw, i.e., equal to the van der Waals volume,
which is obtained from the group increments of Bondi and is tabulated for almost all existing
groups in the UNIFAC tables. Wilson84 stated that, in the liquid phase, it would be expected that
the “real” hard-core volume (minimum volume in the fluid state) might be a bit (around 14%)
larger than the molecule’s actual closed packed volume, e.g., V* = 1.14 Vw. This and other arguments
related to the physical meaning of the hard-core volume have been used recently85 in the development

V V V V Vf w= − = −*
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of improved FV expressions for polymer solutions, which employ Equation 16.46 as basis, but
with V* values higher than Vw.

Other similar FV equations have been proposed, e.g., the following Flory:

(16.47)

This equation (although it does not literally correspond to volume) was later used by several
investigators86-88 for phase equilibria in both polymeric and other asymmetric nonpolymeric systems
with satisfactory results. Especially, Coutinho et al.87 found that Equation 16.47 was superior to
Equation 16.46 for solid–liquid equilibrium calculations for largely asymmetric alkane solutions.

16.4.2 GROUP-CONTRIBUTION FREE-VOLUME ACTIVITY COEFFICIENT MODELS

The GC concept has received great attention for the prediction of activity coefficients during the
last 30 years. It has been applied to many different types of properties of pure compounds, as
shown in Section 16.2, but also for phase equilibrium calculations for mixtures. Especially well
known is the UNIFAC equation1,26,27 for the activity coefficient. The UNIFAC model is available
in several modified forms, e.g., by Larsen et al.89 and Gmehling and Weidlich.90 These modified
UNIFAC models contain, unlike the original UNIFAC, temperature-dependent interaction parameters.

The original UNIFAC model ignores the FV differences between solvents and polymers and,
as a consequence, it highly underestimates the solvent activities in polymer solutions.49,50,82 On the
other hand, the various modified UNIFAC versions are also inadequate for polymer solutions.
Although their combinatorial terms are more satisfactory for alkane systems, they fail completely
for polymer–solvent systems, and as shown86 they significantly and systematically underestimate
the solvent activities. Although these UNIFAC models are not adequate for polymer solutions, the
problem seems, however, to lie more on the combinatorial term rather than the residual (energetic)
term. In other words, improvements are required especially for describing the FV effects, which
are dominant in polymer solutions.

Over the last 20 years or so many GC methods have been developed for polymer solutions.
GC models proposed for polymer solutions (and blends) can be roughly divided into two types:

1. UNIFAC-based FV models
2. Equations of state (cubic and noncubic)

We consider the activity coefficient models in this section and the equations of state in the next.
The strong point of the GC technique for mixtures is that using a relatively small number of

(group) interaction parameters, properties can be estimated for a very large number of different
systems. Evidently, due to their nature, the GC technique is recommended and often applied to
polymers. In the typical case, problems are expected for isomers and highly complex compounds
with several “functional groups.” 

Several reviews and comparisons of various models have been published.91-96 In their recent
and more industrially oriented review, Bokis et al.91 mention the UNIFAC, UNIFAC-FV,49 FH, and
SAFT models as the ones currently available in the ASPEN polymer software. Of these, the first
two are based on GCs.

16.4.2.1 The UNIFAC-FV Model

Various modifications and extensions of the classical UNIFAC approach to polymers have been
proposed. All these approaches attempt to include the FV effects, which are neglected in the

V V Vf w= −( )/ / .1 3 1 3 3 3
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UNIFAC combinatorial term. All employ the energetic (residual) term of UNIFAC. The first of this
type of models is the UNIFAC-FV by Oishi and Prausnitz:49

(16.48)

The combinatorial and residual terms are obtained from the original UNIFAC. An additional
term is added for the FV effects. An approximation but at the same time an interesting feature of
UNIFAC-FV and the other models of this type is that the same UNIFAC group-interaction param-
eters, i.e., those of original UNIFAC, are used. No parameter estimation is performed. The FV term
used in UNIFAC-FV has a theoretical origin and is based on the Flory equation of state:

(16.49)

where the reduced volumes are defined as

(16.50)

In Equation 16.50, the volumes vi and the van der Waals volumes are all expressed in cm3/mol. vi

is the mole fraction.
In the UNIFAC-FV model as suggested by Oishi and Prausnitz49 the parameters ci (3ci is the

number of external degrees of freedom) and b are set to constant values (ci = 1.1 and b = 1.28).
The performance is rather satisfactory, as shown by many investigators,1,25,31,40,49,50,82,96 for a large
variety of polymer–solvent systems. When referring to UNIFAC-FV in the rest of this section, the
original version with constant b and c values is employed.

However, several authors have shown that better agreement is obtained in specific cases if these
parameters are fitted to experimental data.93,97,98 Although in the case c and/or b are fitted to data
the model is no more predictive, such fitting gives an additional flexibility to the UNIFAC-FV model.

Originally, the UNIFAC-FV model has been developed for solvent activities in polymers. It
can be assumed that the model (Equations 16.48 through 16.50) is also valid for estimating the
polymer activities. However, such an application of UNIFAC-FV is rather problematic.99,100 It has
been shown85 that the performance of UNIFAC-FV in predicting the activities of heavy alkanes in
shorter ones is not very good. Sample results are shown in Tables 16.5 and 16.6 for the activities
of both the solvent and the heavy compound where comparison with other models is also provided.
Such problems restrict the applicability of UNIFAC-FV to cases where only the solvent activity is
needed. To our knowledge, UNIFAC-FV has not been tested for LLE in polymer solutions, where
both the solvent and polymer activities are required.

16.4.2.2 The Entropic-FV Model

An approach similar to UNIFAC-FV but somewhat simpler, which can be readily extended to
multicomponent systems and LLE, is the so-called Entropic-FV model proposed by Elbro et al.82

and Kontogeorgis et al.:50
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(16.51)

As can been seen from Equation 16.51, the FV definition given by Equation 16.46 is employed.
The combinatorial term of Equation 16.51 is very similar to that of FH. However, instead of

volume or segment fractions, FV fractions are used. In this way, both combinatorial and FV effects
are combined into a single expression.

The combinatorial FV expression of the Entropic-FV model is derived from statistical mechan-
ics, using a suitable form of the generalized van der Waals partition function.82

The residual term of Entropic-FV is taken by the so-called “new-UNIFAC” model, which uses
a linear-dependent parameter table:101

(16.52)

The new-UNIFAC represents the most recent version of the UNIFAC model developed at the
Technical University of Denmark (Lyngby). The parameter table has been developed using the
combinatorial term of the original UNIFAC model. As with UNIFAC-FV, no parameter reestimation
has been performed. The same group parameters are used in the new-UNIFAC and in the Entropic-
FV models.

TABLE 16.5
Mean Percentage Deviations between Experimental and Calculated Activity 
Coefficients of Solvents in Various Nearly Athermal Solutions

% AAD Infinite Dilution Conditions
γγγγ1

∞  (ΩΩΩΩ1
∞  for polymers) Entropic-FV UNIFAC-ZM UNIFAC-FV Flory-FV

Short n-alkanes/long alkanes 8 7 15 20
Short branched, cyclic alkanes/long alkanes 10 7 17 20
Alkanes/polyethylene 9 10 23 19
Alkanes/polyisobutylene 16 27 12 38
Organic solvent/PDMS, PS, PVAc 20 22 29 26
Overall 13 15 19 25

% AAD Finite Concentrations Entropic-FV UNIFAC-ZM UNIFAC-FV Flory-FV

Alkanes/polyethylene, polypropylene 19 21 22 29
Short n-alkanes/polyisobutylene 5 24 17 35
Short b-alkane/polyisobutylene 20 41 8 24
Short c-alkane/polyisobutylene 4 5 3 3
Organic solvent/PDMS, PS, PVAc 7 10 19 6
Overall 11 20 14 19

Note: n = normal; b = branched; c = cyclic.

Source: Kouskoumvekaki, I. et al., Fluid Phase Equilibria, accepted for publication, 2002. With permission.
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The UNIFAC-FV and Entropic-FV models are not the only extensions of UNIFAC to polymers.
Similar models have been presented by Iwai and Arai102,103 and by Choi et al.104 Choi’s model is
not based on UNIFAC but on ASOG. ASOG (Analytical Solution of Groups) is a predictive GC
method for calculating activities, similar to UNIFAC, but which has not experienced the widespread
use of UNIFAC. It is mostly employed in Japan. Besides this difference, the models of Arai and
Choi contain an FV, which is different from that of Equation 16.49. These two models have been
applied with success for some polymer–solvent systems but not for LLE.

A common feature of UNIFAC-FV, Entropic-FV, and other similar models is that they require
the volumes of solvents and polymers (at the different temperatures where application is required).
This can be a problem in those cases where the densities are not available experimentally and have
to be estimated using one of the methods discussed in Section 16.2. Figure 16.3 shows that both
UNIFAC-FV and Entropic-FV are rather sensitive to the density values used for the calculation of
solvent activities. The UNIFAC-FV model, in particular, can be extremely sensitive if the free
volume percentage of the polymer is very low.

Both UNIFAC-FV and Entropic-FV are GC models. This renders the models trully predictive,
but at the same time very little flexibility is available if the performance of the models for specific
cases is not satisfactory. An interesting approach is to employ the UNIQUAC expression for the
residual term in Equation 16.51. This Entropic-FV/UNIQUAC model was originally suggested by
Elbro et al.82 and has given very good results1,82 for polymer solutions if the parameters are obtained
from VLE data between the solvent and the low molecular weight monomer (or the repeating unit
of the polymer). The Entropic-FV/UNIQUAC model has been recently further developed and
extended by several researchers1,105-107 to cover both VLE and LLE equilibria, and very satisfactory
results were obtained as can be seen for typical systems in Figures 16.4 and 16.5. It has been
demonstrated that the Entropic-FV/UNIQUAC approach can correlate both UCST/LCST and
closed-loop behavior105,106 and even show the pressure dependency of critical solution temperatures
(UCST and LCST).107

16.4.3 RESULTS

Several FV models, e.g., the UNIFAC-FV models by Oishi and Prausnitz49 and Iwai and Arai102,103

have been extensively applied to VLE/solvent activities in polymers and other asymmetric systems.
However, these models have not been systematically applied to LLE and other types of equilibria

TABLE 16.6
Mean Percentage Deviations between Experimental and Calculated 
Activity Coefficients of Heavy Alkane Solutes in Alkane Solvents

% AAD Infinite Dilution Conditions, γγγγ2
_∞ Entropic-FV UNIFAC-ZM UNIFAC-FV Flory-FV

Symmetric long alkanes/short alkanes 36 53 47 10
Medium asymmetric long alkanes/short alkanes 34 54 48 12
Asymmetric long alkanes/short alkanes 44 61 54 37
Overall 38 56 50 20

% AAD Finite Concentrations, γγγγ2 Entropic-FV UNIFAC-ZM UNIFAC-FV Flory-FV

Symmetric long alkanes/short alkanes 14 14 17 6
Medium asymmetric long alkanes/short alkanes 23 26 31 11
Asymmetric long alkanes/short alkanes 40 55 55 16
Overall 26 32 34 11

Source: Kouskoumvekaki, I. et al., Fluid Phase Equilibria, accepted for publication, 2002. With permission.
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FIGURE 16.3 Influence of the volume on the deviations of activity coefficients for the system poly(methyl
acrylate)/acetone at 393 K. Calculations with two free-volume are shown, EFV (Entropic-FV) and UFV
(UNIFAC-FV). (From Lindvig, Th. et al., Fluid Phase Equilibria, 663, 189–197, 2002. With permission.)

FIGURE 16.4 Correlation of LLE for the PVAL/water system with the Entropic-FV/UNIQUAC model. ●
Exp. data (Mn = 140000 g/mol);  correlation. (From Bogdanic, G. and Vidal, J., Fluid Phase Equilibria,
173, 241–252, 2000. With permission.)
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for polymer solutions and blends. On the other hand, the Entropic-FV model has been applied to
many types of polymer–solvent and polymer–polymer phase equilibria:

• VLE including infinite dilution conditions for binary polymer solutions50,86,94

• SLE of asymmetric alkane solutions85-88

• LLE for binary polymer solutions108

• LLE for polymer blends109

• VLE for copolymer–solvent systems38

• SLLE for semicrystalline polymer–solvent systems55

• VLE for a large variety of polar and hydrogen bonding systems110

• LLE for ternary polymer–solvent–solvent (and solvent–antisolvent) systems8

• VLE for paint-related polymer solutions including commercial epoxy resins39,40,111

• VLE for ternary polymer–mixed solvent systems112

(The abbrevations for the various types of phase equilibria are as follows: VLE = vapor–liquid
equilibria, LLE = liquid–liquid equilibria, SLLE = solid–liquid–liquid equilibria,
SLE = solid–liquid equilibria.)

Some typical results are shown in Figure 16.2 (LLE for PS/acetone), Table 16.4 (infinite dilution
activity coefficient for PBMA solutions in a variety of solvents), Tables 16.5 and 16.6 (activity
coefficients of low- and heavy-molecular-weight alkanes in asymmetric athermal–alkane solutions),
Table 16.7 (VLE for ternary polymer–solvent solutions), Figure 16.6 (VLE calculations for systems
containing the commercial epoxy resin Araldit), and Table 16.8 (comparison of LLE results from
various thermodynamic models).

Overall, we can conclude that Entropic-FV provides satisfactory predictions of solvent activi-
ties, even at infinite dilutions, when mixed solvents are present and for complex polar and hydrogen

FIGURE 16.5 Correlation and prediction of LLE for the PBD/1-octane system with the Entropic-FV/UNI-
QUAC model. � Exp. data (Mv = 65000 g/mol),  correlation; � Exp. data (Mv = 135000 g/mol),  
prediction; ● Exp. data (Mw = 44500 g/mol), - - - - prediction. (From Bogdanic, G. and Vidal, J., Fluid Phase
Equilibria, 173, 241–252, 2000. With permission.)
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bonding systems including solutions of interest to paints and coatings. The model can be readily
applied to LLE and SLE and is shown to predict all types of phase diagrams present in polymeric
systems (UCST, LCST, hourglass-type). However, the results are more of qualitative than of
quantitative value in most cases. In the cases of polymer blends, where FV effects are not very
important, the model deviates substantially from experimental data, although it can predict the

TABLE 16.7
Prediction of Ternary Polymer–Solvent VLE with Predictive Models

%AAD

System Temperature, K Solvent Entropic-FV UNIFAC-FV GC-Flory GCLF

Based on Activities
PMMA–butanone–acetone 308.15 Butanone 35 27 36 29

Acetone 93 127 24 22
PMMA–toluene–butanone 308.15 Butanone 95 117 81 75

Toluene 83 80 73 71
PS–chloroform–CCl4 323.15 Chloroform 18 8 147 32

CCl4 42 37 164 83
PS–toluene–ethylbenzene 303.15 Toluene 6 5 32 14

Ethylbenzene 11 11 18 7
PS–toluene–cyclohexane 303.15 Toluene 11 8 — 13

Cyclohexane 4 7 — 9
PVAc–acetone–ethylacetate 303.15 Acetone 7 7 12 15

Ethylacetate 10 13 19 9
PVAc–acetone–methanol 303.15 Acetone 12 11 25 17

Methanol 10 9 10 9
Average 31 33 53 29
Average, excl first two systems 13 11 43 21
Average, excl first three systems 9 9 14 11

Based on Inactivities
PMMA–butanone–acetone 308.15 Butanone 36 24 38 30

Acetone 49 54 16 16
PMMA–toluene–butanone 308.15 Butanone 45 55 39 37

Toluene 310 278 229 214
PS–chloroform–CCl4 323.15 Chloroform 13 6 71 23

CCl4 17 24 136 310
PS–toluene–ethylbenzene 303.15 Toluene 7 5 32 16

Ethylbenzene 15 15 26 9
PS–toluene–cyclohexane 303.15 Toluene 15 10 — 20

Cyclohexane 7 9 — 14
PVAc–acetone–ethylacetate 303.15 Acetone 10 10 20 22

Ethylacetate 12 16 22 10
PVAc–acetone–methanol 303.15 Acetone 15 13 32 22

Methanol 30 25 21 19
Average 42 39 57 54
Average, excl first to systems 14 13 36 46
Average, exl first three systems 14 13 19 16

Note: Average absolute deviations between experimental and predicted solvent activities for ternary polymer–solvent systems.
Predictions are shown with the Entropic-FV and UNIFAC-FV activity coefficient models as well as with two GC equations
of state: GC-Flory and GCLF. Results are reported based on both the activities and the logarithms of the activities.
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FIGURE 16.6 Molecular structure of the paint Araldit 488 and infinite dilution activity coefficients (Ω1
∞) with

various models for Araldit 488–solvent systems. Results are shown with the Entropic-FV and UNIFAC-FV
activity coefficient models and the GC-Flory equation of state. The calculations with the two activity coefficient
models are shown for two different values of the density of the polymer, predicted by the GC-VOL and van
Krevelen models. (Modified from Lindvig et al., AIChE J., 47(11), 2573–2584, 2001.)

TABLE 16.8
Prediction of LLE for Polymer–Solvent Systems with Various Thermodynamic Models

Polymer System Molecular Weight van der Waals Entropic-FV new-UNIFAC GC-Flory

PS/acetone 4800 109 84 21 75
PS/acetone 10300 69 98 8 42
PS/cyclohexane 20400 10 38 62 —
PS/cyclohexane 37000 7 26 59 —
PS/cyclohexane 43600 1 24 63 —
PS/cyclohexane 89000 0 11 60 —
PS/cyclohexane 100000 0 15 62 —
PS/cyclopentane 97200 10 27 105 —
PS/cyclopentane 200000 7 12 103 —
HDPE/n-butyl acetate 13600 102 10 82 72
HDPE/n-butyl acetate 20000 118 22 97 70
HDPE/n-butyl acetate 61100 128 29 107 71
PMMA/1-chloro butane 34760 2 53 — —
PBMA/n-pentane 11600 10 Hourglass — —
PBMA/n-octane 11600 30 155 — —

Note: Absolute difference (in K) between experimental and predicted UCST for several polymer solutions using various
models (based on results from References 108 and 124). All results are predictions. The three last models are based on
group contributions. The new-UNIFAC model is a combination of FH with the UNIFAC residual term. The predictions
with the van der Waals equation of state are based on a very simple correlation of the interaction parameter with the
molecular weight of the solvent alone presented in Reference 123.

PS: polystyrene; HDPE: high-density polyethylene; PMMA: poly(methyl methacrylate); PBMA: poly(butyl methacrylate).
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UCST-type behavior. Compared with the other FV models, Entropic-FV may be considered as the
most successful and widely used extension of UNIFAC to polymers. A more detailed discussion
of the results as well as comparison with the other approaches are presented in Section 16.7.

16.4.4 MORE RECENT APPROACHES IN THE FREE-VOLUME TERM

Despite the overall successful performance of Entropic-FV and UNIFAC-FV models for a large
number of systems and types of phase equilibria, it has been shown over the last several years by
a number of researchers,87,88,94,113,114 that the combinatorial/FV terms of both the Entropic-FV and
UNIFAC-FV models have a number of deficiencies:

1. The solvent activities in athermal polymer solutions are systematically underestimated,
often by 10% (in the case of Entropic-FV) or more (for UNIFAC-FV). For athermal
systems, the residual term is zero. Such an error cannot be entirely attributed to the small
interaction effects present in such systems.

2. The activities of heavy alkanes in short-chain ones, available from SLE measurements,
are in significant error, especially as the size difference increases. Because of the lack
of experimental data on polymer activities, such SLE data can help in testing the
applicability of the models at the nonsolvent concentration end (activities of polymers).

3. The performance of the models is rather sensitive to the values used for the polymer density.

To account for one or more of these deficiencies, a number of entropic formulas have been
proposed over the last few years. Kontogeorgis et al.86,113 have proposed the following two modi-
fications (p-FV, Chain-FV) of Entropic-FVs combinatorial/FV term:

p-FV:86

(16.53)

Chain-FV:113

(16.54)

The p-FV model is an empirical modification of the Entropic-FV model (Equation 16.51). The
Chain-FV formula can be theoretically derived from statistical mechanics (from the generalized
van der Waals partition function) and it attempts to include rotational/vibrational effects. It is
interesting to see that, as limiting cases, the Chain-FV model results in the FH equation when the
FV  and volume  fractions coincide and in Entropic-FV when ci = 1.
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Based on the FV definition adopted by Flory (Equation 16.47), the following so-called Flory-
FV model has been proposed:86-88

(16.55)

This model has been shown87 to be particularly useful for SLE calculations for size-asymmetric
alkane systems. A typical result is given in Figure 16.7.

Finally, Voutsas et al.114 and Zhong et al.115 have proposed two combinatorial/FV formulas
suitable for polymer solutions, which do not include the volume of the compounds:

R-UNIFAC:114

(16.56)

The segment and surface area fractions are given by the equations:

FIGURE 16.7 Average deviations in solid–liquid equilibrium calculations, as a function of the solute carbon
number, for alkane systems using various FV models. E-FV is the Entropic-FV model. F-FV1.1 is the Flory-
FV model using c = 1.1. GCFLORY EoS is the GC-Flory equation of state. (From Coutinho, J.A.P. et al.,
Fluid Phase Equilibria, 103, 23, 1995. With permission.)
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(16.57)

(16.58)

Zhong et al.:115

(16.59)

The “modified” volume fraction is, for a solvent, given by the equation:

(16.60)

The articles cited in this section also include investigations that compare the performance of
these more recent FV equations for athermal systems. Although the database used in the various
investigations is not always the same, this typically consists of solutions with components differing
significantly in size but which do not exhibit energetic interactions. These nearly athermal systems
are solutions of polyethylene and polyisobutylene with alkanes (only solvent activities are available),
alkane solutions (where both the activity of light- and heavy-chain alkanes are available), polysty-
rene/ethylbenzene, polyvinyl acetate/vinyl acetate as well as “pseudo” experimental data for poly-
mer activities generated with molecular simulation techniques.116

Some overall comparisons are provided in Tables 16.5 and 16.6 (activity coefficients for alkane
systems). The general conclusions that can be drawn based on these results and those presented in
the various literature investigations are as follows (see also Section 16.7):

1. The activities of alkane solvents in either alkane or athermal polymer (PE, PIB) solutions
are very satisfactorily predicted (much better than the Entropic-FV formula) by some of
the modified equations cited above (Chain-FV, p-FV, R-UNIFAC). However, these mod-
els cannot be extended to multicomponent systems.117 This is apparently a serious
limitation for these models.

2. Volume-based models perform better than those not including volume-containing terms.
3. The UNIFAC-FV expression (Equation 16.49), the first FV equation proposed, which is

derived from the theory of Flory, is not as successful for athermal systems compared to
more recent simpler equations. This may be due to the values of the parameters b and
c employed in this model. Fitting these parameters may improve the performance of the
UNIFAC-FV term. The results with this model seem particularly sensitive to the density
values employed (Figure 16.3).

4. All models perform clearly less satisfactorily for the activities of heavy alkanes in short-
chain ones, especially as the size asymmetry increases. Models without FV corrections
such as UNIFAC, ASOG, and FH are particularly poor in these cases. Unfortunately,
such activity coefficient measurements, which are used for testing the performance of
the models for the activities of polymers, are scarce. Direct measurements for polymer

ϕi
i wi

j wj

j

x V

x V
=
∑

ϑi
i i

j j

j

x q

x q
=
∑

ln ln lnγ ϕ ϕ ϕ
ϑ

ϕ
ϑi

i

i

i

i
i

i

i

i

ix x
z

qcomb fv− = ′ + − ′ − + −






1
2

1

′ =
+

ϕ1
1 1

1 1 2 20 6583

x V

x V x V
w

w w.

1079Ch16Frame  Page 718  Thursday, June 20, 2002  10:45 PM

© 2003 by CRC Press LLC



activities have not been reported. Molecular simulation studies can offer help in this
direction. The Flory-FV model seems to be the best of these approaches, which at the
same time has no restrictions for multicomponent systems.

16.5 CUBIC EQUATIONS OF STATE FOR POLYMERS

16.5.1 GENERAL

Equations of state offer a number of advantages over activity coefficient models; for example, they
can be applied to both low and high pressures, for properties other than phase equilibria, and the
density is not required as an input parameter. However, often they are more difficult to develop for
complex fluids and mixtures than are activity coefficient models. Very many equations of state have
been proposed for polymers; Section 16.7 discusses the reason. Recent reviews have been pre-
sented.1,91,118,119 We will not attempt to cover all the various approaches, but essentially discuss in
detail only two of them, which seem promising for polymer solutions and blends: the cubic equations
of state and the SAFT (Statistical Associating Fluid Theory) method.

Originally, basically noncubic equations of state, often with some theoretical background on
statistical mechanics, have been proposed for polymer systems. To date, it is generally accepted
that both cubic and noncubic equations of state can be used for correlating polymer–solvent
equlibria. Orbey et al.120 recently reviewed several cubic equations of state for polymers.

Another way to differentiate the various equations of state is based on their predictive capa-
bilities; i.e., whether they can be used only as correlative models or for predicting phase equilibria
as well. “Correlative models” can describe phase equilibria using one or more “interaction param-
eters,” which are typically determined from experimental data. If such parameters can be generalized
or predicted from independent information, these models may fall into the category of “predictive
models.” The distinction between correlative and predictive models is not always clear.

16.5.2 CUBIC EQUATIONS OF STATE

Cubic equations of state like the Soave-Redlich-Kwong (SRK) and Peng–Robinson (PR) equations
have been traditionally employed in the oil and chemical industry. Although known from the early
1900s, until recently, cubic equations have not been extended to polymer solutions, mostly due to
the alledged deficiencies of the van der Waals repulsive term for such systems. The first extension
of cubic EoS to polymers was made as late as 1990 by Sako et al.121 The Sako et al. cubic equation
of state was originally applied exclusively to the high-pressure polyethylene/ethylene system, but
no subsequent articles presenting other applications appeared in the forthcoming years. However,
the model was used in industry (Krooshof, G., 1999, personal communication) for the polyethylene
and related high-pressure processes. It was only later, after 1994, that a large number of independent
researchers have clearly shown that cubic equations of state can be applied to both polymer solutions
and blends and for both VLE and LLE. Some of the most known efforts are as follows:

1. The van der Waals equation of state has been shown since 1994 by Kontogeorgis and
co-workers to be successfully applied to polymer–solvent VLE,122,123 polymer–solvent
LLE,124,125 Henry constants,126,127 and polymer blends.128 The van der Waals–polymer
project was carried out during the period 1994 to 1996 as a collaboration project between
the Technical University of Denmark (Institut for Kemiteknik), Shell-Research (Amster-
dam), and the Technical University of Athens (Greece).

2. The PR equation of state using the FH model with the Wong–Sandler mixing rules129,120

or combined with the Entropic-FV,130 UNIFAC-FV,131 or ASOG-FV132 models in the
mixing rule for the energy parameter or with other choices of mixing rules, such as the
classical van der Waals one-fluid133 or others.134,135
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3. The SRK equation of state has been also quite extensively applied, using activity coef-
ficient models in the mixing rule for the energy parameter136,137 or mixing rules of the
van der Waals one-fluid type.138,140

4. Following the successes of the common cubic equations of state (van der Waals, SRK,
and PR), the Sako equation of state has been “reevaluated” from some researchers, as
shown by some recent applications.141-146 In some of these recent efforts, an activity
coefficient model suitable for polymers is employed in the mixing rule for the energy
parameter.

In all the above efforts, two major directions for applying cubic equations of state can be
identified:

1. As correlative models to describe phase equilibrium behavior provided experimental data
are available. This approach is not useful for predictions but it is useful when accurate
design is required (provided data are available).

2. Use as a predictive model via the “EoS/GE” technique. This implies that an activity
coefficient model is employed in the mixing rule for the energy parameter of cubic EoS.

In the following, we attempt to give a short unified representation of the various approaches,
discussing the similarities and the differences of the various methodologies.

16.5.2.1 Cubic Equations of State for Pure Compounds

The cubic equations of state, which have been applied to polymer systems so far, are the van der
Waals equation of state:

(16.61)

the SRK equation of state:

(16.62)

the PR equation of state:

(16.63)

and the Sako et al. equation of state:

(16.64)

All the variables have the usual meaning; i.e., P is the pressure, T is the temperature, V is the molar
volume, and R is the gas constant.

The van der Waals, SRK, and PR equations of state have only two parameters per pure fluid
(a and b) that need to be estimated for solvents and polymers. The Sako et al. equation of state
has three parameters. It can be shown that the Sako et al. repulsive term is essentially equivalent
to the chain-free volume expression presented previously (Equation 16.54).
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The a,b-values for solvents are estimated in the usual way, i.e., using the critical temperature,
pressure, and acentric factor. However, for polymers critical property data are not available and,
moreover, polymers are nonvolatile. Thus, all equation of state parameters need to be estimated
from other types of data. Typically, densities, which are available over extended temperatures and
pressures, are used. Different approaches have been proposed by various researchers:

1. Use of only two temperature-volume data at low pressures122-128

2. Use of extensive volumetric data over wide range of temperatures and pressures130,133

3. Use of default values for the critical properties120,139

In most approaches the vapor pressure of the polymer is set to a very low default value.
The estimated equation of state parameters seem to have some physical significance; e.g., they

seem to be proportional to the polymer molecular weight.122 Moreover, it seems that the estimated
b values represent a measure of the flexibility of polymer molecules; for many polymers and for
different approaches, the parameter b is closely related to the van der Waals volume. Generally,
the performance of these cubic equation of state in correlating volumetric (PVT) data, although it
varies from model to model, is satifactory considering the simplicity of the approach.

16.5.2.2 Extension of Cubic Equations of State to Mixtures

Irrespectively of the functional form of the equation of state employed, two major methodologies
have been employed for the extension to mixtures:

1. The use of the well-known van der Waals one-fluid or related mixing rules for the energy
and co-volume parameters. These mixing rules require interaction parameters (especially
in the energy term) and are employed for correlating experimental data.

2. The use of the so-called EoS/GE mixing rules, which were suggested in the early 1990s.
This is a very powerful tool of applied thermodynamics, which permits a predictive use
of cubic equations of state, when a GC (or other predictive) activity coefficient model
is used for estimating the energy term of the equation of state. These methodologies are
briefly reviewed in the next sections.

16.5.2.2.1 Van der Waals One-Fluid and Related Mixing Rules
These mixing rules are given by the equations:

    (16.65)

They have been employed in the use of the van der Waals equation of state for polymers. They
require combining rules for both the cross energy and cross co-volume parameters. Kontogeorgis
et al.122 have employed the typically used geometric mean for the co-volume parameter, but they
used the Berthelot rule for the cross-energy parameter:

(16.66)

L12 is the only interaction parameter of the equation of state. Generally it should be regressed from
experimental data. Various correlations of the L12 parameter with the physical properties of the
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system have been proposed for polymer solutions123,124 and blends.128 Typically, different values
are obtained from VLE and LLE data.

The equation for the cross-energy parameter a12 can be justified theoretically. It is based on
the London theory for intermolecular forces combined with the Mie function for the intermolecular
potential. We offer here a short derivation, as discussed recently.147

The starting point for the derivation is the London equation for the cross-attractive intermolec-
ular potential :

(16.67)

and the Mie potential function:

(16.68)

where Ii is the ionization potential of component i,  is the molecular cross-energy parameter,
 is the molecular cross diameter, and r is the distance of the molecules.
Equation 16.67 is strictly valid for molecules exhibiting only dispersion forces, but its practical

validity is considered to be greater. Inserting the attractive part of Equation 16.68 into
Equation 16.67, we obtain:

(16.69)

A similar equation was first proposed by Hudson and McCoubrey and later by numerous
researchers. Equation 16.69 is a general combining rule for the cross-energy parameter as a function
of the molecular energy (ε) and size (σ) parameters. The exponent n is a characteristic of the
potential function. The ionization potential term is often ignored. However, in some cases, as shown
by Coutinho et al.148 for CO2/alkanes, the ionization term can be approximated using the co-volume
parameters:

(16.70)

Equation 16.70 is not restricted to CO2 systems but holds for other gas/alkane systems as well
(CO, methane, ethane, hydrogen sulfide, etc.) and can be thus considered a reasonable approxima-
tion for some cases.

Using the proportionalities, relations between “microscopic” (ε,σ) and “macroscopic” proper-
ties,
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and upon combining Equations 16.69 and 16.70, we arrive at the expressions for the cross-energy
parameters, the cross-critical temperature ( ):

(16.71)

and the cross-energy parameter of cubic equations of state ( ):

(16.72)

By using Equations 16.71 and 16.72, the following simple expressions can be derived for the
interaction parameter kij (correction to the geometric mean (GM) rule for the cross-critical temper-
ature  and the cross energy parameter ):

(16.73)

or

(16.74)

By using this analysis, various combining rules previously proposed in the literature can be
deducted from different values for the exponent n of this general equation. For example, the GM
rule typically employed in cubic equations of state is obtained for n = 6, while the Berthelot rule
is reduced for n = 3. The value n = 6 corresponds to the widely used Lennard–Jones potential
function. However, for asymmetric systems, several researchers have suggested that a value closer
to n = 3 should be employed147,149; e.g., Plocker et al.149 suggested n = 3.75.

The fact that the GM rule is recovered for n = 6 (Lennard-Jones value) is an interesting result
and offers some theoretical support for the GM rule. If the ionization potential term is ignored, as
is usually done in the literature, then the GM rule is derived for n = 3, and the Berthelot for n = 0.

Other researchers134-136 have used other mixing rules similar to the van der Waals one-fluid
rules. Some have been shown to yield improved results over the van der Waals one-fluid mixing
rules.

16.5.2.2.2 EoS/GE Mixing Rules
The EoS/GE methodology is one of the novel successful concepts of applied thermodynamics and
hundreds of papers have been published, especially over the last 10 years. The EoS/GE method is
in fact a mixing rule for the energy parameter of cubic equations of state. In this mixing rule, via
some matching procedure, the activity coefficient equation (GE) of some known model, e.g.,
UNIFAC, NRTL, etc. is inserted. The starting equation used in the derivation is

(16.75)
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Equation 16.75 represents the basic principle (or starting point) in the development of the
EoS/GE models (mixing rules). The superscript * refers to the specific activity coefficient model
used, e.g., UNIFAC or NRTL. For polymers, a suitable activity coefficient model such as the ones
including FV effects should be used. The subscript P denotes that the equality of Equation 16.75
is valid at a certain pressure, which is called the “reference pressure.” Various choices have been
proposed for the reference pressure. The most popular choices are the infinite and the zero reference
pressures, but other choices have also been proposed.

The EoS/GE method combines the best features of cubic equations of state and classical activity
coefficient models. This is because, via this technique, at low pressures the behavior of the activity
coefficient model is recovered. However, the model is also applicable at high pressures in a
predictive way. It is important to note that existing parameter tables from, e.g., UNIFAC, UNIQUAC,
etc. can be used. From the above it is understood that it is essential that the activity coefficient
employed in the mixing rule should be as accurate as possible (at the low pressure limit).

Various EoS/GE models have been proposed over the last several years for polymers. These
models combine the SRK, the PR equation of state, or the Sako et al. cubic equation of state with
FV activity coefficient models such as UNIFAC-FV, Entropic-FV, FH and the ASOG.

16.5.2.3 Results and Discussion

The various cubic equations of state have been quite extensively applied to polymer solutions and
blends since 1990. More specifically:

1. The van der Waals equation of state was shown to:
• Correlate, using a single parameter per binary system, binary polymer–solvent VLE

and LLE (UCST). Of particular interest is the fact that the vdW EoS predicts a much
flatter coexistence curve than the FH and other related models, in agreement with
experimental evidence.

• Correlate the LCST of binary polymer–solvents using a linearly temperature-depen-
dent interaction parameter

• Correlate the Henry’s constants of solvent–polymers (including gas–polymers) with
a single parameter

• Correlate the UCST of polymer blends with a single parameter per system. As with
polymer solutions, a linearly temperature-dependent parameter is required for an
accurate description of LCST.

2. The Sako et al. equation of state has been shown to:
• Correlate the polyethylene/ethylene system
• Describe the high-pressure binary and ternary polyolefin and copolymer (poly(ethyl-

ene-co-propylene)) systems
• Correlate high pressure phase equilibria for certain polydisperse systems e.g., ethyl-

ene/poly(ethylene-co-vinyl acetate) and CO2/cyclohexane/polystyrene
3. The SRK and PR equations of state have been shown to:

• Correlate polymer–solvent VLE better than the FH model, when the comparison is
made using a single per binary interaction parameter

• Correlate the high-pressure polyethylene/ethylene system
• Correlate gas solubilities in various polymers — many different gases have been

considered
• Predict low-pressure VLE using various EoS/GE mixing rules combined with activity

coefficient models suitable for polymer solutions
• Predict (using the modified Huron-Vidal second order (MHV2) mixing rule) the

sorption of CO2 in polyethylene glycol over extended pressure ranges
• Predict (using EoS/GE mixing rules) Henry’s law constants for different polymer

solutions
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4. The various EoS/GE mixing rules have been shown to be quite successful for binary
polymer–solvent VLE, where they have been applied, since they reproduce (to a certain
extent) at low pressures the behavior of a successful activity coefficient model for
polymers. In addition, they are readily extended to high pressures as well, which is
important in some polymer applications. Very few of these models have been extended
to LLE, although reproduction of the behavior of the activity coefficient model incorpo-
rated (in the mixing rule) should be expected. Few applications to high pressures, where
the true value of this approach would be appreciated, have been reported, e.g., the recent
application of the SRK/MHV2 model to gas–solid polymer systems.137 The limited
investigation of the high-pressure applicability is partly explained by the lack of many
high-pressure VLE data for polymer–solvent systems.

Finally, in the light of these extensive recent applications, an attempt to justify the use of cubic
equations of state for polymer systems seems of interest. Traditionally, cubic equations of state had
not been considered applicable to polymer systems because of alleged limitations of their functional
form and especially the van der Waals–type repulsive term. We cite below two points that shed
some light in why van der Waals–type equations may be applicable to asymmetric systems (e.g.,
alkane solutions with large size differences, polymer solutions):

1. The entropy of mixing of van der Waals–type equations, which is derived from the
repulsive term, bears a remarkable functional similarity with that of explicit activity
coefficient models, which are successfully applied to polymer solutions. Below are shown
these equations for the van der Waals–type equation of state, the FH model and the
Entropic-FV model (Elbro–Hildebrand term):

(16.76)

In the FH formula, the characteristic volume V* can be the molar volume or a specific
hard-core volume of the molecule such as the van der Waals volume Vw. The last of the
above equations is the Entropic-FV formula, discussed earlier (Equation 16.51). As
shown, in the Entropic-FV model the van der Waals volume Vw is used, as a measure of
the molecular volume with increments by Bondi. The Entropic-FV formula was shown
to work satisfactorily for athermal polymer solutions and offers a substantial improve-
ment over the FH term. The van der Waals repulsive term and the Entropic-FV form are
functionally identical.

2. By using standard thermodynamics, the activity coefficient expression that corresponds
to the van der Waals equation of state can be derived. When the van der Waals one-fluid
mixing rules for the energy and co-volume parameters are employed, the van der Waals
equation can be expressed as a sum of a combinatorial-FV and a regular solution term:
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(16.77)

Such an expression provides partial justification for the success of van der Waals–type
equations for asymmetric polymer systems: the van der Waals equation is a sum of an
improved FH (actually an FV) term and a regular solution energetic term. Furthermore,
analysis of the contributions (attractive and repulsive) of cubic equations of state
showed150 that the classical (linear) combining rule for the co-volume parameter
(Equation 16.66 for b12) is the best choice for size asymmetric systems. This combining
rule performs much better than the Lorentz and other combining rules for the cross-co
volume parameter. Using this successful arithmetic mean rule for b12, the combinatorial-
FV term of the van der Waals equation of state is functionally identical to that of the
Entropic-FV model.

16.6 THE SAFT EQUATION OF STATE

Very many noncubic equations of state have been proposed for polymers. Most of them are rather
complicated and a few of them, such as several of the models discussed previously, are based on
the GC concept, like the GC-Flory and the GCLF equation of state. Several of these equations of
state are reviewed elsewhere,1 and we will restrict here our presentation to one equation of state
that is very promising for polymer systems and has already found widespread acceptance. This is
the Statistical Associating Fluid Theory (SAFT).

The SAFT equation of state was proposed by Radosz, Gubbins, Jackson, and Chapman151,152

and is a model derived based on the perturbation theory of Weirtheim. SAFT is a noncubic equation
with separate terms for the various effects (dispersion, polar, chain, hydrogen bonding). SAFT has
already found extensive application in both polymer and oil industry, where different capabilities
of the model have been exploited. In the oil industry, it is used for describing the complex multiphase
equilibria of hydrogen bonding multicomponent systems, e.g., water–oil–alcohols (glycols). Several
recent reviews of the SAFT equation of state are available,153-155 all of which present results for
polymer solutions.

For polymer applications, SAFT has been extensively applied in industry (e.g., Exxon) mainly
for polyolefin and related copolymer systems in both liquid solvents and supercritical fluids.156-160

Recently, a number of other applications have been reported:

• SLLE for some nonpolar polyethylene solutions161

• Polar polymer solutions162-174

One of the versions of SAFT, the so-called PC-SAFT developed by the group of Professor Sad-
owski,175-177 has been extensively applied to high-pressure polymer systems.
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16.6.1 MODEL DESCRIPTION

The original SAFT equation of state is given by the equation:

(16.78)

where Zhs, Zdisp, Zchain, and Zassoc account for the contributions to the compressibility factor of the
hard-sphere repulsive interactions, the attractive dispersive interactions, the chain connectivity, and
the hydrogen bonding. The parameter m is the number of segments per molecule. The various terms
shown in Equation 16.78 are given by the expressions:

(16.79)

The variables of Equations 16.79 have the following meaning:

• y is the packing fraction, a measure of the reduced density:

• The temperature-dependent segment diameter d is related to the temperature-independent
diameter σ via

• The hard-core volume v* is related to the temperature-independent parameter:

• u/k is the dispersion energy
• Dij are universal constants

Two points should be noted here:

1. For the Zdisp term, various equations based on different theoretical considerations have
been proposed.

2. For nonassociating systems, the Zassoc term of Equation 16.78 is omitted.
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In the association term of Equation 16.79, XAi is the mole fraction of the molecule i not bonded
at site A, i.e., the monomer mole fraction. This is a function of density and of a property called
“association strength.” XAi and the association strength between two association sites belonging in
two different molecules ( ) are defined as

(16.80)

where  is the association energy,  is the volume of association, and  is the radial
distribution function. The association energy and volume are related to the enthalpy and entropy
of hydrogen bonding.

The association and chain terms are obtained from the Wertheim theory. Recently,178,179 an
expression for the association term has been presented. It is identical to that of the Wertheim theory,
as cited by Chapman et al.,152 but mathematically significantly simpler.

The determination of XA depends on the association scheme, i.e., the exact form of association,
which is assumed for each hydrogen bonding (associating) molecule. Huang and Radosz151 present
a table with association schemes for different types of associating molecules such as acids, alcohols,
amines, and water. Different association schemes are typically required for the different molecules,
and the table given by Huang and Radosz can be employed as a starting point in the establishment
of the correct association scheme. The final choice, however, should be determined from a combi-
nation of intuition and experimental data.

The SAFT equation of state typically contains five pure compound parameters, which are
estimated from both vapor pressure and liquid density data. These are the molecular size parameter
m, the segment size parameter v*, the segment energy parameter uo/k, and the two association
parameters: the association energy  and the association volume .

For polymers, the parameters are estimated from volumetric (PVT) data. Alternatively, for
polyolefins the parameters can be estimated by extrapolating the n-alkane parameters.

The repulsive, chain, and hydrogen bonding terms are extended to mixtures rigorously, and so
mixing rules are needed only for the dispersion term of the equation. The van der Waals one-fluid
mixing rules are used, which involve only one temperature-independent interaction parameter kij:

(16.81)

where the cross-co-volume is given by the Berthelot rule:

(16.82)

and the cross-energy parameter is given by the GM rule:

(16.83)
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Other mixing rules have been proposed for asymmetric systems,180 such as water–hydrocarbons.

16.6.2 RESULTS AND DISCUSSION

Various modifications of the SAFT equation of state have been already proposed over the last
several years. These have been presented in recent reviews.153-155 It is worth mentioning that in all
these SAFT modifications different attractive terms are proposed, i.e., different terms for the Zdisp

of Equation 16.78. The chain and association terms remain unchanged. SAFT is available in existing
process simulators by Aspen Tech and Simulation Sciences, and it is used by several industries
(examples of applications have been reported by Exxon Research and Engineering Company and
Shell Oil Company). However, in these simulators, only the nonassociating contributions are
incorporated. The SAFT equation of state has been extensively applied to nonpolymeric systems
as well, including mixtures of hydrocarbons, water, alcohols, and phenols. A few applications to
cross-associating systems, e.g., alcohol–water, have been also reported.

For polymer systems, most applications are related to the high-pressure polyethylene technol-
ogy. Typical results are shown in Figures 16.8 through 16.13.

The most important conclusions from the various applications of the SAFT theory to polymer-
containing systems are as follows:

FIGURE 16.8 Cloud-point curves for the poly(ethylene-octene) (Mn = 33000)–hexane system from experi-
ment points and the SAFT equation of state (curves). (From Jog, P.K. et al., Ind. Eng. Chem. Res., 41(5), 887,
2002. With permission.)
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FIGURE 16.9 The cloud-point and shadow curves for poly(ethylene-octene)-hexane at 450 K from experiment
(points) and the SAFT equation of state (curves). The dotted curve shows the composition of the incipient
phase at the cloud point. Results for monodisperse and polydisperse polymer are included. (From Jog, P.K.
et al., Ind. Eng. Chem. Res., 41(5), 887, 2002. With permission.)

FIGURE 16.10 Pressure–composition phase diagram for the system polydimethylsiloxane (PDMS) — n-pen-
tane with the SAFT equation of state. Using PDMS pure-component parameter sets, which reproduce the
PDMS densities well, no acceptable reproduction of the binary equilibria is possible. (From Pfohl, O. et al.,
Fluid Phase Equilibria, submitted, 2001. With permission.)
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1. Excellent description of high-pressure VLE and LLE of systems containing polyethylene
and related polymers is obtained. Similarly, good results are obtained for the Henry’s
law constants for various solvents in polyethylene.

2. The SAFT model has not been applied to associating polymers or to systems containing
hydrogen bonding solvents (alcohols, water, etc.). Investigations by numerous researchers
show that the extension of SAFT to polar polymers may be difficult. Parameters for
PDMS, PMMA, polycarbonates, and other polymers obtained by fitting volumetric data

FIGURE 16.11 LLE of polypropylene (PP)–propane at three temperatures in a pressure–weight fraction plot.
(PP: Mw = 290 kg/mol, Mw/Mn = 4.4). Comparison of experimental cloud points to PC-SAFT calculations
(kij = 0.0242). The polymer was modeled using three pseudo-components. (From Tumakaka, F. et al., Fluid
Phase Equilibria, 541, 194–197, 2002. With permission.)

FIGURE 16.12 Cloud-point curve of polypropylene (PP)–n-pentane–CO2 for various CO2 contents. Initial
polymer weight fraction wPP = 0.03 (before the addition of CO2). Comparison of experimental cloud points60

to PC-SAFT calculations (PP–n-pentane: kij = 0.0137, PP–CO2: kij = 0.177, n-pentane–CO2: kij = 0.143). (From
Tumakaka, F. et al., Fluid Phase Equilibria, 541, 194–197, 2002. With permission.)
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are not suitable for correlating phase equilibria. It is expected that significant effort is
needed in the future for resolving this serious deficiency.

3. An extension of SAFT to systems containing electrolytes has appeared. However, the
model has not as yet been extended to polyelectrolytes.

4. Limited comparisons of SAFT with other models have been reported. In a recent review,
Kang et al.119 compared SAFT to the PR equation of state. Similar deviations are observed
for the VLE of a few polymer–solvent systems investigated.

5. Several impressive applications of SAFT has been reported, such as the critical micellar
densities for the PVAC-PTAN (a block copolymer)–CO2 system and systems including
telechelic polymers.

16.7 DISCUSSION OF THE MODELS

16.7.1 WHY SO MANY MODELS FOR POLYMER SYSTEMS?

Why have so many different models been developed for polymer systems? The situation could be
easily considered confusing for the practicing engineer. Polymer solutions and blends are compli-
cated systems: the frequent occurrence of LLE in many forms (UCST, LCST, closed loop), the
significant effect of temperature and polymer molecular weight in phase equilibria, the FV effects,
and other factors cause these difficulties. The choice of a suitable model depends on the actual
problem and demands, especially the following:

• Type of mixture (solution or blend, binary or multicomponent)
• Type of phase equilibria (VLE, LLE, SLLE, gas solubility)
• Conditions (temperature, pressure, concentration)
• Type of calculations (accuracy, speed, yes/no answer, or complete design)

In their recent review paper, “Properly model polymer processes,” Bokis et al.91 from Aspen
list the polymer models currently supplied in the ASPEN-Plus Process Simulator:

FIGURE 16.13 Liquid–liquid demixing of polystyrene (PS)–methylcyclohexane at pressures of 20 and 50
bar. (PS: Mw = 405 kg/mol, Mw/Mn = 1.832). Comparison of PC-SAFT (kij = 0.007) and SAFT (kij = 0.023)
correlation results to experimental data. The polymer is modeled as monodisperse. (From Tumakaka, F. et al.,
Fluid Phase Equilibria, 541, 194–197, 2002. With permission.)
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Activity Coefficient Equations of State

Flory-Huggins Sanchez-Lacombe
Polymer-NRTL SAFT
UNIFAC-FV Polymer-SRK

The performance of various models and their range of application have been discussed briefly
thoughout the chapter. We summarize and enhance this discussion here.

16.7.2 RESULTS FOR ATHERMAL POLYMER SOLUTIONS

Athermal polymer systems provide a very useful means for testing the “heart,” i.e., the combinatorial
and FV terms of the various thermodynamic models. Several comparisons have been presented in
the literature for such systems.85-88,96,110,113 The review by Lee and Danner96 is quite thorough
considering a large part of available VLE data for different types of polymer–solvent binaries (with
nonpolar solvents, weakly polar and hydrogen bonding ones) and four different literature models
(GCLF, UNIFAC-FV, Entropic-FV, GC-Flory). In their recent review, Pappa et al.,110 considered
over 200 experimental data points for athermal polymer solutions at intermediate concentrations
and aboout 100 points at infinite dilution and compared the Entropic-FV and Zhong–Masuoka
models. They found that the Entropic-FV formula (Equation 16.51) yields lower error than the
Zhong term (Equation 16.59), which, however, does not contain any volume terms (9% vs. 16%).
Other literature comparisons85-87 also agree that the FV models with volume-containing terms
perform better than those models requiring no volume information. Thus, Entropic-FV, Flory-FV,
and related models provide a good basis for building a full thermodynamic model for polymers.
More complicated FV terms such as the one derived from the Flory equation of state and used in
UNIFAC-FV seem to offer no advantage over the simpler approaches. Moreover, more complicated
FV terms seem to be more sensitive40,110-112 to the volume values employed compared with simpler
FV equations. Typical results are shown in Tables 16.5 and 16.6.

16.7.3 RESULTS FOR NONPOLAR AND SLIGHTLY POLAR SYSTEMS — VAPOR LIQUID EQUILIBRIA

Numerous results (predictions and correlations) are available for such systems.24,31,96 Many models
perform satisfactorily even when pure predictions are considered. In a recent comparison, Pappa
et al.110 showed that Entropic-FV performs better than the Zwong–Masuoka model (11% vs. 20%).
In the review by Lee and Danner,96 GCLF and Entropic-FV perform similarly for nonpolar systems
(15%), but GCLF appears to perform better for the weakly polar systems. This is attributed to
problems of the Entropic-FV model for systems containing polyacrylates and polymethacrylates
with acetates. UNIFAC-FV has an average error of 23% for these types of systems and GC-Flory
of 20%. Typical results are shown in Table 16.4.

16.7.4 RESULTS FOR NONPOLAR AND SLIGHTLY POLAR SYSTEMS — LIQUID–LIQUID EQUILIBRIA

Some of the predictive models mentioned above, especially Entropic-FV (using either UNIFAC or
UNIQUAC in the residual term), GC-Flory, and GCLF equations of state, have been applied to
single solvent–polymer LLE, including both UCST and LCST calculations.105-108,185-187 Some typical
results are shown in Table 16.8 and Figure 16.2. Each model has its strengths and weaknesses;
possibly the Entropic-FV model is the most accurate, followed by GCLF. In particular, the com-
bination of Entropic-FV + UNIQUAC seems very promising for predicting LLE at pressures and
molecular weights other than those used in the parameter estimation105-107 (Figure 16.5). GC-Flory
and GCLF perform better for LCST than for UCST. A difference of 10 to 30°C should be expected
in the predictions. The performance of Entropic-FV is quite encouraging, as shown, for example,
in Figure 16.2 for PS/acetone, where it is shown that the model can predict all three different phase
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equilibrium types (UCST, LCST, hourglass) and the molecular weight and temperature dependence
of miscibility. The same observation is true for the Entropic-FV + UNIQUAC combination,105-108

with even better quantitative performance. The performance of Entropic-FV (when the UNIFAC
model is used for the residual term) seems rather system specific, e.g., for polyethylene/octylphenols
the difference in UCST is 5 to 10°C while for polyethylene/octanol it is approximately 40°C
(Table 16.8).

A very interesting result is the correlative and predictive performance for the UCST of binary
polymer solutions with the van der Waals equation of state.124 Excellent correlation is achieved and
reasonable prediction, using an extremely simple equation developed from athermal polymer–sol-
vent VLE (which is simply a linear correlation of the interaction parameter with the molecular
weight of the solvent). Two important comments can be made:

1. The van der Waals equation of state can successfully describe the UCST phase diagram
over the whole temperature range with a single adjustable parameter. This is not possible
with the FH and other related models, as discussed extensively in the literature.1

2. A small change in the interaction parameter does not substantially change the phase
diagram. For more complex models, e.g., GCLF, a very small change of the interaction
parameter can cause significant changes in the phase diagram even a change from phase
split to complete miscibility.185

16.7.5 RESULTS FOR WATER-SOLUBLE POLYMERS AND 
OTHER HYDROGEN BONDING SYSTEMS

The PEG/water, PPG/water, and PVAL/water are among the most extensively studied water-soluble
polymer solutions. These systems typically show a closed-loop phase behavior (Figure 16.4).
Results for some ternary systems have been reported; many of these data are for PEG/Dextran/water
and PEG/water/salts and related systems, which are important for separating biomolecules such as
proteins. Only few data for PEG or other hydrogen bonding polymer with mixed water solvents
have been reported.

The FH (and other similar) models can correlate such closed-type LLE behavior using a number
(four to six) of adjustable parameters per binary system.64 No predictions have been reported for
such systems by other models.

Predictions have been provided for some hydrogen bonding systems, mostly for VLE, with a
number of models. Pappa et al.110 report an average deviation of 26% (in VLE) with both Entropic-
FV and Zhong–Masuoka models, which is higher than the deviations observed for nonpolar and
polar systems. Lee and Danner’s96 comparison revealed that Entropic-FV is the best model for
strongly polar solvents (23%), followed by GCLF (28%) and GC-Flory (31%). The classical FV
model by Oishi and Prausnitz does not seem to be very successful for such complex systems (mean
deviation 65%). In some recent investigations,40,111,112 several of these well-known GC models
(Entropic-FV, UNIFAC-FV, GC-Flory) have been tested for VLE of paint-related systems. These
are systems of polyacetates, polyacrylates, polymethacrylates, epoxies, and a variety of solvents
(nonpolar, polar, hydrogen bonding, water). The performance of the models is overall similar, with
the Entropic-FV and GC-Flory overall better than UNIFAC-FV in most situations, in agreement
to the investigations reported earlier. Some typical results are shown in Figure 16.6 for systems
including the commercial epoxy resin Araldit.

Novenario et al.187a recently demonstrated the problems of several predictive models (UNIFAC-
FV, cubic EoS/GE models) in predicting VLE for the PEG/water system.

The Entropic-FV/UNIQUAC combination has been shown105,106 to correlate successfully the
PVAL/water and other systems exhibiting closed-loop behavior with temperature-dependent param-
eters (Figure 16.4).
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16.7.6 RESULTS FOR POLYMER BLENDS

Such cubic equations of state as van der Waals correlate very satisfactorily the UCST-type behavior
for polymers solutions, as shown by Harismiadis et al.109 A generalized correlation of the interaction
parameter of the van der Waals equation of state for polymer blends based exclusively on polysty-
rene blends has been presented.109 By using this equation, the van der Waals equation of state can
be used as a predictive tool for investigating the compatibility of polymer blends. Predictive GC
thermodynamic methods such as Entropic-FV, GC-Flory, UNIFAC, and UNIFAC-FV perform rather
poorly, at least from a quantitative point of view.99,109 Entropic-FV performs best among these
models, on a qualitative basis. For semiquantitative predictions in polymer blends, the approach
proposed by Coleman et al.9 is recommended.

16.7.7 RESULTS FOR COPOLYMER SOLUTIONS

Comparisons for copolymer systems are not extensive, although several VLE data for solvent–copoly-
mers are available. Bogdanic and Fredenslund,38 Pappa et al.,110 and Lee and Danner188 have
presented comparisons for such systems, using the models Entropic-FV, GC-Flory,
Zhong–Masuoka, UNIFAC-FV, and GCLF. In their comparison, Pappa et al.110 found that both
Entropic-FV and Zhong–Masuoka models perform similarly for these systems with a deviation
around 20%. Similar overall performance for the Entropic-FV, GC-Flory, and UNIFAC-FV models
was observed by Bogdanic and Fredenslund,38 although the various models perform differently for
specific copolymer systems. For example, the Entropic-FV model has problems in the presence of
chloro groups. GCLF is also shown to be quite successful for a number of copolymer solutions in
mostly nonpolar/slightly polar solvents.

16.7.8 SWELLING — THE EFFECTS OF CRYSTALLINITY AND 
CROSS-LINKING (SORPTION, SLLE)

When highly crystalline or cross-linked polymers are considered, e.g., paints after drying, rubbers,
polyolefins, the effects of cross-linking and crystallinity should be considered because they affect
the solubility. Cross-linking and crystallinity are often visualized as “similar” (in some sense)
phenomena and are described with the same theories: crystalline regions are assumed to act as
“physical or giant cross-links.” Crystalline and cross-linked polymers do not dissolve (with a few
exceptions) in solvents but only swell. Swelling equilibria is thus important. To account for the
crystalline/cross-linking effect, an additional factor (elastic term) is typically required in thermo-
dynamic models. Two popular theories to account for this effect are the Flory–Rechner:189

(16.84)

where
ρa = the density of the amorphous polymer
V1 = the molar volume of the solvent
Mc = the molecular weight between cross-links
and the Michaels–Hausslein190 equation:

(16.85)
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where
Tm = the melting point temperature
f = the fraction of elastically effective chains in amorphous regions

As observed from these equations, both theories introduce at least one more extra parameter,
which needs to be determined from experimental data: the molecular weight between cross-links
Mc and the fraction of elastically effective chains f.

They have been combined with FV models6,191,192 and they have been applied to semicrystalline
polymer–solvent systems. The results are satisfactory but they are not predictive: the Mc and f
parameters should be estimated from experimental data. However, the swelling of cross-linked
polymers can be estimated with such equations. In one of the very few works reported on the
prediction of SLLE55 for polymer solutions, the Entropic-FV and UNIFAC models have been
compared for semicrystalline polymer–solvent systems. These two models are shown to yield
similar results for SLLE.

16.7.9 POLYMER–MIXED SOLVENT SYSTEMS

Mixed solvent–polymer systems are very important for many practical applications, e.g., in the
paints and coatings industry and for the separation of biomolecules using aqueous two-phase
systems. However, very few models have been extended to ternary polymer–mixed solvent systems.

The solublity parameter theory has been applied extensively using a mixed value of the solubility
parameter:

(16.86)

Barton41,42 provides empirical methods based on solubility parameters for ternary solvent systems.
All these methods provide only a qualitative idea on miscibility. The combination of regular solution
theory and solubility parameters has been employed for predicting the partition coefficients of
organic compounds between water and polystyrene193 and between alcohols and polyolefins.194 The
results are useful to a first approximation.

Heil and Prausnitz195 proposed an FH/UNIQUAC-type model, which has been applied to a
number of ternary liquid–liquid PS–mixed solvent systems. Satisfactory results were obtained for
the ternary systems using solely two parameters per binary. These results show the potential of
local composition concept (UNIQUAC, UNIFAC) for multicomponent polymer systems. The
required binary parameters were estimated from solvent–polymer VLE data.

A third interesting approach, presented by Blanks and Prausnitz,196 is an extension of the FH
equation to polymer–mixed solvents. The method employs an FH parameter calculated from the
regular solution theory using separate contributions for the various effects: nonpolar, polar, hydrogen
bonding. The authors apply the method to a single ternary system: poly(methyl methacrylate)/hex-
ane/acetone at 25°C, where they found that it correctly predicts that the polymer is soluble in the
mixed solvent as long as the volume fraction of acetone is greater than 0.55, which is in agreement
with data by Billmeyer (personal communication to John Prausnitz, 1964).

Dee197 applied the Flory equation of state to PS/cyclohexane/water, but the results are only of
correlative value.

Recently,8 the Holten-Andersen et al.2 and the Entropic-FV models were applied to LLE for
polymer–mixed solvent, considering both solvent–solvent or solvent–antisolvent systems. The
comparison was limited to eight PS–two solvent systems (benzene/acetone, benzene/methanol,
methylcyclohexane/acetone, toluene/acetone, MEK/acetone, ethyl acetate/acetone, NNDMF/cyclo-
hexane) and one PMMA system (with chlorobutane/butanol-2) for which full data are available.
Qualitatively good results are obtained with both models, especially Entropic-FV (despite that all
group interaction parameters were based on low-pressure VLE of nonpolymeric systems).

δ ϕ δ= ∑ i i

i
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In another recent investigation,112 a database for ternary VLE systems (polymer–mixed solvents)
has been compiled and used for evaluating the performance of four GC models (Entropic-FV,
UNIFAC-FV, GC-Flory, and GCLF). Some typical results are presented in Table 16.7. The perfor-
mance of these predictive models, although somewhat inferior to the binary systems, can be
considered quite satisfactory. The experimental measurements of solvent activities in mixed sol-
vent–polymer systems are not easy and may often be associated with significant errors (J.M.
Prausnitz, 2000, personal communication).

16.7.10 CONCLUDING REMARKS AND FUTURE CHALLENGES

Attempting to summarize in few words the current status in polymer thermodynamics, we could
state the following:

1. Many databases (some available in computer form) and reliable GC methods are available
for estimating many pure polymer properties and phase equilibria of polymer solutions
such as densities, solubility parameters, glass and melting temperatures, and solvent
activity coefficients.

2. Simple GC methods based on UNIFAC, containing corrections for the FV effects,
satisfactorily predict the solvent activities and VLE for binary and ternary polymer
solutions. They are less successful for the prediction of LLE if the parameters are based
on VLE. They are much more successful if the parameters are based on LLE data. The
combination of a simple FV expression such as that employed in the Entropic-FV model
and a local composition energetic term such as that of UNIQUAC seems to be a very
promising tool for both VLE and LLE in polymer solutions. We expect that such tools
may find widespread use in the future for practical applications.

3. Simple cubic equations of state can correlate both VLE and LLE for polymer solutions
and blends with a single interaction parameters. They can be combined with an activity
coefficient model for predictive calculations using the so-called EoS/GE mixing rules.
Applications of cubic equations of state to high pressures are so far limited to those
shown for the Sako et al. cubic equation of state.

4. The SAFT model may prove to be a very successful tool in the future for polymer
systems. The low-pressure and especially the high-pressure results for systems including
solvents and nonpolar polymers (with emphasis on those of interest to the polyolefin
industry) are very satisfactory. However, its failure to extend to polar systems represents
so far a significant limitation of the model.

5. Most theoretical/modeling studies in polymer thermodynamics are limited to:
• Organic polymers
• Binary systems often involving monodisperse polymers and single solvents
• Rather “simple” polymers (polyolefins, polystyrene, PVC, etc.)
• VLE and activity coefficients
• “Rules of thumb” estimates of miscibility (solubility parameters, theta parameters,

etc.)

Some of the future challenges in the area of polymer thermodynamics will involve the following:

1. The correlation and prediction of phase equilibria of solutions containing polar and
hydrogen bonding solvents and polymers

2. More emphasis on multicomponent systems including both mixed solvents, blend–sol-
vent systems, as well as the effect of polydispersity

3. Better treatment of condensed phases especially LLE and SLE as well as water-soluble
polymer systems and polyelectrolytes
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4. Emphasis on high-pressure systems involving both the typical nonpolar and polar poly-
mers

5. New directions such as description of “special materials” including those involving
oligomers, copolymers, new structures (starlike and dendrimers), “inorganic” polymers
(e.g., tin-based antifouling paints)

6. Proper account for the effects of crystallinity and cross-linking with special attention to
swelling phenomena

7. Closer collaboration with industry, e.g., for testing existing theories for polymers with
novel structures, for commercial polymers for which so far the structure is not revealed
to academic researchers, and for many other applications of practical interest. Many
industrial systems are much more complex than the systems studied in academia. Closer
collaboration in the future between academia and the polymer and paint/adhesives indus-
tries may further help the advancements in the area of polymer thermodynamics in the
coming years.

LIST OF ABBREVIATIONS

BR butadiene rubber
CST critical solution temperature
EAC ethyl acetate
EoS equation of state
FH Flory–Huggins (model/equation/interaction parameter)
FV free-volume
GC group contribution (method/principle)
GC-Flory group contribution Flory equation of state
GCLF group contribution lattice fluid
GCVOL group contribution volume (method for estimating the density)
LCST lower critical solution temperature
LLE liquid–liquid equilibria
PBMA polybutyl methacrylate
PDMS polydimethylsiloxane
PE polyethylene
PEO polyethylene oxide
PIB polyisobutylene
PS polystyrene
PVAC polyvinyl acetate
PVC polyvinyl chloride
SLE solid–liquid equilibria
SLLE solid–liquid–liquid equilibria
UCST upper critical solution temperature
UNIFAC universal functional activity coefficient (a method for estimating activity coefficients)
vdW1f van der Waals one fluid (mixing rules)
VLE vapor–liquid equilibria
VOC volatile organic content
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