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## Preface

The concept of the generalized inverses was first introduced by I. Fredholm [81] in 1903. He proposed a generalized inverse of an integral operator, called pseudoinverse. The generalized inverses of differential operators were brought up in D. Hilbert's [107] discussion of the generalized Green's functions in 1904. For a history of the generalized inverses of differential operators, the reader is referred to W. Reid's paper [189] in 1931.

The generalized inverse of a matrix was first introduced by E. H. Moore [166] in 1920, where a unique generalized inverse by means of projectors of matrices is defined. Little was done in the next 30 years until the mid-1950s, when the discoveries of the least-squares properties of certain generalized inverses and the relationship of the generalized inverses to solutions of linear systems brought new interests in the subject. In particular, R. Penrose [174] showed in 1955 that Moore's inverse is the unique matrix satisfying four matrix equations. This important discovery revived the study of the generalized inverses. In honor of Moore and Penrose's contribution, this unique generalized inverse is called the Moore-Penrose inverse.

The theory, applications, and computational methods for the generalized inverses have been developing rapidly during the last 50 years. One milestone is the publication of several books and monographs [9, 19, 92, 187] on the subject in 1970s. Particularly, the excellent volume by Ben-Israel and Greville [9] has made a long-lasting impact on the subject. The other milestone is the publications of the two volumes of proceedings. The first, edited by M. Z. Nashed, is the volume of the proceedings [167] of the Advanced Seminar on the Generalized Inverses and Applications held at the University of Wisconsin-Madison in 1973. It is an excellent and extensive survey book. It contains 14 survey papers on the theory, computations and applications of the generalized inverses, and a comprehensive bibliography that includes all related references up to 1975. The other, edited by S. L. Campbell, is the volume of the proceedings [18] of the AMS Regional Conference held in Columbia, South Carolina, in 1976. It is a new survey book consisting of 12 papers on the latest applications of the generalized inverses. The volume describes the developments in the research directions and the types of the
generalized inverses since the mid-1970s. Prior to this period, due to the applications in statistics, research often centered in the generalized inverses for solving linear systems and the generalized inverses with the least-squares properties. Recent studies focus on such topics as: infinite-dimensional theory, numerical computation, matrices of special types (Boolean, integral), matrices over algebraic structures other than real or complex field, systems theory, and non-equation solving generalized inverses

I have been teaching and conducting research in the generalized inverses of matrices since 1976. I gave a course "Generalized Inverses of Matrices" and held many seminars for graduate students majoring in Computational Mathematics in our department. Since 1979, my colleagues, graduated students, and I have obtained a number of results on the generalized inverses in the areas of perturbation theory, condition numbers, recursive algorithms, finite algorithms, embedding algorithms, parallel algorithms, the generalized inverses of rank-r modified matrices and Hessenberg matrices, extensions of the Cramer's rule, and the representation and approximation of the generalized inverses of linear operators. Dozens of papers have been published in refereed journals in China and other countries. They have drawn attention from researchers around the world. I have received letters from more than ten universities in eight countries, USA, Germany, Sweden, etc., requesting papers or seeking academic contacts. Colleagues in China show strong interests and support in our work and request a systematic presentation of our work. With the support of the Academia Sinica Publishing Foundation and the National Natural Science Foundation of China, Science Press published my book "Generalized Inverses of Matrices and Operators" [241] in Chinese in 1994. That book is noticed and well received by researchers and colleagues in China. It has been adopted by several universities as a textbook or reference book for graduate courses. The book was reprinted in 1998.

In order to improve graduate teaching and international academic exchange, I was encouraged to write this English version based on the Chinese version. This English version is not a direct translation of the Chinese version. In addition to the contents in the Chinese version, this book includes the contents from more than 100 papers since 1994. The final product is an entirely new book, while the spirit of the Chinese version still lives. For example, Sects. 2, 3, and 5 of Chap. 3; Sect. 1 of Chap. 6; Sects. 4 and 5 of Chap. 7; Sects. 1, 4, and 5 of Chap. 8, Chaps. 4, 10, and 11 are all new.

Yimin Wei of Fudan University in China and Qiao Sanzheng of McMaster University in Canada were two of my former excellent students. They have made many achievements in the area of the generalized inverses and are recognized internationally. I would not be able to finish this book without their cooperation.

We would like to thank A. Ben-Israel, Jianmin Miao of Rutgers University; R. E. Hartwig, S. L. Campbell, and C. D. Meyer, Jr. of North Carolina State University; and C. W. Groetsch of University of Cincinnati. The texts [9], [19], and [92] undoubtedly have had an influence on this book. We also thank Erxiong Jiang of Shanghai University, Zihao Cao of Fudan University, Musheng Wei of East China Normal University and Yonglin Chen of Nanjing Normal

University for their help and advice in the subject for many years, and my doctoral student Yaomin Yu for typing this book.

I would appreciate any comments and corrections from the readers.
Finally, I am indebted to the support by the Graduate Textbook Publishing Foundation of Shanghai Education Committee and Shanghai Normal University.

June 2003
Guorong Wang Shanghai Normal University

## Preface to the Second Edition

Since the first publication of the book more than one decade ago, we have witnessed exciting developments in the study of the generalized inverses. We are encouraged by colleagues, Science Press, and Springer to update our book. This edition is the result of their encouragement. To include recent developments, this edition has two new chapters on the generalized inverses of special matrices and an updated bibliography. The new chapter six is about the generalized inverses of structured matrices, such as Toeplitz matrix and more general matrices of low displacement rank. It discusses the structure of the generalized inverses of structured matrices and presents efficient algorithms for computing the generalized inverses by exploiting the structure. The new chapter ten studies the generalized inverses of polynomial matrices, that is, matrices whose entries are polynomials. Remarks and references are updated to include recent publications. More than seventy publications are added to the bibliography.

To Science Press and Springer, we are grateful for their encouragement of the publication of this new edition. We would like to thank the reviewers for their constructive comments, which helped us improve the presentation and readability of the book.

Also, we would like to thank National Natural Science Foundation of China under grant 11171222 for supporting Wang Guorong, International Cooperation Project of Shanghai Municipal Science and Technology Commission under grant 16510711200 for supporting Yimin Wei and Sanzheng Qiao, National Natural Science Foundation of China under grant 11771099 and Key Laboratory of Mathematics for Nonlinear Science of Fudan University for supporting Yimin Wei, and Natural Science and Engineering Council of Canada under grant RGPIN-2014-04252 for supporting Sanzheng Qiao.

Shanghai, China
Shanghai, China
Hamilton, Canada
November 2017
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## Notations

Matrices: For the matrices $A$ and $B$, and the indices $\alpha$ and $\beta$

| $I$ | Identity matrix |
| :--- | :--- |
| $A^{T}$ | Transpose of $A$ |
| $A^{*}$ | Complex conjugate and transpose of $A$ |
| $A^{\#}$ | Weighted conjugate transpose of $A$ |
| $A^{-1}$ | Inverse of $A$ |
| $A^{(1)}$ | $\{1\}$-inverses of $A$ |
| $A^{(1,3)}, A^{(1,3 M)}$ | $\{1,3\}-,\{1,3 M\}$-inverses of $A$ |
| $A^{(1,4)}, A^{(1,4 N)}$ | $\{1,4\}-,\{1,4 N\}$-inverses of $A$ |
| $A_{T, S}^{(1,2)}$ | $\{1,2\}$-inverse of $A$ with prescribed range $T$ and null space $S$ |
| $A_{T, S}^{(2)}$ | $\{2\}$-inverse of $A$ with prescribed range $T$ and null space $S$ |
| $A^{\dagger}$ | Moore-Penrose inverse of $A$ |
| $A_{M N}^{\dagger}$ | Weighted Moore-Penrose inverse of $A$ |
| $A_{d}$ | Drazin inverse of $A$ |
| $A_{g}$ | Group inverse of $A$ |
| $A_{d, W}$ | W-weighted Drazin inverse of $A$ |
| $A_{(L)}^{(-1)}$ | Bott-Duffin inverse of $A$ |
| $A_{(L)}^{(\dagger)}$ | Generalized Bott-Duffin inverse of $A$ |
| $A[\alpha, \beta]$ or $A_{\alpha \beta}$ | Submatrix of $A$ having row indices $\alpha$ and column indices $\beta$ |
| $A[\alpha]$ or $A_{\alpha}$ | Submatrix $A_{\alpha \alpha}$ of $A$ |
| $A[\alpha, *]$ or $A_{\alpha *}$ | Submatrix of $A$ consisting of the rows indexed by $\alpha$ |
| $A[*, \beta]$ or $A_{* \beta}$ | Submatrix of $A$ consisting of the columns indexed by $\beta$ |
| $A\left[\alpha^{\prime}, \beta^{\prime}\right]$ | Submatrix obtained from $A$ by deleting the rows indexed by $\alpha$ and |
| $A\left[\alpha^{\prime}\right]$ | the columns indexed by $\beta$ |
| adj $(A)$ | Submatrix $A\left[\alpha^{\prime}, \alpha^{\prime}\right]$ of $A$ |


| $C_{k}(A)$ | $k$ th compound matrix of $A$ |
| :--- | :--- |
| $A(j \rightarrow \mathbf{b})$ | Matrix obtained from $A$ by replacing the $j$ th column with the <br> vector $\mathbf{b}$ |
| $A\left(\mathbf{d}^{\mathrm{T}} \leftarrow i\right) \quad$Matrix obtained from $A$ by replacing the $i$ th row with the row <br>  <br> $A \otimes B$ | vector $\mathbf{d}^{\mathrm{T}}$ |
| Kronecker product of $A$ and $B$ |  |

Sets and Spaces: For the matrices $A$ and $B$

| $\mathcal{N}(A)$ | Null space of $A$ |
| :--- | :--- |
| $\mathcal{N}_{c}(A)$ | Subspace complementary to $\mathcal{N}(A)$ |
| $\mathcal{N}(A, B)$ | Null space of $(A, B)$ |
| $\mathcal{R}(A)$ | Range of $A$ |
| $\mathcal{R}_{c}(A)$ | Subspace complementary to $R(A)$ |
| $\mathcal{R}(A, B)$ | Range of $(A, B)$ |
| $\mathbb{R}, \mathbb{C}$ | Fields of real, complex numbers |
| $\mathbb{R}^{n} \mathbb{C}^{n}$ | $n$-dimensional real, complex vector spaces |
| $\mathbb{R}^{m \times n}, \mathbb{C}^{m \times n}$ | Sets of $m \times n$ matrices over $\mathbb{R}, \mathbb{C}$ |
| $\mathbb{R}_{r}^{m \times n}, \mathbb{C}_{r}^{m \times n}$ | Sets of $m \times n$ matrices of rank $r$ over $\mathbb{R}, \mathbb{C}$ |

Index sets: For $A \in \mathbb{R}_{r}^{m \times n}$, and the indices $\alpha$ and $\beta$
$Q_{k, n} \quad Q_{k, n}=\left\{\alpha: \alpha=\left(\alpha_{1}, \cdots, \alpha_{k}\right), 1 \leq \alpha_{1}<\cdots<\alpha_{k} \leq n\right\}$
$\mathcal{I}(A) \quad \mathcal{I}(A)=\left\{I \in Q_{r, m}: \operatorname{rank}\left(A_{I *}\right)=r\right\}$
$\mathcal{J}(A) \quad \mathcal{J}(A)=\left\{J \in Q_{r, n}: \operatorname{rank}\left(A_{* J}\right)=r\right\}$
$\mathcal{B}(A) \quad \mathcal{B}(A)=\mathcal{I}(A) \times \mathcal{J}(A)=\left\{(I, J) \in Q_{r, m} \times Q_{r, n}: \operatorname{rank}\left(A_{I J}\right)=r\right\}$
$\mathcal{I}(\alpha) \quad \mathcal{I}(\alpha)=\{I \in \mathcal{I}(A): \alpha \subset J\}$
$\mathcal{J}(\beta) \quad \mathcal{J}(\beta)=\{J \in \mathcal{J}(A): \beta \subset J\}$
$\mathcal{B}(\alpha, \beta) \quad \mathcal{B}(\alpha, \beta)=\mathcal{I}(\alpha) \times \mathcal{J}(\beta)$

Miscellaneous: For the matrix $A$
$\operatorname{det}(A) \quad$ Determinant of $A$
$\frac{\partial}{\partial\left|A_{\alpha \beta}\right|}|A| \quad$ The coefficient of $\operatorname{det}\left(A_{\alpha \beta}\right)$ in the Laplace expansion of $\operatorname{det}(A)$
$\frac{\partial}{\partial a_{i j}}|A| \quad$ Cofactor of $a_{i j}$
$\operatorname{Vol}(A) \quad$ Volume of $A, \operatorname{Vol}(A)=\sqrt{\sum_{(I, J) \in \mathcal{N}(A)} \operatorname{det}^{2}\left(A_{I J}\right)}$
$\operatorname{rank}(A) \quad$ Rank of $A$
$\operatorname{null}(A) \quad$ Nullity of $A$
$\operatorname{Ind}(A) \quad$ Index of $A$
$\operatorname{tr}(A) \quad$ Trace of $A$

```
\lambda(A) Spectrum of A
\sigma(A) Set of singular values of A
\muMN
Hermitian positive definite matrices
\rho(A) Spectral radius of A
\kappa ( A ) \quad \text { Condition number with respect to the inverse of A}
\kappa _ { M N } ( A ) \quad \text { Condition number with respect to the weighted Moore-Penrose inverse}
of A
\kappa2
\kappa
dim}(L)\quad\mathrm{ Dimension of a space L
P
P
p.d. Positive definite
L-p.d. L-positive definite
p.s.d. Positive semi-definite
L-p.s.d. L
|\cdot||
```


## Chapter 1 <br> Equation Solving Generalized Inverses

There are various ways to introduce the generalized inverses. We introduce them by considering the problem of solving systems of linear equations. Various generalized inverses are introduced in terms of solving various systems of linear equations inconsistent and consistent systems. We also show how the generalized inverses can be used for expressing solution of a matrix equation, common solution of two systems of linear equations, and common solution of two matrix equations.

### 1.1 Moore-Penrose Inverse

In this section, the Moore-Penrose inverse is introduced. Its definition and some basic properties are given in Sect. 1.1.1. Before establishing a relation between the MoorePenrose inverse and the full-rank factorization in Sect.1.1.3, we briefly review the concept of the range and null space of a matrix and some properties of the matrix rank in Sect. 1.1.2. Finally, Sect. 1.1.4 shows how the Moore-Penrose inverse plays a role in finding the minimum-norm least-squares solution of an inconsistent system of linear equations.

Let $\mathbb{C}(\mathbb{R})$ be the field of complex (real) numbers, $\mathbb{C}^{n}\left(\mathbb{R}^{n}\right)$ the vector space of $n$-tuples of complex (real) numbers over $\mathbb{C}(\mathbb{R}), \mathbb{C}^{m \times n}\left(\mathbb{R}^{m \times n}\right)$ the class of $m \times n$ complex (real) matrices, $\mathbb{C}_{r}^{m \times n}\left(\mathbb{R}_{r}^{m \times n}\right)$ the class of $m \times n$ complex (real) matrices of rank $r$, and $\mathcal{R}(A)=\left\{\mathbf{y} \in \mathbb{C}^{m}: \mathbf{y}=A \mathbf{x}, \mathbf{x} \in \mathbb{C}^{n}\right\}$ the range of $A \in \mathbb{C}^{m \times n}$. It is well known that for every nonsingular matrix $A \in \mathbb{C}_{n}^{n \times n}$ there exists a unique matrix $X \in \mathbb{C}_{n}^{n \times n}$ satisfying

$$
A X=I_{n} \quad \text { and } \quad X A=I_{n},
$$

where $I_{n}$ is the identity matrix of order $n$. This $X$ is called the inverse of $A$, denoted by $X=A^{-1}$. The nonsingular system of linear equations

$$
A \mathbf{x}=\mathbf{b} \quad\left(A \in \mathbb{C}_{n}^{n \times n}, \mathbf{b} \in \mathbb{C}^{n}\right)
$$

has a unique solution

$$
\mathbf{x}=A^{-1} \mathbf{b}
$$

In general, $A$ may be singular or rectangular, the system may have no solution or multiple solutions. Specifically, the consistent system of linear equations

$$
\begin{equation*}
A \mathbf{x}=\mathbf{b} \quad\left(A \in \mathbb{C}^{m \times n}, m<n, \mathbf{b} \in \mathcal{R}(A)\right) \tag{1.1.1}
\end{equation*}
$$

has many solutions. Whereas, the inconsistent system of linear equations

$$
\begin{equation*}
A \mathbf{x}=\mathbf{b} \quad\left(A \in \mathbb{C}^{m \times n}, \mathbf{b} \notin \mathcal{R}(A)\right) \tag{1.1.2}
\end{equation*}
$$

has no solution, however, it has a least-squares solution.
Can we find a suitable matrix $X$, such that $\mathbf{x}=X \mathbf{b}$ is some kind of solution of the general system $A \mathbf{x}=\mathbf{b}$ ? This $X$ is called the equation solving generalized inverse. A generalized inverse should reduce to the regular inverse $A^{-1}$ when $A$ is nonsingular. The Moore-Penrose inverse and the $\{i, j, k\}$ inverses, which will be discussed in Sect. 1.2, are the classes of the generalized inverses.

### 1.1.1 Definition and Basic Properties of $A^{\dagger}$

Let $A^{*}$ denote the complex conjugate and transpose of $A$. In the case when $A \in \mathbb{C}_{n}^{m \times n}$ is of full column rank, $A^{*} A$ is a nonsingular matrix of order $n$ and the least-squares solution $\mathbf{x}$ of the overdetermined system of linear equation (1.1.2) can be obtained by solving the following normal equations

$$
\begin{equation*}
A^{*} A \mathbf{x}=A^{*} \mathbf{b}, \tag{1.1.3}
\end{equation*}
$$

specifically, $\mathbf{x}=\left(A^{*} A\right)^{-1} A^{*} \mathbf{b}$. Define

$$
X=\left(A^{*} A\right)^{-1} A^{*} .
$$

It can be verified that the above defined $X$ is the unique matrix satisfying the following four conditions, known as the Penrose conditions,
(1) $A X A=A$,
(2) $X A X=X$,
(3) $(A X)^{*}=A X$,
(4) $(X A)^{*}=X A$.

The matrix $X$ satisfying the above four conditions is called the Moore-Penrose generalized inverse of $A$, denoted by $A^{\dagger}$. Thus the least-squares solution of (1.1.3) is $\mathbf{x}=A^{\dagger} \mathbf{b}$.

Especially, if $m=n=\operatorname{rank}(A)$, we have

$$
A^{\dagger}=\left(A^{*} A\right)^{-1} A^{*}=A^{-1}\left(A^{*}\right)^{-1} A^{*}=A^{-1},
$$

showing that the Moore-Penrose inverse $A^{\dagger}$ reduces to the usual inverse $A^{-1}$ when $A$ is nonsingular.

For a general $m$-by- $n$ matrix $A$, we have the following definition.
Definition 1.1.1 Let $A \in \mathbb{C}^{m \times n}$, then the matrix $X \in \mathbb{C}^{n \times m}$ satisfying the Penrose conditions (1)-(4) is called the Moore-Penrose inverse of $A$, abbreviated as the M-P inverse and denoted by $A^{\dagger}$.

The following theorem shows that the above defined generalized inverse uniquely exists for any $A \in \mathbb{C}^{m \times n}$.

Theorem 1.1.1 The generalized inverse $X$ satisfying the Penrose conditions (1)-(4) is existent and unique.

Proof Let $A \in \mathbb{C}_{r}^{m \times n}$, then $A$ can be decomposed as $A=Q^{*} R P$ (see for example [1]), where $Q$ and $P$ are unitary matrices of orders $m$ and $n$ respectively and

$$
R=\left[\begin{array}{cc}
R_{11} & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] \in \mathbb{C}^{m \times n}
$$

where $R_{11}$ is a nonsingular upper triangular matrix of order $r$. Denote

$$
R^{\dagger}=\left[\begin{array}{cc}
R_{11}^{-1} & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] \in \mathbb{C}^{n \times m},
$$

then $X=P^{*} R^{\dagger} Q$ satisfies the Penrose conditions (1)-(4). Indeed,

$$
\begin{aligned}
A X A & =Q^{*} R P P^{*} R^{\dagger} Q Q^{*} R P=Q^{*} R P=A, \\
X A X & =P^{*} R^{\dagger} Q Q^{*} R P P^{*} R^{\dagger} Q=P^{*} R^{\dagger} Q=X, \\
(A X)^{*} & =\left(Q^{*} R P P^{*} R^{\dagger} Q\right)^{*}=\left(Q^{*}\left[\begin{array}{cc}
I_{r} & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] Q\right)^{*}=A X \\
(X A)^{*} & =\left(P^{*} R^{\dagger} Q Q^{*} R P\right)^{*}=\left(P^{*}\left[\begin{array}{cc}
I_{r} & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] P\right)^{*}=X A .
\end{aligned}
$$

Therefore, for any $A \in \mathbb{C}_{r}^{m \times n}, X=A^{\dagger}$ always exists.
The uniqueness of $X$ is proved as follows. If $X_{1}$ and $X_{2}$ both satisfy the Penrose conditions (1)-(4), then

$$
\begin{aligned}
X_{1} & =X_{1} A X_{1}=X_{1} A X_{2} A X_{1} \\
& =X_{1}\left(A X_{2}\right)^{*}\left(A X_{1}\right)^{*}=X_{1}\left(A X_{1} A X_{2}\right)^{*} \\
& =X_{1}\left(A X_{2}\right)^{*}=X_{1} A X_{2} \\
& =X_{1} A X_{2} A X_{2}=\left(X_{1} A\right)^{*}\left(X_{2} A\right)^{*} X_{2} \\
& =\left(X_{2} A X_{1} A\right)^{*} X_{2}=\left(X_{2} A\right)^{*} X_{2} \\
& =X_{2} A X_{2}=X_{2} .
\end{aligned}
$$

This completes the proof.
Now that we have shown the existence and uniqueness of the M-P inverse, we list some of its properties.

Theorem 1.1.2 Let $A \in \mathbb{C}^{m \times n}$, then
(1) $\left(A^{\dagger}\right)^{\dagger}=A$;
(2) $(\lambda A)^{\dagger}=\lambda^{\dagger} A^{\dagger}$, where $\lambda \in \mathbb{C}, \lambda^{\dagger}= \begin{cases}\lambda^{-1}, & \lambda \neq 0, \\ 0, & \lambda=0 ;\end{cases}$
(3) $\left(A^{*}\right)^{\dagger}=\left(A^{\dagger}\right)^{*}$;
(4) $\left(A A^{*}\right)^{\dagger}=\left(A^{*}\right)^{\dagger} A^{\dagger}$; $\left(A^{*} A\right)^{\dagger}=A^{\dagger}\left(A^{*}\right)^{\dagger}$;
(5) $A^{\dagger}=\left(A^{*} A\right)^{\dagger} A^{*}=A^{*}\left(A A^{*}\right)^{\dagger}$;
(6) $A^{*}=A^{*} A A^{\dagger}=A^{\dagger} A A^{*}$;
(7) If $\operatorname{rank}(A)=n$, then $A^{\dagger} A=I_{n}$; If $\operatorname{rank}(A)=m$, then $A A^{\dagger}=I_{m}$;
(8) $(U A V)^{\dagger}=V^{*} A^{\dagger} U^{*}$, when $U$ and $V$ are unitary matrices.

The above properties can be verified by using Definition 1.1.1. The proof is left as an exercise.

### 1.1.2 Range and Null Space of a Matrix

Definition 1.1.2 For $A \in \mathbb{C}^{m \times n}$, we denote the range of $A$ as

$$
\mathcal{R}(A)=\left\{\mathbf{y} \in \mathbb{C}^{m}: \mathbf{y}=A \mathbf{x}, \mathbf{x} \in \mathbb{C}^{n}\right\}
$$

and the null space of $A$ as

$$
\mathcal{N}(A)=\left\{\mathbf{x} \in \mathbb{C}^{n}: A \mathbf{x}=\mathbf{0}\right\}
$$

Using the above definitions, we can prove that

$$
\mathcal{R}(A)^{\perp}=\mathcal{N}\left(A^{*}\right)
$$

where $\mathcal{R}(A)^{\perp}$ is the orthogonal complementary subspace of $\mathcal{R}(A)$, i.e., the set of all the vectors in $\mathbb{C}^{m}$ which are orthogonal to every vector in $\mathcal{R}(A)$. Every vector $\mathbf{x} \in \mathbb{C}^{m}$ can be expressed uniquely as the sum:

$$
\mathbf{x}=\mathbf{y}+\mathbf{z}, \quad \mathbf{y} \in \mathcal{R}(A), \mathbf{z} \in \mathcal{R}(A)^{\perp}
$$

Theorem 1.1.3 The basic properties of the range and null space:
(1) $\mathcal{R}(A)=\mathcal{R}\left(A A^{\dagger}\right)=\mathcal{R}\left(A A^{*}\right)$;
(2) $\mathcal{R}\left(A^{\dagger}\right)=\mathcal{R}\left(A^{*}\right)=\mathcal{R}\left(A^{\dagger} A\right)=\mathcal{R}\left(A^{*} A\right)$;
(3) $\mathcal{R}\left(I-A^{\dagger} A\right)=\mathcal{N}\left(A^{\dagger} A\right)=\mathcal{N}(A)=\mathcal{R}\left(A^{*}\right)^{\perp}$;
(4) $\mathcal{R}\left(I-A A^{\dagger}\right)=\mathcal{N}\left(A A^{\dagger}\right)=\mathcal{N}\left(A^{\dagger}\right)=\mathcal{N}\left(A^{*}\right)=\mathcal{R}(A)^{\perp}$;
(5) $\mathcal{R}(A B)=\mathcal{R}(A) \Leftrightarrow \operatorname{rank}(A B)=\operatorname{rank}(A)$;
(6) $\mathcal{N}(A B)=\mathcal{N}(B) \Leftrightarrow \operatorname{rank}(A B)=\operatorname{rank}(B)$.

The proof is left as an exercise.
The following properties of rank are used in this book.
Lemma 1.1.1 Let $A \in \mathbb{C}^{m \times n}, E_{A}=I_{m}-A A^{\dagger}$, and $F_{A}=I_{n}-A^{\dagger} A$, then
(1) $\operatorname{rank}(A)=\operatorname{rank}\left(A^{\dagger}\right)=\operatorname{rank}\left(A^{\dagger} A\right)=\operatorname{rank}\left(A A^{\dagger}\right)$;
(2) $\operatorname{rank}(A)=m-\operatorname{rank}\left(E_{A}\right), \operatorname{rank}(A)=n-\operatorname{rank}\left(F_{A}\right)$;
(3) $\operatorname{rank}\left(A A^{*}\right)=\operatorname{rank}(A)=\operatorname{rank}\left(A^{*} A\right)$.

The proof is left as an exercise.

### 1.1.3 Full-Rank Factorization

The columns of a full column rank matrix form a basis for the range of the matrix. Likewise, the rows of a full row rank matrix form a basis for the space spanned by the rows of the matrix. In this subsection, we show that a non-null matrix that is of neither full column rank nor full row rank can be expressed as a product of a matrix of full column rank and a matrix of full row rank. We call a factorization with the above property the full-rank factorization of a non-null matrix. This factorization turns out to be a powerful tool in the study of the generalized inverses.

Theorem 1.1.4 Let $A \in \mathbb{C}_{r}^{m \times n}, r>0$, then there exist matrices $F \in \mathbb{C}_{r}^{m \times r}$ and $G \in$ $\mathbb{C}_{r}^{r \times n}$ such that

$$
A=F G
$$

Proof Let $A=\left[\mathbf{a}_{1}, \mathbf{a}_{2}, \cdots, \mathbf{a}_{n}\right]$ and $F$ be any matrix whose columns form a basis for $\mathcal{R}(A)$, then $F=\left[\mathbf{f}_{1}, \mathbf{f}_{2}, \cdots, \mathbf{f}_{r}\right] \in \mathbb{C}_{r}^{m \times r}$ and every column $\mathbf{a}_{i}$ of $A$ is uniquely representable as a linear combination of the columns of $F$ :

$$
\mathbf{a}_{i}=g_{1 i} \mathbf{f}_{1}+g_{2 i} \mathbf{f}_{2}+\cdots+g_{r i} \mathbf{f}_{r}, \quad i=1,2, \ldots, n
$$

Hence

$$
\begin{aligned}
A & =\left[\mathbf{a}_{1}, \mathbf{a}_{2}, \cdots, \mathbf{a}_{n}\right] \\
& =\left[\mathbf{f}_{1}, \mathbf{f}_{2}, \cdots, \mathbf{f}_{r}\right]\left[\begin{array}{cccc}
g_{11} & g_{12} & \cdots & g_{1 n} \\
g_{21} & g_{22} & \cdots & g_{2 n} \\
\vdots & \vdots & \cdots & \vdots \\
g_{r 1} & g_{r 2} & \cdots & g_{r n}
\end{array}\right] \\
& \equiv F G .
\end{aligned}
$$

The matrix $G \in \mathbb{C}_{r}^{r \times n}$ is uniquely determined. Obviously, $\operatorname{rank}(G) \leq r$. On the other hand,

$$
\operatorname{rank}(G) \geq \operatorname{rank}(F G)=r .
$$

Thus $\operatorname{rank}(G)=r$.
Let $A=F G$ be a full-rank factorization of $A$ and $C \in \mathbb{C}_{r}^{r \times r}$, then

$$
A=(F C)\left(C^{-1} G\right) \equiv F_{1} G_{1},
$$

which is also a full-rank factorization of $A$. This shows that the full-rank factorization of $A$ is not unique. A practical algorithm for the full-rank factorization is given in Chap.5. MacDuffe [2] pointed out that a full-rank factorization of $A$ leads to an explicit formula for the M-P inverse $A^{\dagger}$ of $A$.

Theorem 1.1.5 Let $A \in \mathbb{C}_{r}^{m \times n}, r>0$, and its full-rank factorization $A=F G$, then

$$
\begin{equation*}
A^{\dagger}=G^{*}\left(F^{*} A G^{*}\right)^{-1} F^{*}=G^{*}\left(G G^{*}\right)^{-1}\left(F^{*} F\right)^{-1} F^{*} . \tag{1.1.4}
\end{equation*}
$$

Proof First we show that $F^{*} A G^{*}$ is nonsingular. From $A=F G$,

$$
F^{*} A G^{*}=\left(F^{*} F\right)\left(G G^{*}\right),
$$

and $F^{*} F$ and $G G^{*}$ are $r$-by- $r$ matrices. Also by Lemma 1.1.1, both are of rank $r$. Thus $F^{*} A G^{*}$ is the product of two nonsingular matrices, therefore $F^{*} A G^{*}$ is nonsingular and

$$
\left(F^{*} A G^{*}\right)^{-1}=\left(G G^{*}\right)^{-1}\left(F^{*} F\right)^{-1} .
$$

Let

$$
X=G^{*}\left(G G^{*}\right)^{-1}\left(F^{*} F\right)^{-1} F^{*},
$$

the right side of (1.1.4). Using the above expression for $X$, it is easy to verify that $X$ satisfies the Penrose conditions (1)-(4). By the uniqueness of the M-P inverse $A^{\dagger}$, (1.1.4) is therefore established.

### 1.1.4 Minimum-Norm Least-Squares Solution

In Sect. 1.1.1, we introduced the definition of the Moore-Penrose inverse by considering the least-squares solution of an inconsistent system of linear equations, where the coefficient matrix is of full column rank. In this subsection, we consider the problem of solving a general inconsistent system of linear equations and its relation with the Moore-Penrose inverse.

Let $\mathbf{x}=\left[x_{1}, x_{2}, \cdots, x_{p}\right]^{*} \in \mathbb{C}^{p}$, then

$$
\|\mathbf{x}\|_{2}=\left(\sum_{i=1}^{p}\left|x_{i}\right|^{2}\right)^{1 / 2}=\left(\mathbf{x}^{*} \mathbf{x}\right)^{1 / 2}
$$

is the 2-norm of $\mathbf{x}$. For simplicity, we set $\|\mathbf{x}\|=\|\mathbf{x}\|_{2}$.
If $\mathbf{u}, \mathbf{v} \in \mathbb{C}^{p}$ and $(\mathbf{u}, \mathbf{v})=0$, i.e., $\mathbf{u}$ and $\mathbf{v}$ are orthogonal, then

$$
\begin{aligned}
\|\mathbf{u}+\mathbf{v}\|^{2} & =(\mathbf{u}+\mathbf{v}, \mathbf{u}+\mathbf{v})=(\mathbf{u}, \mathbf{u})+(\mathbf{v}, \mathbf{u})+(\mathbf{u}, \mathbf{v})+(\mathbf{v}, \mathbf{v}) \\
& =\|\mathbf{u}\|^{2}+\|\mathbf{v}\|^{2}
\end{aligned}
$$

which is the Pythagorean theorem.
Considering the problem of finding a solution $\mathbf{x}$ for the general system of linear equations (1.1.2):

$$
A \mathbf{x}=\mathbf{b} \quad\left(A \in \mathbb{C}^{m \times n}, \mathbf{b} \notin \mathcal{R}(A)\right),
$$

we look for an $\mathbf{x}$ minimizing the residual $\|A \mathbf{x}-\mathbf{b}\|$.
Definition 1.1.3 Let $A \in \mathbb{C}^{m \times n}$ and $\mathbf{b} \in \mathbb{C}^{m}$, then a vector $\mathbf{u} \in \mathbb{C}^{n}$ is called a leastsquares solution of $A \mathbf{x}=\mathbf{b}$ if $\|A \mathbf{u}-\mathbf{b}\| \leq\|A \mathbf{v}-\mathbf{b}\|$ for all $\mathbf{v} \in \mathbb{C}^{n}$.

A system of linear equations may have many least-squares solutions. In many applications, the least-squares solution with minimum norm is of interest.

Definition 1.1.4 Let $A \in \mathbb{C}^{m \times n}$ and $\mathbf{b} \in \mathbb{C}^{m}$, then a vector $\mathbf{u} \in \mathbb{C}^{n}$ is called the minimum-norm least-squares solution of $A \mathbf{x}=\mathbf{b}$ if $\mathbf{u}$ is a least-squares solution of $A \mathbf{x}=\mathbf{b}$ and $\|\mathbf{u}\|<\|\mathbf{w}\|$ for any other least-squares solution $\mathbf{w}$.

When $\mathbf{b} \in \mathcal{R}(A)$, the system of linear equations $A \mathbf{x}=\mathbf{b}$ is consistent, then the solution and the least-squares solution of $A \mathbf{x}=\mathbf{b}$ obviously coincide.

The next theorem shows the relation between the minimum-norm least-squares solution of (1.1.2) and the M-P inverse $A^{\dagger}$.

Theorem 1.1.6 Let $A \in \mathbb{C}^{m \times n}$ and $\mathbf{b} \in \mathbb{C}^{m}$, then $A^{\dagger} \mathbf{b}$ is the minimum-norm leastsquares solution of (1.1.2).

Proof Let $\mathbf{b}=\mathbf{b}_{1}+\mathbf{b}_{2}$, where

$$
\mathbf{b}_{1}=A A^{\dagger} \mathbf{b} \in \mathcal{R}(A) \quad \text { and } \quad \mathbf{b}_{2}=\left(I-A A^{\dagger}\right) \mathbf{b} \in \mathcal{R}(A)^{\perp},
$$

then $A \mathbf{x}-\mathbf{b}_{1} \in \mathcal{R}(A)$ and

$$
\|A \mathbf{x}-\mathbf{b}\|^{2}=\left\|A \mathbf{x}-\mathbf{b}_{1}+\left(-\mathbf{b}_{2}\right)\right\|^{2}=\left\|A \mathbf{x}-\mathbf{b}_{1}\right\|^{2}+\left\|\mathbf{b}_{2}\right\|^{2} .
$$

Thus $\mathbf{x}$ is a least-squares solution if and only if $\mathbf{x}$ is a solution of the consistent system $A \mathbf{x}=A A^{\dagger} \mathbf{b}$. It is obvious that $A^{\dagger} \mathbf{b}$ is a particular solution. From Theorem 1.1.3,

$$
\mathcal{N}(A)=\left\{\left(I-A^{\dagger} A\right) \mathbf{h}: \mathbf{h} \in \mathbb{C}^{n}\right\},
$$

thus the general solution of the consistent system $A \mathbf{x}=A A^{\dagger} \mathbf{b}$ is given by

$$
\mathbf{x}=A^{\dagger} \mathbf{b}+\left(I-A^{\dagger} A\right) \mathbf{h}, \quad \mathbf{h} \in \mathbb{C}^{\mathbf{n}}
$$

Since

$$
\begin{aligned}
\left\|A^{\dagger} \mathbf{b}\right\|^{2} & <\left\|A^{\dagger} \mathbf{b}\right\|^{2}+\left\|\left(I-A^{\dagger} A\right) \mathbf{h}\right\|^{2} \\
& =\left\|A^{\dagger} \mathbf{b}+\left(I-A^{\dagger} A\right) \mathbf{h}\right\|^{2}, \quad\left(I-A^{\dagger} A\right) \mathbf{h} \neq \mathbf{0},
\end{aligned}
$$

$\mathbf{x}=A^{\dagger} \mathbf{b}$ is the minimum-norm least-squares solution of (1.1.2).
In some applications, the minimality of a least-squares solution is important, in others it is not important. If the minimality is not important, then the next theorem can be very useful.

Theorem 1.1.7 Let $A \in \mathbb{C}^{m \times n}$ and $\mathbf{b} \in \mathbb{C}^{m}$, then the following statements are equivalent:
(1) $\mathbf{u}$ is a least-squares solution of $A \mathbf{x}=\mathbf{b}$;
(2) $\mathbf{u}$ is a solution of $A \mathbf{x}=A A^{\dagger} \mathbf{b}$;
(3) $\mathbf{u}$ is a solution of $A^{*} A \mathbf{x}=A^{*} \mathbf{b}$;
(4) $\mathbf{u}$ is of the form $A^{\dagger} \mathbf{b}+\mathbf{h}$, where $\mathbf{h} \in \mathcal{N}(A)$.

Proof From the proof of Theorem 1.1.6, we know that (1), (2) and (4) are equivalent. If (1) holds, then premultiplying $A \mathbf{u}=\mathbf{b}$ with $A^{*}$ gives (3). On the other hand, premultiplying $A^{*} A \mathbf{u}=A^{*} \mathbf{b}$ with $A^{* \dagger}$ gives

$$
A \mathbf{u}=A A^{\dagger} \mathbf{b}
$$

consequently,

$$
\mathbf{u}=A^{\dagger}\left(A A^{\dagger} \mathbf{b}\right)+\mathbf{h}=A^{\dagger} \mathbf{b}+\mathbf{h}, \quad \mathbf{h} \in \mathcal{N}(A)
$$

Thus (4) holds.
Notice that the equations in statement (3) of Theorem 1.1.7 do not involve $A^{\dagger}$ and are consistent. They are called the normal equations and play an important role in certain areas of statistics.

## Exercises 1.1

1. Prove Theorem 1.1.2.
2. Prove that $\mathcal{R}(A)=\mathcal{N}\left(A^{*}\right)^{\perp}$.
3. Prove that $\operatorname{rank}\left(A A^{*}\right)=\operatorname{rank}(A)=\operatorname{rank}\left(A^{*} A\right)$.
4. Prove that $\mathcal{R}\left(A A^{*}\right)=\mathcal{R}(A), \mathcal{N}\left(A^{*} A\right)=\mathcal{N}(A)$.
5. Prove that

$$
\begin{aligned}
\mathcal{R}(A B) & =\mathcal{R}(A) \Leftrightarrow \operatorname{rank}(A B)
\end{aligned}=\operatorname{rank}(A) ;
$$

6. Prove Theorem 1.1.3.
7. Show that if $A=F G$ is a full-rank factorization, then

$$
A^{\dagger}=G^{\dagger} F^{\dagger}
$$

8. If $\mathbf{a}$ and $\mathbf{b}$ are column vectors, then
(1) $\mathbf{a}^{\dagger}=\left(\mathbf{a}^{*} \mathbf{a}^{\dagger} \mathbf{a}^{*}\right.$;
(2) $\left(\mathbf{a b}^{*}\right)^{\dagger}=\left(\mathbf{a}^{*} \mathbf{a}\right)^{\dagger}\left(\mathbf{b}^{*} \mathbf{b}\right)^{\dagger} \mathbf{b a}^{*}$.
9. Show that $H^{\dagger}=H$ if and only if $H^{*}=H$ and $H^{2}=H$.
10. If $U$ and $V$ are unitary matrices, show that

$$
(U A V)^{\dagger}=V^{*} A^{\dagger} U^{*}
$$

for any matrix $A$ for which the product $U A V$ is defined.
11. Show that if $A \in \mathbb{C}^{m \times n}$ and $\operatorname{rank}(A)=1$, then $A^{\dagger}=\alpha^{-1} A^{*}$, where $\alpha=$ $\operatorname{tr}\left(A^{*} A\right)=\sum_{i, j}\left|a_{i j}\right|^{2}$.
12. Show that if $X \in \mathbb{C}^{m \times n}$,

$$
\mathbf{x}_{0}=\left[\begin{array}{c}
1 \\
1 \\
\vdots \\
1
\end{array}\right] \in \mathbb{C}^{m}, \quad X_{1}=\left[\begin{array}{ll}
\mathbf{x}_{0} & X
\end{array}\right] \in \mathbb{C}^{m \times(n+1)}
$$

and

$$
\mathbf{b} \in \mathbb{C}^{n}, \quad \beta_{0} \in \mathbb{C}, \quad \mathbf{b}_{1}=\left[\begin{array}{c}
\beta_{0} \\
\mathbf{b}
\end{array}\right] \in \mathbb{C}^{n+1}
$$

then $\mathbf{b}_{1}$ is a least-squares solution of $X_{1} \mathbf{b}_{1}=\mathbf{y}$ if and only if $\beta_{0}=m^{-1} \mathbf{x}_{0}^{*}(\mathbf{y}-$ $X \mathbf{b})$ and $\mathbf{b}$ is a least-squares solution of

$$
\left(I-m^{-1} \mathbf{x}_{0} \mathbf{x}_{0}^{*}\right) X \mathbf{b}=\left(I-m^{-1} \mathbf{x}_{0} \mathbf{x}_{0}^{*}\right) \mathbf{y} .
$$

### 1.2 The $\{i, j, k\}$ Inverses

We discussed the relations between the minimum-norm least-squares solution of an inconsistent system of linear equations (1.1.2) and the M-P inverse in Sect. 1.1. In this section, we introduce the $\{i, j, k\}$ inverses and their relations with the solution of other linear equations and some matrix equations.

### 1.2.1 The $\{1\}$ Inverse and the Solution of a Consistent System of Linear Equations

If $A \in \mathbb{C}_{n}^{n \times n}$, then one of the characteristics of $A^{-1}$ is that for every $\mathbf{b}, A^{-1} \mathbf{b}$ is the solution of $A \mathbf{x}=\mathbf{b}$. One might ask: for a general $A \in \mathbb{C}^{m \times n}$, what are the characteristics of a matrix $X \in \mathbb{C}^{n \times m}$ such that $X \mathbf{b}$ is a solution of the consistent system of linear equations (1.1.1)?

If $A X \mathbf{b}=\mathbf{b}$ is true for every $\mathbf{b} \in \mathcal{R}(A)$, it is clear that

$$
A X A=A,
$$

i.e., the Penrose condition (1) holds. Conversely, suppose $X$ satisfies $A X A=A$. For every $\mathbf{b} \in \mathcal{R}(A)$ there exists an $\mathbf{x}_{\mathbf{b}} \in \mathbb{C}^{n}$ such that $A \mathbf{x}_{\mathbf{b}}=\mathbf{b}$. Therefore $A X \mathbf{b}=$ $A X A \mathbf{x}_{\mathbf{b}}=A \mathbf{x}_{\mathbf{b}}=\mathbf{b}$ for every $\mathbf{b} \in \mathcal{R}(A)$. The following theorem is a formal statement of the above argument.

Theorem 1.2.1 For $A \in \mathbb{C}^{m \times n}, X \in \mathbb{C}^{n \times m}$ is a matrix such that $X \mathbf{b}$ is a solution of $A \mathbf{x}=\mathbf{b}$ for every $\mathbf{b} \in \mathcal{R}(A)$ if and only if $X$ satisfies

$$
A X A=A .
$$

Definition 1.2.1 A matrix $X$ satisfying the Penrose condition (1) $A X A=A$ is called the equation solving generalized inverse for $A X A=A$ or $\{1\}$ inverse of $A$ and is denoted by $X=A^{(1)}$ or $X \in A\{1\}$, where $A\{1\}$ denotes the set of all $\{1\}$ inverses of $A$.

### 1.2.2 The $\{1,4\}$ Inverse and the Minimum-Norm Solution of a Consistent System

Similar to the $\{1\}$ inverse, we define the $\{1,4\}$ inverse and show its relation with minimum-norm solution of a consistent system. A consistent system of equations may have many solutions. Suppose we seek $X \in \mathbb{C}^{n \times m}$ such that, in addition to being an equation solving inverse for consistent linear equations (1.1.1), for each $\mathbf{b} \in \mathcal{R}(A)$, it also satisfies $\|X \mathbf{b}\|<\|\mathbf{z}\|$ for all $\mathbf{z} \neq X \mathbf{b}$ and $\mathbf{z} \in\{\mathbf{x}: A \mathbf{x}=\mathbf{b}\}$. That is, for each $\mathbf{b} \in \mathcal{R}(A), X \mathbf{b}$ is the solution with minimal-norm.

Let $A^{(1,4)}$ denote a matrix satisfying the Penrose conditions (1) and (4). If $\mathbf{b} \in$ $\mathcal{R}(A)$, then $A A^{(1,4)} \mathbf{b}=\mathbf{b}$ and the solutions and the least-squares solutions of the consistent system of linear equation (1.1.1) coincide. Therefore the least-squares solutions satisfy

$$
A \mathbf{x}=\mathbf{b}=A A^{(1,4)} \mathbf{b} .
$$

It is clear that $A^{(1,4)} \mathbf{b}$ is a least-squares solution. Note that $\left(I-A^{(1,4)} A\right) \mathbf{h} \in \mathcal{N}(A)$. So a general least-squares solution can be presented by

$$
A^{(1,4)} \mathbf{b}+\left(I-A^{(1,4)} A\right) \mathbf{h}, \quad \mathbf{h} \in \mathbb{C}^{n}
$$

Since

$$
A^{(1,4)} \mathbf{b}=A^{(1,4)} A \mathbf{y}=\left(A^{(1,4)} A\right)^{*} \mathbf{y}=A^{*} A^{(1,4) *} \mathbf{y} \in \mathcal{R}\left(A^{*}\right)
$$

we have

$$
\left(A^{(1,4)} \mathbf{b},\left(I-A^{(1,4)} A\right) \mathbf{h}\right)=0
$$

By the Pythagorean theorem, we get

$$
\begin{aligned}
\left\|A^{(1,4)} \mathbf{b}\right\|^{2} & \leq\left\|A^{(1,4)} \mathbf{b}\right\|^{2}+\left\|\left(I-A^{(1,4)} A\right) \mathbf{h}\right\|^{2} \\
& =\left\|A^{(1,4)} \mathbf{b}+\left(I-A^{(1,4)} A\right) \mathbf{h}\right\|^{2} .
\end{aligned}
$$

It then follows that $A^{(1,4)} \mathbf{b}$ is the minimum-norm least-squares solution of (1.1.1) and is also the minimum-norm solution of (1.1.1). Therefore, for each $\mathbf{b} \in \mathcal{R}(A)$, we require that $X \mathbf{b}=A^{(1,4)} \mathbf{b}$, that is,

$$
X A=A^{(1,4)} A,
$$

which is equivalent to the Penrose conditions (1) and (4):

$$
A X A=A \quad \text { and } \quad(X A)^{*}=X A
$$

The next theorem is a formal statement of what we have just shown.
Theorem 1.2.2 Let $A \in \mathbb{C}^{m \times n}$ and $\mathbf{b} \in \mathcal{R}(A)$, then $X$ is a matrix such that $A X \mathbf{b}=\mathbf{b}$ and $\|X \mathbf{b}\|<\|\mathbf{z}\|$ for all $\mathbf{z} \neq X \mathbf{b}$ and $\mathbf{z} \in\{\mathbf{x}: A \mathbf{x}=\mathbf{b}\}$ if and only if $X$ satisfies

$$
A X A=A, \quad \text { and }(X A)^{*}=X A
$$

Definition 1.2.2 A matrix $X$ satisfying the Penrose conditions (1) and (4) is called the generalized inverse for the minimum-norm solution of the consistent system of linear equations (1.1.1) or the $\{1,4\}$ inverse of $A$, and is denoted by $X=A^{(1,4)}$ or $X \in A\{1,4\}$, where $A\{1,4\}$ denotes the set of all $\{1,4\}$ inverses of $A$.

### 1.2.3 The $\{1,3\}$ Inverse and the Least-Squares Solution of An Inconsistent System

For $A \in \mathbb{C}^{m \times n}, \mathbf{b} \in \mathbb{C}^{m}$ and $\mathbf{b} \notin \mathcal{R}(A)$, the vector $A^{\dagger} \mathbf{b}$ is the minimum-norm leastsquares solution of the inconsistent system of linear equations (1.1.2). In some applications, the minimality of the norm of a least-squares solution is not important, one might settle for any least-squares solution without considering the size of its norm.

Suppose $A \in \mathbb{C}^{m \times n}$, let us try to determine the characteristics of a matrix $X$ such that $X \mathbf{b}$ is a least-squares solution of (1.1.2).

Let $\mathbf{b}=\mathbf{b}_{1}+\mathbf{b}_{2}$, where $\mathbf{b}_{1} \in \mathcal{R}(A)$ and $\mathbf{b}_{2} \in \mathcal{R}(A)^{\perp}=\mathcal{N}\left(A^{*}\right)$, and denote $A^{(1,3)}$ as a matrix satisfying the Penrose conditions (1) and (3). Since

$$
A A^{(1,3)} \mathbf{b}_{1}=A A^{(1,3)} A \mathbf{y}=A \mathbf{y}=\mathbf{b}_{1}
$$

and

$$
A A^{(1,3)} \mathbf{b}_{2}=\left(A A^{(1,3)}\right)^{*} \mathbf{b}_{2}=A^{(1,3)^{*}} A^{*} \mathbf{b}_{2}=\mathbf{0}
$$

we have

$$
A A^{(1,3)} \mathbf{b}=A A^{(1,3)} A \mathbf{y}=A \mathbf{y}=\mathbf{b}_{1}
$$

From

$$
\begin{aligned}
\|A X \mathbf{b}-\mathbf{b}\|^{2} & =\left\|\left(A X \mathbf{b}-\mathbf{b}_{1}\right)+\left(-\mathbf{b}_{2}\right)\right\|^{2} \\
& =\left\|A X \mathbf{b}-\mathbf{b}_{1}\right\|^{2}+\left\|\mathbf{b}_{2}\right\|^{2}
\end{aligned}
$$

we can see that $\|A X \mathbf{b}-\mathbf{b}\|$ is minimized when and only when $A X \mathbf{b}=\mathbf{b}_{1}=$ $A A^{(1,3)} \mathbf{b}$ for all $\mathbf{b} \in \mathbb{C}^{m}$. It is clear that

$$
A X=A A^{(1,3)}
$$

which is equivalent to the Penrose conditions (1) and (3):

$$
A X A=A, \quad(A X)^{*}=A X
$$

The next theorem is a formal statement of the above discussion.

Theorem 1.2.3 For $A \in \mathbb{C}^{m \times n}, \mathbf{b} \in \mathbb{C}^{m}$, and $\mathbf{b} \notin \mathcal{R}(A)$, the vector $X \mathbf{b}$ is a leastsquares solution of (1.1.2) if and only if $X$ satisfies

$$
A X A=A \text { and }(A X)^{*}=A X
$$

Definition 1.2.3 A matrix $X$ satisfying the Penrose conditions (1) and (3) is called the generalized inverse for solving the least-squares solution of the inconsistent system of linear equations (1.1.2) or the $\{1,3\}$ inverse of $A$, and is denoted by $X=A^{(1,3)}$ or $X \in A\{1,3\}$, where $A\{1,3\}$ denotes the set of all the $\{1,3\}$ inverses of $A$.

Since $A^{(1,3)} \mathbf{b}$ is a particular least-squares solution and $\left(I-A^{(1,3)} A\right) \mathbf{z} \in \mathcal{N}(A)$, for all $\mathbf{z} \in \mathbb{C}^{n}$, the general solution of the least-squares solution for (1.1.2) is

$$
\mathbf{x}=A^{(1,3)} \mathbf{b}+\left(I-A^{(1,3)} A\right) \mathbf{z}, \quad \text { where } \mathbf{z} \in \mathbb{C}^{n}
$$

From Theorems 1.2.1, 1.2.2, and 1.2.3, one can see that each of the different types of $X$ matrices discussed above can be characterized as a set of matrices satisfying some subset of the Penrose conditions (1) to (4). To simplify our nomenclature we make the following definition.
Definition 1.2.4 For any $A \in \mathbb{C}^{m \times n}$, a matrix $X \in \mathbb{C}^{n \times m}$ is called an $\{i, j, k\}$ inverse of $A$ if $X$ satisfies the $i$ th, $j$ th, and $k$ th Penrose conditions, and is denoted by $X=$ $A^{(i, j, k)}$ or $X \in A\{i, j, k\}$, where $A\{i, j, k\}$ denotes the set of all the $\{i, j, k\}$ inverses of $A$.

As shown above, the important types of the $\{i, j, k\}$ inverses, such as the $\{1,3\}$ inverse, $\{1,4\}$ inverse, and M-P inverse, are members of $A\{1\}$. They are all the equation solving generalized inverses of $A$. Therefore, we give the basic properties of the $\{1\}$ inverse.

Theorem 1.2.4 For $A \in \mathbb{C}^{m \times n}$,
(1) $\left(A^{(1)}\right)^{*} \in A^{*}\{1\}$;
(2) $\lambda^{\dagger} A^{(1)} \in(\lambda A)\{1\}, \lambda \in \mathbb{C}$;
(3) $\operatorname{rank}\left(A^{(1)}\right) \geq \operatorname{rank}(A)$;
(4) For nonsingular $P$ and $Q, Q^{-1} A^{(1)} P^{-1} \in(P A Q)\{1\}$;
(5) If $P$ is of full column rank, $Q$ is of full row rank, then $Q^{(1)} A^{(1)} P^{(1)} \in$ $(P A Q)\{1\} ;$
(6) If $A$ is of full column rank, then $A^{(1)} A=I_{n}$;

If $A$ is of full row rank, then $A A^{(1)}=I_{m}$;
(7) $A A^{(1)}$ and $A^{(1)} A$ are idempotent, and $\operatorname{rank}\left(A A^{(1)}\right)=\operatorname{rank}(A)=\operatorname{rank}\left(A^{(1)} A\right)$;
(8) If $A$ is nonsingular, then $A^{(1)}=A^{-1}$;
(9) If $A^{*}=A$, then there exists a matrix $X \in A\{1\}$ and $X^{*}=X$;
(10) $\mathcal{R}\left(A A^{(1)}\right)=\mathcal{R}(A), \mathcal{N}\left(A^{(1)} A\right)=\mathcal{N}(A), \mathcal{R}\left(\left(A^{(1)} A\right)^{*}\right)=\mathcal{R}\left(A^{*}\right)$.

The proof is left as an exercise.

### 1.2.4 The $\{1\}$ Inverse and the Solution of the Matrix Equation $A X B=D$

From the above discussion, we have seen that all the important types of equation solving inverses are the $\{1\}$ inverse. For the rest of this section, we focus our discussion on the $\{1\}$ inverse as an equation solving inverse. In this subsection, we consider the problem of solving the matrix equation $A X B=D$.

Theorem 1.2.5 Let $A \in \mathbb{C}^{m \times n}, B \in \mathbb{C}^{p \times q}$, and $D \in \mathbb{C}^{m \times q}$, then the matrix equation

$$
\begin{equation*}
A X B=D \tag{1.2.1}
\end{equation*}
$$

is consistent if and only if for some $A^{(1)}$ and $B^{(1)}$,

$$
\begin{equation*}
A A^{(1)} D B^{(1)} B=D . \tag{1.2.2}
\end{equation*}
$$

In which case the general solution is

$$
\begin{equation*}
X=A^{(1)} D B^{(1)}+Y-A^{(1)} A Y B B^{(1)} \tag{1.2.3}
\end{equation*}
$$

for any $Y \in \mathbb{C}^{n \times p}$.
Proof If (1.2.2) holds, then $X=A^{(1)} D B^{(1)}$ is a solution of (1.2.1). Conversely, if $X$ is any solution of (1.2.1), then

$$
D=A X B=A A^{(1)} A X B B^{(1)} B=A A^{(1)} D B^{(1)} B
$$

Moreover, it follows from (1.2.2) and the definitions of $A^{(1)}$ and $B^{(1)}$ that every matrix $X$ of the form (1.2.3) satisfies (1.2.1). On the other hand, let $X$ be any solution of (1.2.1), then clearly

$$
X=A^{(1)} D B^{(1)}+X-A^{(1)} A X B B^{(1)}
$$

which is of the form (1.2.3).
In the special case of ordinary system of linear equations, Theorem 1.2.5 gives:
Corollary 1.2.1 Let $A \in \mathbb{C}^{m \times n}, \mathbf{b} \in \mathbb{C}^{m}$, then the system of linear equations $A \mathbf{x}=\mathbf{b}$ is consistent if and only if for some $A^{(1)}$,

$$
A A^{(1)} \mathbf{b}=\mathbf{b} .
$$

In which case the general solution of $A \mathbf{x}=\mathbf{b}$ is

$$
\begin{equation*}
\mathbf{x}=A^{(1)} \mathbf{b}+\left(I-A^{(1)} A\right) \mathbf{y}, \forall \mathbf{y} \in \mathbb{C}^{n} . \tag{1.2.4}
\end{equation*}
$$

### 1.2.5 The $\{1\}$ Inverse and the Common Solution of $A \mathrm{x}=\mathrm{a}$ and $\mathrm{Bx}=\mathrm{b}$

Let $A \in \mathbb{C}^{m \times n}, B \in \mathbb{C}^{p \times n}, \mathbf{a} \in \mathbb{C}^{m}$, and $\mathbf{b} \in \mathbb{C}^{p}$, we consider the two systems

$$
\begin{equation*}
A \mathbf{x}=\mathbf{a} \text { and } B \mathbf{x}=\mathbf{b} \tag{1.2.5}
\end{equation*}
$$

of linear equations. The problem is to find an $\mathbf{x} \in \mathbb{C}^{n}$ satisfying the two systems in (1.2.5) simultaneously. It is clearly equivalent to solving the partitioned system

$$
\left[\begin{array}{l}
A  \tag{1.2.6}\\
B
\end{array}\right] \mathbf{x}=\left[\begin{array}{l}
\mathbf{a} \\
\mathbf{b}
\end{array}\right]
$$

First of all, we find a $\{1\}$ inverse of the above partitioned matrix.
Theorem 1.2.6 Let $A \in \mathbb{C}^{m \times n}$ and $B \in \mathbb{C}^{p \times n}$, then $a\{1\}$ inverse for the row partitioned matrix

$$
M=\left[\begin{array}{l}
A \\
B
\end{array}\right]
$$

is given by

$$
X_{M}=\left[\begin{array}{ll}
Y & Z \tag{1.2.7}
\end{array}\right]
$$

where

$$
Y=\left(I-\left(I-A^{(1)} A\right)\left(B\left(I-A^{(1)} A\right)\right)^{(1)} B\right) A^{(1)}
$$

and

$$
Z=\left(I-A^{(1)} A\right)\left(B\left(I-A^{(1)} A\right)\right)^{(1)} .
$$

Let $C \in \mathbb{C}^{m \times r}$, then a $\{1\}$ inverse for the column partitioned matrix

$$
N=\left[\begin{array}{ll}
A & C
\end{array}\right]
$$

is given by

$$
X_{N}=\left[\begin{array}{c}
A^{(1)}\left(I-C\left(\left(I-A A^{(1)}\right) C\right)^{(1)}\left(I-A A^{(1)}\right)\right)  \tag{1.2.8}\\
\left(\left(I-A A^{(1)}\right) C\right)^{(1)}\left(I-A A^{(1)}\right)
\end{array}\right] .
$$

Proof From (1.2.7), we have

$$
\begin{aligned}
M X_{M} M= & {\left[\begin{array}{l}
A \\
B
\end{array}\right]\left[\begin{array}{ll}
Y & Z
\end{array}\right]\left[\begin{array}{l}
A \\
B
\end{array}\right] } \\
= & {\left[\begin{array}{l}
A \\
B
\end{array}\right]\left(A^{(1)} A-\left(I-A^{(1)} A\right)\left(B\left(I-A^{(1)} A\right)\right)^{(1)} B A^{(1)} A\right.} \\
& \left.+\left(I-A^{(1)} A\right)\left(B\left(I-A^{(1)} A\right)\right)^{(1)} B\right) .
\end{aligned}
$$

Since

$$
A A^{(1)} A=A, \quad A\left(I-A^{(1)} A\right)=\mathrm{O},
$$

and

$$
\begin{aligned}
& -B\left(I-A^{(1)} A\right)\left(B\left(I-A^{(1)} A\right)\right)^{(1)} B A^{(1)} A \\
& +B\left(I-A^{(1)} A\right)\left(B\left(I-A^{(1)} A\right)\right)^{(1)} B \\
= & B\left(I-A^{(1)} A\right)\left(B\left(I-A^{(1)} A\right)\right)^{(1)} B\left(I-A^{(1)} A\right) \\
= & B\left(I-A^{(1)} A\right),
\end{aligned}
$$

we have

$$
M X_{M} M=\left[\begin{array}{c}
A \\
B A^{(1)} A+B\left(I-A^{(1)} A\right)
\end{array}\right]=\left[\begin{array}{l}
A \\
B
\end{array}\right]=M .
$$

The proof of (1.2.8) is left as an exercise.
The following theorem provides the common solution of the systems $A \mathbf{x}=\mathbf{a}$ and $B \mathbf{x}=\mathbf{b}$.

Theorem 1.2.7 Let $A \in \mathbb{C}^{m \times n}, B \in \mathbb{C}^{p \times n}, \mathbf{a} \in \mathcal{R}(A)$ and $\mathbf{b} \in \mathcal{R}(B)$. Suppose that $\mathbf{x}_{\mathbf{a}}$ and $\mathbf{x}_{\mathbf{b}}$ are any two particular solutions for the two systems in (1.2.5) respectively. Denote $F=B\left(I-A^{(1)} A\right)$, then the following three statements are equivalent:

The two systems in (1.2.5) possess a common solution;

$$
\begin{align*}
& B \mathbf{x}_{\mathbf{a}}-\mathbf{b} \in \mathcal{R}(F)=B \mathcal{N}(A) ;  \tag{1.2.10}\\
& \mathbf{x}_{\mathbf{a}}-\mathbf{x}_{\mathbf{b}} \in \mathcal{N}(A)+\mathcal{N}(B) .
\end{align*}
$$

Furthermore, when a common solution exists, a particular common solution is given by

$$
\begin{equation*}
\mathbf{x}_{\mathbf{c}}=\left(I-\left(I-A^{(1)} A\right) F^{(1)} B\right) \mathbf{x}_{\mathbf{a}}+\left(I-A^{(1)} A\right) F^{(1)} \mathbf{b} \tag{1.2.12}
\end{equation*}
$$

and the set of all common solutions can be written as

$$
\begin{equation*}
\left\{\mathbf{x}_{\mathbf{c}}+\left(I-A^{(1)} A\right)\left(I-F^{(1)} F\right) \mathbf{h}: \mathbf{h} \in \mathbb{C}^{n}\right\} . \tag{1.2.13}
\end{equation*}
$$

Proof The chain of the implications to be proven is $(1.2 .11) \Rightarrow(1.2 .10) \Rightarrow(1.2 .9)$ $\Rightarrow$ (1.2.11).

Equation (1.2.11) $\Rightarrow$ (1.2.10): Suppose that (1.2.11) holds, then

$$
\mathbf{x}_{\mathbf{a}}-\mathbf{x}_{\mathbf{b}}=\mathbf{n}_{\mathbf{a}}+\mathbf{n}_{\mathbf{b}}, \quad \text { where } \quad \mathbf{n}_{\mathbf{a}} \in \mathcal{N}(A) \text { and } \mathbf{n}_{\mathbf{b}} \in \mathcal{N}(B)
$$

So

$$
B \mathbf{x}_{\mathbf{a}}-\mathbf{b}=B\left(\mathbf{x}_{\mathbf{a}}-\mathbf{x}_{\mathbf{b}}\right)=B \mathbf{n}_{\mathbf{a}} \in \mathcal{R}(F),
$$

which gives (1.2.10).
Equation (1.2.10) $\Rightarrow$ (1.2.9): If (1.2.10) holds, then the vector $\mathbf{x}_{\mathbf{c}}$ of (1.2.12) is a common solution of (1.2.5). Since $A \mathbf{x}_{\mathbf{c}}=A \mathbf{x}_{\mathrm{a}}=\mathbf{a}$ and

$$
\begin{equation*}
B \mathbf{x}_{\mathbf{c}}=B \mathbf{x}_{\mathbf{a}}-F F^{(1)} B \mathbf{x}_{\mathbf{a}}+F F^{(1)} \mathbf{b} \tag{1.2.14}
\end{equation*}
$$

the statement (1.2.10) implies that

$$
F F^{(1)}\left(B \mathbf{x}_{\mathbf{a}}-\mathbf{b}\right)=B \mathbf{x}_{\mathbf{a}}-\mathbf{b}
$$

or

$$
B \mathbf{x}_{\mathbf{a}}-F F^{(1)} B \mathbf{x}_{\mathbf{a}}=\mathbf{b}-F F^{(1)} \mathbf{b}
$$

Therefore (1.2.14) becomes $B \mathbf{x}_{\mathbf{c}}=\mathbf{b}$. Thus $\mathbf{x}_{\mathbf{c}}$ is a common solution for the two systems in (1.2.5).

Equation (1.2.9) $\Rightarrow$ (1.2.11): If there exists a common solution for the two systems in (1.2.5), then the two solution sets must intersect, that is,

$$
\left\{\mathbf{x}_{\mathbf{a}}+\mathcal{N}(A)\right\} \cap\left\{\mathbf{x}_{\mathbf{b}}+\mathcal{N}(B)\right\} \neq \emptyset .
$$

Thus there exist vectors $\mathbf{n}_{\mathbf{a}} \in \mathcal{N}(A)$ and $\mathbf{n}_{\mathbf{b}} \in \mathcal{N}(B)$ such that

$$
\mathbf{x}_{\mathbf{a}}+\mathbf{n}_{\mathrm{a}}=\mathbf{x}_{\mathbf{b}}+\mathbf{n}_{\mathrm{b}}
$$

and (1.2.11) follows.
To obtain the set of all solutions for (1.2.5), we rewrite the system, which is equivalent to (1.2.6), as

$$
\left\{\mathbf{x}_{\mathbf{c}}+\mathcal{N}(M)\right\}=\left\{\mathbf{x}_{\mathbf{c}}+\left(I-X_{M} M\right) \mathbf{h}: \mathbf{h} \in \mathbb{C}^{n}\right\}
$$

where

$$
M=\left[\begin{array}{l}
A \\
B
\end{array}\right] \quad \text { and } \quad X_{M}=\left[\begin{array}{l}
A \\
B
\end{array}\right]^{(1)}
$$

is given in (1.2.7). Now

$$
\begin{aligned}
I-X_{M} M & =\left(I-A^{(1)} A\right)\left(I-F^{(1)} B+F^{(1)} B A^{(1)} A\right) \\
& =\left(I-A^{(1)} A\right)\left(I-F^{(1)} F\right)
\end{aligned}
$$

which gives (1.2.13).

### 1.2.6 The $\{1\}$ Inverse and the Common Solution of $A X=B$ and $X D=E$

We consider the common solution of the two matrix equations

$$
\begin{equation*}
A X=B \quad \text { and } \quad X D=E . \tag{1.2.15}
\end{equation*}
$$

Theorem 1.2.8 The matrix Eq.(1.2.15) have a common solution if and only if each equation has a solution and $A E=B D$. If there exists a common solution, then a particular common solution is

$$
X_{c}=A^{(1)} B+E D^{(1)}-A^{(1)} A E D^{(1)}
$$

and the general common solution is

$$
\begin{equation*}
X_{c}+\left(I-A^{(1)} A\right) Y\left(I-D D^{(1)}\right) \tag{1.2.16}
\end{equation*}
$$

for any $A^{(1)} \in A\{1\}, D^{(1)} \in D\{1\}$, and $Y$ of the same size as $X$.
Proof IF: If each equation has a solution and $A E=B D$, by Theorem 1.2.5, we have

$$
A A^{(1)} B=B, \quad E D^{(1)} D=E,
$$

and

$$
\begin{aligned}
A X_{c} & =A\left(A^{(1)} B+E D^{(1)}-A^{(1)} A E D^{(1)}\right) \\
& =B+A E D^{(1)}-A E D^{(1)} \\
& =B
\end{aligned}
$$

and

$$
\begin{aligned}
X_{c} D & =\left(A^{(1)} B+E D^{(1)}-A^{(1)} A E D^{(1)}\right) D \\
& =A^{(1)} B D+E-A^{(1)} A E D^{(1)} D \\
& =A^{(1)} B D+E-A^{(1)} B D D^{(1)} D \\
& =E .
\end{aligned}
$$

Therefore $X_{c}$ is a common solution of (1.2.15).
Since

$$
A\left(X_{c}+\left(I-A^{(1)} A\right) Y\left(I-D D^{(1)}\right)\right)=B
$$

and

$$
\left(X_{c}+\left(I-A^{(1)} A\right) Y\left(I-D D^{(1)}\right)\right) D=E
$$

the matrix (1.2.16) is a common solution of (1.2.15). Suppose $X_{c}$ is a common solution of (1.2.15), it is easy to verify that

$$
X=X_{c}+\left(I-A^{(1)} A\right)\left(X-X_{c}\right)\left(I-D D^{(1)}\right)
$$

is also a common solution. If we set $Y=X-X_{c}$, then $X$ is of the form (1.2.16). Thus the general common solution is (1.2.16).

ONLY IF: If $X$ is a common solution, then $A X=B$ and $X D=E$. Postmultiply$\operatorname{ing} A X=B$ with $D$ and premultiplying $X D=E$ with $A$, we get $A E=B D$.

## Exercises 1.2

1. Prove Theorem 1.2.4.
2. If $X \in A\{1\}$, then the following three statements are equivalent:
(1) $X \in A\{1,2\}$;
(2) $\operatorname{rank}(A)=\operatorname{rank}(X)$;
(3) There exist $X_{1} \in A\{1\}$ and $X_{2} \in A\{1\}$ such that $X_{1} A X_{2}=X$.
3. If $\operatorname{rank}\left(A^{*} V A\right)=\operatorname{rank}(A)$, then

$$
A\left(A^{*} V A\right)^{(1)}\left(A^{*} V A\right)=A \text { and }\left(A^{*} V A\right)\left(A^{*} V A\right)^{(1)} A^{*}=A^{*} .
$$

4. Prove that $A\left(A^{*} A\right)^{(1)} A^{*}=A A^{\dagger}$.
5. For every $A \in \mathbb{C}^{m \times n}$ and $B \in \mathbb{C}^{n \times p}$, there exist $G \in A\{1\}$ and $F \in B\{1\}$ such that

$$
F G \in(A B)\{1\}
$$

6. For $A \in \mathbb{C}^{m \times n}$, prove that

$$
A^{(1)}=A^{\dagger}+H\left(I-A A^{\dagger}\right)+\left(I-A^{\dagger} A\right) K
$$

for arbitrary $H, K \in \mathbb{C}^{n \times m}$.

### 1.3 The Generalized Inverses With Prescribed Range and Null Space

Theorem 1.1.3 shows some properties of the range and null space of the MoorePenrose inverse. For example, $\mathcal{R}\left(A^{\dagger}\right)=\mathcal{R}\left(A^{*}\right)$ and $\mathcal{N}\left(A^{\dagger}\right)=\mathcal{N}\left(A^{*}\right)$. In this section, we study the generalized inverses with prescribed range and null space.

### 1.3.1 Idempotent Matrices and Projectors

A projector is associated with subspaces, so we begin with projectors and related idempotent matrices. We will present their properties and establish a one-to-one correspondence between them.

Definition 1.3.1 For $E \in \mathbb{C}^{n \times n}$, if $E^{2}=E$, then $E$ is called an idempotent matrix.
Lemma 1.3.1 Let $E \in \mathbb{C}^{n \times n}$ be idempotent, then
(1) $E^{*}$ and $I-E$ are idempotent;
(2) The eigenvalues of $E$ are 0 and 1, and the multiplicity of the eigenvalue 1 is $\operatorname{rank}(E)$;
(3) $\operatorname{rank}(E)=\operatorname{tr}(E)$;
(4) $E(I-E)=(I-E) E=\mathrm{O}$;
(5) $E \mathbf{x}=\mathbf{x}$ if and only if $\mathbf{x} \in \mathcal{R}(E)$;
(6) $E \in E\{1,2\}$;
(7) $\mathcal{N}(E)=\mathcal{R}(I-E)$.

Proof Properties (1)-(6) are immediate consequences of Definition 1.3.1; (3) follows from (2) and the fact that the trace of any square matrix is the sum of its eigenvalues counting multiplicities; (7) is obtained by applying Corollary 1.2.1 to $E \mathbf{x}=\mathbf{0}$.

Lemma 1.3.2 Let $E=F G$ be a full-rank factorization of $E$, then $E$ is idempotent if and only if $G F=I$.

Proof If $G F=I$, then clearly

$$
(F G)^{2}=F G F G=F G
$$

On the other hand, since $F$ is of full column rank and $G$ is of full row rank, by Theorem 1.2.4,

$$
F^{(1)} F=G G^{(1)}=I .
$$

If $F G F G=F G$, multiplying on the left by $F^{(1)}$ and on the right by $G^{(1)}$ gives $G F=I$.

Now, we turn to projectors. Two subspaces $L$ and $M$ of $\mathbb{C}^{n}$ are called complementary if $\mathbb{C}^{n}=L \oplus M$. In this case, every $\mathbf{x} \in \mathbb{C}^{n}$ can be expressed uniquely as the sum

$$
\begin{equation*}
\mathbf{x}=\mathbf{y}+\mathbf{z} \quad(\mathbf{y} \in L, \mathbf{z} \in M) . \tag{1.3.1}
\end{equation*}
$$

We shall then call $\mathbf{y}$ the projection of $\mathbf{x}$ on $L$ along $M$.
Definition 1.3.2 Let $P_{L, M}$ denote the transformation that maps any $\mathbf{x} \in \mathbb{C}^{n}$ into its projection on $L$ along $M$. It is easy to verify that this transformation is linear. This linear transformation can be represented by a matrix, which is uniquely determined by the linear transformation and the standard basis of unit vectors. We denote $P_{L, M}$
as both the linear transformation and its matrix representation. It is easy to verify that this transformation is idempotent. The linear transformation $P_{L, M}$ is called the projector on $L$ along $M$ and $P_{L, M} \mathbf{x}=\mathbf{y}$.

The next theorem establishes a one-to-one correspondence between an idempotent matrix of order $n$ and a projector $P_{L, M}$ where $L \oplus M=\mathbb{C}^{n}$. Moreover, for any two complementary subspaces $L$ and $M$, a method for the construction of $P_{L, M}$ is given by (1.3.3).
Theorem 1.3.1 For every idempotent matrix $E \in \mathbb{C}^{n \times n}, \mathcal{R}(E)$ and $\mathcal{N}(E)$ are complementary subspaces and

$$
\begin{equation*}
E=P_{\mathcal{R}(E), \mathcal{N}(E)} \tag{1.3.2}
\end{equation*}
$$

Conversely, if $L$ and $M$ are complementary subspaces, then $P_{L, M}$ is the unique idempotent matrix such that

$$
\mathcal{R}\left(P_{L, M}\right)=L, \quad \text { and } \quad \mathcal{N}\left(P_{L, M}\right)=M .
$$

Proof Let $E$ be idempotent and of order $n$, then it follows from (5) and (7) in Lemma 1.3.1 and

$$
\mathbf{x}=E \mathbf{x}+(I-E) \mathbf{x}
$$

that $\mathbb{C}^{n}$ is the sum of $\mathcal{R}(E)$ and $\mathcal{N}(E)$. Moreover, $\mathcal{R}(E) \cap \mathcal{N}(E)=\{0\}$. Since $\mathbf{x} \in$ $\mathcal{R}(E), \mathbf{x}=E \mathbf{x}$ by (5) of Lemma 1.3.1, also $\mathbf{x} \in \mathcal{N}(E)$ implies $E \mathbf{x}=\mathbf{0}$, then $\mathbf{x}=\mathbf{0}$. Thus $\mathbb{C}^{n}=\mathcal{R}(E) \oplus \mathcal{N}(E)$. It follows from $\mathbf{x}=E \mathbf{x}+(I-E) \mathbf{x}$ that for every $\mathbf{x}, E \mathbf{x}$ is the projection of $\mathbf{x}$ on $\mathcal{R}(E)$ along $\mathcal{N}(E)$. This establishes (1.3.2).

On the other hand, if $L$ and $M$ are complementary subspaces, suppose that $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \cdots, \mathbf{x}_{l}\right\}$ and $\left\{\mathbf{y}_{1}, \mathbf{y}_{2}, \cdots, \mathbf{y}_{m}\right\}$ are any bases for $L$ and $M$, respectively. If there exists $P_{L, M}$ such that $\mathcal{R}\left(P_{L, M}\right)=L$ and $\mathcal{N}\left(P_{L, M}\right)=M$, then

$$
\begin{aligned}
& P_{L, M} \mathbf{x}_{i}=\mathbf{x}_{i}, i=1,2, \ldots, l \\
& P_{L, M} \mathbf{y}_{i}=\mathbf{0}_{i}, i=1,2, \ldots, m
\end{aligned}
$$

Let $X=\left[\begin{array}{llll}\mathbf{x}_{1} & \mathbf{x}_{2} & \cdots & \mathbf{x}_{l}\end{array}\right]$ and $Y=\left[\begin{array}{llll}\mathbf{y}_{1} & \mathbf{y}_{2} & \cdots & \mathbf{y}_{m}\end{array}\right]$, then

$$
P_{L, M}\left[\begin{array}{ll}
X & Y
\end{array}\right]=\left[\begin{array}{ll}
X & \mathrm{O}
\end{array}\right] .
$$

Since $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{l}, \mathbf{y}_{1}, \mathbf{y}_{2}, \ldots, \mathbf{y}_{m}\right\}$ is a basis for $\mathbb{C}^{n}$, the matrix $[X Y$ ] is nonsingular. Thus

$$
P_{L, M}=\left[\begin{array}{ll}
X & \mathrm{O}
\end{array}\right]\left[\begin{array}{ll}
X & Y \tag{1.3.3}
\end{array}\right]^{-1} .
$$

Since $P_{L, M}\left[\begin{array}{ll}X & Y\end{array}\right]=\left[\begin{array}{ll}X & O\end{array}\right]$, we have

$$
P_{L, M}^{2}=P_{L, M}\left[\begin{array}{ll}
X & \mathrm{O}
\end{array}\right]\left[\begin{array}{ll}
X & Y
\end{array}\right]^{-1}=\left[\begin{array}{ll}
X & \mathrm{O}
\end{array}\right]\left[\begin{array}{ll}
X & Y
\end{array}\right]^{-1}=P_{L, M},
$$

showing that $P_{L, M}$ given by (1.3.3) is idempotent.

The proof for the uniqueness of $P_{L, M}$ is as follows.
If there exists another idempotent matrix $E$ such that $\mathcal{R}(E)=L$ and $\mathcal{N}(E)=M$, then

$$
\begin{aligned}
& E \mathbf{x}_{i}=\mathbf{x}_{i}, i=1,2, \ldots, l \\
& E \mathbf{y}_{i}=\mathbf{0}, \quad i=1,2, \ldots, m
\end{aligned}
$$

It is clear that $E=\left[\begin{array}{ll}X & \mathrm{O}\end{array}\right]\left[\begin{array}{ll}X & Y\end{array}\right]^{-1}$ and $E=P_{L, M}$.
Corollary 1.3.1 Let $\mathbb{C}^{n}=L \oplus M$, then for every $\mathbf{x} \in \mathbb{C}^{n}$, the unique decomposition (1.3.1) is given by

$$
\mathbf{y}=P_{L, M} \mathbf{x} \text { and } \mathbf{z}=\left(I-P_{L, M}\right) \mathbf{x} .
$$

The above corollary shows a relation between the projector $P_{L, M}$ and the direct sum $\mathbb{C}^{n}=L \oplus M$. The following corollary shows a relation between the $\{1,2\}$ inverse and projectors.
Corollary 1.3.2 If $A$ and $X$ are $\{1,2\}$ inverses of each other, then $A X$ is the projector on $\mathcal{R}(A)$ along $\mathcal{N}(X)$ and $X A$ is the projector on $\mathcal{R}(X)$ along $\mathcal{N}(A)$, i.e.,

$$
\begin{equation*}
A X=P_{\mathcal{R}(A), \mathcal{N}(X)} \quad \text { and } \quad X A=P_{\mathcal{R}(X), \mathcal{N}(A)} . \tag{1.3.4}
\end{equation*}
$$

Proof The equations in (1.3.4) can be obtained by Theorems 1.3.1 and 1.2.4.
Let $L$ and $M$ be complementary subspaces of $\mathbb{C}^{n}$ and consider the matrix $P_{L, M}^{*}$. By (1) of Lemma 1.3.1, it is idempotent and therefore a projector by Theorem 1.3.1. Since $\mathcal{N}\left(A^{*}\right)=\mathcal{R}(A)^{\perp}$,

$$
\mathcal{R}\left(P_{L, M}^{*}\right)=\mathcal{N}\left(P_{L, M}\right)^{\perp}=M^{\perp}
$$

and

$$
\mathcal{N}\left(P_{L, M}^{*}\right)=\mathcal{R}\left(P_{L, M}\right)^{\perp}=L^{\perp}
$$

Thus, by Theorem 1.3.1,

$$
P_{L, M}^{*}=P_{M^{\perp}, L^{\perp}},
$$

from which the next corollary follows easily.
Corollary 1.3.3 Let $\mathbb{C}^{n}=L \oplus M$, then $M=L^{\perp}$ if and only if $P_{L, M}$ is Hermitian. Proof If $P_{L, M}^{*}=P_{L, M}$, then

$$
\mathcal{N}\left(P_{L, M}\right)=\mathcal{N}\left(P_{L, M}^{*}\right) \quad \text { and } \quad M=L^{\perp}
$$

Conversely, if $M=L^{\perp}$, then

$$
P_{L, M}^{*}=P_{M^{\perp}, L^{\perp}}=P_{L, M} .
$$

This completes the proof.

Just as there is a one-to-one correspondence between projectors and idempotent matrices, Corollary 1.3.3 shows that there is a one-to-one correspondence between orthogonal projectors and Hermitian idempotent matrices. The projector on $L$ along $L^{\perp}$ is called the orthogonal projector on $L$ and denoted by $P_{L}$.

Now we discuss the conditions under which the sum, difference, and product of two projectors are also projectors.
Theorem 1.3.2 Let $P_{1}$ be the projector on $R_{1}$ along $N_{1}, P_{2}$ the projector on $R_{2}$ along $N_{2}$, then $P=P_{1}+P_{2}$ is a projector if and only if

$$
P_{1} P_{2}=P_{2} P_{1}=\mathrm{O}
$$

In this case, $P$ is a projector on $R=R_{1} \oplus R_{2}$ along $N=N_{1} \cap N_{2}$.
Proof IF: Let $P_{1}^{2}=P_{1}$ and $P_{2}^{2}=P_{2}$. If $P^{2}=P$, then

$$
P_{1} P_{2}+P_{2} P_{1}=\mathrm{O}
$$

Multiplying the above on the left by $P_{1}$ gives

$$
P_{1}\left(P_{1} P_{2}+P_{2} P_{1}\right)=P_{1} P_{2}+P_{1} P_{2} P_{1}=0
$$

Multiplying on the right by $P_{1}$ gives

$$
\left(P_{1} P_{2}+P_{1} P_{2} P_{1}\right) P_{1}=2 P_{1} P_{2} P_{1}=0 .
$$

Hence $P_{1} P_{2} P_{1}=\mathrm{O}$. Substituting it into the previous equation, we have $P_{1} P_{2}=\mathrm{O}$ and $P_{2} P_{1}=\mathrm{O}$.
ONLY IF: If $P_{1} P_{2}=P_{2} P_{1}=\mathrm{O}$, then

$$
P^{2}=\left(P_{1}+P_{2}\right)^{2}=P_{1}^{2}+P_{2}^{2}=P_{1}+P_{2}=P
$$

and $P$ is a projector by Theorem 1.3.1.
Now we prove $R=R_{1} \oplus R_{2}$. Let $\mathbf{u} \in R_{i}(i=1,2)$, then

$$
P_{i} \mathbf{u}=\mathbf{u}, P \mathbf{u}=P P_{i} \mathbf{u}=P_{i}^{2} \mathbf{u}=P_{i} \mathbf{u}=\mathbf{u}, \mathbf{u} \in R
$$

Thus $R_{i} \subset R$. Let $\mathbf{u} \in R_{1} \cap R_{2}$, then

$$
P_{1} \mathbf{u}=\mathbf{u}, P_{2} \mathbf{u}=\mathbf{u}, \mathbf{u}=P_{1} \mathbf{u}=P_{2} \mathbf{u}=P_{2} P_{1} \mathbf{u}=\mathbf{0} .
$$

Thus $R_{1} \cap R_{2}=\{\mathbf{0}\}$. Any vector $\mathbf{u} \in R$ can be expressed as the sum

$$
\mathbf{u}=P \mathbf{u}=P_{1} \mathbf{u}+P_{2} \mathbf{u}, P_{1} \mathbf{u} \in R_{1}, P_{2} \mathbf{u} \in R_{2},
$$

so $R=R_{1} \oplus R_{2}$.

Next we prove $N=N_{1} \cap N_{2}$. Let $\mathbf{u} \in N$, then $P \mathbf{u}=\mathbf{0}$ and

$$
\mathbf{0}=P_{1} P \mathbf{u}=P_{1}^{2} \mathbf{u}=P_{1} \mathbf{u}
$$

Thus $\mathbf{u} \in N_{1}$. The proof of $\mathbf{u} \in N_{2}$ is similar. Hence

$$
N \subset N_{1} \cap N_{2}
$$

Conversely, let $\mathbf{u} \in N_{1} \cap N_{2}$, then

$$
P_{1} \mathbf{u}=\mathbf{0}, P_{2} \mathbf{u}=\mathbf{0}, P \mathbf{u}=P_{1} \mathbf{u}+P_{2} \mathbf{u}=\mathbf{0}
$$

Thus $\mathbf{u} \in N$ and

$$
N_{1} \cap N_{2} \subset N
$$

The proof is completed.
Theorem 1.3.3 Under the assumptions in Theorem 1.3.2, $P=P_{1}-P_{2}$ is a projector if and only if

$$
\begin{equation*}
P_{1} P_{2}=P_{2} P_{1}=P_{2} \tag{1.3.5}
\end{equation*}
$$

In this case, $P$ is a projector on $R=R_{1} \cap N_{2}$ along $N=N_{1} \oplus R_{2}$.
Proof Noting that $P$ is a projector if and only if $I-P$ is a complementary projector. Since $I-P=\left(I-P_{1}\right)+P_{2}$, by Theorem 1.3.2, $I-P$ is a projector if and only if $\left(I-P_{1}\right) P_{2}=P_{2}\left(I-P_{1}\right)=\mathrm{O}$. Thus (1.3.5) holds.

Next we prove that $N=N_{1} \oplus R_{2}$ and $R=R_{1} \cap N_{2}$. By Lemma 1.3.1 and Theorem 1.3.2,

$$
\begin{aligned}
N & =\mathcal{N}(P)=\mathcal{R}(I-P)=\mathcal{R}\left(I-P_{1}\right) \oplus \mathcal{R}\left(P_{2}\right) \\
& =\mathcal{N}\left(P_{1}\right) \oplus \mathcal{R}\left(P_{2}\right)=N_{1} \oplus R_{2}
\end{aligned}
$$

and

$$
\begin{aligned}
R & =\mathcal{R}(P)=\mathcal{N}(I-P)=\mathcal{N}\left(I-P_{1}\right) \cap \mathcal{N}\left(P_{2}\right) \\
& =\mathcal{R}\left(P_{1}\right) \cap \mathcal{N}\left(P_{2}\right)=R_{1} \cap N_{2}
\end{aligned}
$$

This completes the proof.
Theorem 1.3.4 Under the assumptions in Theorem 1.3.2, if

$$
\begin{equation*}
P_{1} P_{2}=P_{2} P_{1} \tag{1.3.6}
\end{equation*}
$$

then $P=P_{1} P_{2}$ is a projector on $R=R_{1} \cap R_{2}$ along $N=N_{1}+N_{2}$.

Proof IF: If $P_{1} P_{2}=P_{2} P_{1}$, then $P^{2}=P$, so $P$ is a projector. Now we prove $R=$ $R_{1} \cap R_{2}$. Let $\mathbf{u} \in R$, then

$$
P_{1} P_{2} \mathbf{u}=P \mathbf{u}=\mathbf{u} .
$$

Multiplying the above on the left by $P_{1}$ gives

$$
P_{1} \mathbf{u}=P_{1}^{2} P_{2} \mathbf{u}=P_{1} P_{2} \mathbf{u}=\mathbf{u}
$$

thus $\mathbf{u} \in R_{1}$. The proof of $\mathbf{u} \in R_{2}$ is similar, thus $\mathbf{u} \in R_{1} \cap R_{2}$. Conversely, let $\mathbf{u} \in$ $R_{1} \cap R_{2}$, then

$$
P_{1} \mathbf{u}=\mathbf{u} \text { and } P_{2} \mathbf{u}=\mathbf{u}
$$

thus

$$
P \mathbf{u}=P_{1} P_{2} \mathbf{u}=P_{1} \mathbf{u}=\mathbf{u} .
$$

Therefore $\mathbf{u} \in R$. Thus $R=R_{1} \cap R_{2}$.
Next we prove $N=N_{1}+N_{2}$. If $\mathbf{u} \in N$, then

$$
P_{1} P_{2} \mathbf{u}=P \mathbf{u}=\mathbf{0}
$$

thus $P_{2} \mathbf{u} \in N_{1}$. Moreover, $P_{2}\left(I-P_{2}\right) \mathbf{u}=\mathbf{0}$, thus $\left(I-P_{2}\right) \mathbf{u} \in N_{2}$. Since

$$
\mathbf{u}=P_{2} \mathbf{u}+\left(I-P_{2}\right) \mathbf{u}
$$

we have $N \subset N_{1}+N_{2}$.
Conversely, if $\mathbf{u} \in N_{1}+N_{2}$, then $\mathbf{u}$ can be expressed as the sum

$$
\mathbf{u}=\mathbf{u}_{1}+\mathbf{u}_{2}, \quad \mathbf{u}_{1} \in N_{1}, \mathbf{u}_{2} \in N_{2}
$$

Since

$$
P \mathbf{u}=P_{1} P_{2} \mathbf{u}=P_{1} P_{2} \mathbf{u}_{1}+P_{1} P_{2} \mathbf{u}_{2}=P_{1} P_{2} \mathbf{u}_{1}=P_{2} P_{1} \mathbf{u}_{1}=\mathbf{0}
$$

we have $\mathbf{u} \in N$. Thus $N=N_{1}+N_{2}$.

### 1.3.2 Generalized Inverse $A_{T, S}^{(1,2)}$

Now we are ready for the generalized inverses with prescribed range and null space. Let $A \in \mathbb{C}^{m \times n}$ and $A^{(1)}$ be an element of $A\{1\}$. Suppose that $\mathcal{R}(A)=L$ and $\mathcal{N}(A)=$ $M$, and $L \oplus S=\mathbb{C}^{m}$ and $T \oplus M=\mathbb{C}^{n}$, then $A A^{(1)}$ and $A^{(1)} A$ are idempotent and, by Theorems 1.3.1 and 1.2.4,

$$
A A^{(1)}=P_{L, S} \quad \text { and } \quad A^{(1)} A=P_{T, M} .
$$

Next, we introduce a generalized inverse $X$ which is the unique matrix satisfying the following three equations

$$
A X=P_{L, S}, \quad X A=P_{T, M}, \quad \text { and } \quad X A X=X
$$

First, we show the following lemma.
Lemma 1.3.3 There exists at most one matrix $X$ satisfying the three equations:

$$
\begin{equation*}
A X=B, \quad X A=D, \quad \text { and } \quad X A X=X \tag{1.3.7}
\end{equation*}
$$

Proof The Eq.(1.3.7) may have no common solution. Now we suppose (1.3.7) have a common solution. Let both $X_{1}$ and $X_{2}$ satisfy (1.3.7) and $U=X_{1}-X_{2}$. Then $A U=\mathrm{O}, U A=\mathrm{O}, U B=U$, and $D U=U$ by (1.3.7). Thus

$$
U^{*} U=U^{*} D^{*} U B=U^{*} A^{*} X_{i}^{*} U A X_{i}=\mathrm{O}, \quad i=1,2 .
$$

Therefore $U=$ O, i.e., $X_{1}=X_{2}$.
The following theorem gives an explicit expression for the $\{1,2\}$ inverse with prescribed range and null space.
Theorem 1.3.5 Let $A \in \mathbb{C}^{m \times n}, \mathcal{R}(A)=L, \mathcal{N}(A)=M, L \oplus S=\mathbb{C}^{m}$, and $T \oplus$ $M=\mathbb{C}^{n}$, then
(1) $X$ is a \{1\} inverse of $A$ such that $\mathcal{R}(X A)=T, \mathcal{N}(A X)=S$ if and only if

$$
\begin{equation*}
A X=P_{L, S}, \quad X A=P_{T, M} \tag{1.3.8}
\end{equation*}
$$

(2) The general solution of (1.3.8) is

$$
X=P_{T, M} A^{(1)} P_{L, S}+\left(I_{n}-A^{(1)} A\right) Y\left(I_{m}-A A^{(1)}\right)
$$

where $A^{(1)}$ is a fixed (but arbitrary) element of $A\{1\}$ and $Y$ is an arbitrary $n \times m$ matrix;
(3) $A_{T, S}^{(1,2)}=P_{T, M} A^{(1)} P_{L, S}$ is the unique $\{1,2\}$ inverse of $A$ having range $T$ and null space $S$.
Proof (1) IF: By the assumptions $A X=P_{L, S}$ and $\mathcal{R}(A)=L$, and Exercise 1.3.2, we have

$$
A X A=P_{L, S} A=A
$$

Thus $X \in A\{1\}$. Moreover,

$$
\mathcal{N}(A X)=\mathcal{N}\left(P_{L, S}\right)=S \text { and } \mathcal{R}(X A)=\mathcal{R}\left(P_{T, M}\right)=T
$$

ONLY IF: By Lemma 1.3.1, $A X$ and $X A$ are idempotent. By Theorems 1.3.1 and 1.2.4,

$$
A X=P_{\mathcal{R}(A X), \mathcal{N}(A X)}=P_{L, S} \quad \text { and } \quad X A=P_{\mathcal{R}(X A), \mathcal{N}(X A)}=P_{T, M} .
$$

(2) Set $X_{0}=P_{T, M}{ }^{(1)} P_{L, S}$. By $\mathcal{R}\left(P_{L, S}\right)=L=\mathcal{R}(A)$, there exists $Y$ such that $P_{L, S}=A Y$. By Exercise 1.3.2,

$$
A X_{0}=A P_{T, M} A^{(1)} P_{L, S}=A A^{(1)} P_{L, S}=A A^{(1)} A Y=A Y=P_{L, S}
$$

The proof of $X_{0} A=P_{T, M}$ is similar. Thus $X_{0}$ is a common solution of (1.3.8). By using Theorem 1.2.8, the general solution of (1.3.8) is

$$
X=P_{T, M} A^{(1)} P_{L, S}+\left(I_{n}-A^{(1)} A\right) Y\left(I_{m}-A A^{(1)}\right), \quad \forall Y \in \mathbb{C}^{n \times m} .
$$

(3) Set $X=P_{T, M} A^{(1)} P_{L, s}$. It follows from (2) that $X$ satisfies

$$
A X A=P_{L, S} A=A
$$

Thus $X \in A\{1\}$ and $\operatorname{rank}(X) \geq \operatorname{rank}(A)$. Since

$$
\operatorname{rank}(X)=\operatorname{rank}\left(P_{T, M} A^{(1)} P_{L, S}\right) \leq \operatorname{rank}\left(P_{L, S}\right) \leq \operatorname{rank}(A)
$$

$\operatorname{rank}(X)=\operatorname{rank}(A)$. It is obvious that $\mathcal{R}(X A) \subset \mathcal{R}(X)$. By Theorem 1.2.4, $\operatorname{rank}(X A)=\operatorname{rank}(A)$. Thus $\mathcal{R}(X A)=\mathcal{R}(X)$ and there exists a $Y$ such that $X A Y=$ $X$. Multiplying $X A Y=X$ on the left by $A$ gives

$$
A X=A X A Y=A Y
$$

and multiplying it on the left by $X$ gives

$$
X A X=X A Y=X
$$

Therefore $X \in A\{2\}$.
Next, using (1.3.4), we have

$$
\mathcal{R}(X)=\mathcal{R}(X A)=T \quad \text { and } \quad \mathcal{N}(X)=\mathcal{N}(A X)=S
$$

Thus $X=A_{T, S}^{(1,2)}$. Since $X$ satisfies

$$
A X=P_{L, S}, \quad X A=P_{T, M}, \quad \text { and } \quad X A X=X
$$

by Lemma 1.3.3, there exists at most one matrix $X$ satisfying the above three equations. Therefore $A_{T, S}^{(1,2)}$ is the unique $\{1,2\}$ inverse of $A$ having range $T$ and null space $S$.

Finally, we establish a relation between $A_{T, S}^{(1,2)}$ and $A^{\dagger}$.

Theorem 1.3.6 Let $A \in \mathbb{C}^{m \times n}, \mathcal{R}(A)=L$, and $\mathcal{N}(A)=M$, then

$$
\begin{equation*}
A^{\dagger}=A_{\mathcal{R}\left(A^{*}\right), \mathcal{N}\left(A^{*}\right)}^{(1,2)} \tag{1.3.9}
\end{equation*}
$$

Proof Clearly $A^{\dagger} \in A\{1,2\}$. By (2) and (4) of Theorem 1.1.3,

$$
\mathcal{R}\left(A^{\dagger}\right)=\mathcal{R}\left(A^{*}\right) \text { and } \mathcal{N}\left(A^{\dagger}\right)=\mathcal{N}\left(A^{*}\right)
$$

It then follows from the uniqueness of $A_{\mathcal{R}\left(A^{*}\right), \mathcal{N}\left(A^{*}\right)}^{(1,2)}$ that (1.3.9) holds.
This result means that the M-P inverse $A^{\dagger}$ is the $\{1,2\}$ inverse of $A$ having range $\mathcal{R}\left(A^{*}\right)$ and null space $\mathcal{N}\left(A^{*}\right)$.

### 1.3.3 Urquhart Formula

The formulas in Theorem 1.3.5 are not convenient for computational purposes. Using the results in [3], a useful formula for $A_{T, S}^{(1,2)}$ is given as follows.

Theorem 1.3.7 Let $A \in \mathbb{C}_{r}^{m \times n}, U \in \mathbb{C}^{n \times p}, V \in \mathbb{C}^{q \times m}$, and

$$
X=U(V A U)^{(1)} V
$$

where $(V A U)^{(1)}$ is a fixed but arbitrary element of $(V A U)\{1\}$, then
(1) $X \in A\{1\}$ if and only if $\operatorname{rank}(V A U)=r$;
(2) $X \in A\{2\}$ and $\mathcal{R}(X)=\mathcal{R}(U)$ if and only if $\operatorname{rank}(V A U)=\operatorname{rank}(U)$;
(3) $X \in A\{2\}$ and $\mathcal{N}(X)=\mathcal{N}(V)$ if and only if $\operatorname{rank}(V A U)=\operatorname{rank}(V)$;
(4) $X=A_{\mathcal{R}(U), \mathcal{N}(V)}^{(1,2)}$ if and only if $\operatorname{rank}(V A U)=\operatorname{rank}(U)=\operatorname{rank}(V)=r$;
(5) $X=A_{\mathcal{R}(U), \mathcal{N}(V)}^{(2)}$ if and only if $\operatorname{rank}(V A U)=\operatorname{rank}(U)=\operatorname{rank}(V)$.

Proof (1) IF: Since

$$
r=\operatorname{rank}(V A U) \leq \operatorname{rank}(A U) \leq \operatorname{rank}(A)=r
$$

we have

$$
\operatorname{rank}(A U)=r=\operatorname{rank}(A)
$$

thus $\mathcal{R}(A U)=\mathcal{R}(A)$ and there exists a matrix $Y$ such that $A=A U Y$. Moreover,

$$
\operatorname{rank}(V A U)=\operatorname{rank}(A U)=r
$$

by Exercise 1.3.3,

$$
A U(V A U)^{(1)} V A U=A U
$$

Thus

$$
A X A=A U(V A U)^{(1)} V A U Y=A U Y=A
$$

i.e., $X \in A\{1\}$.

ONLY IF: Suppose that $X \in A\{1\}$, then

$$
A=A X A X A=A U(V A U)^{(1)} V A U(V A U)^{(1)} V A
$$

thus $\operatorname{rank}(V A U) \geq \operatorname{rank}(A)$. It is clear that $\operatorname{rank}(V A U) \leq \operatorname{rank}(A)$. Therefore

$$
\operatorname{rank}(V A U)=\operatorname{rank}(A)=r
$$

(2) IF: By Exercise 1.3.3,

$$
X A U=U(V A U)^{(1)} V A U=U,
$$

from which it follows that

$$
X A X=X A U(V A U)^{(1)} V=U(V A U)^{(1)} V=X
$$

thus $X \in A\{2\}$. By $X A U=U$,

$$
\operatorname{rank}(U) \leq \operatorname{rank}(X) \quad \text { and } \quad \mathcal{R}(U) \subset \mathcal{R}(X)
$$

From $X=U(V A U)^{(1)} V$,

$$
\operatorname{rank}(X) \leq \operatorname{rank}(U) \quad \text { and } \quad \mathcal{R}(X) \subset \mathcal{R}(U)
$$

Thus

$$
\operatorname{rank}(X)=\operatorname{rank}(U) \text { and } \mathcal{R}(U)=\mathcal{R}(X)
$$

ONLY IF: Since $\mathcal{R}(U)=\mathcal{R}(X)$ and $\operatorname{rank}(X)=\operatorname{rank}(U)$. By $X \in A\{2\}$,

$$
X=X A X=U(V A U)^{(1)} V A U(V A U)^{(1)} V
$$

Therefore

$$
\operatorname{rank}(U)=\operatorname{rank}(X) \leq \operatorname{rank}(V A U) \leq \operatorname{rank}(U)
$$

Thus

$$
\operatorname{rank}(V A U)=\operatorname{rank}(U)
$$

(3) IF: By Exercise 1.3.3,

$$
V A X=V A U(V A U)^{(1)} V=V
$$

from which it follows that

$$
X A X=U(V A U)^{(1)} V A X=U(V A U)^{(1)} V=X
$$

thus $X \in A\{2\}$. By $V=V A X$,

$$
\operatorname{rank}(V) \leq \operatorname{rank}(X) \quad \text { and } \mathcal{N}(X) \subset \mathcal{N}(V)
$$

Since $X=U(V A U)^{(1)} V$,

$$
\operatorname{rank}(X) \leq \operatorname{rank}(V) \quad \text { and } \quad \mathcal{N}(V) \subset \mathcal{N}(X)
$$

Thus

$$
\operatorname{rank}(X)=\operatorname{rank}(V) \text { and } \mathcal{N}(V)=\mathcal{N}(X)
$$

ONLY IF: Since $\mathcal{N}(X)=\mathcal{N}(V)$ and the number of the columns of both $X$ and $V$ is $m$, we have $\operatorname{rank}(V)=\operatorname{rank}(X)$. By $X \in A\{2\}$,

$$
X=X A X=U(V A U)^{(1)} V A U(V A U)^{(1)} V
$$

thus

$$
\operatorname{rank}(V)=\operatorname{rank}(X) \leq \operatorname{rank}(V A U) \leq \operatorname{rank}(V)
$$

Therefore

$$
\operatorname{rank}(V A U)=\operatorname{rank}(V)
$$

(4) Follows from (1), (2) and (3).
(5) Follows from (2) and (3).

By Theorem 1.3.7, we can derive the formula of Zlobec [4].

$$
\begin{equation*}
A^{\dagger}=A^{*} Y A^{*} \tag{1.3.10}
\end{equation*}
$$

where $Y \in\left(A^{*} A A^{*}\right)\{1\}$. Indeed, since

$$
\operatorname{rank}\left(A^{*} A A^{*}\right)=\operatorname{rank}\left(A A^{*}\right)=\operatorname{rank}(A)=\operatorname{rank}\left(A^{*}\right)=r,
$$

by (4) in Theorems 1.3.6 and 1.3.7,

$$
A^{*}\left(A^{*} A A^{*}\right)^{(1)} A^{*}=A_{\mathcal{R}\left(A^{*}\right), \mathcal{N}\left(A^{*}\right)}^{(1,2}=A^{\dagger} .
$$

Using Theorem 1.3.7, we can construct not only $A_{\mathcal{R}(U), \mathcal{N}(V)}^{(1,2)}$ but also the $\{2\}$ inverse of $A$ with prescribed range $\mathcal{R}(U)$ and null space $\mathcal{N}(V)$. We discuss this kind of generalized inverses in the following subsection.

### 1.3.4 Generalized Inverse $A_{T, S}^{(2)}$

In this subsection, we present a necessary and sufficient condition for the existence of $A_{T, S}^{(2)}$ and then a condition for $A_{T, S}^{(2)}$ to be $A_{T, S}^{(1,2)}$.

Theorem 1.3.8 Let $A \in \mathbb{C}_{r}^{m \times n}, T$ be a subspace of $\mathbb{C}^{n}$ of dimension $t \leq r$, and $S$ a subspace of $\mathbb{C}^{m}$ of dimension $m-t$, then $A$ has a $\{2\}$ inverse $X$ such that $\mathcal{R}(X)=T$ and $\mathcal{N}(X)=S$ if and only if

$$
\begin{equation*}
A T \oplus S=\mathbb{C}^{m} \tag{1.3.11}
\end{equation*}
$$

in which case $X$ is unique and denoted by $A_{T, S}^{(2)}$.
Proof IF: Let the columns of $U \in \mathbb{C}_{t}^{n \times t}$ form a basis for $T$ and the columns of $V^{*} \in \mathbb{C}_{t}^{m \times t}$ form a basis for $S^{\perp}$, that is, $\mathcal{R}(U)=T$ and $\mathcal{N}(V)=S$, then the columns of $A U$ span $A T$. It follows from (1.3.11) that $\operatorname{dim}(A T)=t$, so

$$
\begin{equation*}
\operatorname{rank}(A U)=\operatorname{dim}(\mathcal{R}(A U))=\operatorname{dim}(A T)=t \tag{1.3.12}
\end{equation*}
$$

Another consequence of (1.3.11) is

$$
\begin{equation*}
A T \cap S=\{\mathbf{0}\} \tag{1.3.13}
\end{equation*}
$$

Moreover, the $t \times t$ matrix $V A U$ is nonsingular. If $V A U \mathbf{y}=\mathbf{0}$, then $A U \mathbf{y} \in$ $\mathcal{N}(V)=S$ and $A U \mathbf{y} \in \mathcal{R}(A U)=A T$, thus $A U \mathbf{y}=\mathbf{0}$ by (1.3.13). It follows from (1.3.12) that $A U$ is of full column rank, thus $\mathbf{y}=\mathbf{0}$. Therefore

$$
\begin{equation*}
\operatorname{rank}(V A U)=\operatorname{rank}(U)=\operatorname{rank}(V)=t(\leq r) \tag{1.3.14}
\end{equation*}
$$

By (5) of Theorem 1.3.7,

$$
\begin{equation*}
X=U(V A U)^{-1} V \tag{1.3.15}
\end{equation*}
$$

is a $\{2\}$ inverse of $A$ having range $\mathcal{R}(X)=\mathcal{R}(U)=T$ and null space $\mathcal{N}(X)=$ $\mathcal{N}(V)=S$.

ONLY IF: Since $X \in A\{2\}$, i.e., $A \in X\{1\}, A X$ is idempotent. By Theorem 1.3.1,

$$
\mathcal{R}(A X) \oplus \mathcal{N}(A X)=\mathbb{C}^{m}
$$

Moreover, by (10) of Theorem 1.2.4,

$$
\mathcal{R}(A X)=A \mathcal{R}(X)=A T \quad \text { and } \quad \mathcal{N}(A X)=\mathcal{N}(X)=S
$$

Thus $A T \oplus S=\mathbb{C}^{m}$ holds.

UNIQUENESS: Let $X_{1}$ and $X_{2}$ be $\{2\}$ inverses of $A$ having range $T$ and null space $S$, then $A \in X_{1}\{1\}, A \in X_{2}\{1\}$,

$$
X_{1} A=P_{\mathcal{R}\left(X_{1} A\right), \mathcal{N}\left(X_{1} A\right)}=P_{\mathcal{R}\left(X_{1}\right), \mathcal{N}\left(X_{1} A\right)}=P_{T, \mathcal{N}\left(X_{1} A\right)}
$$

and

$$
A X_{2}=P_{\mathcal{R}\left(A X_{2}\right), \mathcal{N}\left(A X_{2}\right)}=P_{\mathcal{R}\left(A X_{2}\right), \mathcal{N}\left(X_{2}\right)}=P_{\mathcal{R}\left(A X_{2}\right), S} .
$$

Since $\mathcal{R}\left(X_{2}\right)=T$ and $\mathcal{N}\left(X_{1}\right)=S$, by Exercise 1.3.2,

$$
X_{2}=P_{T, \mathcal{N}\left(X_{1} A\right)} X_{2}=X_{1} A X_{2}=X_{1} P_{\mathcal{R}\left(A X_{2}\right), S}=X_{1}
$$

which completes the proof.
The following corollary shows that if $t=r$, then $A_{T, S}^{(2)}=A_{T, S}^{(1,2)}$ in Theorem 1.3.8.

Corollary 1.3.4 Let $A \in \mathbb{C}_{r}^{m \times n}$, $T$ be a subspace of $\mathbb{C}^{n}$ of dimension $r$, and $S$ a subspace of $\mathbb{C}^{m}$ of dimension $m-r$, then the following three statements are equivalent:
(1) $A T \oplus S=\mathbb{C}^{m}$;
(2) $\mathcal{R}(A) \oplus S=\mathbb{C}^{m}$ and $\mathcal{N}(A) \oplus T=\mathbb{C}^{n}$;
(3) There exists an $X \in A\{1,2\}$ such that $\mathcal{R}(X)=T$ and $\mathcal{N}(X)=S$.

Proof (1) $\Rightarrow$ (3): If (1) holds, by (1.3.14),

$$
\operatorname{rank}(V A U)=\operatorname{rank}(U)=\operatorname{rank}(V)=r
$$

It follows from (4) of Theorem 1.3.7 that $X=U(V A U)^{-1} V$ is a $\{1,2\}$ inverse of $A$ having range $\mathcal{R}(X)=T$ and null space $\mathcal{N}(X)=S$.
$(3) \Rightarrow(1)$ : $(1)$ is obtained by applying Theorem 1.3.8.
$(1) \Rightarrow(2)$ : If (1) holds, then $\operatorname{rank}(V A U)=r$. By Theorem 1.3.7, $X \in A\{1\}$. It follows from Theorem 1.2.4 that

$$
\mathcal{R}(A X)=\mathcal{R}(A)
$$

and

$$
A T=A \mathcal{R}(X)=\mathcal{R}(A X)=\mathcal{R}(A)
$$

Therefore $\mathcal{R}(A) \oplus S=\mathbb{C}^{m}$ by (1).
On the other hand, since $(1) \Leftrightarrow(3), X \in A\{1\}$ and $X \in A\{2\}$, i.e., $A \in X\{1\}$. It follows from Theorem 1.2.4 that $\mathcal{R}(X A)=\mathcal{R}(X)=T$ and $\mathcal{N}(X A)=\mathcal{N}(A)$. Thus

$$
X A=P_{\mathcal{R}(X A), \mathcal{N}(X A)}=P_{T, \mathcal{N}(A)}
$$

and $T \oplus \mathcal{N}(A)=\mathbb{C}^{n}$ by Theorem 1.3.1.
(2) $\Rightarrow(1)$ : Since $\mathbb{C}^{n}=\mathcal{N}(A) \oplus T$, it is easy to verify that $\mathcal{R}(A)=A T$. In fact, it is clear that $\mathcal{R}(A) \supset A T$. Conversely, if $\mathbf{x}$ is any vector in $\mathcal{R}(A)$, then $\mathbf{x}=A \mathbf{y}$, $\mathbf{y} \in \mathbb{C}^{n}$. Setting $\mathbf{y}=\mathbf{y}_{1}+\mathbf{y}_{2}$, where $\mathbf{y}_{1} \in \mathcal{N}(A)$ and $\mathbf{y}_{2} \in T$, we have

$$
\mathbf{x}=A \mathbf{y}=A \mathbf{y}_{1}+A \mathbf{y}_{2}=A \mathbf{y}_{2} \in A T
$$

Thus $\mathcal{R}(A)=A T$. Therefore $A T \oplus S=\mathbb{C}^{m}$ holds by (2).

## Exercises 1.3

1. Let $L$ and $M$ be complementary subspaces of $\mathbb{C}^{n}$, and $P_{L, M}$ denote the transformation that carries any $\mathbf{x} \in \mathbb{C}^{n}$ into its projection on $L$ along $M$. Prove that this transformation is linear.
2. Let $L$ and $M$ be complementary subspaces of $\mathbb{C}^{n}$, prove that
(1) $P_{L, M} A=A \Leftrightarrow \mathcal{R}(A) \subset L$;
(2) $A P_{L, M}=A \Leftrightarrow \mathcal{N}(A) \supset M$.
3. Prove that
(1) $A B(A B)^{(1)} A=A \Leftrightarrow \operatorname{rank}(A B)=\operatorname{rank}(A)$;
(2) $B(A B)^{(1)} A B=B \Leftrightarrow \operatorname{rank}(A B)=\operatorname{rank}(B)$.
4. Prove that $I-P_{L, M}=P_{M, L}$.
5. Prove that (1.3.11) is equivalent to $A^{*} S^{\perp} \oplus T^{\perp}=\mathbb{C}^{n}$.
6. Let $L$ be a subspace of $\mathbb{C}^{n}$ and the columns of $F$ form a basis for $L$. Show that

$$
P_{L}=F F^{\dagger}=F\left(F^{*} F\right)^{-1} F^{*} .
$$

7. Prove that $A_{T, S}^{(2)}=\left(P_{S^{\perp}} A P_{T}\right)^{\dagger}$.
8. Prove that $\left(A_{T, S}^{(2)}\right)^{*}=\left(A^{*}\right)_{S^{\perp}, T^{\perp}}^{(2)}$.
9. Prove that
(1) $A\left(A_{T, S}^{(2)}\right)=P_{A T, S}$;
(2) $\left(A_{T, S}^{(2)}\right) A=P_{T,\left(A^{*} S^{\perp}\right)^{\perp}}$.

### 1.4 Weighted Moore-Penrose Inverse

In Sects. 1.1 and 1.2, the relations between the generalized inverses $A^{(1,4)}, A^{(1,3)}$ and $A^{\dagger}$, and the minimum-norm solution, least-squares solution and minimum-norm least-squares solution are discussed. There, the vector 2-norm $\|\mathbf{x}\|_{2}$ was used. Let $\mathbf{x}, \mathbf{y} \in \mathbb{C}^{n}$, then the inner product in $\mathbb{C}^{n}$ is defined by

$$
(\mathbf{x}, \mathbf{y})=\mathbf{y}^{*} \mathbf{x}
$$

Moreover,

$$
\|\mathbf{x}\|_{2}=(\mathbf{x}, \mathbf{x})^{1 / 2}=\left(\mathbf{x}^{*} \mathbf{x}\right)^{1 / 2}
$$

A matrix norm can be induced from a vector norm. For example, the 2-norm of a matrix $A$ can be defined by

$$
\|A\|_{2}=\max _{\|\mathbf{x}\|_{2}=1}\|A \mathbf{x}\|_{2}
$$

In the vector 2-norm defined above, all the components of the vector are equally important. In practice, we may want to give different weights to the components of the residual of the linear system $A \mathbf{x}=\mathbf{b}$. A generalization of the standard least-squares is the minimization of the weighted norm

$$
\|A \mathbf{x}-\mathbf{b}\|_{M}^{2} \equiv(A \mathbf{x}-\mathbf{b})^{*} M(A \mathbf{x}-\mathbf{b})
$$

where $M$ is a given Hermitian positive definite matrix. Now we discuss the weighted norm and some related generalized inverses.

### 1.4.1 Weighted Norm and Weighted Conjugate Transpose Matrix

Let $M$ and $N$ be Hermitian positive definite matrices of orders $m$ and $n$ respectively. The weighted inner products in $\mathbb{C}^{m}$ and $\mathbb{C}^{n}$ are defined by

$$
(\mathbf{x}, \mathbf{y})_{M}=\mathbf{y}^{*} M \mathbf{x}, \quad \mathbf{x}, \mathbf{y} \in \mathbb{C}^{m}
$$

and

$$
(\mathbf{x}, \mathbf{y})_{N}=\mathbf{y}^{*} N \mathbf{x}, \quad \mathbf{x}, \mathbf{y} \in \mathbb{C}^{n}
$$

respectively. Correspondingly, the definitions of weighted vector norms are

$$
\|\mathbf{x}\|_{M}=(\mathbf{x}, \mathbf{x})_{M}^{1 / 2}=\left(\mathbf{x}^{*} M \mathbf{x}\right)^{1 / 2}=\left\|M^{1 / 2} \mathbf{x}\right\|_{2}, \quad \mathbf{x} \in \mathbb{C}^{m}
$$

and

$$
\|\mathbf{x}\|_{N}=(\mathbf{x}, \mathbf{x})_{N}^{1 / 2}=\left(\mathbf{x}^{*} N \mathbf{x}\right)^{1 / 2}=\left\|N^{1 / 2} \mathbf{x}\right\|_{2}, \quad \mathbf{x} \in \mathbb{C}^{n}
$$

respectively. Let $\mathbf{x}, \mathbf{y} \in \mathbb{C}^{m}$ and $(\mathbf{x}, \mathbf{y})_{M}=0$, then $\mathbf{x}$ and $\mathbf{y}$ are called $M$-orthogonal, i.e., $M^{1 / 2} \mathbf{x}$ and $M^{1 / 2} \mathbf{y}$ are orthogonal. It is easy to verify that

$$
\begin{equation*}
\|\mathbf{x}+\mathbf{y}\|_{M}^{2}=\|\mathbf{x}\|_{M}^{2}+\|\mathbf{y}\|_{M}^{2}, \quad \mathbf{x}, \mathbf{y} \in \mathbb{C}^{m} \tag{1.4.1}
\end{equation*}
$$

which is called the weighted Pythagorean theorem.

The definitions of weighted matrix norm are:

$$
\|A\|_{M N}=\max _{\|\mathbf{x}\|_{N}=1}\|A \mathbf{x}\|_{M}, \quad A \in \mathbb{C}^{m \times n}, \mathbf{x} \in \mathbb{C}^{n}
$$

and

$$
\|B\|_{N M}=\max _{\|\mathbf{x}\|_{M}=1}\|B \mathbf{x}\|_{N}, \quad B \in \mathbb{C}^{n \times m}, \mathbf{x} \in \mathbb{C}^{m}
$$

respectively. Such a norm is sometimes called an operator norm subordinate to vector norms. It is easy to verify that

$$
\|A\|_{M N}=\left\|M^{1 / 2} A N^{-1 / 2}\right\|_{2}
$$

and

$$
\|B\|_{N M}=\left\|N^{1 / 2} B M^{-1 / 2}\right\|_{2} .
$$

The next lemma shows the consistent property of the weighted matrix norm induced from a weighted vector norm.

Lemma 1.4.1 Let $A \in \mathbb{C}^{m \times n}, B \in \mathbb{C}^{n \times m}, \mathbf{x} \in \mathbb{C}^{n}$, and $\mathbf{y} \in \mathbb{C}^{m}$, then

$$
\begin{gather*}
\|A \mathbf{x}\|_{M} \leq\|A\|_{M N}\|\mathbf{x}\|_{N}  \tag{1.4.2}\\
\|B \mathbf{y}\|_{N} \leq\|B\|_{N M}\|\mathbf{y}\|_{M}  \tag{1.4.3}\\
\|A B\|_{M M} \leq\|A\|_{M N}\|B\|_{N M}
\end{gather*}
$$

Proof We give only the proof of last inequality and leave the rest for Exercise 1.4.2. From the relation between the weighted matrix norm and 2-norm, we get

$$
\begin{aligned}
\|A B\|_{M M} & =\left\|M^{1 / 2} A N^{-1 / 2} N^{1 / 2} B M^{-1 / 2}\right\|_{2} \\
& \leq\left\|M^{1 / 2} A N^{-1 / 2}\right\|_{2}\left\|N^{1 / 2} B M^{-1 / 2}\right\|_{2} \\
& =\|A\|_{M N}\|B\|_{N M} .
\end{aligned}
$$

Let $A \in \mathbb{C}^{n \times n}, \mathbf{x}, \mathbf{y} \in \mathbb{C}^{n}$, and $A^{*}$ be the conjugate transpose matrix of $A$, then

$$
(A \mathbf{x}, \mathbf{y})=\mathbf{y}^{*} A \mathbf{x}=\left(A^{*} \mathbf{y}\right)^{*} \mathbf{x}=\left(\mathbf{x}, A^{*} \mathbf{y}\right)
$$

This shows a relation between the inner product and the conjugate transpose matrix. The weighted conjugate transpose matrix of $A$ is the generalization of the conjugate transpose matrix of $A$.

Definition 1.4.1 Let $A \in \mathbb{C}^{m \times n}$, and $M$ and $N$ be Hermitian positive definite matrices of orders $m$ and $n$ respectively. The matrix $X \in \mathbb{C}^{n \times m}$ satisfying

$$
(A \mathbf{x}, \mathbf{y})_{M}=(\mathbf{x}, X \mathbf{y})_{N}, \quad \text { for all } \mathbf{x} \in \mathbb{C}^{n}, \mathbf{y} \in \mathbb{C}^{m}
$$

is called the weighted conjugate transpose matrix and denoted by $X=A^{\#}$.
From the above definition,

$$
\begin{align*}
& A^{\#}=N^{-1} A^{*} M, A \in \mathbb{C}^{m \times n} \\
& B^{\#}=M^{-1} B^{*} N, B \in \mathbb{C}^{n \times m} \tag{1.4.4}
\end{align*}
$$

In the special case when $A \in \mathbb{C}^{n \times n}, \mathbf{x}, \mathbf{y} \in \mathbb{C}^{n}$, and $N$ is a Hermitian positive definite matrix of order $n$, then

$$
(A \mathbf{x}, \mathbf{y})_{N}=\left(\mathbf{x}, A^{\#} \mathbf{y}\right)_{N}
$$

where

$$
\begin{equation*}
A^{\#}=N^{-1} A^{*} N \tag{1.4.5}
\end{equation*}
$$

If $(A \mathbf{x}, \mathbf{y})_{N}=(\mathbf{x}, A \mathbf{y})_{N}$, then $A^{\#}=A$ and $A$ is called the weighted self-conjugate matrix. The following lemmas list some useful properties of the weighted conjugate transpose matrix and the weighted matrix norm.

## Lemma 1.4.2

$$
\begin{align*}
& (A+B)^{\#}=A^{\#}+B^{\#}, \quad A, B \in \mathbb{C}^{m \times n}  \tag{1.4.6}\\
& (A B)^{\#}=B^{\#} A^{\#}, \quad A \in \mathbb{C}^{m \times n}, B \in \mathbb{C}^{n \times m} ;  \tag{1.4.7}\\
& \left(A^{\#}\right)^{\#}=A, \quad A \in \mathbb{C}^{m \times n} ;  \tag{1.4.8}\\
& \left(A^{\#}\right)^{-1}=\left(A^{-1}\right)^{\#}, \quad A \in \mathbb{C}_{n}^{n \times n} \tag{1.4.9}
\end{align*}
$$

Proof These conclusions can be easily verified by using Definition 1.4.1, Eqs. (1.4.4), and (1.4.5), and are left as exercises.

Lemma 1.4.3 Let $A \in \mathbb{C}^{m \times n}$, then

$$
\begin{align*}
& \|A\|_{M N}=\left\|A^{\#}\right\|_{N M}  \tag{1.4.10}\\
& \|A\|_{M N}^{2}=\left\|A A^{\#}\right\|_{M M}=\left\|A^{\#} A\right\|_{N N} \tag{1.4.11}
\end{align*}
$$

Proof

$$
\begin{aligned}
\left\|A^{\#}\right\|_{N M} & =\left\|N^{1 / 2} A^{\#} M^{-1 / 2}\right\|_{2}=\left\|N^{-1 / 2} A^{*} M^{1 / 2}\right\|_{2} \\
& =\left\|M^{1 / 2} A N^{-1 / 2}\right\|_{2}=\|A\|_{M N}, \\
\left\|A A^{\#}\right\|_{M M} & =\left\|M^{1 / 2} A A^{\#} M^{-1 / 2}\right\|_{2} \\
& =\left\|\left(M^{1 / 2} A N^{-1 / 2}\right)\left(M^{1 / 2} A N^{-1 / 2}\right)^{*}\right\|_{2} \\
& =\left\|M^{1 / 2} A N^{-1 / 2}\right\|_{2}^{2}=\|A\|_{M N}^{2} .
\end{aligned}
$$

The proof of $\left\|A^{\#} A\right\|_{N N}=\|A\|_{M N}^{2}$ is similar.

The relations between the weighted generalized inverses and the solutions of linear equations are discussed in the following subsections.

### 1.4.2 The $\{1,4 N\}$ Inverse and the Minimum-Norm (N) Solution of a Consistent System of Linear Equations

Now that we have introduced the weighted norm in the previous subsection, we consider a generalized inverse in terms of finding the minimal weighted norm solution for a consistent system of linear equations. The following theorem gives a sufficient and necessary condition for such solution.

Theorem 1.4.1 Let $A \in \mathbb{C}^{m \times n}, \mathbf{b} \in \mathcal{R}(A)$, and $N$ be a Hermitian positive definite matrix of order $n$, then $\mathbf{x}=X \mathbf{b}$ is the minimum-norm $(N)$ solution of the consistent system of linear equations (1.1.1) if and only if $X$ satisfies

$$
\begin{align*}
& \text { (1) } A X A=A \text {, } \\
& (4 N)(N X A)^{*}=N X A . \tag{1.4.12}
\end{align*}
$$

Proof By (1.2.4), the general solution of (1.1.1) is

$$
\mathbf{x}=X \mathbf{b}+(I-X A) \mathbf{y}, \quad \forall \mathbf{y} \in \mathbb{C}^{n}
$$

where $X \in A\{1\}$. If $X \mathbf{b}$ is the minimum-norm ( $N$ ) solution, then

$$
\|X \mathbf{b}\|_{N} \leq\|X \mathbf{b}+(I-X A) \mathbf{y}\|_{N}, \quad \forall \mathbf{b} \in \mathcal{R}(A), \mathbf{y} \in \mathbb{C}^{n} .
$$

By Exercise 1.4.5,

$$
\begin{aligned}
&\|X A \mathbf{u}\|_{N} \leq\|X A \mathbf{u}+(I-X A) \mathbf{y}\|_{N}, \\
& \Leftrightarrow \mathbf{u}, \mathbf{y} \in \mathbb{C}^{n} \\
& \Leftrightarrow(X A \mathbf{X},(I-X A) \mathbf{y})_{N}=0, \\
& \Leftrightarrow\left(\mathbf{u},(X A)^{\#}(I-X A) \mathbf{y}\right)_{N}=0, \\
& \Leftrightarrow(X A)^{\#}(I-X A)=\mathrm{O} \\
& \Leftrightarrow(X A)^{n}=X A \\
& \Leftrightarrow(N X A)^{*}=N X A,
\end{aligned}
$$

which completes the proof.
A matrix $X$ satisfying (1.4.12) is called the generalized inverse for the minimumnorm ( $N$ ) solution of the consistent system of linear equations (1.1.1), and is denoted by $X=A^{(1,4 N)}$ or $X \in A\{1,4 N\}$, where $A\{1,4 N\}$ denotes the set of all the $\{1,4 N\}$ inverses of $A$.

### 1.4.3 The $\{1,3 M\}$ Inverse and the Least-Squares (M) Solution of An Inconsistent System of Linear Equations

Previously, we introduced weights to the solution norm and considered its associated generalized inverse. We can also introduce weights to the residual norm, that is, we consider the problem of finding the least-squares solution in a weighted residual norm and its associated generalized inverse.

Theorem 1.4.2 Let $A \in \mathbb{C}^{m \times n}, \mathbf{b} \in \mathbb{C}^{m}$, and $M$ be a Hermitian positive definite matrix of order $m$, then $\mathbf{x}=X \mathbf{b}$ is the least-squares $(M)$ solution of the inconsistent system of linear equations (1.1.2) if and only if $X$ satisfies

$$
\begin{align*}
& \text { (1) } A X A=A \text {, } \\
& (3 M)(M A X)^{*}=M A X . \tag{1.4.13}
\end{align*}
$$

Proof IF:

$$
\begin{aligned}
\|A X \mathbf{b}-\mathbf{b}\|_{M} & \leq\|A \mathbf{x}-\mathbf{b}\|_{M}, \quad \forall \mathbf{x} \in \mathbb{C}^{n}, \mathbf{b} \in \mathbb{C}^{m} \\
& =\|A X \mathbf{b}-\mathbf{b}+A \mathbf{x}-A X \mathbf{b}\|_{M}, \quad \forall \mathbf{x} \in \mathbb{C}^{n}, \mathbf{b} \in \mathbb{C}^{m} \\
& =\|A X \mathbf{b}-\mathbf{b}+A \mathbf{w}\|_{M}, \quad \forall \mathbf{b} \in \mathbb{C}^{m}, \mathbf{w}=\mathbf{x}-X \mathbf{b} \in \mathbb{C}^{n} .
\end{aligned}
$$

By Exercise 1.4.5, the above inequality holds if and only if

$$
\begin{align*}
& (A \mathbf{w},(A X-I) \mathbf{b})_{M}=0, \quad \forall \mathbf{b} \in \mathbb{C}^{m}, \mathbf{w} \in \mathbb{C}^{n} \\
\Leftrightarrow & A^{\#}(A X-I)=\mathrm{O} \\
\Leftrightarrow & A^{\#} A X=A^{\#} . \tag{1.4.14}
\end{align*}
$$

From (1.4.14), we have

$$
(A X)^{\#}=X^{\#} A^{\#}=X^{\#} A^{\#} A X=(A X)^{\#} A X
$$

Thus $(A X)^{\#}=A X$, which is equivalent to $(M A X)^{*}=M A X$, and

$$
A=\left(A^{\#} A X\right)^{\#}=X^{\#} A^{\#} A=(A X)^{\#} A=A X A
$$

Therefore (1.4.13) holds.
ONLY IF: If (1.4.13) holds, then

$$
A^{\#} A X=A^{\#}(A X)^{\#}=(A X A)^{\#}=A^{\#},
$$

i.e., (1.4.14) holds, equivalently, $X \mathbf{b}$ is the least-squares ( $M$ ) solution of (1.1.2).

A matrix $X$ satisfying (1.4.13) is called the generalized inverse for the leastsquares $(M)$ solution of the inconsistent system of linear equations (1.1.2), and is
denoted by $X=A^{(1,3 M)}$ or $X \in A\{1,3 M\}$, where $A\{1,3 M\}$ denotes the set of all the $\{1,3 M\}$ inverses of $A$.

### 1.4.4 Weighted Moore-Penrose Inverse and The Minimum-Norm (N) and Least-Squares (M) Solution of An Inconsistent System of Linear Equations

Finally, we introduce weights to both the solution norm and the residual norm and its associated generalized inverse, that is, the weighted Moore-Penrose inverse for expressing the minimal weighted norm and weighted least-squares solution.

Theorem 1.4.3 Let $A \in \mathbb{C}^{m \times n}$ and $\mathbf{b} \in \mathbb{C}^{m}, M$ and $N$ be Hermitian positive definite matrices of orders $m$ and $n$ respectively, then $\mathbf{x}=X \mathbf{b}$ is the minimum-norm $(N)$ and least-squares $(M)$ solution if and only if $X$ satisfies

$$
\begin{align*}
& \text { (1) } A X A=A, \\
& \text { (2) } X A X=X,  \tag{1.4.15}\\
& (3 M)(M A X)^{*}=M A X, \\
& (4 N)(N X A)^{*}=N X A .
\end{align*}
$$

Proof ONLY IF: Since $X \mathbf{b}$ is a least-squares ( $M$ ) solution, (1) and (3M) of (1.4.15) hold by Theorem 1.4.2. It is clear that the general solution of the least-squares $(M)$ solution of (1.1.2) is

$$
X \mathbf{b}+(I-X A) \mathbf{z}, \quad X \in A\{1,3 M\}, \forall \mathbf{z} \in \mathbb{C}^{n}
$$

From the meaning of the minimum-norm $(N)$ and least-squares $(M)$ solution,

$$
\begin{align*}
& \|X \mathbf{b}\|_{N} \leq\|X \mathbf{b}+(I-X A) \mathbf{z}\|_{N}, \quad \forall \mathbf{b} \in \mathbb{C}^{m}, \mathbf{z} \in \mathbb{C}^{n} \\
\Leftrightarrow & (X \mathbf{b},(I-X A) \mathbf{z})_{N}=0, \quad \forall \mathbf{b} \in \mathbb{C}^{m}, \mathbf{z} \in \mathbb{C}^{n} \\
\Leftrightarrow & X^{\#}(I-X A)=\mathrm{O} \\
\Leftrightarrow & X^{\#}=X^{\#} X A . \tag{1.4.16}
\end{align*}
$$

By (1.4.16),

$$
(X A)^{\#}=A^{\#} X^{\#}=A^{\#} X^{\#} X A=(X A)^{\#} X A
$$

Thus $(X A)^{\#}=X A$, which is equivalent to $(N X A)^{*}=N X A$, and

$$
X=\left(X^{\#} X A\right)^{\#}=(X A)^{\#} X=X A X
$$

Therefore (2) and (4N) of (1.4.15) hold.

IF: If (1.4.15) holds, (1) and (3M) show that $X \mathbf{b}$ is a least-squares $(M)$ solution of (1.1.2) by Theorem 1.4.2. Equations (2) and ( $4 N$ ) in (1.4.15) imply

$$
X^{\#} X A=X^{\#}(X A)^{\#}=(X A X)^{\#}=X^{\#}
$$

Thus (1.4.16) holds, i.e., $X \mathbf{b}$ is the minimum-norm ( $N$ ) and least-squares ( $M$ ) solution of (1.1.2).

A matrix $X$ satisfying (1.4.15) is called the generalized inverse for the minimumnorm $(N)$ and least-squares $(M)$ solution or the weighted Moore-Penrose inverse, and is denoted by $X=A_{M N}^{\dagger}$. It is readily found that $X$ is unique.

The weighted least-squares and weighted minimum-norm problem can be reduced to the standard least-squares and minimum-norm problem by some simple transformations [5].

Let $A \in \mathbb{C}^{m \times n}, \mathbf{b} \in \mathbb{C}^{m}, \mathbf{x} \in \mathbb{C}^{n}$, and $M$ and $N$ be Hermitian positive definite matrices of orders $m$ and $n$ respectively. Set

$$
\widetilde{A}=M^{1 / 2} A N^{-1 / 2}, \quad \widetilde{\mathbf{x}}=N^{1 / 2} \mathbf{x}, \quad \text { and } \quad \widetilde{\mathbf{b}}=M^{1 / 2} \mathbf{b},
$$

then it is easy to verify that

$$
\|A \mathbf{x}-\mathbf{b}\|_{M}=\left\|M^{1 / 2} A \mathbf{x}-M^{1 / 2} \mathbf{b}\right\|_{2}=\|\tilde{A} \widetilde{\mathbf{x}}-\widetilde{\mathbf{b}}\|_{2}
$$

and

$$
\|\mathbf{x}\|_{N}=\|\widetilde{\mathbf{x}}\|_{2}
$$

Thus we reduce the weighted least-squares problem to the standard least-squares problem:

$$
\min _{\mathbf{x}}\|A \mathbf{x}-\mathbf{b}\|_{M}=\min _{\widetilde{\mathbf{x}}}\|\widetilde{A} \widetilde{\mathbf{x}}-\widetilde{\mathbf{b}}\|_{2}
$$

Moreover, there exists the least-squares solution generalized inverse $\widetilde{X}$ satisfying

$$
\tilde{A} \widetilde{X} \widetilde{A}=\tilde{A}, \quad(\tilde{A} \widetilde{X})^{*}=\tilde{A} \widetilde{X}
$$

such that $\widetilde{X} \mathbf{b}$ is the least-squares solution of $\widetilde{A} \widetilde{\mathbf{x}}=\widetilde{\mathbf{b}}$. Let

$$
X=N^{-1 / 2} \widetilde{X} M^{1 / 2} \quad \text { or } \quad \widetilde{X}=N^{1 / 2} X M^{-1 / 2}
$$

then

$$
N^{1 / 2} \mathbf{x}=\widetilde{\mathbf{x}}=\widetilde{X} \widetilde{\mathbf{b}}=N^{1 / 2} X M^{-1 / 2} M^{1 / 2} \mathbf{b}=N^{1 / 2} X \mathbf{b}
$$

Thus

$$
\begin{gathered}
\widetilde{\mathbf{x}}=\widetilde{X} \widetilde{\mathbf{b}} \Leftrightarrow \mathbf{x}=X \mathbf{b} \\
\widetilde{A} \widetilde{X} \tilde{A}=\widetilde{A} \Leftrightarrow A X A=A \\
(\widetilde{A} \widetilde{X})^{*}=\widetilde{A} \widetilde{X} \Leftrightarrow(M A X)^{*}=M A X
\end{gathered}
$$

It shows that there exists the least-squares solution generalized inverse $X$ satisfying

$$
A X A=A \text { and }(M A X)^{*}=M A X
$$

such that $X \mathbf{b}$ is a least-squares $(M)$ solution of $A \mathbf{x}=\mathbf{b}$.
This result is the same as Theorem 1.4.2. Theorems 1.4.1 and 1.4.3 can be obtained by the same method. It is omitted here.

The weighted Moore-Penrose inverse $A_{M N}^{\dagger}$ is a generalization of the MoorePenrose inverse $A^{\dagger}$. Specifically, when $M=I_{m}$ and $N=I_{n}, A_{I_{m}, I_{n}}^{\dagger}=A^{\dagger}$.

Some properties of $A_{M N}^{\dagger}$ are given as follows.
Theorem 1.4.4 Let $A \in \mathbb{C}^{m \times n}$. If $M$ and $N$ are Hermitian positive definite matrices of orders $m$ and $n$ respectively, then
(1) $\left(A_{M N}^{\dagger}\right)_{N M}^{\dagger}=A$;
(2) $\left(A_{M N}^{\dagger}\right)^{*}=\left(A^{*}\right)_{N^{-1}, M^{-1}}^{\dagger}$;
(3) $A_{M N}^{\dagger}=\left(A^{*} M A\right)_{I N}^{\dagger} A^{*} M=N^{-1} A^{*}\left(A N^{-1} A^{*}\right)_{M I}^{\dagger}$;
(4) $\mathcal{R}\left(A_{M N}^{\dagger}\right)=N^{-1} \mathcal{R}\left(A^{*}\right)=\mathcal{R}\left(A^{\#}\right)$,

$$
\mathcal{N}\left(A_{M N}^{\dagger}\right)=M^{-1} \mathcal{N}\left(A^{*}\right)=\mathcal{N}\left(A^{\#}\right)
$$

(5) $\mathcal{R}\left(A A_{M N}^{\dagger}\right)=\mathcal{R}(A)$,

$$
\mathcal{N}\left(A A_{M N}^{\dagger}\right)=M^{-1} \mathcal{N}\left(A^{*}\right)=\mathcal{N}\left(A^{\#}\right)
$$

$$
\mathcal{R}\left(A_{M N}^{\dagger} A\right)=N^{-1} \mathcal{R}\left(A^{*}\right)=\mathcal{R}\left(A^{\#}\right)
$$

$$
\mathcal{N}\left(A_{M N}^{\dagger} A\right)=\mathcal{N}(A)
$$

(6) If $A=F G$ is a full-rank factorization of $A$, then

$$
A_{M N}^{\dagger}=N^{-1} G^{*}\left(F^{*} M A N^{-1} G^{*}\right)^{-1} F^{*} M
$$

(7) $A_{M N}^{\dagger}=A_{N^{-1} \mathcal{R}\left(A^{*}\right), M^{-1} \mathcal{N}\left(A^{*}\right)}^{(1,2)}=A_{\mathcal{R}\left(A^{\#}\right), \mathcal{N}\left(A^{\#}\right)}^{(1,2)}$;
(8) $A_{M N}^{\dagger}=N^{-1 / 2}\left(M^{1 / 2} A N^{-1 / 2}\right)^{\dagger} M^{1 / 2}$;
(9) $A_{M N}^{\dagger}=A^{\#} Y A^{\#}$, where $Y \in\left(A^{\#} A A^{\#}\right)\{1\}$.

The proof is left to the reader as an exercise.

## Exercises 1.4

1. Prove (1.4.1).
2. Prove (1.4.2) and (1.4.3).
3. Prove (1.4.6)-(1.4.9).
4. Prove Theorem 1.4.4.
5. Let $N$ be a Hermitian positive definite matrix of order $n, L$ a subspace of $\mathbb{C}^{n}$, and $\mathcal{R}(B)=L$, show that

$$
\begin{aligned}
&\|\mathbf{x}\|_{N} \leq\|\mathbf{x}+\mathbf{y}\|_{N}, \\
& \Leftrightarrow \mathbf{y} \in L \\
& \Leftrightarrow \mathbf{x}^{*} N \mathbf{y}=0, \\
& \Leftrightarrow \mathbf{x}^{*} N B=\mathbf{0}^{T} .
\end{aligned}
$$

### 1.5 Bott-Duffin Inverse and Its Generalization

To conclude this chapter on the equation solving generalized inverses, we introduce another type of generalized inverse called Bott-Duffin inverse in terms of solving constrained linear systems.

### 1.5.1 Bott-Duffin Inverse and the Solution of Constrained Linear Equations

Let $A \in \mathbb{C}^{n \times n}, \mathbf{b} \in \mathbb{C}^{n}$ and a subspace $L \subset \mathbb{C}^{n}$, the constrained linear equations

$$
\begin{equation*}
A \mathbf{x}+\mathbf{y}=\mathbf{b}, \quad \mathbf{x} \in L, \quad \mathbf{y} \in L^{\perp} \tag{1.5.1}
\end{equation*}
$$

arise in electrical network theory. It is readily found that the consistency of (1.5.1) is equivalent to the consistency of the following linear equations

$$
\begin{equation*}
\left(A P_{L}+P_{L^{\perp}}\right) \mathbf{z}=\mathbf{b} \tag{1.5.2}
\end{equation*}
$$

Also, the pair $(\mathbf{x}, \mathbf{y})$ is a solution of (1.5.1) if and only if

$$
\begin{equation*}
\mathbf{x}=P_{L} \mathbf{z}, \quad \mathbf{y}=P_{L^{\perp}} \mathbf{z}=\mathbf{b}-A P_{L} \mathbf{z} \tag{1.5.3}
\end{equation*}
$$

where $\mathbf{z}$ is a solution of (1.5.2), and $P_{L}$ and $P_{L^{\perp}}$ are projectors on $L$ and $L^{\perp}$ respectively. If the matrix $A P_{L}+P_{L^{\perp}}$ is nonsingular, then (1.5.2) is consistent for all $\mathbf{b} \in \mathbb{C}^{n}$ and the solution

$$
\mathbf{x}=P_{L}\left(A P_{L}+P_{L^{\perp}}\right)^{-1} \mathbf{b}, \quad \mathbf{y}=\mathbf{b}-A \mathbf{x}
$$

is unique. This leads to another equation solving generalized inverses.
Definition 1.5.1 Let $A \in \mathbb{C}^{n \times n}$ and $L$ be a subspace of $\mathbb{C}^{n}$. If $A P_{L}+P_{L^{\perp}}$ is nonsingular, then the Bott-Duffin inverse of $A$ with respect to $L$, denoted by $A_{(L)}^{(-1)}$, is defined by

$$
\begin{equation*}
A_{(L)}^{(-1)}=P_{L}\left(A P_{L}+P_{L^{\perp}}\right)^{-1} . \tag{1.5.4}
\end{equation*}
$$

The basic properties of $A_{(L)}^{(-1)}$ are given in the following theorem.
Theorem 1.5.1 Suppose that $A P_{L}+P_{L^{\perp}}$ is nonsingular, then
(1) The constrained linear equations (1.5.1) has a unique solution

$$
\begin{equation*}
\mathbf{x}=A_{(L)}^{(-1)} \mathbf{b}, \quad \mathbf{y}=\left(I-A A_{(L)}^{(-1)}\right) \mathbf{b} \tag{1.5.5}
\end{equation*}
$$

for any $\mathbf{b} \in \mathbb{C}^{n}$;
(2)

$$
\begin{gather*}
P_{L}=A_{(L)}^{(-1)} A P_{L}=P_{L} A A_{(L)}^{(-1)},  \tag{1.5.6}\\
A_{(L)}^{(-1)}=P_{L} A_{(L)}^{(-1)}=A_{(L)}^{(-1)} P_{L} ; \tag{1.5.7}
\end{gather*}
$$

(3)

$$
\begin{equation*}
\mathcal{R}\left(A_{(L)}^{(-1)}\right)=L, \quad \mathcal{N}\left(A_{(L)}^{(-1)}\right)=L^{\perp} ; \tag{1.5.8}
\end{equation*}
$$

(4)

$$
\begin{equation*}
A_{(L)}^{(-1)}=\left(A P_{L}\right)_{L, L^{\perp}}^{(1,2)}=\left(P_{L} A\right)_{L, L^{\perp}}^{(1,2)}=\left(P_{L} A P_{L}\right)_{L, L^{\perp}}^{(1,2)} \tag{1.5.9}
\end{equation*}
$$

(5)

$$
\left(A_{(L)}^{(-1)}\right)_{(L)}^{(-1)}=P_{L} A P_{L}
$$

Proof (1) This follows from the equivalence of (1.5.4) and (1.5.1)-(1.5.3).
(2) Premultiplying (1.5.4) with $P_{L}$ and using $P_{L}^{2}=P_{L}$, we have

$$
\begin{equation*}
P_{L} A_{(L)}^{(-1)}=A_{(L)}^{(-1)} . \tag{1.5.10}
\end{equation*}
$$

From (1.5.4),

$$
\begin{equation*}
A_{(L)}^{(-1)}\left(A P_{L}+P_{L^{\perp}}\right)=P_{L} . \tag{1.5.11}
\end{equation*}
$$

Postmultiplying (1.5.11) with $P_{L}$ and using $P_{L^{\perp}} P_{L}=\mathrm{O}$, we get

$$
\begin{equation*}
A_{(L)}^{(-1)} A P_{L}=P_{L} . \tag{1.5.12}
\end{equation*}
$$

By (1.5.11) and (1.5.12), we have $A_{(L)}^{(-1)} P_{L^{\perp}}=\mathrm{O}$, thus

$$
\begin{equation*}
A_{(L)}^{(-1)} P_{L}=A_{(L)}^{(-1)}\left(I-P_{L^{\perp}}\right)=A_{(L)}^{(-1)} \tag{1.5.13}
\end{equation*}
$$

and

$$
\begin{align*}
P_{L} A A_{(L)}^{(-1)} & =P_{L} A P_{L}\left(A P_{L}+P_{L^{\perp}}\right)^{-1} \\
& =P_{L}\left(A P_{L}+P_{L^{\perp}}\right)\left(A P_{L}+P_{L^{\perp}}\right)^{-1} \\
& =P_{L} \tag{1.5.14}
\end{align*}
$$

It follows from (1.5.12), (1.5.14), (1.5.10) and (1.5.13) that (1.5.6) and (1.5.7) hold. (3) From (1.5.6) and (1.5.7),

$$
\begin{gathered}
\operatorname{dim}(L) \leq \operatorname{rank}\left(A_{(L)}^{(-1)}\right) \leq \operatorname{dim}(L) \\
\mathcal{R}\left(A_{(L)}^{(-1)}\right) \subset \mathcal{R}\left(P_{L}\right)=L
\end{gathered}
$$

and

$$
\mathcal{N}\left(A_{(L)}^{(-1)}\right) \supset \mathcal{N}\left(P_{L}\right)=L^{\perp}
$$

Therefore

$$
\begin{equation*}
\operatorname{rank}\left(A_{(L)}^{(-1)}\right)=\operatorname{dim}(L) \tag{1.5.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{R}\left(A_{(L)}^{(-1)}\right)=L, \quad \mathcal{N}\left(A_{(L)}^{(-1)}\right)=L^{\perp} . \tag{1.5.16}
\end{equation*}
$$

(4) Now, $A_{(L)}^{(-1)}$ is a $\{1,2\}$ inverse of $A P_{L}$. By (1.5.6) and (1.5.7),

$$
\begin{equation*}
A_{(L)}^{(-1)}=A_{(L)}^{(-1)} A P_{L} A_{(L)}^{(-1)} \tag{1.5.17}
\end{equation*}
$$

Premultiplying the first equality in (1.5.6) with $A P_{L}$ gives

$$
\begin{equation*}
A P_{L}=A P_{L} A_{(L)}^{(-1)} A P_{L} \tag{1.5.18}
\end{equation*}
$$

From (1.5.16)-(1.5.18), we have

$$
A_{(L)}^{(-1)}=\left(A P_{L}\right)_{L, L^{\perp}}^{(1,2)} .
$$

The proof of

$$
A_{(L)}^{(-1)}=\left(P_{L} A\right)_{L, L^{\perp}}^{(1,2)}=\left(P_{L} A P_{L}\right)_{L, L^{\perp}}^{(1,2)}
$$

is similar.
(5) Firstly, we show that $\left(A_{(L)}^{(-1)}\right)_{(L)}^{(-1)}$ is defined, i.e., $A_{(L)}^{(-1)} P_{L}+P_{L^{\perp}}$ is nonsingular. From (1.5.7),

$$
A_{(L)}^{(-1)} P_{L}+P_{L^{\perp}}=A_{(L)}^{(-1)}+P_{L^{\perp}}
$$

If $\left(A_{(L)}^{(-1)}+P_{L^{\perp}}\right) \mathbf{x}=\mathbf{0}$, then

$$
A_{(L)}^{(-1)} \mathbf{x}=-P_{L^{\perp}} \mathbf{x} \in L \cap L^{\perp}=\{\mathbf{0}\}
$$

thus

$$
A_{(L)}^{(-1)} \mathbf{x}=P_{L^{\perp}} \mathbf{X}=\mathbf{0} \quad \text { and } \quad \mathbf{x} \in L \cap L^{\perp}=\{\mathbf{0}\} .
$$

Therefore $\mathbf{x}=\mathbf{0}$, which implies that $A_{(L)}^{(-1)}+P_{L^{\perp}}$ is nonsingular. Moreover, $A_{(L)}^{(-1)} P_{L}+P_{L^{\perp}}$ is also nonsingular.

Secondly, by (1.5.9), $P_{L} A P_{L}$ and $A_{(L)}^{(-1)}$ are $\{1,2\}$ inverses of each other, and

$$
\operatorname{rank}\left(P_{L} A P_{L}\right)=\operatorname{rank}\left(A_{(L)}^{(-1)}\right)=\operatorname{dim}(L)
$$

by (1.5.15), which, together with

$$
\mathcal{R}\left(P_{L} A P_{L}\right) \subset \mathcal{R}\left(P_{L}\right)=L \quad \text { and } \mathcal{N}\left(P_{L} A P_{L}\right) \supset \mathcal{N}\left(P_{L}\right)=L^{\perp},
$$

shows that

$$
\begin{equation*}
\mathcal{R}\left(P_{L} A P_{L}\right)=L \quad \text { and } \quad \mathcal{N}\left(P_{L} A P_{L}\right)=L^{\perp} \tag{1.5.19}
\end{equation*}
$$

It then follows from (1.5.7) and (1.5.9) that

$$
P_{L} A P_{L}=\left(A_{(L)}^{(-1)}\right)_{L, L^{\perp}}^{(1,2)}=\left(A_{(L)}^{(-1)} P_{L}\right)_{L, L^{\perp}}^{(1,2)}=\left(A_{(L)}^{(-1)}\right)_{(L)}^{(-1)} .
$$

This completes the proof.

### 1.5.2 The Necessary and Sufficient Conditions for the Existence of the Bott-Duffin Inverse

In this subsection, we present some conditions equivalent to the nonsingularity of $A P_{L}+P_{L^{ \pm}}$. Based on the equivalent conditions, we give more properties of the Bott-Duffin inverse.

Theorem 1.5.2 Let $A \in \mathbb{C}^{n \times n}$ and a subspace $L \subset \mathbb{C}^{n}$, then the following statements are equivalent:
(a) $A P_{L}+P_{L^{\perp}}$ is nonsingular;
(b) $A L \oplus L^{\perp}=\mathbb{C}^{n}$;
(c) $P_{L} A L \oplus L^{\perp}=\mathbb{C}^{n}$;
(d) $\operatorname{rank}\left(P_{L} A P_{L}\right)=\operatorname{rank}\left(P_{L}\right)=\operatorname{dim}(L)$;
(e) $\operatorname{rank}\left(P_{L} A^{*} P_{L}\right)=\operatorname{rank}\left(P_{L}\right)=\operatorname{dim}(L)$;
(f) $P_{L} A^{*} L \oplus L^{\perp}=\mathbb{C}^{n}$;
(g) $A^{*} L \oplus L^{\perp}=\mathbb{C}^{n}$;
(h) $L \oplus\left(A^{*} L\right)^{\perp}=\mathbb{C}^{n}$;
(i) $A^{*} P_{L}+P_{L^{\perp}}$ is nonsingular;
(j) $P_{L} A+P_{L^{\perp}}$ is nonsingular;
(k) $P_{L} A P_{L}+P_{L^{\perp}}$ is nonsingular.

Thus, each of the above conditions is necessary and sufficient for the existence of $A_{(L)}^{(-1)}$, the Bott-Duffin inverse of $A$ with respect to $L$.

Proof (a) $\Leftrightarrow$ (b): If $A P_{L}+P_{L^{\perp}}$ is nonsingular, then $A_{(L)}^{(-1)}$ exists. By (1.5.7) and (1.5.6),

$$
A_{(L)}^{(-1)} A A_{(L)}^{(-1)}=A_{(L)}^{(-1)} A P_{L} A_{(L)}^{(-1)}=P_{L} A_{(L)}^{(-1)}=A_{(L)}^{(-1)},
$$

thus $A \in A_{(L)}^{(-1)}\{1\}$ and $A A_{(L)}^{(-1)}=P_{\mathcal{R}\left(A A_{(L)}^{(-1)}\right), \mathcal{N}\left(A A_{(L)}^{(-1)}\right)}$. Since

$$
\mathcal{R}\left(A A_{(L)}^{(-1)}\right)=A \mathcal{R}\left(A_{(L)}^{(-1)}\right)=A L
$$

and

$$
\mathcal{N}\left(A A_{(L)}^{(-1)}\right)=\mathcal{N}\left(A_{(L)}^{(-1)}\right)=L^{\perp}
$$

$A L \oplus L^{\perp}=\mathbb{C}^{n}$ holds.
Conversely, if $A L \oplus L^{\perp}=\mathbb{C}^{n}$ but $A P_{L}+P_{L^{\perp}}$ is singular, then $\left(A P_{L}+P_{L^{\perp}}\right)$ $\mathbf{x}=\mathbf{0}$ for some nonzero $\mathbf{x} \in \mathbb{C}^{n}$, i.e., $A P_{L} \mathbf{x}+P_{L^{\perp}} \mathbf{x}=\mathbf{0}$. Since $A P_{L} \mathbf{x} \in A L, P_{L^{\perp}} \mathbf{x} \in$ $L^{\perp}$, and $A L \oplus L^{\perp}=\mathbb{C}^{n}, A P_{L} \mathbf{x}=\mathbf{0}$ and $P_{L^{\perp}} \mathbf{x}=\mathbf{0}$, thus $\mathbf{x} \in L$ and $A \mathbf{x}=\mathbf{0}$. Hence $\operatorname{dim}(A L) \leq \operatorname{dim}(L)-1$. The contradiction establishes (a).
(a) $\Leftrightarrow$ (c): If $A P_{L}+P_{L^{\perp}}$ is nonsingular, then $A_{(L)}^{(-1)}$ exists. By (1.5.9), $A_{(L)}^{(-1)}=$ $\left(P_{L} A\right)_{L, L^{\perp}}^{(1,2)}$, thus

$$
\begin{aligned}
P_{L} A A_{(L)}^{(-1)} & =P_{\mathcal{R}\left(P_{L} A A_{(L)}^{(-1)}\right), \mathcal{N}\left(P_{L} A A_{(L)}^{(-1)}\right)} \\
& =P_{P_{L} A \mathcal{R}\left(A_{(L)}^{(-1)}\right), \mathcal{N}\left(A_{(L)}^{(-1)}\right)} \\
& =P_{P_{L} A L, L^{\perp}}
\end{aligned}
$$

and $P_{L} A L \oplus L^{\perp}=\mathbb{C}^{n}$.
Conversely, the proof of $(c) \Rightarrow(a)$ is similar to that of $(b) \Rightarrow(a)$.
(c) $\Leftrightarrow$ (d): For any $\mathbf{x} \in P_{L} A L, \mathbf{x}=P_{L} A \mathbf{w}$, where $\mathbf{w} \in L$. Thus

$$
\mathbf{x}=P_{L} A P_{L} \mathbf{z} \in \mathcal{R}\left(P_{L} A P_{L}\right)
$$

Conversely, for all $\mathbf{x} \in \mathcal{R}\left(P_{L} A P_{L}\right), \mathbf{x}=P_{L} A P_{L} \mathbf{z}$. Thus

$$
\mathbf{x}=P_{L} A \mathbf{w}, \mathbf{w} \in L, \text { and } \mathbf{x} \in P_{L} A L
$$

Therefore $\mathcal{R}\left(P_{L} A P_{L}\right)=P_{L} A L$. Thus

$$
\begin{aligned}
& P_{L} A L \oplus L^{\perp}=\mathbb{C}^{n} \\
\Leftrightarrow & \operatorname{rank}\left(P_{L} A P_{L}\right)=\operatorname{dim}\left(P_{L} A L\right)=\operatorname{dim}(L)=\operatorname{rank}\left(P_{L}\right)
\end{aligned}
$$

$(\mathrm{d}) \Leftrightarrow(\mathrm{e}): \operatorname{rank}\left(P_{L} A P_{L}\right)=\operatorname{rank}\left(\left(P_{L} A P_{L}\right)^{*}\right)=\operatorname{rank}\left(P_{L} A^{*} P_{L}\right)$.
(e) $\Leftrightarrow$ (f): The proof is similar to (c) $\Leftrightarrow(\mathrm{d})$.
(f) $\Leftrightarrow(\mathrm{g})$ : The proof is similar to (b) $\Leftrightarrow$ (c).
(g) $\Leftrightarrow$ (h): By orthogonal complement.
(g) $\Leftrightarrow$ (i): The proof is similar to (a) $\Leftrightarrow(\mathrm{b})$.
(i) $\Leftrightarrow$ (j): By conjugate transposition.
(c) $\Leftrightarrow(\mathrm{k})$ : The proof is similar to (a) $\Leftrightarrow$ (b).

We show more properties of $A_{(L)}^{(-1)}$.
Theorem 1.5.3 If $A_{(L)}^{(-1)}$ exists, then
(1)

$$
\begin{align*}
A_{(L)}^{(-1)} & =P_{L}\left(A P_{L}+P_{L^{\perp}}\right)^{-1} \\
& =\left(P_{L} A+P_{L^{\perp}}\right)^{-1} P_{L}  \tag{1.5.20}\\
& =\left(P_{L} A P_{L}\right)^{\dagger}  \tag{1.5.21}\\
& =P_{L}\left(P_{L} A P_{L}+P_{L^{\perp}}\right)^{-1} \\
& =\left(P_{L} A P_{L}+P_{L^{\perp}}\right)^{-1} P_{L}  \tag{1.5.22}\\
& =\left(P_{L} A P_{L}+P_{L^{\perp}}\right)^{-1}-P_{L^{\perp}}  \tag{1.5.23}\\
& =A_{L, L^{\perp}}^{(2)} ; \tag{1.5.24}
\end{align*}
$$

(2) Let $U$ be a matrix whose columns form a basis for $L$, then $A_{(L)}^{(-1)}$ exists if and only if $U^{*} A U$ is nonsingular, in which case

$$
\begin{equation*}
A_{(L)}^{(-1)}=U\left(U^{*} A U\right)^{-1} U^{*} \tag{1.5.25}
\end{equation*}
$$

(3)

$$
\begin{align*}
\left(A_{(L)}^{(-1)}\right)^{*} & =\left(A^{*}\right)_{(L)}^{(-1)}  \tag{1.5.26}\\
A A_{(L)}^{(-1)} & =P_{A L, L^{\perp}}  \tag{1.5.27}\\
A_{(L)}^{(-1)} A & =P_{L,\left(A^{*} L\right)^{\perp}} \tag{1.5.28}
\end{align*}
$$

Proof (1) From (1.5.4), $A_{(L)}^{(-1)}=P_{L}\left(A P_{L}+P_{L^{\perp}}\right)^{-1}$. Since

$$
\left(P_{L} A+P_{L^{\perp}}\right) P_{L}=P_{L}\left(A P_{L}+P_{L^{\perp}}\right)
$$

and $A P_{L}+P_{L^{\perp}}$ is nonsingular by ( j ) of Theorem 1.5.2,

$$
A_{(L)}^{(-1)}=P_{L}\left(A P_{L}+P_{L^{\perp}}\right)^{-1}=\left(P_{L} A+P_{L^{\perp}}\right)^{-1} P_{L}
$$

i.e., (1.5.20) holds. From (1.5.9), (1.5.19) and (1.5.12),

$$
A_{(L)}^{(-1)}=\left(P_{L} A P_{L}\right)_{L, L^{\perp}}^{(1,2)}=\left(P_{L} A P_{L}\right)^{\dagger}
$$

thus (1.5.21) holds.
Since

$$
A_{(L)}^{(-1)}=\left(P_{L}\left(P_{L} A P_{L}\right) P_{L}\right)^{\dagger}=\left(P_{L} A P_{L}\right)_{(L)}^{(-1)}=P_{L}\left(P_{L} A P_{L}+P_{L^{\perp}}\right)^{-1}
$$

and

$$
\left(P_{L} A P_{L}+P_{L^{\perp}}\right) P_{L}=P_{L}\left(P_{L} A P_{L}+P_{L^{\perp}}\right)
$$

Eq. (1.5.22) holds.
Since

$$
\begin{aligned}
& \left(P_{L} A P_{L}+P_{L^{\perp}}\right)\left(\left(P_{L} A P_{L}\right)^{\dagger}+P_{L^{\perp}}\right) \\
= & \left(P_{L} A P_{L}\right)\left(P_{L} A P_{L}\right)^{\dagger}+P_{L^{\perp}} \\
= & P_{\mathcal{R}\left(P_{L} A P_{L}\right)}+P_{L^{\perp}} \\
= & P_{L}+P_{L^{\perp}} \\
= & I
\end{aligned}
$$

we have

$$
\left(P_{L} A P_{L}+P_{L^{\perp}}\right)^{-1}=\left(P_{L} A P_{L}\right)^{\dagger}+P_{L^{\perp}}
$$

and

$$
A_{(L)}^{(-1)}=\left(P_{L} A P_{L}\right)^{\dagger}=\left(P_{L} A P_{L}+P_{L^{\perp}}\right)^{-1}-P_{L^{\perp}}
$$

So (1.5.23) holds.
By (1.5.7) and (1.5.6),

$$
A_{(L)}^{(-1)} A A_{(L)}^{(-1)}=A_{(L)}^{(-1)} A P_{L} A_{(L)}^{(-1)}=P_{L} A_{(L)}^{(-1)}=A_{(L)}^{(-1)}, \quad A_{(L)}^{(-1)} \in A\{2\} .
$$

From (1.5.16): $\mathcal{R}\left(A_{(L)}^{(-1)}\right)=L$ and $\mathcal{N}\left(A_{(L)}^{(-1)}\right)=L^{\perp}, A_{(L)}^{(-1)}=A_{L, L^{\perp}}^{(2)}$, that is, (1.5.24) holds.
(2) If $A_{(L)}^{(-1)}$ exists, from (b) of Theorem 1.5.2, $A L \oplus L^{\perp}=\mathbb{C}^{n}$. Let $U$ be a matrix whose columns form a basis for $L$, then $L=\mathcal{R}(U)$ and $L^{\perp}=\mathcal{N}\left(U^{*}\right)$. Now we prove that $U^{*} A U$ is nonsingular. Suppose $U^{*} A U \mathbf{x}=\mathbf{0}$, then

$$
A U \mathbf{x} \in \mathcal{N}\left(U^{*}\right)=L^{\perp}
$$

and

$$
A U \mathbf{x} \in \mathcal{R}(A U)=A \mathcal{R}(U)=A L
$$

thus

$$
A U \mathbf{x} \in A L \cap L^{\perp}=\{\mathbf{0}\}
$$

It is clear that the columns of $A U$ span $A L$ and $A U$ is of full column rank, thus $\mathbf{x}=\mathbf{0}$. Therefore $U^{*} A U$ is nonsingular. In this case,

$$
\operatorname{rank}\left(U^{*} A U\right)=\operatorname{rank}(U)=\operatorname{rank}\left(U^{*}\right)
$$

By (5) of Theorem 1.3.7 and (1.5.24),

$$
U\left(U^{*} A U\right)^{-1} U^{*}=A_{\mathcal{R}(U), \mathcal{N}\left(U^{*}\right)}^{(2)}=A_{L, L^{\perp}}^{(2)}=A_{(L)}^{(-1)} .
$$

(3) From (1.5.24),

$$
\left(A_{(L)}^{(-1)}\right)^{*}=U\left(U^{*} A^{*} U\right)^{-1} U^{*}=\left(A^{*}\right)_{(L)}^{(-1)},
$$

thus (1.5.26) holds. Since

$$
\mathcal{R}\left(A A_{(L)}^{(-1)}\right)=A \mathcal{R}\left(A_{(L)}^{(-1)}\right)=A L \quad \text { and } \quad \mathcal{N}\left(A A_{(L)}^{(-1)}\right)=\mathcal{N}\left(A_{(L)}^{(-1)}\right)=L^{\perp},
$$

we get $A A_{(L)}^{(-1)}=P_{A L, L^{\perp}}$, which is (1.5.27). Since

$$
\mathcal{R}\left(A_{(L)}^{(-1)} A\right)=\mathcal{R}\left(A_{(L)}^{(-1)}\right)=L
$$

and

$$
\mathcal{N}\left(A_{(L)}^{(-1)} A\right)^{\perp}=\mathcal{R}\left(A^{*}\left(A_{(L)}^{(-1)}\right)^{*}\right)=A^{*} \mathcal{R}\left(\left(A_{(L)}^{(-1)}\right)^{*}\right)=A^{*} \mathcal{R}\left(\left(A^{*}\right)_{(L)}^{(-1)}\right)=A^{*} L,
$$

we have

$$
\mathcal{N}\left(A_{(L)}^{(-1)} A\right)=\left(A^{*} L\right)^{\perp} .
$$

Therefore $A_{(L)}^{(-1)} A=P_{L,\left(A^{*} L\right)^{\perp}}$, i.e., (1.5.28) holds.

### 1.5.3 Generalized Bott-Duffin Inverse and Its Properties

Definition 1.5.1 of the Bott-Duffin inverse requires the nonsingularity of $A P_{L}+P_{L^{\perp}}$. In this subsection, we generalize the Bott-Duffin inverse by extending it to the case when $A P_{L}+P_{L^{\perp}}$ is singular. We first give some slightly extended concepts related to Hermitian positive definiteness and Hermitian nonnegative definiteness [6].

Definition 1.5.2 Let $A^{*}=A$. If $A$ satisfies the condition

$$
\mathbf{x}^{*} A \mathbf{x}>0, \quad \text { for all } \mathbf{x} \in L \text { and } \mathbf{x} \neq \mathbf{0},
$$

then $A$ is called an $L$-positive definite ( $L$-p.d.) matrix.

Definition 1.5.3 Let $A^{*}=A$. If $A$ satisfies the two conditions:
(1) $\mathbf{x}^{*} A \mathbf{x} \geq 0$ for all $\mathbf{x} \in L$ and
(2) $\mathbf{x}^{*} A \mathbf{x}=0$, where $\mathbf{x} \in L$, implies $A \mathbf{x}=\mathbf{0}$,
then $A$ is called an $L$-positive semidefinite ( $L$-p.s.d.) matrix.
Now we introduce the generalized Bott-Duffin inverse.
Definition 1.5.4 Let $A \in \mathbb{C}^{n \times n}$ and a subspace $L \subset \mathbb{C}^{n}$, then

$$
A_{(L)}^{(\dagger)}=P_{L}\left(A P_{L}+P_{L^{\perp}}\right)^{\dagger}
$$

is called the generalized Bott-Duffin inverse of $A$ with respect to $L$.
When $A P_{L}+P_{L^{\perp}}$ is nonsingular, $A_{(L)}^{(+)}$exists and equals the Bott-Duffin inverse.
Naturally, before studying the generalized Bott-Duffin inverse, we investigate $A P_{L}+P_{L^{\perp}}$. Some expressions of the range and null space of $A P_{L}+P_{L^{\perp}}$ are given in the following lemmas. We first consider the case of a general $A$.

Lemma 1.5.1 For any $A \in \mathbb{C}^{n \times n}$ and a subspace $L \subset \mathbb{C}^{n}$, we have

$$
\begin{equation*}
\mathcal{N}\left(P_{L} A+P_{L^{\perp}}\right)=\mathcal{N}\left(P_{L} A P_{L}+P_{L^{\perp}}\right)=\left(A^{*} L\right)^{\perp} \cap L=\mathcal{N}\left(P_{L} A P_{L}\right) \cap L \tag{1}
\end{equation*}
$$

$$
\begin{equation*}
\mathcal{R}\left(A P_{L}+P_{L^{\perp}}\right)=\mathcal{R}\left(P_{L} A P_{L}+P_{L^{\perp}}\right)=A L+L^{\perp}=P_{L} A L \oplus L^{\perp} \tag{2}
\end{equation*}
$$

Proof (1) Firstly,

$$
\begin{aligned}
\mathbf{x} \in \mathcal{N}\left(P_{L} A P_{L}+P_{L^{+}}\right) & \Leftrightarrow P_{L} A P_{L} \mathbf{x}=-P_{L^{\perp}} \mathbf{x}=\mathbf{0} \\
& \Leftrightarrow \mathbf{x} \in \mathcal{N}\left(P_{L} A P_{L}\right) \cap L .
\end{aligned}
$$

Secondly,

$$
\begin{aligned}
\mathbf{x} \in \mathcal{N}\left(P_{L} A+P_{L^{\perp}}\right) & \Leftrightarrow P_{L} A \mathbf{x}=-P_{L^{\perp}} \mathbf{x}=\mathbf{0} \\
& \Leftrightarrow P_{L} A \mathbf{x}=\mathbf{0} \text { and } \mathbf{x} \in L \\
& \Leftrightarrow P_{L} \mathbf{x}=\mathbf{x}, \mathbf{x} \in L \text { and } P_{L} A P_{L} \mathbf{x}=P_{L} A \mathbf{x}=\mathbf{0} \\
& \Leftrightarrow \mathbf{x} \in \mathcal{N}\left(P_{L} A P_{L}\right) \cap L \\
& \Leftrightarrow \mathbf{x} \in \mathcal{N}\left(A P_{L} P_{L}+P_{L^{\perp}}\right) .
\end{aligned}
$$

Thirdly, since

$$
\mathcal{N}\left(P_{L} A\right)^{\perp}=\mathcal{R}\left(A^{*} P_{L}\right)=A^{*} \mathcal{R}\left(P_{L}\right)=A^{*} L,
$$

$\mathcal{N}\left(P_{L} A\right)=\left(A^{*} L\right)^{\perp}$. Thus

$$
\begin{aligned}
\mathbf{x} \in \mathcal{N}\left(P_{L} A+P_{L^{\perp}}\right) & \Leftrightarrow \mathbf{x} \in \mathcal{N}\left(P_{L} A\right) \text { and } \mathbf{x} \in L \\
& \Leftrightarrow \mathbf{x} \in\left(A^{*} L\right)^{\perp} \cap L .
\end{aligned}
$$

(2) Firstly, by (1) above,

$$
\begin{aligned}
\left(\mathcal{R}\left(A P_{L}+P_{L^{\perp}}\right)\right)^{\perp} & =\mathcal{N}\left(P_{L} A^{*}+P_{L^{\perp}}\right) \\
& =\mathcal{N}\left(P_{L} A^{*} P_{L}+P_{L^{\perp}}\right) \\
& =\left(\mathcal{R}\left(P_{L} A P_{L}+P_{L^{\perp}}\right)\right)^{\perp} .
\end{aligned}
$$

Thus

$$
\mathcal{R}\left(A P_{L}+P_{L^{\perp}}\right)=\mathcal{R}\left(P_{L} A P_{L}+P_{L^{\perp}}\right) .
$$

Secondly,

$$
\mathbf{x} \in \mathcal{R}\left(A P_{L}+P_{L^{\perp}}\right) \Leftrightarrow \mathbf{x}=\left(A P_{L}+P_{L^{\perp}}\right) \mathbf{z}=A P_{L} \mathbf{z}+P_{L^{\perp}} \mathbf{z} \in A L+L^{\perp} .
$$

Thirdly,

$$
\mathbf{x} \in \mathcal{R}\left(P_{L} A P_{L}+P_{L^{\perp}}\right) \Leftrightarrow \mathbf{x}=P_{L} A P_{L} \mathbf{z}+P_{L^{\perp}} \mathbf{z} \in P_{L} A L \oplus L^{\perp}
$$

The proof is completed.
Then we consider the case of an $L$-positive semidefinite $A$.
Lemma 1.5.2 Let A be L-p.s.d. (including p.d., p.s.d., and L-p.d.), then we have (1)

$$
\begin{align*}
\mathcal{N}\left(A P_{L}+P_{L^{\perp}}\right) & =\mathcal{N}\left(P_{L} A+P_{L^{\perp}}\right)=\mathcal{N}\left(P_{L} A P_{L}+P_{L^{\perp}}\right) \\
& =\mathcal{N}(A) \cap L=\mathcal{N}\left(A P_{L}\right) \cap L, \tag{2}
\end{align*}
$$

$$
\begin{aligned}
\mathcal{R}\left(A P_{L}+P_{L^{\perp}}\right) & =\mathcal{R}\left(P_{L} A+P_{L^{\perp}}\right)=\mathcal{R}\left(P_{L} A P_{L}+P_{L^{\perp}}\right) \\
& =\mathcal{R}(A)+L^{\perp}=P_{L} \mathcal{R}(A) \oplus L^{\perp} .
\end{aligned}
$$

Proof (1) Firstly,

$$
\mathbf{x} \in \mathcal{N}\left(A P_{L}+P_{L^{\perp}}\right) \Leftrightarrow A P_{L} \mathbf{x}=-P_{L^{\perp}} \mathbf{x} .
$$

Multiplying the above equation on the left with $P_{L}$, we get

$$
P_{L} A P_{L} \mathbf{x}=P_{L}\left(-P_{L^{\perp}} \mathbf{x}\right)=\mathbf{0} .
$$

Thus

$$
\mathbf{x}^{*} P_{L} A P_{L} \mathbf{x}=0
$$

equivalently,

$$
\left(P_{L} \mathbf{x}\right)^{*} A\left(P_{L} \mathbf{x}\right)=0
$$

Since $A$ is $L$-p.s.d, we have

$$
A P_{L} \mathbf{x}=\mathbf{0}
$$

and

$$
P_{L^{\perp}} \mathbf{x}=-A P_{L} \mathbf{x}=\mathbf{0}
$$

thus

$$
\begin{aligned}
\mathbf{x} \in \mathcal{N}\left(A P_{L}+P_{L^{+}}\right) & \Leftrightarrow A P_{L} \mathbf{x}=-P_{L^{\perp}} \mathbf{x}=\mathbf{0} \\
& \Leftrightarrow \mathbf{x} \in \mathcal{N}\left(A P_{L}\right) \cap L .
\end{aligned}
$$

Secondly,

$$
\begin{aligned}
\mathbf{x} \in \mathcal{N}\left(A P_{L}\right) \cap L & \Leftrightarrow \mathbf{x} \in \mathcal{N}\left(A P_{L}\right) \text { and } P_{L} \mathbf{x}=\mathbf{x}, \mathbf{x} \in L \\
& \Leftrightarrow \mathbf{0}=A P_{L} \mathbf{x}=A \mathbf{x}, \mathbf{x} \in L \\
& \Leftrightarrow \mathbf{x} \in \mathcal{N}(A) \cap L
\end{aligned}
$$

Thirdly,

$$
\begin{aligned}
\mathbf{x} \in \mathcal{N}(A) \cap L & \Leftrightarrow \mathbf{x} \in \mathcal{N}\left(P_{L} A\right) \text { and } \mathbf{x} \in L \\
& \Leftrightarrow P_{L} A \mathbf{x}=\mathbf{0} \text { and } P_{L^{\perp}} \mathbf{x}=\mathbf{0} \\
& \Leftrightarrow \mathbf{x} \in \mathcal{N}\left(P_{L} A+P_{L^{\perp}}\right) .
\end{aligned}
$$

Lastly, it is clear that

$$
\mathcal{N}\left(P_{L} A+P_{L^{\perp}}\right)=\mathcal{N}\left(P_{L} A P_{L}+P_{L^{\perp}}\right)
$$

by (1) of Lemma 1.5.1.
(2) Let $A$ be $L$-p.s.d. and

$$
\mathcal{N}\left(A P_{L}+P_{L^{\perp}}\right)^{\perp}=\mathcal{N}\left(P_{L} A+P_{L^{\perp}}\right)^{\perp}=\mathcal{N}\left(P_{L} A P_{L}+P_{L^{\perp}}\right)^{\perp}
$$

then we have

$$
\mathcal{R}\left(P_{L} A+P_{L^{\perp}}\right)=\mathcal{R}\left(A P_{L}+P_{L^{\perp}}\right)=\mathcal{R}\left(P_{L} A P_{L}+P_{L^{\perp}}\right)
$$

On the other hand,

$$
\mathbf{x} \in \mathcal{R}\left(P_{L} A+P_{L^{\perp}}\right) \Leftrightarrow \mathbf{x}=P_{L} A \mathbf{z}+P_{L^{\perp}} \mathbf{z} \in P_{L} \mathcal{R}(A) \oplus L^{\perp}
$$

and

$$
\mathbf{x} \in \mathcal{R}\left(A P_{L}+P_{L^{\perp}}\right) \quad \Leftrightarrow \quad \mathbf{x}=A P_{L} \mathbf{z}+P_{L^{\perp}} \mathbf{z} \in \mathcal{R}(A)+L^{\perp},
$$

which completes the proof.
Lemma 1.5.3 Let $A$ be L-p.s.d. and $S=\mathcal{R}\left(P_{L} A\right)$, then we have the following properties:
(1)

$$
\begin{aligned}
\left(A P_{L}+P_{L^{\perp}}\right)\left(A P_{L}+P_{L^{\perp}}\right)^{\dagger} & =\left(A P_{L}+P_{L^{\perp}}\right)^{\dagger}\left(A P_{L}+P_{L^{\perp}}\right) \\
& =P_{S}+P_{L^{\perp}} ; \\
\left(P_{L} A+P_{L^{\perp}}\right)\left(P_{L} A+P_{L^{\perp}}\right)^{\dagger} & =\left(P_{L} A+P_{L^{\perp}}\right)^{\dagger}\left(P_{L} A+P_{L^{\perp}}\right) \\
& =P_{S}+P_{L^{\perp}}
\end{aligned}
$$

$$
\begin{align*}
& P_{S}=P_{L} A\left(P_{L} A+P_{L^{\perp}}\right)^{\dagger}=\left(A P_{L}+P_{L^{\perp}}\right)^{\dagger} A P_{L} ;  \tag{2}\\
& P_{L^{\perp}}=P_{L^{\perp}}\left(P_{L} A+P_{L^{\perp}}\right)^{\dagger}=\left(A P_{L}+P_{L^{\perp}}\right)^{\dagger} P_{L^{\perp}}
\end{align*}
$$

$$
\begin{align*}
& P_{L}\left(A P_{L}+P_{L^{\perp}}\right)^{\dagger} P_{L^{\perp}}=\mathrm{O}  \tag{3}\\
& P_{L^{\perp}}\left(A P_{L}+P_{L^{\perp}}\right)^{\dagger} A P_{L}=\mathrm{O}
\end{align*}
$$

Proof (1) By Lemma 1.5.2 and Theorem 1.3.2,

$$
\begin{aligned}
\left(A P_{L}+P_{L^{\perp}}\right)\left(A P_{L}+P_{L^{\perp}}\right)^{\dagger} & =P_{\mathcal{R}\left(A P_{L}+P_{L^{\perp}}\right)}=P_{\mathcal{R}\left(P_{L} A+P_{L^{\perp}}\right)} \\
& =P_{S \oplus L^{\perp}}=P_{S}+P_{L^{\perp}} \\
\left(A P_{L}+P_{L^{\perp}}\right)^{\dagger}\left(A P_{L}+P_{L^{\perp}}\right) & =P_{\mathcal{R}\left(\left(A P_{L}+P_{L^{\perp}}\right)^{*}\right)}=P_{\mathcal{R}\left(P_{L} A+P_{L^{\perp}}\right)} \\
& =P_{S \oplus L^{\perp}}=P_{S}+P_{L^{\perp}}, \\
\left(P_{L} A+P_{L^{\perp}}\right)\left(P_{L} A+P_{L^{\perp}}\right)^{\dagger} & =P_{\mathcal{R}\left(P_{L} A+P_{L^{\perp}}\right)}=P_{S}+P_{L^{\perp}},
\end{aligned}
$$

and

$$
\begin{aligned}
\left(P_{L} A+P_{L^{\perp}}\right)^{\dagger}\left(P_{L} A+P_{L^{\perp}}\right) & =P_{\mathcal{R}\left(\left(P_{L} A+P_{L^{\perp}}\right)^{*}\right)}=P_{\mathcal{R}\left(A P_{L}+P_{L^{\perp}}\right)} \\
& =P_{S}+P_{L^{\perp}} .
\end{aligned}
$$

(2) Since

$$
P_{S} P_{L}=P_{S}=P_{L} P_{S} \quad \text { and } \quad P_{S} P_{L^{\perp}}=\mathrm{O}=P_{L^{\perp}} P_{S}
$$

multiplying the first equation in (1) on the right with $P_{L}$ and $P_{L^{\perp}}$ gives

$$
\left(A P_{L}+P_{L^{\perp}}\right)^{\dagger} A P_{L}=P_{S} \quad \text { and } \quad\left(A P_{L}+P_{L^{\perp}}\right)^{\dagger} P_{L^{\perp}}=P_{L^{\perp}}
$$

respectively. Multiplying the second equation in (1) on the left with $P_{L}$ and $P_{L^{\perp}}$ gives

$$
P_{L} A\left(P_{L} A+P_{L^{\perp}}\right)^{\dagger}=P_{S} \quad \text { and } \quad P_{L^{\perp}}\left(P_{L} A+P_{L^{\perp}}\right)^{\dagger}=P_{L^{\perp}}
$$

respectively.
(3) Multiplying the first and second equations in (2) on the left with $P_{L^{\perp}}$ and $P_{L}$ respectively gives

$$
P_{L^{\perp}}\left(A P_{L}+P_{L^{\perp}}\right)^{\dagger} A P_{L}=P_{L^{\perp}} P_{S}=\mathrm{O}
$$

and

$$
P_{L}\left(A P_{L}+P_{L^{\perp}}\right)^{\dagger} P_{L^{\perp}}=P_{L} P_{L^{\perp}}=0
$$

This completes the proof.
The properties of $A_{(L)}^{(\dagger)}$ are given as follows:
Theorem 1.5.4 Let $A$ be L-p.s.d. and $S=\mathcal{R}\left(P_{L} A\right)$ and $T=\mathcal{R}\left(A P_{L}\right)$, then $A_{(L)}^{(\uparrow)}$ has the following properties:
(1)

$$
\begin{align*}
& A_{(L)}^{(\dagger)}=P_{L} A_{(L)}^{(\dagger)}=A_{(L)}^{(\dagger)} P_{L}=P_{L} A_{(L)}^{(\dagger)} P_{L}  \tag{1.5.29}\\
& A_{(L)}^{(\dagger)} A P_{L}=P_{L} A A_{(L)}^{(\dagger)}=P_{S}  \tag{1.5.30}\\
& \mathcal{R}\left(A_{(L)}^{(\dagger)}\right)=S \text { and } \mathcal{N}\left(A_{(L)}^{(\dagger)}\right)=S^{\perp}  \tag{1.5.31}\\
& A P_{S}=A P_{L} \text { and } P_{S} A=P_{L} A  \tag{1.5.32}\\
& P_{L}\left(A-A A_{(L)}^{(\dagger)} A\right)=\left(A-A A_{(L)}^{(\dagger)} A\right) P_{L}=0 . \tag{1.5.33}
\end{align*}
$$

(2)

$$
\begin{align*}
A_{(L)}^{(\dagger)} & =A_{S, S^{\perp}}^{(2)}=\left(A P_{L}\right)_{S, S^{\perp}}^{(1,2)}=\left(P_{L} A\right)_{S, S^{\perp}}^{(1,2)} \\
& =\left(P_{L} A P_{L}\right)_{S, S^{\perp}}^{(1,2)}=\left(P_{L} A P_{L}\right)^{\dagger} ;  \tag{1.5.34}\\
A A_{(L)}^{(\dagger)} & =P_{T, S^{\perp}} \text { and } A_{(L)}^{(\dagger)} A=P_{S, T^{\perp}} . \tag{1.5.35}
\end{align*}
$$

(3)

$$
\begin{align*}
A_{(L)}^{(\dagger)} & =P_{L}\left(A P_{L}+P_{L^{\perp}}\right)^{\dagger}=\left(P_{L} A+P_{L^{\perp}}\right)^{\dagger} P_{L}  \tag{1.5.36}\\
& =P_{L}\left(P_{L} A P_{L}+P_{L^{\perp}}\right)^{\dagger} \\
& =\left(P_{L} A P_{L}+P_{L^{\perp}}\right)^{\dagger} P_{L}  \tag{1.5.37}\\
& =\left(P_{L} A P_{L}+P_{L^{\perp}}\right)^{\dagger}-P_{L^{\perp}} \tag{1.5.38}
\end{align*}
$$

(4)

$$
\begin{align*}
A_{(L)}^{(\dagger)} & =A_{(S)}^{(-1)} \\
& =P_{S}\left(A P_{S}+P_{S^{\perp}}\right)^{-1} \\
& =\left(P_{S} A+P_{S^{\perp}}\right)^{-1} P_{S} . \tag{1.5.39}
\end{align*}
$$

Proof (1) From Definition 1.5.4, $A_{(L)}^{(\dagger)}=P_{L}\left(A P_{L}+P_{L^{\perp}}\right)^{\dagger}$. The premultiplication of $P_{L}$ gives $P_{L} A_{(L)}^{(\dagger)}=A_{(L)}^{(\dagger)}$. Also, by the first equation in (3) of Lemma 1.5.3, the postmultiplication of $P_{L}$ gives

$$
\begin{aligned}
A_{(L)}^{(\dagger)} P_{L} & =P_{L}\left(A P_{L}+P_{L^{\perp}}\right)^{\dagger} P_{L}+P_{L}\left(A P_{L}+P_{L^{\perp}}\right)^{\dagger} P_{L^{\perp}} \\
& =P_{L}\left(A P_{L}+P_{L^{\perp}}\right)^{\dagger}\left(P_{L}+P_{L^{\perp}}\right) \\
& =A_{(L)}^{(\dagger)} .
\end{aligned}
$$

Consequently,

$$
P_{L} A_{(L)}^{(\dagger)} P_{L}=P_{L} A_{(L)}^{(\dagger)}=A_{(L)}^{(\dagger)} .
$$

Thus (1.5.29) holds.
From the first equation in (1) of Lemma 1.5.3, we have

$$
\left(A P_{L}+P_{L^{\perp}}\right)\left(A P_{L}+P_{L^{\perp}}\right)^{\dagger}=P_{S}+P_{L^{\perp}}
$$

Since $P_{L} P_{L^{\perp}}=\mathrm{O}$ and $P_{L} P_{S}=P_{S}$, premultiplying the above equation with $P_{L}$ gives

$$
P_{L} A P_{L}\left(A P_{L}+P_{L^{\perp}}\right)^{\dagger}=P_{S}
$$

Thus $P_{L} A A_{(L)}^{(+)}=P_{S}$. Again, by the first equation in (1) of Lemma 1.5.3, multiplying

$$
\left(A P_{L}+P_{L^{\perp}}\right)^{\dagger}\left(A P_{L}+P_{L^{\perp}}\right)=P_{S}+P_{L^{\perp}}
$$

on both the left and right by $P_{L}$ gives $A_{(L)}^{(+)} A P_{L}=P_{S}$. Thus (1.5.30) holds.
By (2) of Lemma 1.5.2,

$$
\begin{aligned}
\mathcal{R}\left(A_{(L)}^{(+)}\right) & =P_{L} \mathcal{R}\left(A P_{L}+P_{L^{\perp}}\right) \\
& =P_{L}\left(\mathcal{R}(A)+L^{\perp}\right) \\
& =P_{L} \mathcal{R}(A) \\
& =\mathcal{R}\left(P_{L} A\right) \\
& =S .
\end{aligned}
$$

From (1.5.30), we have $\mathcal{N}\left(A_{(L)}^{(\dagger)}\right) \subset S^{\perp}$. Since

$$
\operatorname{dim}\left(\mathcal{N}\left(A_{(L)}^{(\dagger)}\right)\right)=n-\operatorname{dim}\left(\mathcal{R}\left(A_{(L)}^{(\dagger)}\right)\right)=n-\operatorname{dim}(S)=\operatorname{dim}\left(S^{\perp}\right)
$$

$\mathcal{N}\left(A_{(L)}^{(\dagger)}\right)=S^{\perp}$. Thus (1.5.31) holds.
Since $P_{L} A\left(P_{L} A\right)^{\dagger} P_{L} A=P_{L} A$,

$$
\begin{aligned}
& \left(P_{L} A\right)^{*}\left(\left(P_{L} A\right)\left(P_{L} A\right)^{\dagger}\right)^{*}=\left(P_{L} A\right)^{*} \\
\Rightarrow & A P_{L}\left(P_{L} A\right)\left(P_{L} A\right)^{\dagger}=A P_{L} \\
\Rightarrow & A P_{L} A\left(P_{L} A\right)^{\dagger}=A P_{L} \\
\Rightarrow & A P_{\mathcal{R}\left(P_{L} A\right)}=A P_{L}
\end{aligned}
$$

Thus $A P_{S}=A P_{L}$.
The proof of $P_{L} A=P_{S} A$ is similar to $A P_{L}\left(A P_{L}\right)^{\dagger} A P_{L}=A P_{L}$. Thus (1.5.32) holds.

It follows from (1.5.29) and (1.5.30) that

$$
A P_{L}=A P_{S}=A A_{(L)}^{(\dagger)} A P_{L} \quad \text { and } \quad P_{L} A=P_{S} A=P_{L} A A_{(L)}^{(\dagger)} A,
$$

therefore, we have

$$
\left(A-A A_{(L)}^{(+)} A\right) P_{L}=\mathrm{O} \quad \text { and } \quad P_{L}\left(A-A A_{(L)}^{(\dagger)} A\right)=\mathrm{O} .
$$

Thus (1.5.33) holds.
(2) From (1.5.29), (1.5.30), and (1.5.31), we have

$$
A_{(L)}^{(\dagger)} A A_{(L)}^{(\dagger)}=A_{(L)}^{(\dagger)} A P_{L} A_{(L)}^{(\dagger)}=P_{S} A_{(L)}^{(\dagger)}=A_{(L)}^{(\dagger)},
$$

which implies that $A_{(L)}^{(\dagger)} \in A\{2\}$ and $A_{(L)}^{(+)}=A_{S, S^{\perp}}^{(2)}$.
From (1.5.30) and (1.5.32),

$$
A P_{L} A_{(L)}^{(\dagger)} A P_{L}=A P_{L} P_{S}=A P_{S}=A P_{L}
$$

therefore $A_{(L)}^{(+)} \in A P_{L}\{1\}$.
From (1.5.29) and and $A_{(L)}^{(+)} \in A\{2\}$,

$$
A_{(L)}^{(\dagger)} A P_{L} A_{(L)}^{(\dagger)}=A_{(L)}^{(\dagger)} A A_{(L)}^{(\dagger)}=A_{(L)}^{(\dagger)},
$$

therefore $A_{(L)}^{(\uparrow)} \in\left(A P_{L}\right)\{2\}$. Thus $A_{(L)}^{(+)}=\left(A P_{L}\right)_{S, S^{\perp}}^{(1,2)}$.
Similarly, we can prove $A_{(L)}^{(\dagger)}=\left(P_{L} A\right)_{S, S^{\perp}}^{(1,2)}$ and $A_{(L)}^{(\dagger)}=\left(P_{L} A P_{L}\right)_{S, S^{\perp}}^{(1,2)}$.
Finally, since $A$ is $L$-p.s.d.,

$$
\begin{aligned}
\mathbf{x} \in \mathcal{N}\left(P_{L} A P_{L}\right) & \Leftrightarrow P_{L} A P_{L} \mathbf{x}=\mathbf{0} \\
& \Leftrightarrow \mathbf{x}^{*} P_{L} A P_{L} \mathbf{x}=\mathbf{0} \\
& \Leftrightarrow\left(P_{L} \mathbf{x}\right)^{*} A\left(P_{L} \mathbf{x}\right)=\mathbf{0} \\
& \Leftrightarrow A P_{L} \mathbf{x}=\mathbf{0} \\
& \Leftrightarrow \mathbf{x} \in \mathcal{N}\left(A P_{L}\right)=S^{\perp},
\end{aligned}
$$

implying that $\mathcal{N}\left(P_{L} A P_{L}\right)=\mathcal{N}\left(A P_{L}\right)=S^{\perp}$. Moreover, $\mathcal{R}\left(P_{L} A P_{L}\right)=\mathcal{N}\left(P_{L} A P_{L}\right)^{\perp}$ $=S$. It then follows that

$$
\begin{aligned}
A_{(L)}^{(+)} & =\left(P_{L} A P_{L}\right)_{S, S^{\perp}}^{(1,2)} \\
& =\left(P_{L} A P_{L}\right)_{\mathcal{R}\left(P_{L} A P_{L}\right), \mathcal{N}\left(P_{L} A P_{L}\right)}^{(1,2} \\
& =\left(P_{L} A P_{L}\right)^{\dagger} .
\end{aligned}
$$

Thus (1.5.34) holds.
Noting that

$$
\begin{aligned}
\mathcal{R}\left(A A_{(L)}^{(\dagger)}\right) & =A \mathcal{R}\left(A_{(L)}^{(\dagger)}\right)=A S \\
& =A \mathcal{R}\left(P_{L} A\right)=\mathcal{R}\left(A P_{L} P_{L} A\right) \\
& =\mathcal{R}\left(A P_{L}\left(A P_{L}\right)^{*}\right)=\mathcal{R}\left(A P_{L}\right) \\
& =T
\end{aligned}
$$

and

$$
\mathcal{N}\left(A A_{(L)}^{(\dagger)}\right)=\mathcal{N}\left(A_{(L)}^{(\dagger)}\right)=S^{\perp},
$$

we have $A A_{(L)}^{(\dagger)}=P_{T, S^{\perp}}$.
The proof of $A_{(L)}^{(\dagger)} A=P_{S, T^{\perp}}$ is similar. Thus (1.5.35) holds.
(3) From (1.5.34), we have $\left(A_{(L)}^{(\dagger)}\right)^{*}=\left(P_{L} A P_{L}\right)^{\dagger}=A_{(L)}^{(\dagger)}$ and

$$
\begin{aligned}
A_{(L)}^{(\dagger)} & =\left(P_{L} A P_{L}\right)^{\dagger}=\left(P_{L}\left(P_{L} A P_{L}\right) P_{L}\right)^{\dagger} \\
& =\left(P_{L} A P_{L}\right)_{(L)}^{(\dagger)}=P_{L}\left(P_{L} A P_{L}+P_{L^{\perp}}\right)^{\dagger} \\
& =\left(P_{L} A P_{L}+P_{L^{\perp}}\right)^{\dagger} P_{L},
\end{aligned}
$$

thus (1.5.37) holds. Since

$$
\begin{aligned}
A_{(L)}^{(\dagger)} & =\left(P_{L} A P_{L}\right)^{\dagger}=\left(P_{L} A P_{L} P_{L}\right)^{\dagger} \\
& =\left(A P_{L}\right)_{(L)}^{(\dagger)}=P_{L}\left(A P_{L}+P_{L^{\perp}}\right)^{\dagger} \\
& =\left(P_{L} A+P_{L^{\perp}}\right)^{\dagger} P_{L},
\end{aligned}
$$

(1.5.36) holds.

Note that

$$
\left(P_{L} A P_{L}+P_{L^{\perp}}\right)^{\dagger}=\left(P_{L} A P_{L}\right)^{\dagger}+P_{L^{\perp}}=A_{(L)}^{(\uparrow)}+P_{L^{\perp}} .
$$

Thus (1.5.38) holds.
(4) Since

$$
A S=A \mathcal{R}\left(A_{(L)}^{(\dagger)}\right)=\mathcal{R}\left(A A_{(L)}^{(\dagger)}\right) \quad \text { and } \quad S^{\perp}=\mathcal{N}\left(A_{(L)}^{(\dagger)}\right)=\mathcal{N}\left(A A_{(L)}^{(\dagger)}\right),
$$

we have

$$
A S \oplus S^{\perp}=\mathcal{R}\left(A A_{(L)}^{(\dagger)}\right) \oplus \mathcal{N}\left(A A_{(L)}^{(\dagger)}\right)=\mathbb{C}^{n} .
$$

By Theorem 1.5.2, $A P_{S}+P_{S^{\perp}}$ is nonsingular, then $A_{(S)}^{(-1)}$ exists and

$$
A_{(S)}^{(-1)}=A_{S, S^{\perp}}^{(2)}=\left(P_{S} A P_{S}\right)^{\dagger}=\left(P_{L} A P_{L}\right)^{\dagger}=A_{(L)}^{(\dagger)}
$$

and

$$
A_{(S)}^{(-1)}=P_{S}\left(A P_{S}+P_{S^{\perp}}\right)^{-1}=\left(P_{S} A+P_{S^{\perp}}\right)^{-1} P_{S}
$$

Thus (1.5.39) holds.

### 1.5.4 The Generalized Bott-Duffin Inverse and the Solution of Linear Equations

The solution of the constrained linear equations (1.5.1) can be expressed by the Bott-Duffin inverse $A_{(L)}^{(-1)}$. The relations between the general solution of the linear system

$$
\begin{cases}A \mathbf{x}+B^{*} \mathbf{y} & =\mathbf{b},  \tag{1.5.40}\\ B \mathbf{x} & =\mathbf{d}\end{cases}
$$

and the generalized Bott-Duffin inverse are discussed in this subsection.
The consistency of (1.5.40) is given in following theorem.
Theorem 1.5.5 Let $A \in \mathbb{C}^{n \times n}, B \in \mathbb{C}^{m \times n}, L=\mathcal{N}(B), \mathbf{b} \in \mathbb{C}^{n}$, and $\mathbf{d} \in \mathbb{C}^{m}$, then (1.5.40) and the system

$$
\begin{equation*}
\left(A P_{L}+P_{L^{\perp}}\right) \mathbf{u}=\mathbf{b}-A B^{(1)} \mathbf{d}, \quad \mathbf{d} \in \mathcal{R}(B) \tag{1.5.41}
\end{equation*}
$$

have the same consistency. A necessary and sufficient condition for the consistency of (1.5.40) is

$$
\begin{equation*}
\mathbf{d} \in \mathcal{R}(B) \text { and } \mathbf{b}-A B^{(1)} \mathbf{d} \in A L+L^{\perp} \tag{1.5.42}
\end{equation*}
$$

If the condition (1.5.42) is satisfied, then the vector pair $(\mathbf{x}, \mathbf{y})$ is a solution of (1.5.40) if and only if $\mathbf{x}$ and $\mathbf{y}$ can be expressed as

$$
\begin{align*}
& \mathbf{x}=B^{(1)} \mathbf{d}+P_{L} \mathbf{u}  \tag{1.5.43}\\
& \mathbf{y}=\left(B^{(1)}\right)^{*} P_{L^{ \pm}} \mathbf{u}+P_{\mathcal{N}\left(B^{*}\right)} \mathbf{v}, \text { for an arbitrary } \mathbf{v}, \tag{1.5.44}
\end{align*}
$$

where $\mathbf{u}$ is a solution of (1.5.41).
Proof Let ( $\mathbf{x}, \mathbf{y}$ ) be a solution pair of (1.5.40), then $\mathbf{d} \in \mathcal{R}(B), B B^{(1)} \mathbf{d}=\mathbf{d}$, and $\mathbf{x}$ and $\mathbf{y}$ satisfy

$$
\begin{align*}
& A\left(\mathbf{x}-B^{(1)} \mathbf{d}\right)+B^{*} \mathbf{y}=\mathbf{b}-A B^{(1)} \mathbf{d}  \tag{1.5.45}\\
& B\left(\mathbf{x}-B^{(1)} \mathbf{d}\right)=\mathbf{0} \tag{1.5.46}
\end{align*}
$$

Set $\mathbf{u}=\left(\mathbf{x}-B^{(1)} \mathbf{d}\right)+B^{*} \mathbf{y}$. Now, from(1.5.46), $\mathbf{x}-B^{(1)} \mathbf{d} \in \mathcal{N}(B)=L$, and $B^{*} \mathbf{y} \in$ $\mathcal{R}\left(B^{*}\right)=\mathcal{N}(B)^{\perp}=L^{\perp}$, we have

$$
\mathbf{x}-B^{(1)} \mathbf{d}=P_{L} \mathbf{u}, \text { i.e., } \mathbf{x}=B^{(1)} \mathbf{d}+P_{L} \mathbf{u}
$$

which is (1.5.43). Since $B^{*} \mathbf{y}=P_{L^{\perp}} \mathbf{u}$, we have

$$
\mathbf{y}=\left(B^{(1)}\right)^{*} P_{L^{\perp}} \mathbf{u}+P_{\mathcal{N}\left(B^{*}\right)} \mathbf{v},
$$

for an arbitrary $\mathbf{v}$, which is (1.5.44). From (1.5.45), we obtain

$$
A P_{L} \mathbf{u}+P_{L^{+}} \mathbf{u}=\mathbf{b}-A B^{(1)} \mathbf{d}
$$

This shows that $\mathbf{u}$ is a solution of (1.5.41) and by Lemma 1.5.1

$$
\mathbf{b}-A B^{(1)} \mathbf{d} \in \mathcal{R}\left(A P_{L}+P_{L^{\perp}}\right)=A L+L^{\perp}
$$

which is (1.5.42).
On the other hand, let $\left(\mathbf{x}_{0}, \mathbf{y}_{0}\right)$ be a solution pair of (1.5.40), then

$$
\begin{aligned}
\mathbf{x}_{0} & =B^{(1)} \mathbf{d}+\left(I-B B^{(1)}\right) \mathbf{x}_{0} \\
& =B^{(1)} \mathbf{d}+P_{L}\left(I-B B^{(1)}\right) \mathbf{x}_{0} \\
& =B^{(1)} \mathbf{d}+P_{L}\left(\left(I-B B^{(1)}\right) \mathbf{x}_{0}+B^{*} \mathbf{y}_{0}\right) \\
& =B^{(1)} \mathbf{d}+P_{L} \mathbf{u}
\end{aligned}
$$

which is (1.5.43), and

$$
\begin{aligned}
B^{*} \mathbf{y}_{0} & =\mathbf{b}-A \mathbf{x}_{0} \\
& =\mathbf{b}-A\left(B^{(1)} \mathbf{d}+P_{L} \mathbf{u}\right) \\
& =\mathbf{b}-A B^{(1)} \mathbf{d}-A P_{L} \mathbf{u} \\
& =\mathbf{b}-A B^{(1)} \mathbf{d}-\left(\mathbf{b}-A B^{(1)} \mathbf{d}-P_{L^{\perp}} \mathbf{u}\right) \\
& =P_{L^{\perp}} \mathbf{u}
\end{aligned}
$$

and

$$
\begin{aligned}
\mathbf{y}_{0} & =B^{(1)^{*}} P_{L^{\perp}} \mathbf{u}+\left(I-B^{(1)^{*}} B^{*}\right) \mathbf{y}_{0} \\
& =B^{(1)^{*}} P_{L^{\perp}} \mathbf{u}+P_{\mathcal{N}\left(B^{*}\right)} \mathbf{y}_{0}
\end{aligned}
$$

which is (1.5.44).
Conversely, if the condition (1.5.42) is satisfied, then the system (1.5.41) is consistent. Let $\mathbf{u}$ be a solution of (1.5.41) and $\mathbf{x}$ and $\mathbf{y}$ be expressed as in (1.5.43) and (1.5.44), then

$$
B \mathbf{x}=B\left(B^{(1)} \mathbf{d}+P_{L} \mathbf{u}\right)=B B^{(1)} \mathbf{d}=\mathbf{d} .
$$

Using (1.5.41) and

$$
B^{*}\left(B^{(1)}\right)^{*}=P_{\mathcal{R}\left(B^{*}\left(B^{(1)}\right)^{*}\right), \mathcal{N}\left(B^{*}\left(B^{(1)}\right)^{*}\right)}=P_{\mathcal{R}\left(B^{*}\right), M}=P_{L^{\perp}, M},
$$

where $M=\mathcal{N}\left(B^{*}\left(B^{(1)}\right)^{*}\right)$, we have

$$
\begin{aligned}
A \mathbf{x}+B^{*} \mathbf{y} & =A B^{(1)} \mathbf{d}+A P_{L} \mathbf{u}+B^{*}\left(B^{(1)}\right)^{*} P_{L^{\perp}} \mathbf{u}+B^{*} P_{\mathcal{N}\left(B^{*}\right)} \mathbf{v} \\
& =A B^{(1)} \mathbf{d}+A P_{L} \mathbf{u}+P_{L^{\perp}} \mathbf{u} \\
& =A B^{(1)} \mathbf{d}+\mathbf{b}-A B^{(1)} \mathbf{d} \\
& =\mathbf{b}
\end{aligned}
$$

This shows that $(\mathbf{x}, \mathbf{y})$ is a solution pair of (1.5.40).
The general solution of (1.5.40) is given as follows.
Theorem 1.5.6 Let $L=\mathcal{N}(B)$. If the condition (1.5.42) is satisfied, then the general solution of (1.5.40) is given by

$$
\begin{align*}
\mathbf{x}= & A_{(L)}^{(\dagger)} \mathbf{b}+\left(I-A_{(L)}^{(\dagger)} A\right) B^{(1)} \mathbf{d}+P_{L} P_{\mathcal{N}\left(A P_{L}+P_{L^{\perp}}\right)} \mathbf{z},  \tag{1.5.47}\\
\mathbf{y}= & \left(B^{(1)}\right)^{*}\left(I-A A_{(L)}^{(\dagger)}\right) \mathbf{b}+\left(B^{(1)}\right)^{*}\left(A A_{(L)}^{(\dagger)} A-A\right) B^{(1)} \mathbf{d} \\
& -\left(B^{(1)}\right)^{*} A P_{L} P_{\mathcal{N}\left(A P_{L}+P_{L \perp}\right)} \mathbf{z}+P_{\mathcal{N}\left(B^{*}\right)} \mathbf{v}, \tag{1.5.48}
\end{align*}
$$

for arbitrary $\mathbf{z} \in \mathbb{C}^{n}$ and $\mathbf{v} \in \mathbb{C}^{m}$.
Proof From (1.2.4), the general solution of (1.5.41) is

$$
\begin{equation*}
\mathbf{u}=\left(A P_{L}+P_{L^{\perp}}\right)^{\dagger}\left(\mathbf{b}-A B^{(1)} \mathbf{d}\right)+P_{\mathcal{N}\left(A P_{L}+P_{L^{\perp}}\right)} \mathbf{z} \tag{1.5.49}
\end{equation*}
$$

for an arbitrary $\mathbf{z}$. Substituting $\mathbf{u}$ in (1.5.43) with the above equation, we obtain (1.5.47).

By (1.5.42), we have

$$
\left(A P_{L}+P_{L^{\perp}}\right)\left(A P_{L}+P_{L^{\perp}}\right)^{\dagger}\left(\mathbf{b}-A B^{(1)} \mathbf{d}\right)=\mathbf{b}-A B^{(1)} \mathbf{d}
$$

equivalently,

$$
\begin{equation*}
P_{L^{\perp}}\left(A P_{L}+P_{L^{\perp}}\right)^{\dagger}\left(\mathbf{b}-A B^{(1)} \mathbf{d}\right)=\left(I-A A_{(L)}^{(\dagger)}\right)\left(\mathbf{b}-A B^{(1)} \mathbf{d}\right) \tag{1.5.50}
\end{equation*}
$$

From $\left(A P_{L}+P_{L^{\perp}}\right) P_{\mathcal{N}\left(A P_{L}+P_{L^{\perp}}\right)}=\mathrm{O}$, we have

$$
\begin{equation*}
P_{L^{\perp}} P_{\mathcal{N}\left(A P_{L}+P_{L^{\perp}}\right)}=-A P_{L} P_{\mathcal{N}\left(A P_{L}+P_{L \perp}\right)} \tag{1.5.51}
\end{equation*}
$$

Substituting $\mathbf{u}$ in (1.5.44) with (1.5.49) and using (1.5.50) and (1.5.51), we get

$$
\begin{aligned}
\mathbf{y}= & \left(B^{(1)}\right)^{*} P_{L^{\perp}}\left(\left(A P_{L}+P_{L^{\perp}}\right)^{\dagger}\left(\mathbf{b}-A B^{(1)} \mathbf{d}\right)+P_{\mathcal{N}\left(A P_{L}+P_{L^{\perp}}\right)} \mathbf{z}\right) \\
& +P_{\mathcal{N}\left(B^{*}\right) \mathbf{v}} \\
= & \left(B^{(1)}\right)^{*}\left(I-A A_{(L)}^{(+)}\right)\left(\mathbf{b}-A B^{(1)} \mathbf{d}\right) \\
& -\left(B^{(1)}\right)^{*} A P_{L} P_{\mathcal{N}\left(A P_{L}+P_{L^{\perp}}\right)} \mathbf{z}+P_{\mathcal{N}\left(B^{*}\right)} \mathbf{v} \\
= & \left(B^{(1)}\right)^{*}\left(I-A A_{(L)}^{())}\right) \mathbf{b}+\left(B^{(1)}\right)^{*}\left(A A_{(L)}^{(+)} A-A\right) B^{(1)} \mathbf{d} \\
& -\left(B^{(1)}\right)^{*} A P_{L} P_{\mathcal{N}\left(A P_{L}+P_{L \perp}\right)} \mathbf{z}+P_{\mathcal{N}\left(B^{*}\right)} \mathbf{v}
\end{aligned}
$$

for arbitrary $\mathbf{z} \in \mathbb{C}^{n}$ and $\mathbf{v} \in \mathbb{C}^{m}$. Thus (1.5.48) holds.
Corollary 1.5.1 If $A$ is L-p.s.d. in Theorem 1.5.6, then the general solution of (1.5.40) is simplified to

$$
\begin{aligned}
& \mathbf{x}=A_{(L)}^{(\dagger)} \mathbf{b}+\left(I-A_{(L)}^{(\dagger)} A\right) B^{(1)} \mathbf{d}+P_{\mathcal{N}(A) \cap L} \mathbf{z} \\
& \mathbf{y}=\left(B^{(1)}\right)^{*}\left(I-A A_{(L)}^{(\dagger)}\right) \mathbf{b}+\left(B^{(1)}\right)^{*}\left(A A_{(L)}^{(\dagger)} A-A\right) B^{(1)} \mathbf{d}+P_{\mathcal{N}\left(B^{*}\right) \mathbf{v}},
\end{aligned}
$$

for arbitrary $\mathbf{z} \in \mathbb{C}^{n}$ and $\mathbf{v} \in \mathbb{C}^{m}$.
Proof If $A$ is $L$-p.s.d., then

$$
\mathcal{N}\left(A P_{L}+P_{L^{\perp}}\right)=\mathcal{N}(A) \cap L \subset L,
$$

implying that

$$
\begin{equation*}
P_{L} P_{\mathcal{N}\left(A P_{L}+P_{L \perp}\right)}=P_{\mathcal{N}\left(A P_{L}+P_{L^{\perp}}\right)}=P_{\mathcal{N}(A) \cap L} \tag{1.5.52}
\end{equation*}
$$

Since

$$
\mathcal{R}\left(A B^{(1)}\right) \subset \mathcal{R}(A) \subset \mathcal{R}(A)+L^{\perp}=(\mathcal{N}(A) \cap L)^{\perp}
$$

we have

$$
\begin{align*}
\left(B^{(1)}\right)^{*} A P_{L} P_{\mathcal{N}\left(A P_{L}+P_{L} \perp\right)} \mathbf{z} & =\left(B^{(1)}\right)^{*} A P_{\mathcal{N}(A) \cap L} \mathbf{z} \\
& =\left(P_{\mathcal{N}(A) \cap L} A B^{(1)}\right)^{*} \mathbf{z} \\
& =\mathbf{0} . \tag{1.5.53}
\end{align*}
$$

The proof is completed by substituting (1.5.52) and (1.5.53) into (1.5.47) and (1.5.48) respectively.

## Exercises 1.5

1. Prove that
(1) $P_{L^{\perp}} A_{(L)}^{(-1)}=\mathrm{O}$;
(2) $A_{(L)}^{(-1)} P_{L^{\perp}}=$ O.
2. Let $A$ be $L$-p.s.d. and $S=\mathcal{R}\left(P_{L} A\right)$, then
(1) $P_{S} P_{L}=P_{S}=P_{L} P_{S}$;
(2) $P_{S} P_{L^{\perp}}=\mathrm{O}=P_{L^{\perp}} P_{S}$.

## Remarks

This chapter surveys basic concepts and important results on the solution of linear equations and various generalized inverses. Sections 1.1, 1.2, 1.3 and 1.4 are based on $[5,7,8]$, Sect. 1.5 is based on [6, 9].

As for the linear least squares problem, there are several excellent books and papers [10-13].

The ray uniqueness of the Moore-Penrose inverse is discussed in [14]. Some results on the weighted projector and weighted generalized inverse matrices can be found in [15].

The matrix Moore-Penrose inverse can be generalized to tensors [16, 17] and projectors [18].

Other types of generalized inverses are studied, for example, outer generalized inverse [19-22], MK-weighted generalized inverse [23], signed generalized inverse [24-26], scaled projections and generalized inverses [27, 28], core inverses [29, 30], and related randomized generalized SVD [31].

The analysis of a recursive least squares signal processing algorithm is given in [32]. Applications of the $\{2\}$ inverse in statistics can be found in [33].
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## Chapter 2 <br> Drazin Inverse

In Chap. 1, we discussed the Moore-Penrose inverse and the $\{i, j, k\}$ inverses which possess some "inverse-like" properties. The $\{i, j, k\}$ inverses provide some types of solution, or the least-square solution, for a system of linear equations just as the regular inverse provides a unique solution for a nonsingular system of linear equations. Hence the $\{i, j, k\}$ inverses are called equation solving inverses. However, there are some properties of the regular inverse matrix that the $\{i, j, k\}$ inverses do not possess. For example, if $A, B \in \mathbb{C}^{n \times n}$, then there is no class $\mathbb{C}\{i, j, k\}$ of $\{i, j, k\}$ inverses of $A$ and $B$ such that $A^{-}, B^{-} \in \mathbb{C}\{i, j, k\}$ implies any of the following properties:
(1) $A A^{-}=A^{-} A$;
(2) $\left(A^{-}\right)^{p}=\left(A^{p}\right)^{-}$for positive integer $p$;
(3) $\lambda \in \lambda(A) \Leftrightarrow \lambda^{\dagger} \in \lambda\left(A^{-}\right)$, where $\lambda(A)$ denotes the set of the eigenvalues of an $n \times n$ matrix $A$;
(4) $A^{p+1} A^{-}=A^{p}$ for positive integer $p$;
(5) $P^{-1} A P=B \Rightarrow P^{-1} A^{-} P=B^{-}$.

The Drazin inverse and its special case of the group inverse introduced in Sects. 2.1 and 2.2 possess all of the above properties. Moreover, in some cases, the Drazin inverse and group inverse provide not only solutions of linear equations, but also solutions of linear differential equations and linear difference equations. Hence, they resemble the regular inverse more closely than the $\{i, j, k\}$ inverses. The weighted Drazin inverse presented in Sect. 2.3 is a generalization of the Drazin inverse for rectangular matrices, with some interesting applications.

### 2.1 Drazin Inverse

The Drazin inverse is associated with matrix index, which is defined only for square matrices. In this section, we first introduce the index of a square matrix before defining the Drazin inverse. Then we present a matrix decomposition related to the Drazin inverse.

### 2.1.1 Matrix Index and Its Basic Properties

The index of a square matrix is defined as follows.
Definition 2.1.1 Let $A \in \mathbb{C}^{n \times n}$. If

$$
\begin{equation*}
\operatorname{rank}\left(A^{k+1}\right)=\operatorname{rank}\left(A^{k}\right) \tag{2.1.1}
\end{equation*}
$$

then the smallest positive integer $k$ for which (2.1.1) holds is called the index of $A$ and is denoted by

$$
\operatorname{Ind}(A)=k
$$

If $A$ is nonsingular, then $\operatorname{Ind}(A)=0$; if $A$ is singular, then $\operatorname{Ind}(A) \geq 1$.
In the following, we only consider the singular case.
The basic properties of the index of a square matrix are summarized in the following theorem.

Theorem 2.1.1 Let $A \in \mathbb{C}^{n \times n}$.
(1) If $\operatorname{Ind}(A)=k$, then

$$
\begin{align*}
\operatorname{rank}\left(A^{l}\right) & =\operatorname{rank}\left(A^{k}\right), \quad l \geq k  \tag{2.1.2}\\
\mathcal{R}\left(A^{l}\right) & =\mathcal{R}\left(A^{k}\right), \quad l \geq k  \tag{2.1.3}\\
\mathcal{N}\left(A^{l}\right) & =\mathcal{N}\left(A^{k}\right), \quad l \geq k \tag{2.1.4}
\end{align*}
$$

(2) $\operatorname{Ind}(A)=k$ if and only if $k$ is the smallest positive integer such that

$$
\begin{equation*}
A^{k}=A^{k+1} X \tag{2.1.5}
\end{equation*}
$$

for some matrix $X$.
(3) $\operatorname{Ind}(A)=k$ if and only if $\mathcal{R}\left(A^{k}\right)$ and $\mathcal{N}\left(A^{k}\right)$ are complementary subspaces, that is,

$$
\begin{equation*}
\mathcal{R}\left(A^{k}\right) \oplus \mathcal{N}\left(A^{k}\right)=\mathbb{C}^{n} \tag{2.1.6}
\end{equation*}
$$

Proof (1) It follows from $\operatorname{rank}\left(A^{k+1}\right)=\operatorname{rank}\left(A^{k}\right)$ and Theorem 1.1.3 that

$$
\mathcal{R}\left(A^{k+1}\right)=\mathcal{R}\left(A^{k}\right), \quad \mathcal{N}\left(A^{k+1}\right)=\mathcal{N}\left(A^{k}\right)
$$

Therefore $A^{k}=A^{k+1} X$ holds for some matrix $X$, then multiplying on the left with $A^{l-k}$ gives

$$
A^{l}=A^{l+1} X, \quad l \geq k
$$

Hence $\operatorname{rank}\left(A^{l}\right)=\operatorname{rank}\left(A^{l+1}\right)$. By Theorem 1.1.3, we have

$$
\mathcal{R}\left(A^{l+1}\right)=\mathcal{R}\left(A^{l}\right) \quad \text { and } \quad \mathcal{N}\left(A^{l+1}\right)=\mathcal{N}\left(A^{l}\right), \quad l \geq k
$$

Thus (2.1.2)-(2.1.4) hold.
(2) Since $\operatorname{rank}\left(A^{k}\right)=\operatorname{rank}\left(A^{k+1}\right)$ and $A^{k}=A^{k+1} X$ are equivalent, (2.1.5) holds.
(3) Suppose that $\operatorname{rank}\left(A^{k}\right)>\operatorname{rank}\left(A^{k+1}\right)$, equivalently, there exists some $\mathbf{x} \in \mathbb{C}^{n}$ such that

$$
A^{k+1} \mathbf{x}=\mathbf{0} \text { and } A^{k} \mathbf{x} \neq \mathbf{0}
$$

Let $\mathbf{y}=A^{k} \mathbf{x} \in \mathcal{R}\left(A^{k}\right)$, then $A^{k} \mathbf{y}=A^{2 k} \mathbf{x}=\mathbf{0}$. Thus

$$
\mathbf{y} \in \mathcal{N}\left(A^{k}\right) \quad \text { and } \quad \mathbf{0} \neq \mathbf{y}=A^{k} \mathbf{x} \in \mathcal{R}\left(A^{k}\right) \cap \mathcal{N}\left(A^{k}\right)
$$

which completes the proof.

### 2.1.2 Drazin Inverse and Its Properties

In this section, we first define the Drazin inverse, then show its existence and uniqueness and study its basic properties.

Definition 2.1.2 Let $A \in \mathbb{C}^{n \times n}$ and $\operatorname{Ind}(A)=k$, then the matrix $X \in \mathbb{C}^{n \times n}$ satisfying

$$
\begin{align*}
& \left(1^{k}\right) \quad A^{k} X A=A^{k}  \tag{2.1.7}\\
& \text { (2) } \quad X A X=X  \tag{2.1.8}\\
& \text { (5) } \quad A X=X A \tag{2.1.9}
\end{align*}
$$

is called the Drazin inverse of $A$ and is denoted by $X=A_{d}$ or $X=A^{\left(1^{k}, 2,5\right)}$.
It is easy to verify that (2.1.7)-(2.1.9) are equivalent to

$$
\begin{aligned}
& A^{k+1} X=A^{k} \\
& A X^{2}=X \\
& A X=X A
\end{aligned}
$$

and by Definition 2.1.1, we have

$$
A^{l+1} X=A^{l}, \quad l \geq k
$$

If $A$ is nonsingular, then $A_{d}=A^{-1}$.
The existence and uniqueness of the Drazin inverse are given in the following theorem.

Theorem 2.1.2 Let $A \in \mathbb{C}^{n \times n}$ and $\operatorname{Ind}(A)=k$, then the Drazin inverse of $A$ is existent and unique.

Proof EXISTENCE: Since $\operatorname{Ind}(A)=k$, by (2.1.6), $\mathcal{R}\left(A^{k}\right) \oplus \mathcal{N}\left(A^{k}\right)=\mathbb{C}^{n}$. Let

$$
P=\left[\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{r}, \mathbf{v}_{r+1}, \mathbf{v}_{r+2}, \ldots, \mathbf{v}_{n}\right]
$$

where $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{r}$ and $\mathbf{v}_{r+1}, \mathbf{v}_{r+2}, \ldots, \mathbf{v}_{n}$ form the bases for $\mathcal{R}\left(A^{k}\right)$ and $\mathcal{N}\left(A^{k}\right)$ respectively. Set

$$
P=\left[P_{1} P_{2}\right], \quad P_{1}=\left[\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{r}\right], P_{2}=\left[\mathbf{v}_{r+1}, \mathbf{v}_{r+2}, \ldots, \mathbf{v}_{n}\right]
$$

Since $\mathcal{R}\left(A^{k}\right)$ and $\mathcal{N}\left(A^{k}\right)$ are invariant subspaces for $A$, there exist $C \in \mathbb{C}^{r \times r}$ and $N \in \mathbb{C}^{(n-r) \times(n-r)}$ such that

$$
A P_{1}=P_{1} C \quad \text { and } \quad A P_{2}=P_{2} N
$$

Thus $A$ has the decomposition:

$$
A=P\left[\begin{array}{ll}
C & \mathrm{O}  \tag{2.1.10}\\
\mathrm{O} & N
\end{array}\right] P^{-1}
$$

Since $A^{k} \mathcal{N}\left(A^{k}\right)=\mathrm{O}$, we have $\mathrm{O}=A^{k} P_{2}=P_{2} N^{k}$. Thus $N^{k}=\mathrm{O}$. Moreover

$$
A^{k}=P\left[\begin{array}{cc}
C^{k} & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] P^{-1}
$$

and

$$
r=\operatorname{rank}\left(A^{k}\right)=\operatorname{rank}\left(C^{k}\right) \leq r .
$$

Thus $\operatorname{rank}(C)=r$, that is, $C$ is a nonsingular matrix of order $r$. Using (2.1.10), we set

$$
X=P\left[\begin{array}{cc}
C^{-1} & \mathrm{O}  \tag{2.1.11}\\
\mathrm{O} & \mathrm{O}
\end{array}\right] P^{-1}
$$

It is easy to verify that $X$ satisfies (2.1.7)-(2.1.9). Thus $X=A_{d}$.

UNIQUENESS: Suppose both $X$ and $Y$ are the Drazin inverses of $A$. Set

$$
A X=X A=E \quad \text { and } \quad A Y=Y A=F
$$

It is clear that

$$
E^{2}=E \quad \text { and } \quad F^{2}=F
$$

Thus

$$
\begin{aligned}
& E=A X=A^{k} X^{k}=A^{k} Y A X^{k}=A Y A^{k} X^{k}=F A X=F E \\
& F=Y A=Y^{k} A^{k}=Y^{k} A^{k} X A=Y A E=F E .
\end{aligned}
$$

Therefore $E=F$ and

$$
X=A X^{2}=E X=F X=Y A X=Y E=Y F=Y^{2} A=A Y^{2}=Y
$$

meaning that the Drazin inverse is unique.
If $A$ is nonsingular, then it is easy to show that $A^{-1}$ can be expressed as a polynomial of $A$. Indeed, if $A \in \mathbb{C}_{n}^{n \times n}$, the characteristic polynomial of $A$ is

$$
\begin{aligned}
f(\lambda) & =\operatorname{det}(\lambda I-A) \\
& =\lambda^{n}+a_{1} \lambda^{n-1}+\cdots+a_{n-1} \lambda+a_{n}
\end{aligned}
$$

where $I$ is the identity matrix of order $n$. By Cayley-Hamilton Theorem, $f(A)=0$ implies

$$
A^{-1}=-\left(A^{n-1}+a_{1} A^{n-2}+\cdots+a_{n-1} I\right) / a_{n}
$$

Hence $A^{-1}$ is expressed as a polynomial of $A$. This property does not carry over to the $\{i, j, k\}$ inverses. However, the Drazin inverse of $A$ is always expressible as a polynomial of $A$.

Theorem 2.1.3 Let $A \in \mathbb{C}^{n \times n}$ and $\operatorname{Ind}(A)=k$. There exists a polynomial $q(x)$ such that

$$
\begin{equation*}
A_{d}=A^{l}(q(A))^{l+1}, \quad l \geq k \tag{2.1.12}
\end{equation*}
$$

Proof By (2.1.10),

$$
A=P\left[\begin{array}{ll}
C & \mathrm{O} \\
\mathrm{O} & N
\end{array}\right] P^{-1}
$$

where $P$ and $C$ are nonsingular and $N$ is nilpotent of index $k$.

Since $C$ is nonsingular, there exists a polynomial $q(x)$ such that $C^{-1}=q(C)$. Thus

$$
\begin{aligned}
A^{l}(q(A))^{l+1} & =P\left[\begin{array}{cc}
C^{l} & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] P^{-1} P\left[\begin{array}{cc}
q(C) & \mathrm{O} \\
\mathrm{O} & q(N)
\end{array}\right]^{l+1} P^{-1} \\
& =P\left[\begin{array}{cc}
C^{l}(q(C))^{l+1} & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] P^{-1} \\
& =P\left[\begin{array}{cc}
C^{-1} & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] P^{-1} \\
& =A_{d}
\end{aligned}
$$

which completes the proof.
The basic properties of the Drazin inverse are summarized in the following theorem.

Theorem 2.1.4 Let $A \in \mathbb{C}^{n \times n}$ and $\operatorname{Ind}(A)=k$, then

$$
\begin{array}{cc}
\mathcal{R}\left(A_{d}\right)=\mathcal{R}\left(A^{l}\right), & l \geq k, \\
\mathcal{N}\left(A_{d}\right)=\mathcal{N}\left(A^{l}\right), & l \geq k, \\
A A_{d}=A_{d} A=P_{\mathcal{R}\left(A_{d}\right), \mathcal{N}\left(A_{d}\right)}=P_{\mathcal{R}\left(A^{l}\right), \mathcal{N}\left(A^{l}\right),}, & l \geq k, \\
I-A A_{d}=I-A_{d} A=P_{\mathcal{N}\left(A^{l}\right), \mathcal{R}\left(A^{l}\right),} & l \geq k . \tag{2.1.16}
\end{array}
$$

Proof (1) Let $A_{d}=X$. From the definition of the Drazin inverse,

$$
A^{k}=A^{k+1} X=X A^{k+1}
$$

Multiplication on the right by $A^{l-k}$ gives

$$
A^{l}=X A^{l+1}, \quad l \geq k
$$

Thus $\mathcal{R}\left(A^{l}\right) \subset \mathcal{R}(X)$. From (2.1.12), $\mathcal{R}(X) \subset \mathcal{R}\left(A^{l}\right)$. Therefore, we have

$$
\mathcal{R}(X)=\mathcal{R}\left(A^{l}\right), \quad l \geq k
$$

(2) $\operatorname{From}(2.1 .13), \operatorname{rank}(X)=\operatorname{rank}\left(A^{l}\right)$. By (2.1.12), $\mathcal{N}\left(A^{l}\right) \subset \mathcal{N}(X)$. Thus

$$
\mathcal{N}(X)=\mathcal{N}\left(A^{l}\right), \quad l \geq k
$$

(3) Let $X=A_{d} \in A\left\{1^{k}, 2,5\right\}$, then $X A X=X, X \in A\{1\}$ and $A X=X A$. Thus

$$
\mathcal{R}(A X)=\mathcal{R}(X A)=R(X) \text { and } \mathcal{N}(A X)=\mathcal{N}(X)
$$

Since $A X=X A$ is idempotent, it follows from Theorem 1.3.1 that

$$
A X=X A=P_{\mathcal{R}(A X), \mathcal{N}(A X)}=P_{\mathcal{R}(X), \mathcal{N}(X)}=P_{\mathcal{R}\left(A^{l}\right), \mathcal{N}\left(A^{l}\right)}, \quad l \geq k
$$

(4) From (2.1.6), $\mathcal{R}\left(A^{l}\right) \oplus \mathcal{N}\left(A^{l}\right)=\mathbb{C}^{n}$. By Exercise 1.3.4,

$$
P_{\mathcal{R}\left(A^{l}\right), \mathcal{N}\left(A^{l}\right)}+P_{\mathcal{N}\left(A^{l}\right), \mathcal{R}\left(A^{l}\right)}=I .
$$

Thus

$$
I-A A_{d}=I-A_{d} A=P_{\mathcal{N}\left(A^{l}\right), \mathcal{R}\left(A^{l}\right)} .
$$

This completes the proof.
From the above theorem, we have

$$
A_{d}=A_{\mathcal{R}\left(A^{l}\right), \mathcal{N}\left(A^{l}\right)}^{(2)}
$$

which shows that the Drazin inverse $A_{d}$ is the $\{2\}$ inverse of $A$ with range $\mathcal{R}\left(A^{l}\right)$ and null space $\mathcal{N}\left(A^{l}\right)$.

Recall the Zlobec formula (1.3.10):

$$
A^{\dagger}=A^{*}\left(A^{*} A A^{*}\right)^{(1)} A^{*}
$$

for $A^{\dagger}$, where the Moore-Penrose inverse $A^{\dagger}$ is expressed by any $\{1\}$ inverse of $A^{*} A A^{*}$. Similarly, it is possible to express the Drazin inverse in terms of any $\{1\}$ inverse of $A^{2 l+1}$.

Theorem 2.1.5 Let $A \in \mathbb{C}^{n \times n}$ and $\operatorname{Ind}(A)=k$, then for any $\{1\}$ inverse of $A^{2 l+1}$, for each integer $l \geq k$,

$$
\begin{equation*}
A_{d}=A^{l}\left(A^{2 l+1}\right)^{(1)} A^{l}, \tag{2.1.17}
\end{equation*}
$$

in particular,

$$
A_{d}=A^{l}\left(A^{2 l+1}\right)^{\dagger} A^{l} .
$$

Proof Let

$$
A=P\left[\begin{array}{ll}
C & \mathrm{O} \\
\mathrm{O} & N
\end{array}\right] P^{-1},
$$

where $P$ and $C$ are nonsingular, $N$ is nilpotent of index $k$, then

$$
A^{2 l+1}=P\left[\begin{array}{cc}
C^{2 l+1} & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] P^{-1}
$$

If $X$ is a $\{1\}$ inverse of $A^{2 l+1}$, then it is easy to see that

$$
X=P\left[\begin{array}{cc}
C^{-2 l-1} & X_{1} \\
X_{2} & X_{3}
\end{array}\right] P^{-1}
$$

where $X_{1}, X_{2}$ and $X_{3}$ are arbitrary. It can be verified that

$$
A_{d}=A^{l} X A^{l}
$$

by multiplying the block matrices.
In Theorem 1.1.5, the Moore-Penrose inverse is expressed by applying the full rank factorization of a matrix. The Drazin inverse can also be obtained by applying the full rank factorization.

Theorem 2.1.6 Let $A \in \mathbb{C}^{n \times n}$. We perform a sequence of full rank factorizations:

$$
A=B_{1} C_{1}, \quad C_{1} B_{1}=B_{2} C_{2}, \quad C_{2} B_{2}=B_{3} C_{3}, \ldots
$$

so that $B_{i} C_{i}$ are full rank factorizations of $C_{i-1} B_{i-1}$, for $i=2,3, \ldots$. Eventually, there will be a pair offactors, $B_{k}$ and $C_{k}$, such that either $\left(C_{k} B_{k}\right)^{-1}$ exists or $C_{k} B_{k}=$ O . If $k$ is the smallest integer for which this occurs, then

$$
\operatorname{Ind}(A)=\left\{\begin{array}{l}
k \quad \text { when }\left(C_{k} B_{k}\right)^{-1} \text { exists } \\
k+1 \text { when } C_{k} B_{k}=\mathrm{O}
\end{array}\right.
$$

When $C_{k} B_{k}$ is nonsingular,

$$
\operatorname{rank}\left(A^{k}\right)=\text { number of columns of } B_{k}=\text { number of rows of } C_{k}
$$

and

$$
\mathcal{R}\left(A^{k}\right)=\mathcal{R}\left(B_{1} B_{2} \cdots B_{k}\right), \quad \mathcal{N}\left(A^{k}\right)=\mathcal{N}\left(C_{k} C_{k-1} \cdots C_{1}\right)
$$

Moreover

$$
A_{d}= \begin{cases}B_{1} \cdots B_{k}\left(C_{k} B_{k}\right)^{-(k+1)} C_{k} \cdots C_{1} & \text { when }\left(C_{k} B_{k}\right)^{-1} \text { exists }  \tag{2.1.18}\\ \mathrm{O} & \text { when } C_{k} B_{k}=\mathrm{O}\end{cases}
$$

Proof If $C_{i} B_{i}$ is $p \times p$ and has rank $q<p$, then $C_{i+1} B_{i+1}$ will be $q \times q$. That is, the size of $C_{i+1} B_{i+1}$ must be strictly smaller than that of $C_{i} B_{i}$ when $C_{i} B_{i}$ is singular. It follows that there eventually must be a pair of factors $B_{k}$ and $C_{k}$, such that $C_{k} B_{k}$ is either nonsingular or zero matrix. Let $k$ be the smallest integer when this occurs and write

$$
\begin{align*}
A^{k} & =\left(B_{1} C_{1}\right)^{k}=B_{1}\left(C_{1} B_{1}\right)^{k-1} C_{1} \\
& =B_{1}\left(B_{2} C_{2}\right)^{k-1} C_{1}=B_{1} B_{2}\left(C_{2} B_{2}\right)^{k-2} C_{2} C_{1} \\
& =\cdots  \tag{2.1.19}\\
& =B_{1} B_{2} \cdots B_{k-1}\left(B_{k} C_{k}\right) C_{k-1} C_{k-2} \cdots C_{1}, \\
A^{k+1} & =B_{1} B_{2} \cdots B_{k}\left(C_{k} B_{k}\right) C_{k} C_{k-1} \cdots C_{1} .
\end{align*}
$$

Assume that $C_{k} B_{k}$ is nonsingular. If $B_{k} \in \mathbb{C}_{r}^{p \times r}$ and $C_{k} \in \mathbb{C}_{r}^{r \times p}$, then $\operatorname{rank}\left(B_{k} C_{k}\right)$ $=r$. Since $C_{k} B_{k}$ is $r \times r$ and nonsingular, it follows that

$$
\operatorname{rank}\left(C_{k} B_{k}\right)=r=\operatorname{rank}\left(B_{k} C_{k}\right)
$$

Noting that $B_{i}$ and $C_{i}$ are of full column rank and full row rank respectively, for $i=1,2,3, \ldots$. It follows from (2.1.19) that

$$
\operatorname{rank}\left(A^{k+1}\right)=\operatorname{rank}\left(C_{k} B_{k}\right)=\operatorname{rank}\left(B_{k} C_{k}\right)=\operatorname{rank}\left(A^{k}\right)
$$

Since $k$ is the smallest integer for this to hold, it must be the case that $\operatorname{Ind}(A)=k$.
We can clearly see that $\operatorname{rank}\left(A^{k}\right)$ equals the number of columns of $B_{k}$, which, in turn, equals the number of rows of $C_{k}$.

By using the fact that $B_{i}$ and $C_{i}$ are full rank factors, for $i=1,2,3, \ldots$, it is not difficult to show that

$$
\mathcal{R}\left(A^{k}\right)=\mathcal{R}\left(B_{1} B_{2} \cdots B_{k}\right), \quad \mathcal{N}\left(A^{k}\right)=\mathcal{N}\left(C_{k} C_{k-1} \cdots C_{1}\right) .
$$

If $C_{k} B_{k}=\mathrm{O}$, then $A^{k+1}=\mathrm{O}, \operatorname{rank}\left(A^{k+2}\right)=\operatorname{rank}\left(A^{k+1}\right)=0$. Thus $\operatorname{Ind}(A)=$ $k+1$.

To prove the formula (2.1.18), one simply verifies the three conditions (2.1.7)(2.1.9) of Definition 2.1.2.

### 2.1.3 Core-Nilpotent Decomposition

If $\operatorname{Ind}(A)=k \neq 1$, then $A_{d}$ is not always a $\{1\}$ inverse of $A \in \mathbb{C}^{n \times n}$. Although $A A_{d} A \neq A$, the product $A A_{d} A=A^{2} A_{d}$ still plays an important role in the theory of the Drazin inverse.

Definition 2.1.3 Let $A \in \mathbb{C}^{n \times n}$, then the product

$$
C_{A}=A A_{d} A=A^{2} A_{d}=A_{d} A^{2}
$$

is called the core part of A .
Theorem 2.1.7 Let $A \in \mathbb{C}^{n \times n}, \operatorname{Ind}(A)=k$, and $N_{A}=A-C_{A}$, then $N_{A}$ satisfies

$$
N_{A}^{k}=\mathrm{O} \text { and } \operatorname{Ind}\left(N_{A}\right)=k
$$

Proof The theorem is trivial when $\operatorname{Ind}(A)=0$. Thus, assuming $\operatorname{Ind}(A) \geq 1$, we have

$$
\begin{aligned}
N_{A}^{k} & =\left(A-A A_{d} A\right)^{k}=A^{k}\left(I-A A_{d}\right)^{k} \\
& =A^{k}\left(I-A A_{d}\right)=A^{k}-A^{k} \\
& =\mathrm{O} .
\end{aligned}
$$

Since $N_{A}^{l}=A^{l}-A^{l+1} A_{d} \neq \mathrm{O}$ for $l<k$, we have $\operatorname{Ind}\left(N_{A}\right)=k$.
Definition 2.1.4 Let $A \in \mathbb{C}^{n \times n}$, then the matrix $N_{A}=A-C_{A}=\left(I-A A_{d}\right) A$ is called the nilpotent part of $A$ and the decomposition

$$
A=C_{A}+N_{A}
$$

is called the core-nilpotent decomposition of $A$.
In terms of the decomposition (2.1.10) of $A$, we have the following results.
Theorem 2.1.8 Let $A \in \mathbb{C}^{n \times n}$ be written as (2.1.10):

$$
A=P\left[\begin{array}{ll}
C & \mathrm{O} \\
\mathrm{O} & N
\end{array}\right] P^{-1},
$$

where $P$ and $C$ are nonsingular and $N$ is nilpotent of index $k=\operatorname{Ind}(A)$, then

$$
C_{A}=P\left[\begin{array}{ll}
C & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] P^{-1}
$$

and

$$
N_{A}=P\left[\begin{array}{ll}
\mathrm{O} & \mathrm{O} \\
\mathrm{O} & N
\end{array}\right] P^{-1}
$$

Proof The above two equations can be easily verified by using (2.1.11):

$$
A_{d}=P\left[\begin{array}{cc}
C^{-1} & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] P^{-1}
$$

and the definitions of $C_{A}$ and $N_{A}$.
The next theorem summarizes some of the basic relationships between $A, C_{A}$, $N_{A}$ and $A_{d}$.
Theorem 2.1.9 Let $A \in \mathbb{C}^{n \times n}$, the following statements are true.
(1) $\operatorname{Ind}\left(A_{d}\right)=\operatorname{Ind}\left(C_{A}\right)=\left\{\begin{array}{l}1 \text { if } \quad \operatorname{Ind}(A) \geq 1, \\ 0 \text { if } \quad \operatorname{Ind}(A)=0 ;\end{array}\right.$
(2) $N_{A} C_{A}=C_{A} N_{A}=\mathrm{O}$;
(3) $N_{A} A_{d}=A_{d} N_{A}=\mathrm{O}$;
(4) $C_{A} A A_{d}=A A_{d} C_{A}=C_{A}$;
(5) $\left(A_{d}\right)_{d}=C_{A}$;
(6) $A=C_{A} \Leftrightarrow \operatorname{Ind}(A) \leq 1$;
(7) $\left(\left(A_{d}\right)_{d}\right)_{d}=A_{d}$;
(8) $A_{d}=\left(C_{A}\right)_{d}$;
(9) $\left(A_{d}\right)^{*}=\left(A^{*}\right)_{d}$.

The proof is left to the reader as an exercise.

## Exercise 2.1

1. Let $T \in \mathbb{C}^{n \times n}, R \in \mathbb{C}_{n}^{r \times n}$, and $S \in \mathbb{C}_{n}^{n \times s}$. Prove

$$
\operatorname{rank}(R T S)=\operatorname{rank}(T)
$$

2. Prove Theorem 2.1.9.
3. Show that

$$
\left(A^{l}\right)_{d}=\left(A_{d}\right)^{l}, \quad l=1,2, \ldots
$$

4. Prove that

$$
\operatorname{rank}(A)=\operatorname{rank}\left(A_{d}\right)+\operatorname{rank}\left(N_{A}\right) .
$$

5. If $A, B \in \mathbb{C}^{n \times n}$ and $A B=B A$, then

$$
(A B)_{d}=B_{d} A_{d} .
$$

6. If $A, B \in \mathbb{C}^{n \times n}$, then

$$
(A B)_{d}=A\left((B A)^{2}\right)_{d} B
$$

even if $A B \neq B A$.
7. Let $A^{k+1} U=A^{k}$ and $V A^{l+1}=A^{l}$, prove that
(1) $\operatorname{Ind}(A) \leq \min \{k, l\}$;
(2) $A_{d}=A^{k} U^{k+1}=V^{l+1} A^{l}=V A^{k} U^{k}=V^{l} A^{l} U$;
(3) $A A_{d}=A^{k+m} U^{k+m}=V^{l+n} A^{l+n}$ for all integers $m \geq 0$ and $n \geq 0$;
(4) $V A^{k+1}=A^{k}$, if $k \leq l$,
$A^{l+1} U=A^{l}$, if $k \geq l$.

### 2.2 Group Inverse

Let $A \in \mathbb{C}^{n \times n}$. If $\operatorname{Ind}(A)=1$, then this special case of the Drazin inverse is known as the group inverse. Notice that in this case, the condition ( $1^{k}$ ) becomes $A A_{d} A=A$.

### 2.2.1 Definition and Properties of the Group Inverse

We start with the definition of the group inverse.
Definition 2.2.1 Let $A \in \mathbb{C}^{n \times n}$. If $X \in \mathbb{C}^{n \times n}$ satisfies
(1) $A X A=A$,
(2) $X A X=X$,
(5) $A X=X A$,
then $X$ is called the group inverse of $A$ and denoted by $X=A_{g}$ or $X=A^{(1,2,5)}$.
From Sect.2.1.2, for every $A \in \mathbb{C}^{n \times n}, A_{d}$ always uniquely exists. However, the group inverse may not exist.

Theorem 2.2.1 Let $A \in \mathbb{C}^{n \times n}$ be singular, then $A$ has a group inverse if and only if $\operatorname{Ind}(A)=1$. When the group inverse exists, it is unique.
Proof Let $X=A^{(1,2,5)}$, then $X \in A\{1,2\}$. From Sect. 1.3,

$$
A X=P_{\mathcal{R}(A), \mathcal{N}(X)}, \quad \text { and } \quad X A=P_{\mathcal{R}(X), \mathcal{N}(A)}
$$

Since $A X=X A$, we have

$$
\mathcal{R}(X)=\mathcal{R}(A), \quad \mathcal{N}(X)=\mathcal{N}(A)
$$

and

$$
\begin{equation*}
X=A_{\mathcal{R}(A), \mathcal{N}(A)}^{(1,2)} \tag{2.2.1}
\end{equation*}
$$

By Theorem 1.3.5, there is at most one such inverse, and such an inverse exists if and only if $\mathcal{R}(A)$ and $\mathcal{N}(A)$ are complementary subspaces. By (2.1.6), $\mathcal{R}(A)$ and $\mathcal{N}(A)$ are complementary subspaces if and only if $\operatorname{Ind}(A)=1$.

Another necessary and sufficient condition for the existence of the group inverse is given in the next theorem.
Theorem 2.2.2 Let $A \in \mathbb{C}^{n \times n}$, then $A$ has a group inverse if and only if there exist nonsingular matrices $P$ and $C$, such that

$$
A=P\left[\begin{array}{ll}
C & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] P^{-1}
$$

Proof From Theorem 2.2.1, $A$ has a group inverse $A_{g}$ if and only if $\operatorname{Ind}(A)=1$. By Theorem 2.1.9, $\operatorname{Ind}(A)=1$ if and only if

$$
A=C_{A}=P\left[\begin{array}{ll}
C & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] P^{-1}
$$

The proof is completed by verifying that

$$
A_{g}=P\left[\begin{array}{cc}
C^{-1} & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] P^{-1}
$$

is the group inverse of $A$.
From Theorem 2.1.3, the group inverse of $A$ can be expressed as a polynomial of A.

Corollary 2.2.1 Let $A \in \mathbb{C}^{n \times n}$ and $\operatorname{Ind}(A)=1$, then there exists a polynomial $q(x)$ such that

$$
A_{g}=A(q(x))^{2} .
$$

From Theorem 2.1.4, the basic properties of the group inverse are as follows.
Corollary 2.2.2 Let $A \in \mathbb{C}^{n \times n}$ and $\operatorname{Ind}(A)=1$, then

$$
\begin{gathered}
\mathcal{R}\left(A_{g}\right)=\mathcal{R}(A), \\
\mathcal{N}\left(A_{g}\right)=\mathcal{N}(A), \\
A A_{g}=A_{g} A=P_{\mathcal{R}\left(A_{g}\right), \mathcal{N}\left(A_{g}\right)}=P_{\mathcal{R}(A), \mathcal{N}(A)}, \\
I-A A_{g}=I-A_{g} A=P_{\mathcal{N}(A), \mathcal{R}(A)} .
\end{gathered}
$$

From Theorem 2.1.5, the group inverse $A_{g}$ can be expressed by any $\{1\}$ inverse of $A^{3}$.

Corollary 2.2.3 Let $A \in \mathbb{C}^{n \times n}$ and $\operatorname{Ind}(A)=1$, then

$$
A_{g}=A\left(A^{3}\right)^{(1)} A
$$

In particular,

$$
A_{g}=A\left(A^{3}\right)^{\dagger} A
$$

From Theorem 2.1.6, the group inverse $A_{g}$ can be expressed by applying the full rank factorization of $A$.

Corollary 2.2.4 Let $A \in \mathbb{C}^{n \times n}$ and $\operatorname{Ind}(A)=1$. If $A=B C$ is a full rank factorization, then

$$
A_{g}=B(C B)^{-2} C .
$$

There are cases when the group inverse coincides with the Moore-Penrose inverse.
Definition 2.2.2 Suppose $A \in \mathbb{C}^{n \times n}$ and $\operatorname{Ind}(A)=r$. If $A^{\dagger} A=A A^{\dagger}$, then A is called an $E P_{r}$, or simply EP, matrix.

Theorem 2.2.3 Let $A \in \mathbb{C}^{n \times n}$ and $\operatorname{Ind}(A)=r$, then $A_{g}=A^{\dagger}$ if and only if $A$ is an EP matrix.

Proof From (2.2.1) and (1.3.9), we have

$$
A_{g}=A_{\mathcal{R}(A), \mathcal{N}(A)}^{(1,2)}, \quad \text { and } \quad A^{\dagger}=A_{\mathcal{R}\left(A^{*}\right), \mathcal{N}\left(A^{*}\right)}^{(1,2)}
$$

Thus

$$
\begin{aligned}
A_{g}=A^{\dagger} & \Leftrightarrow \mathcal{R}(A)=\mathcal{R}\left(A^{*}\right) \\
& \Leftrightarrow P_{\mathcal{R}(A)}=P_{\mathcal{R}\left(A^{*}\right)} \\
& \Leftrightarrow A^{\dagger} A=A A^{\dagger},
\end{aligned}
$$

completing the proof.

### 2.2.2 Spectral Properties of the Drazin and Group Inverses

As we know, if $A$ is nonsingular, then $A$ does not have 0 as an eigenvalue and

$$
A \mathbf{x}=\lambda \mathbf{x} \Leftrightarrow A^{-1} \mathbf{x}=\lambda^{-1} \mathbf{x}
$$

that is, $\mathbf{x}$ is an eigenvector of $A$ associated with the eigenvalue $\lambda$ if and only if $\mathbf{x}$ is an eigenvector of $A^{-1}$ associated with the eigenvalue $\lambda^{-1}$. Can we generalize this spectral property of the regular inverse to the generalized inverses?

We first introduce a generalization of eigenvectors.
Definition 2.2.3 The principal vector of grade $p$ associated with an eigenvalue $\lambda$ is a vector $\mathbf{x}$ such that

$$
(A-\lambda I)^{p} \mathbf{x}=\mathbf{0} \text { and }(A-\lambda I)^{p-1} \mathbf{x} \neq \mathbf{0}
$$

where $p$ is some positive integer.
Evidently, principal vectors are a generalization of eigenvectors. In fact an eigenvector is a principal vector of grade 1 . The term "principal vector of grade $p$ associated with the eigenvalue $\lambda$ " is abbreviated to " $\lambda$-vector of $A$ of grade $p$ ".

It is not difficult to show that if $A$ is nonsingular, a vector $\mathbf{x}$ is a $\lambda^{-1}$-vector of $A^{-1}$ of grade $p$ if and only if it is a $\lambda$-vector of $A$ of grade $p$, i.e.,

$$
\left\{\begin{array} { l } 
{ ( A - \lambda I ) ^ { p } \mathbf { x } = \mathbf { 0 } } \\
{ ( A - \lambda I ) ^ { p - 1 } \mathbf { x } \neq \mathbf { 0 } }
\end{array} \Leftrightarrow \left\{\begin{array}{l}
\left(A^{-1}-\lambda^{-1} I\right)^{p} \mathbf{x}=\mathbf{0} \\
\left(A^{-1}-\lambda^{-1} I\right)^{p-1} \mathbf{x} \neq \mathbf{0} .
\end{array}\right.\right.
$$

We then generalize the above spectral property of the regular inverse to the group inverse and Drazin inverse.

Lemma 2.2.1 If $\operatorname{Ind}(A)=1$, then the 0 -vectors of $A$ are all of grade 1 .
Proof Since $\operatorname{Ind}(A)=1$, we have $\operatorname{rank}\left(A^{2}\right)=\operatorname{rank}(A)$. Thus $\mathcal{N}\left(A^{2}\right)=\mathcal{N}(A)$. Let $\mathbf{x}$ be a 0 -vector of $A$ of grade $p$, then

$$
A^{p} \mathbf{x}=\mathbf{0} \text {, i.e., } A^{2}\left(A^{p-2} \mathbf{x}\right)=\mathbf{0}, \quad \text { implying } A^{p-2} \mathbf{x} \in \mathcal{N}\left(A^{2}\right)=\mathcal{N}(A)
$$

Thus $A^{p-1} \mathbf{x}=\mathbf{0}$. Continuing the same process, we get $A \mathbf{x}=\mathbf{0}$.
Lemma 2.2.2 Let $\mathbf{x}$ be a $\lambda$-vector of $A$ of grade $p, \lambda \neq 0$, then $\mathbf{x} \in \mathcal{R}\left(A^{l}\right)$, where $l$ is a positive integer.

Proof By the assumption, we have

$$
(A-\lambda I)^{p} \mathbf{x}=\mathbf{0} .
$$

Expanding the left side by the Binomial Theorem gives

$$
\sum_{i=0}^{p}(-1)^{i} \lambda^{i} \mathbf{C}_{p}^{i} A^{p-i} \mathbf{x}=\mathbf{0}
$$

Moving the last term to the right side and dividing the both sides by its coefficient $(-1)^{p-1} \lambda^{p} \neq 0$, we get

$$
\sum_{i=0}^{p-1}(-1)^{i-p+1} \lambda^{i-p} \mathbf{C}_{p}^{i} A^{p-i} \mathbf{x}=\mathbf{x}
$$

Set $j=i+1$, then the above equation becomes

$$
\sum_{i=1}^{p}(-1)^{j-p} \lambda^{j-p-1} \mathbf{C}_{p}^{j-1} A^{p-j+1} \mathbf{x}=\mathbf{x}
$$

Set $c_{j}=(-1)^{j-p} \lambda^{j-p-1} \mathrm{C}_{p}^{j-1}$, then the above equation gives

$$
\sum_{i=0}^{p} c_{j} A^{p-j+1} \mathbf{x}=\mathbf{x}
$$

Hence

$$
\begin{equation*}
\mathbf{x}=c_{1} A^{p} \mathbf{x}+c_{2} A^{p-1} \mathbf{x}+\cdots+c_{p} A \mathbf{x} \tag{2.2.2}
\end{equation*}
$$

Successive premultiplication of (2.2.2) by $A$ gives

$$
\begin{array}{rlll}
A \mathbf{x} & =c_{1} A^{p+1} \mathbf{x} & +c_{2} A^{p} \mathbf{x} & +\cdots+c_{p} A^{2} \mathbf{x} \\
A^{2} \mathbf{x} & =c_{1} A^{p+2} \mathbf{x} & +c_{2} A^{p+1} \mathbf{x} & +\cdots+c_{p} A^{3} \mathbf{x} \\
& \vdots &  \tag{2.2.3}\\
A^{l-1} \mathbf{x} & =c_{1} A^{p+l-1} \mathbf{x}+c_{2} A^{p+l-2} \mathbf{x}+\cdots+c_{p} A^{l} \mathbf{x}
\end{array}
$$

Successive substitutions of the equations in (2.2.3) into the terms on the right side of (2.2.2) eventually give

$$
\mathbf{x}=A^{l} q(A) \mathbf{x}
$$

where $q$ is some polynomial.
Lemma 2.2.3 Let $A \in \mathbb{C}^{n \times n}$ and

$$
\begin{equation*}
X A^{l+1}=A^{l} \tag{2.2.4}
\end{equation*}
$$

for some positive integer $l$, then every $\lambda$-vector of $A$ of grade $p$ for $\lambda \neq 0$ is a $\lambda^{-1}$-vector of $X$ of grade $p$.

Proof The proof will be by induction on the grade $p$. For $p=1$, let $\lambda \neq 0$ and $\mathbf{x}$ be a $\lambda$-vector of $A$ of grade 1 , that is, $A \mathbf{x}=\lambda \mathbf{x}$, then $A^{l+1} \mathbf{x}=\lambda^{l+1} \mathbf{x}$, and therefore $\mathbf{x}=\lambda^{-l-1} A^{l+1} \mathbf{x}$, consequently, by (2.2.4),

$$
X \mathbf{x}=\lambda^{-l-1} X A^{l+1} \mathbf{x}=\lambda^{-l-1} A^{l} \mathbf{x}=\lambda^{-1} \mathbf{x}
$$

Thus the lemma is true for $p=1$.
Now, suppose that it is true for $p=1,2, \ldots, r$, and let $\mathbf{x}$ be a $\lambda$-vector of $A$ of grade $r+1$, then, by Lemma 2.2.2, $\mathbf{x} \in \mathcal{R}\left(A^{l}\right)$, i.e., $\mathbf{x}=A^{l} \mathbf{y}$ for some $\mathbf{y}$. Thus

$$
\begin{align*}
\left(X-\lambda^{-1} I\right) \mathbf{x} & =\left(X-\lambda^{-1} I\right) A^{l} \mathbf{y} \\
& =X\left(A^{l}-\lambda^{-1} A^{l+1}\right) \mathbf{y} \\
& =X\left(I-\lambda^{-1} A\right) A^{l} \mathbf{y} \\
& =X\left(I-\lambda^{-1} A\right) \mathbf{x} \\
& =-\lambda^{-1} X(A-\lambda I) \mathbf{x} . \tag{2.2.5}
\end{align*}
$$

Since $\mathbf{x}$ is a $\lambda$-vector of $A$ of grade $r+1$,

$$
(A-\lambda I)^{r+1} \mathbf{x}=\mathbf{0} \quad \text { and } \quad(A-\lambda I)^{r} \mathbf{x} \neq \mathbf{0},
$$

that is,

$$
(A-\lambda I)^{r}((A-\lambda I) \mathbf{x})=\mathbf{0}, \quad \text { and } \quad(A-\lambda I)^{r-1}((A-\lambda I) \mathbf{x}) \neq \mathbf{0} .
$$

Thus $(A-\lambda I) \mathbf{x}$ is a $\lambda$-vector of $A$ of grade $r$. By the induction hypothesis, $(A-\lambda I) \mathbf{x}$ is a $\lambda^{-1}$-vector of $X$ of grade $r$. Consequently,

$$
\left(X-\lambda^{-1} I\right)^{r}(A-\lambda I) \mathbf{x}=\mathbf{0},
$$

and

$$
\begin{equation*}
\mathbf{z} \equiv\left(X-\lambda^{-1} I\right)^{r-1}(A-\lambda I) \mathbf{x} \neq \mathbf{0} . \tag{2.2.6}
\end{equation*}
$$

Thus $\left(X-\lambda^{-1} I\right) \mathbf{z}=\mathbf{0}$ and

$$
\begin{equation*}
X \mathbf{z}=\lambda^{-1} \mathbf{z} \tag{2.2.7}
\end{equation*}
$$

It is clear that

$$
\begin{equation*}
\left(X-\lambda^{-1} I\right) X=X\left(X-\lambda^{-1} I\right) \tag{2.2.8}
\end{equation*}
$$

By using (2.2.5)-(2.2.8), we have

$$
\begin{aligned}
\left(X-\lambda^{-1} I\right)^{r+1} \mathbf{x} & =\left(X-\lambda^{-1} I\right)^{r}\left(-\lambda^{-1} X(A-\lambda I) \mathbf{x}\right) \\
& =-\lambda^{-1} X\left(X-\lambda^{-1} I\right)^{r}(A-\lambda I) \mathbf{x} \\
& =\mathbf{0},
\end{aligned}
$$

and

$$
\begin{aligned}
\left(X-\lambda^{-1} I\right)^{r} \mathbf{x} & =\left(X-\lambda^{-1} I\right)^{r-1}\left(-\lambda^{-1} X(A-\lambda I) \mathbf{x}\right) \\
& =-\lambda^{-1} X \mathbf{z} \\
& =-\lambda^{-2} \mathbf{z} \\
& \neq \mathbf{0} .
\end{aligned}
$$

This completes the induction.
The following theorem shows the spectral property of the group inverse.
Theorem 2.2.4 Let $A \in \mathbb{C}^{n \times n}$ and $\operatorname{Ind}(A)=1$, then $\mathbf{x}$ is a $\lambda$-vector of $A$ of grade $p$ if and only if $\mathbf{x}$ is a $\lambda^{\dagger}$-vector of $A_{g}$ of grade $p$.

Proof Since $X=A_{g}$, we have $X A^{2}=A$ and $A X^{2}=X$, it then follows from Lemma 2.2.3 that, for all $\lambda \neq 0, \mathbf{x}$ is a $\lambda$-vector of $A$ of grade $p$ if and only if $\mathbf{x}$ is a $\lambda^{-1}$-vector of $A_{g}$ of grade $p$. For $\lambda=0$, since $\operatorname{Ind}(A)=1=\operatorname{Ind}\left(A_{g}\right)$, from Lemma 2.2.1, the 0 -vectors of $A$ and $A_{g}$ are all of grade 1 . Let $\mathbf{x}$ be a 0 -vector of $A$, then $A \mathbf{x}=\mathbf{0}$ and $\mathbf{x} \neq \mathbf{0}$. Thus $\mathbf{x} \in \mathcal{N}(A)=\mathcal{N}\left(A_{g}\right)$. Therefore $A_{g} \mathbf{x}=\mathbf{0}$, i.e., $\mathbf{x}$ is also a zero vector of $A_{g}$ and vice versa.

The following theorem shows that the spectral property of the Drazin inverse is the same as that of the group inverse with regard to nonzero eigenvalues and associated eigenvectors, but weaker than the group inverse for 0 -vectors.

Theorem 2.2.5 Let $A \in \mathbb{C}^{n \times n}$ and $\operatorname{Ind}(A)=k$, then for all $\lambda \neq 0, \mathbf{x}$ is a $\lambda$-vector of $A$ of grade $p$ if and only if $\mathbf{x}$ is a $\lambda^{-1}$-vector of $A_{d}$ of grade $p$, and for $\lambda=0, \mathbf{x}$ is a 0 -vector of $A$ if and only if $\mathbf{x}$ is a 0 -vector of $A_{d}$ (with no regard to grade).

Proof By the assumption of $\operatorname{Ind}(A)=k, A_{d}$ satisfies

$$
A_{d} A^{k+1}=A^{k} \quad \text { and } \quad A\left(A_{d}\right)^{2}=A_{d}
$$

From Lemma 2.2.3, for all $\lambda \neq 0, \mathbf{x}$ is a $\lambda$-vector of $A$ of grade $p$ if and only if $\mathbf{x}$ is a $\lambda^{-1}$-vector of $A_{d}$ of grade $p$. For $\lambda=0$, from Theorem 2.1.9, we have $\operatorname{Ind}\left(A_{d}\right)=1$. By using Lemma 2.2.1, the 0 -vectors of $A_{d}$ are all of grade 1 . Let $\mathbf{x}$ be a 0 -vector of $A_{d}$, that is, $A_{d} \mathbf{x}=\mathbf{0}$ and $\mathbf{x} \neq \mathbf{0}$, then

$$
\mathbf{x} \in \mathcal{N}\left(A_{d}\right)=\mathcal{N}\left(A^{l}\right), \quad l \geq k
$$

Therefore $A^{l} \mathbf{x}=\mathbf{0}$. So $\mathbf{x}$ is a 0 -vector of $A$ of grade $l$ and vice versa.

## Exercises 2.2

1. Prove that $\left(A_{g}\right)_{g}=A$.
2. Prove that $\left(A^{*}\right)_{g}=\left(A_{g}\right)^{*}$.
3. Prove that $\left(A^{l}\right)_{g}=\left(A_{g}\right)^{l}, \quad l=1,2, \ldots$.
4. Prove that $\left(A_{d}\right)_{g}=A^{2} A_{d}$.
5. Prove that $A_{d}\left(A_{d}\right)_{g}=A A_{d}$.
6. Prove that if $A$ is nilpotent, then $A_{d}=\mathrm{O}$.
7. Let $A \in \mathbb{C}^{n \times n}, \operatorname{dim}(\mathcal{N}(A))=1$, and $\mathbf{x} \neq \mathbf{0}$ and $\mathbf{y} \neq \mathbf{0}$ satisfy

$$
A \mathbf{x}=\mathbf{0} \quad \text { and } \quad A^{*} \mathbf{y}=\mathbf{0}
$$

Prove that
(1) $A_{g}$ exists $\Leftrightarrow \mathbf{y}^{*} \mathbf{x} \neq 0$.
(2) If $\mathbf{y}^{*} \mathbf{x} \neq 0$, then $I-A A_{g}=\frac{\mathbf{x y}^{*}}{\mathbf{y}^{*} \mathbf{x}}$.
8. Let $A \in \mathbb{C}_{n-r}^{n \times n}, \operatorname{Ind}(A)=1$, and $U \in \mathbb{C}_{r}^{n \times r}$ and $V \in \mathbb{C}_{r}^{n \times r}$ satisfy

$$
A U=\mathrm{O}, A^{*} V=\mathrm{O}, \text { and } V^{*} U=I
$$

Prove that
(1) $A^{\dagger}=\left(I-U U^{\dagger}\right) A_{g}\left(I-V V^{\dagger}\right)$.
(2) $A_{g}=\left(I-U V^{*}\right) A^{\dagger}\left(I-U V^{*}\right)$.

### 2.3 W-Weighted Drazin Inverse

In 1980, the definition of the Drazin inverse of a square matrix was extended to rectangular matrix by Cline and Greville [1].
Definition 2.3.1 Let $A \in \mathbb{C}^{m \times n}$ and $W \in \mathbb{C}^{n \times m}$, then the matrix $X \in \mathbb{C}^{m \times n}$ satisfying

$$
\begin{align*}
(A W)^{k+1} X W & =(A W)^{k}, \quad \text { for some nonnegative integer } k,  \tag{2.3.1}\\
X W A W X & =X,  \tag{2.3.2}\\
A W X & =X W A \tag{2.3.3}
\end{align*}
$$

is called the W-weighted Drazin inverse of $A$ and denoted by $X=A_{d, W}$.
It is clear that if $W=I$ and $A \in \mathbb{C}^{n \times n}$, then $X=A_{d}$.
The existence and uniqueness of the W -weighted Drazin inverse are given in the following theorems.
Theorem 2.3.1 Let $A \in \mathbb{C}^{m \times n}$. If there exists a matrix $X \in \mathbb{C}^{m \times n}$ satisfying (2.3.1)(2.3.3) for some $W \in \mathbb{C}^{n \times m}$, then it must be unique.

Proof Suppose both $X_{1}$ and $X_{2}$ satisfy (2.3.1)-(2.3.3) for some nonnegative integers $k_{1}$ and $k_{2}$ respectively. Let $k=\max \left(k_{1}, k_{2}\right)$, then

$$
\begin{aligned}
X_{1} & =X_{1} W A W X_{1} \\
& =X_{1} W A W X_{1} W A W X_{1} \\
& =A W X_{1} W A W X_{1} W X_{1} \\
& =A W A W X_{1} W X_{1} W X_{1} \\
& =(A W)^{2} X_{1}\left(W X_{1}\right)^{2} \\
& =\cdots \\
& =(A W)^{k} X_{1}\left(W X_{1}\right)^{k} \\
& =(A W)^{k+1} X_{2} W X_{1}\left(W X_{1}\right)^{k} \\
& =X_{2}(W A)^{k+1} W X_{1}\left(W X_{1}\right)^{k} \\
& =X_{2}(W A)^{k} W A W X_{1} W X_{1}\left(W X_{1}\right)^{k-1} \\
& =X_{2}(W A)^{k} W X_{1} W A W X_{1}\left(W X_{1}\right)^{k-1} \\
& =X_{2}(W A)^{k} W X_{1}\left(W X_{1}\right)^{k-1} \\
& =\cdots \\
& =X_{2} W A W X_{1} .
\end{aligned}
$$

Similarly,

$$
X_{2}=(A W)^{k+1} X_{2}\left(W X_{2}\right)^{k+1}
$$

Postmultiplying (2.3.3) with $W$ gives

$$
(A W)\left(X_{2} W\right)=\left(X_{2} W\right)(A W)
$$

Thus

$$
X_{2} W=(A W)^{k+1}\left(X_{2} W\right)^{k+2}=\left(X_{2} W\right)^{k+2}(A W)^{k+1}
$$

Moreover,

$$
\begin{aligned}
X_{1} & =X_{2} W A W X_{1} \\
& =\left(X_{2} W\right)^{k+2}(A W)^{k+1} A W X_{1} \\
& =\left(X_{2} W\right)^{k+2}(A W)^{k+1} X_{1} W A \\
& =\left(X_{2} W\right)^{k+2}(A W)^{k} A \\
& =\left(X_{2} W\right)^{k+1} X_{2}(W A)^{k+1} \\
& =\left(X_{2} W\right)^{k} X_{2} W X_{2} W A(W A)^{k} \\
& =\left(X_{2} W\right)^{k} X_{2} W A W X_{2}(W A)^{k} \\
& =\left(X_{2} W\right)^{k} X_{2}(W A)^{k} \\
& =\cdots \\
& =X_{2} W X_{2} W A \\
& =X_{2} W A W X_{2} \\
& =X_{2},
\end{aligned}
$$

which completes the proof.
To derive the conditions for the existence of the W-weighted Drazin inverse, we need some results when $\operatorname{Ind}(W A)=k$.

Theorem 2.3.2 Let $A \in \mathbb{C}^{m \times n}, W \in \mathbb{C}^{n \times m}$, and $\operatorname{Ind}(W A)=k$, then

$$
\begin{equation*}
(A W)_{d}=A(W A)_{d}^{2} W, \quad \text { and } \quad \operatorname{Ind}(A W) \leq k+1 \tag{2.3.4}
\end{equation*}
$$

Proof By the assumption of $\operatorname{Ind}(W A)=k,(W A)_{d}$ satisfies

$$
\begin{align*}
& (W A)_{d}(W A)^{k+1}=(W A)^{k} \\
& (W A)_{d}^{2}(W A)=(W A)_{d}  \tag{2.3.5}\\
& (W A)_{d}(W A)=(W A)(W A)_{d}
\end{align*}
$$

Setting $X=A(W A){ }_{d}^{2} W$, we have

$$
\begin{aligned}
(A W)^{k+2} X & =(A W)^{k+2} A(W A)_{d}^{2} W \\
& =A(W A)^{k+2}(W A)_{d}^{2} W \\
& =A(W A)^{k} W \\
& =(A W)^{k+1}, \\
X^{2}(A W) & =\left(A(W A)_{d}^{2} W\right)^{2} A W \\
& =A(W A)_{d}(W A)_{d} W \\
& =X,
\end{aligned}
$$

and

$$
\begin{aligned}
X(A W) & =A(W A)_{d}^{2} W A W \\
& =A W A(W A)_{d}^{2} W \\
& =A W X .
\end{aligned}
$$

Consequently, $X=(A W)_{d}$ and $\operatorname{Ind}(A W) \leq k+1$.
Corollary 2.3.1 Under the assumptions in Theorem 2.3.2, we have

$$
\begin{equation*}
W(A W)_{d}^{p}=(W A)_{d}^{p} W \tag{2.3.6}
\end{equation*}
$$

and

$$
\begin{equation*}
A(W A)_{d}^{p}=(A W)_{d}^{p} A, \tag{2.3.7}
\end{equation*}
$$

for any positive integer $p$.
Proof The proof is by induction on the positive integer $p$. The assertion (2.3.6) is true for $p=1$. It follows from (2.3.4) and (2.3.5) that

$$
W(A W)_{d}=W A(W A)_{d}^{2} W=(W A)_{d}^{2} W A W=(W A)_{d} W
$$

Suppose that the assertion (2.3.6) is true for all the positive integer less than $p$, then we have

$$
W(A W)_{d}^{p-1}=(W A)_{d}^{p-1} W
$$

implying that

$$
\begin{aligned}
W(A W)_{d}^{p} & =W(A W)_{d}^{p-1}(A W)_{d} \\
& =(W A)_{d}^{p-1} W(A W)_{d} \\
& =(W A)_{d}^{p-1}(W A)_{d} W \\
& =(W A)_{d}^{p} W .
\end{aligned}
$$

The proof of (2.3.7) is similar and is left to the reader as an exercise.

By using $(A W)_{d}$ and $(W A)_{d}$, the W-weighted Drazin inverse $A_{d, W}$ can be constructed as shown in the following theorem.
Theorem 2.3.3 Let $A \in \mathbb{C}^{m \times n}, W \in \mathbb{C}^{n \times m}$, and $\operatorname{Ind}(A W)=k$, then

$$
A_{d, W}=A(W A)_{d}^{2}=(A W)_{d}^{2} A
$$

Proof Let $X=A(W A)_{d}^{2}$. It can be verified that $X$ satisfies (2.3.1)-(2.3.3):

$$
\begin{aligned}
(A W)^{k+1} X W & =(A W)^{k+1} A(W A)_{d}^{2} W \\
& =A(W A)^{k+1}(W A)_{d}^{2} W \\
& =A(W A)^{k}(W A)_{d} W \\
& =A(W A)^{k} W(A W)_{d} \\
& =(A W)^{k+1}(A W)_{d} \\
& =(A W)^{k} \\
X W A W X & =A(W A)_{d}^{2} W A W A(W A)_{d}^{2} \\
& =A(W A)_{d}(W A)_{d} \\
& =X \\
A W X & =A W A(W A)_{d}^{2} \\
& =A(W A)_{d}^{2} W A \\
& =X W A
\end{aligned}
$$

Hence $X=A_{d, W}$. The proof of $A_{d, W}=(A W){ }_{d}^{2} A$ is similar and is left to the reader as an exercise.

In particular, we have the following corollary.
Corollary 2.3.2 $A_{d w} W=(A W)_{d}$ and $W A_{d w}=(W A)_{d}$.
The basic properties of the W-weighted Drazin inverse are as follows.
Theorem 2.3.4 ([2]) Let $A \in \mathbb{C}^{m \times n}, W \in \mathbb{C}^{n \times m}$, $\operatorname{Ind}(A W)=k_{1}$, and $\operatorname{Ind}(W A)=$ $k_{2}$, then
(a) $\mathcal{R}\left(A_{d w}\right)=\mathcal{R}\left((A W)_{d}\right)=\mathcal{R}\left((A W)^{k_{1}}\right)$;
(b) $\mathcal{N}\left(A_{d w}\right)=\mathcal{N}\left((W A)_{d}\right)=\mathcal{N}\left((W A)^{k_{2}}\right)$;
(c) $W A W A_{d w}=W A(W A)_{d}=P_{\mathcal{R}\left((W A)^{k_{2}}\right), \mathcal{N}\left((W A)^{k_{2}}\right)}$;

$$
A_{d w} W A W=A W(A W)_{d}=P_{\mathcal{R}\left((A W)^{k_{1}}\right), \mathcal{N}\left((A W)^{k_{1}}\right)} .
$$

Theorem 2.3.5 Suppose that $A \in \mathbb{C}^{m \times n}$ and $W \in \mathbb{C}^{n \times m}$, and let $k=\max \{\operatorname{Ind}(A W)$, $\operatorname{Ind}(W A)$ \}, then

$$
A_{d w}=(W A W)_{\mathcal{R}(G), \mathcal{N}(G)}^{(2)}=G(G W A W G)^{\dagger} G
$$

where $G=A(W A)^{k}$.

Proof The proof is left to the reader as an exercise.
By using the core-nilpotent decompositions of $A W$ and $W A$, we can obtain another expression of $A_{d w}$.

Theorem 2.3.6 ([3]) Suppose that $A \in \mathbb{C}^{m \times n}, W \in \mathbb{C}^{n \times m}$, and $k=\max \{\operatorname{Ind}(A W)$, $\operatorname{Ind}(W A)\}$, then

$$
A=P\left[\begin{array}{cc}
A_{11} & \mathrm{O} \\
\mathrm{O} & A_{22}
\end{array}\right] Q^{-1}, \quad W=Q\left[\begin{array}{cc}
W_{11} & \mathrm{O} \\
\mathrm{O} & W_{22}
\end{array}\right] P^{-1},
$$

and

$$
A_{d w}=P\left[\begin{array}{cc}
\left(W_{11} A_{11} W_{11}\right)^{-1} & \mathrm{O} \\
\mathrm{O} & A_{22}
\end{array}\right] Q^{-1}
$$

where $A_{11}, W_{11}, P$, and $Q$ are nonsingular matrices.
At last, a characteristic property of the W-weighted Drazin inverse is given as follows.

Theorem 2.3.7 Let $A, X \in \mathbb{C}^{m \times n}$, then for some $W \in \mathbb{C}^{n \times m}, X=A_{d, W}$ if and only if $X$ has a decomposition

$$
X=A Y A Y A,
$$

where $Y \in \mathbb{C}^{n \times m}$ satisfies $\operatorname{Ind}(A Y)=\operatorname{Ind}(Y A)=1$.
Proof If: Let

$$
W=Y(A Y)_{d}^{2}=(Y A)_{d}^{2} Y,
$$

then $W A=(Y A)_{d}$. Since $\operatorname{Ind}(Y A)=1$ and $X=A Y A Y A$, we have

$$
\begin{equation*}
W X=W A Y A Y A=(Y A)_{d} Y A Y A=Y A . \tag{2.3.8}
\end{equation*}
$$

By Theorem 2.1.9 and $\operatorname{Ind}(Y A)=1$,

$$
Y A=\left((Y A)_{d}\right)_{d}=(W A)_{d} .
$$

Substituting $Y A$ in (2.3.8) with the above equation, we get

$$
W X=(W A)_{d} .
$$

Similarly, since $\operatorname{Ind}(A Y)=1$ and $X=A Y A Y A$, we have

$$
A W=(A Y)_{d}, \quad A Y=(A W)_{d}
$$

and

$$
X W=A Y A Y A W=A Y A Y(A Y)_{d}=A Y=(A W)_{d}
$$

It then follows that

$$
\begin{aligned}
(A W)^{k+1} X W & =(A W)^{k+1}(A W)_{d} \\
& =(A W)^{k}, \\
X W A W X & =(A W)_{d} A(W A)_{d} \\
& =(A W)_{d}(A W)_{d} A \\
& =A Y A Y A \\
& =X,
\end{aligned}
$$

and

$$
\begin{aligned}
A W X & =A(W A)_{d} \\
& =(A W)_{d} A \\
& =X W A .
\end{aligned}
$$

Therefore $X=A_{d, W}$.
Only if: If $X=A_{d, W}$, for some $W$, then from Corollary 2.3.1,

$$
\begin{aligned}
X & =A(W A)_{d}^{2} \\
& =(A W)_{d} A(W A)_{d} \\
& =(A W)(A W)_{d}^{2} A(W A)_{d}^{2}(W A) \\
& =A(W A)_{d}^{2} W A(W A)_{d}^{2}(W A) \\
& =A Y A Y A,
\end{aligned}
$$

where $Y=(W A)_{d}^{2} W$. Thus $A Y=(A W)_{d}$ and $Y A=(W A)_{d}$. By Theorem 2.1.9, we have

$$
\operatorname{Ind}(A Y)=\operatorname{Ind}\left((A W)_{d}\right)=1
$$

and

$$
\operatorname{Ind}(Y A)=\operatorname{Ind}\left((W A)_{d}\right)=1
$$

The proof is completed.

## Exercises 2.3

1. Prove (2.3.7) in Corollary 2.3.1.
2. Prove that $A_{d, W}=(A W)_{d}^{2} A$.
3. Let $A \in \mathbb{C}^{m \times n}$ and $W \in \mathbb{C}^{n \times m}$ with $\operatorname{Ind}(A W)=k_{1}$ and $\operatorname{Ind}(W A)=k_{2}$, show
(1) $A_{d, W} W=(A W)_{d} ; W A_{d, W}=(W A)_{d}$.
(2) $\mathcal{R}\left(A_{d, W}\right)=\mathcal{R}\left((A W)_{d}\right)=\mathcal{R}\left((A W)^{k_{1}}\right)$; $\mathcal{N}\left(A_{d, W}\right)=\mathcal{N}\left((W A)_{d}\right)=\mathcal{N}\left((W A)^{k_{2}}\right)$.
 $A_{d, W} W A W=(A W)_{d} A W=P_{\mathcal{R}\left((A W)^{k_{1}}\right), \mathcal{N}\left((A W)^{k_{1}}\right)}$.
4. Prove that

$$
A_{d, W}=(W A W)_{\mathcal{R}\left((A W)^{k}\right), \mathcal{N}\left((W A)^{k}\right)}^{(2)}
$$

where $k=\max \{\operatorname{Ind}(A W), \operatorname{Ind}(W A)\}$.

## Remarks

The concept of the Drazin inverse is based on the associative ring and the semigroup [4]. Greville further investigated the Drazin inverse of a square matrix in [5]. As for the applications of the Drazin inverse and group inverse, such as, in finite Markov chain, linear differential equations, linear difference equations, the model of population growth and optimal control can be found in [6-10].

A characterization and representation of the Drazin inverse can be found in [11]. A characterization of the Drazin index can be found in [12, 13]. Full-rank and determinantal representations can be found in [14]. The group inverse of a triangular matrix is discussed in [15] and the group inverse of M-matrix is discussed in [16]. The Drazin inverse of a $2 \times 2$ block matrix is presented by Hartwig et al. [17] and more results in [12, 18-20]. Representations of the Drazin inverse of a block or modified matrix can be found in [21-24].
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# Chapter 3 <br> Generalization of the Cramer's Rule and the Minors of the Generalized Inverses 

It is well known that the Cramer's rule for the solution $\mathbf{x}$ of a nonsingular equation

$$
A \mathbf{x}=\mathbf{b} \quad\left(A \in \mathbb{C}^{n \times n}, \mathbf{b} \in \mathbb{C}^{n}, \mathbf{x}=\left[x_{1}, x_{2}, \ldots, x_{n}\right]^{T}\right)
$$

is

$$
x_{i}=\frac{\operatorname{det}(A(i \rightarrow \mathbf{b}))}{\operatorname{det}(A)}, \quad i=1,2, \ldots, n,
$$

where $A(i \rightarrow \mathbf{b})$ denotes the matrix obtained by replacing the $i$ th column of $A$ with $\mathbf{b}$.
In 1970, Steve Robinson [1] gave an elegant proof of the Cramer's rule by rewriting $A \mathbf{x}=\mathbf{b}$ as

$$
A I(i \rightarrow \mathbf{x})=A(i \rightarrow \mathbf{b}),
$$

where $I$ is the identity matrix of order $n$, and taking determinants

$$
\operatorname{det}(A) \operatorname{det}(I(i \rightarrow \mathbf{x}))=\operatorname{det}(A(i \rightarrow \mathbf{b})) .
$$

The Cramer's rule then follows from $\operatorname{det}(I(i \rightarrow \mathbf{x}))=x_{i}, i=1,2, \ldots, n$.
Since 1982, the Robinson's trick has been used to derive a series of the Cramer's rules for the minimum-norm solution and the minimum-norm $(N)$ solution of consistent linear equations; for the unique solutions of special consistent restricted linear equations; for the minimum-norm least-squares solution and the minimum-norm ( $N$ ) least-squares $(M)$ solution of inconsistent linear equations; for the unique solutions of a class of singular equations; and for the best approximate solution of a matrix equation $A X H=K$ [2-12].

The basic idea of these Cramer's rules is to construct a nonsingular bordered matrix by adjoining certain matrices to the original matrix. The solution of the original system is then obtained from the new nonsingular system.

As we know, the $j$ th column of the inverse of a nonsingular matrix can be computed by solving a linear system with the $j$ th unit vector $\mathbf{e}_{j}$ as the right-hand-side. Thus, by applying the Cramer's rule, the inverse of a nonsingular matrix $A$ can be expressed in terms of the determinants of $A$ and modified $A$. This chapter presents determinantal expressions of the generalized inverses.

### 3.1 Nonsingularity of Bordered Matrices

Given a matrix $A$, an associated bordered matrix

$$
\left[\begin{array}{ll}
A & B \\
C & D
\end{array}\right]
$$

is an expanded matrix that contains $A$ as its leading principal submatrix as shown above. This section establishes relations between the generalized inverses and the nonsingularity of bordered matrices.

### 3.1.1 Relations with $A_{M N}^{\dagger}$ and $A^{\dagger}$

In 1986, Wang [8] showed the following results on a relation between $A^{\dagger}$ and the inverse of a bordered matrix.

Theorem 3.1.1 Let $A \in \mathbb{C}_{r}^{m \times n}, M$ and $N$ be Hermitian positive definite matrices of orders $m$ and $n$ respectively, and the columns of $U \in \mathbb{C}_{m-r}^{m \times(m-r)}$ and $V^{*} \in \mathbb{C}_{n-r}^{n \times(n-r)}$ form bases for $\mathcal{N}\left(A^{*}\right)$ and $\mathcal{N}(A)$ respectively, then the bordered matrix

$$
A_{2}=\left[\begin{array}{cc}
A & M^{-1} U \\
V N & \mathrm{O}
\end{array}\right]
$$

is nonsingular and its inverse

$$
A_{2}^{-1}=\left[\begin{array}{cc}
A_{M N}^{\dagger} & V^{*}\left(V N V^{*}\right)^{-1}  \tag{3.1.1}\\
\left(U^{*} M^{-1} U\right)^{-1} U^{*} & \mathrm{O}
\end{array}\right] .
$$

Proof Obviously, $\left(V N V^{*}\right)^{-1}$ and $\left(U^{*} M^{-1} U\right)^{-1}$ exist and

$$
\begin{equation*}
V N V^{*}\left(V N V^{*}\right)^{-1}=I_{n-r} \tag{3.1.2}
\end{equation*}
$$

It follows from $A V^{*}=\mathrm{O}$ that

$$
\begin{equation*}
A V^{*}\left(V N V^{*}\right)^{-1}=\mathrm{O} \tag{3.1.3}
\end{equation*}
$$

and from (1.4.15) that

$$
\begin{align*}
V N A_{M N}^{\dagger} & =V N A_{M N}^{\dagger} A A_{M N}^{\dagger} \\
& =V\left(N A_{M N}^{\dagger} A\right)^{*} A_{M N}^{\dagger} \\
& =V A^{*}\left(N A_{M N}^{\dagger}\right)^{*} A_{M N}^{\dagger} \\
& =0 . \tag{3.1.4}
\end{align*}
$$

Finally, let

$$
F=M^{-1} U\left(U^{*} M^{-1} U\right)^{-1} U^{*} \quad \text { and } \quad E=A A_{M N}^{\dagger}
$$

then $E$ and $F$ are idempotent, and therefore they are the projectors

$$
\begin{aligned}
& E=P_{\mathcal{R}(E), \mathcal{N}(E)}=P_{\mathcal{R}(U)^{\perp}, M^{-1} \mathcal{R}(U)}, \\
& F=P_{\mathcal{R}(F), \mathcal{N}(F)}=P_{M^{-1} \mathcal{R}(U), \mathcal{R}(U)^{\perp}} .
\end{aligned}
$$

Since

$$
P_{\mathcal{R}(U)^{\perp}, M^{-1} \mathcal{R}(U)}+P_{M^{-1} \mathcal{R}(U), \mathcal{R}(U)^{\perp}}=I_{m},
$$

we have

$$
\begin{equation*}
A A_{M N}^{\dagger}+M^{-1} U\left(U^{*} M^{-1} U\right)^{-1} U^{*}=I_{m} \tag{3.1.5}
\end{equation*}
$$

From (3.1.2)-(3.1.5),

$$
\left[\begin{array}{cc}
A & M^{-1} U \\
V N & \mathrm{O}
\end{array}\right]\left[\begin{array}{cc}
A_{M N}^{\dagger} & V^{*}\left(V N V^{*}\right)^{-1} \\
\left(U^{*} M^{-1} U\right)^{-1} U^{*} & \mathrm{O}
\end{array}\right]=\left[\begin{array}{cc}
I_{m} & \mathrm{O} \\
\mathrm{O} & I_{n-r}
\end{array}\right],
$$

which is the desired result (3.1.1).
Corollary 3.1.1 Let $A \in \mathbb{C}_{r}^{m \times n}$, and $U \in \mathbb{C}_{m-r}^{m \times(m-r)}$ and $V^{*} \in \mathbb{C}_{n-r}^{n \times(n-r)}$ be matrices whose columns form the bases for $\mathcal{N}\left(A^{*}\right)$ and $\mathcal{N}(A)$ respectively, then

$$
A_{1}=\left[\begin{array}{ll}
A & U \\
V & \mathrm{O}
\end{array}\right]
$$

is nonsingular and

$$
A_{1}^{-1}=\left[\begin{array}{cc}
A^{\dagger} & V^{\dagger}  \tag{3.1.6}\\
U^{\dagger} & \mathrm{O}
\end{array}\right]
$$

Proof Applying Theorem 3.1.1 and

$$
V^{\dagger}=V^{*}\left(V V^{*}\right)^{-1}, \quad U^{\dagger}=\left(U^{*} U\right)^{-1} U^{*}
$$

we obtain (3.1.6) immediately.

Corollary 3.1.2 Let $A \in \mathbb{C}_{r}^{m \times n}, M$ and $N$ be Hermitian positive definite matrices of orders $m$ and $n$ respectively, and $U \in \mathbb{C}_{m-r}^{m \times(m-r)}$ and $V^{*} \in \mathbb{C}_{n-r}^{n \times(n-r)}$ satisfy

$$
A V^{*}=\mathrm{O}, V N V^{*}=I_{n-r} ; \quad A^{*} U=\mathrm{O}, U^{*} M^{-1} U=I_{m-r}
$$

then

$$
A_{2}=\left[\begin{array}{cc}
A & M^{-1} U \\
V N & \mathrm{O}
\end{array}\right]
$$

is nonsingular and its inverse

$$
A_{2}^{-1}=\left[\begin{array}{cc}
A_{M N}^{\dagger} & V^{*} \\
U^{*} & \mathrm{O}
\end{array}\right]
$$

Corollary 3.1.3 ([2]) Suppose that $A \in \mathbb{C}_{r}^{m \times n}, U \in \mathbb{C}_{m-r}^{m \times(m-r)}$, and $V^{*} \in \mathbb{C}_{n-r}^{n \times(n-r)}$ satisfy

$$
A V^{*}=\mathrm{O}, V V^{*}=I_{n-r}, \quad A^{*} U=\mathrm{O}, U^{*} U=I_{m-r}
$$

then

$$
A_{1}=\left[\begin{array}{ll}
A & U \\
V & \mathrm{O}
\end{array}\right]
$$

is nonsingular and its inverse

$$
A_{1}^{-1}=\left[\begin{array}{cc}
A^{\dagger} & V^{*} \\
U^{*} & \mathrm{O}
\end{array}\right]
$$

### 3.1.2 Relations Between the Nonsingularity of Bordered Matrices and $A_{d}$ and $A_{g}$

In 1989, Wang [9, 13] showed relations between the Drazin inverse and group inverse and the nonsingularity of bordered matrices.

Lemma 3.1.1 Let $U \in \mathbb{C}_{p}^{n \times p}, V^{*} \in \mathbb{C}_{p}^{n \times p}$, and $\mathcal{R}(U) \oplus \mathcal{N}(V)=\mathbb{C}^{n}$, then $V U$ is nonsingular.

Proof If $(V U) \mathbf{x}=\mathbf{0}$, then $U \mathbf{x} \in \mathcal{N}(V)$ and $U \mathbf{x} \in \mathcal{R}(U)$. By the assumption,

$$
U \mathbf{x} \in \mathcal{R}(U) \cap \mathcal{N}(V)=\{\mathbf{0}\}
$$

Thus $U \mathbf{x}=\mathbf{0}$. Since $U$ is of full column rank, $\mathbf{x}=\mathbf{0}$. This shows that $V U$ has linearly independent columns and $V U \in \mathbb{C}^{p \times p}$ is nonsingular.

The following results can be found in [9, 13].

Theorem 3.1.2 Let $A \in \mathbb{C}^{n \times n}, \operatorname{Ind}(A)=k$, $\operatorname{rank}\left(A^{k}\right)=r<n$, and $U, V^{*} \in$ $\mathbb{C}_{n-r}^{n \times(n-r)}$ be matrices whose columns form the bases for $\mathcal{N}\left(A^{k}\right)$ and $\mathcal{N}\left(A^{k^{*}}\right)$ respectively, then

$$
A_{4}=\left[\begin{array}{ll}
A & U \\
V & \mathrm{O}
\end{array}\right]
$$

is nonsingular and its inverse

$$
A_{4}^{-1}=\left[\begin{array}{cc}
A_{d} & U(V U)^{-1}  \tag{3.1.7}\\
(V U)^{-1} V & -(V U)^{-1} V A U(V U)^{-1}
\end{array}\right]
$$

Proof By the assumptions on $U$ and $V$, we have

$$
\mathcal{R}(U)=\mathcal{N}\left(A^{k}\right) \text { and } \mathcal{N}(V)=\mathcal{R}\left(A^{k}\right)
$$

From Theorem 3.1.1 and Lemma 3.1.1, $V U$ is nonsingular, thus its inverse $(V U)^{-1}$ exists. Setting

$$
X=\left[\begin{array}{cc}
A_{d} & U(V U)^{-1} \\
(V U)^{-1} V & -(V U)^{-1} V A U(V U)^{-1}
\end{array}\right],
$$

we have

$$
A_{4} X=\left[\begin{array}{cc}
A A_{d}+U(V U)^{-1} V\left(I-U(V U)^{-1} V\right) A U(V U)^{-1} \\
V A_{d} & V U(V U)^{-1}
\end{array}\right] .
$$

Obviously,

$$
\begin{equation*}
V U(V U)^{-1}=I_{n-r} . \tag{3.1.8}
\end{equation*}
$$

Denoting $G=(V U)^{-1} V$, we have $U G U=U, G \in U\{1\}$, and

$$
G^{*}=V^{*}\left((V U)^{-1}\right)^{*}, \quad \mathcal{R}\left(G^{*}\right)=\mathcal{R}\left(V^{*}\right)=\mathcal{N}\left(A^{k^{*}}\right), \quad \mathcal{N}(G)=\mathcal{R}\left(A^{k}\right)
$$

Since $U G=U(V U)^{-1} V$ is idempotent, it is a projector and

$$
U(V U)^{-1} V=U G=P_{\mathcal{R}(U G), \mathcal{N}(U G)}=P_{\mathcal{R}(U), \mathcal{N}(G)}=P_{\mathcal{N}\left(A^{k}\right), \mathcal{R}\left(A^{k}\right)}
$$

Thus

$$
\begin{equation*}
A A_{d}+U(V U)^{-1} V=P_{\mathcal{R}\left(A^{k}\right), \mathcal{N}\left(A^{k}\right)}+P_{\mathcal{N}\left(A^{k}\right), \mathcal{R}\left(A^{k}\right)}=I_{n} . \tag{3.1.9}
\end{equation*}
$$

Since $\mathcal{N}(V)=\mathcal{R}\left(A^{k}\right)$, we have $V A^{k}=\mathrm{O}$. It then follows from (2.1.17) that,

$$
\begin{equation*}
V A_{d}=V A^{k}\left(A^{2 k+1}\right)^{(1)} A^{k}=\mathrm{O} \tag{3.1.10}
\end{equation*}
$$

Finally, setting $F=U(V U)^{-1}$, we get $A^{k} F=\mathrm{O}$, since $\mathcal{R}(F)=\mathcal{R}(U)=\mathcal{N}\left(A^{k}\right)$. It follows from (3.1.9) and (2.1.17) that

$$
\begin{align*}
\left(I-U(V U)^{-1} V\right) A U(V U)^{-1} & =A A_{d} A F \\
& =A^{k+1}\left(A^{2 k+1}\right)^{(1)} A^{k+1} F \\
& =\mathrm{O} . \tag{3.1.11}
\end{align*}
$$

From (3.1.8)-(3.1.11), we have $A_{4} X=I_{2 n-r}$, which proves (3.1.7).
Corollary 3.1.4 Let $A \in \mathbb{C}^{n \times n}, \operatorname{Ind}(A)=1, \operatorname{rank}(A)=r<n$, and $U, V^{*} \in$ $\mathbb{C}_{n-r}^{n \times(n-r)}$ be matrices whose columns form the bases for $\mathcal{N}(A)$ and $\mathcal{N}\left(A^{*}\right)$ respectively, then

$$
A_{3}=\left[\begin{array}{ll}
A & U \\
V & \mathrm{O}
\end{array}\right]
$$

is nonsingular and its inverse

$$
A_{3}^{-1}=\left[\begin{array}{cc}
A_{g} & U(V U)^{-1} \\
(V U)^{-1} V & -(V U)^{-1} V A U(V U)^{-1}
\end{array}\right]
$$

### 3.1.3 Relations Between the Nonsingularity of Bordered Matrices and $A_{T, S}^{(2)}, A_{T, S}^{(1,2)}$, and $A_{(L)}^{(-1)}$

Now, we investigate the relations between the nonsingularity of bordered matrices and the generalized inverses $A_{T, S}^{(2)}, A_{T, S}^{(1,2)}$, and $A_{(L)}^{(-1)}$.
Theorem 3.1.3 ([3, 4]) Suppose $A \in \mathbb{C}_{r}^{m \times n}, T \subset \mathbb{C}^{n}, S \subset \mathbb{C}^{m}, \operatorname{dim}(T)=\operatorname{dim}$ $\left(S^{\perp}\right)=t \leq r$ and $A T \oplus S=\mathbb{C}^{m}$. Let B and $C^{*}$ be of full column rank such that

$$
S=\mathcal{R}(B) \quad \text { and } \quad T=\mathcal{N}(C)
$$

then the bordered matrix

$$
A_{6}=\left[\begin{array}{ll}
A & B \\
C & \mathrm{O}
\end{array}\right]
$$

is nonsingular and

$$
A_{6}^{-1}=\left[\begin{array}{cc}
A_{T, S}^{(2)} & \left(I-A_{T, S}^{(2)} A\right) C^{\dagger}  \tag{3.1.12}\\
B^{\dagger}\left(I-A A_{T, S}^{(2)}\right) & B^{\dagger}\left(A A_{T, S}^{(2)} A-A\right) C^{\dagger}
\end{array}\right]
$$

Proof By Theorem 1.3.8 and the assumptions, we have

$$
\mathcal{R}(U)=T=\mathcal{N}(C) \text { and } \mathcal{N}(V)=S=\mathcal{R}(B)
$$

consequently,

$$
\begin{equation*}
C U=\mathrm{O} \quad \text { and } \quad V B=\mathrm{O} \tag{3.1.13}
\end{equation*}
$$

Set

$$
X=\left[\begin{array}{cc}
A_{T, S}^{(2)} & \left(I-A_{T, S}^{(2)} A\right) C^{\dagger} \\
B^{\dagger}\left(I-A A_{T, S}^{(2)}\right) & B^{\dagger}\left(A A_{T, S}^{(2)} A-A\right) C^{\dagger}
\end{array}\right]
$$

then

$$
A_{6} X=\left[\begin{array}{cc}
P_{A T, S}+B B^{\dagger} P_{S, A T} & A\left(I-A_{T, S}^{(2)} A\right) C^{\dagger}-B B^{\dagger} P_{S, A T} A C^{\dagger} \\
C A_{T, S}^{(2)} & C\left(I-A_{T, S}^{(2)} A\right) C^{\dagger}
\end{array}\right]
$$

where

$$
P_{A T, S}=A A_{T, S}^{(2)} \quad \text { and } \quad P_{S, A T}=I-A A_{T, S}^{(2)} .
$$

Using (3.1.13) and

$$
A_{T, S}^{(2)}=U(V A U)^{-1} V
$$

we have

$$
\begin{equation*}
C A_{T, S}^{(2)}=C U(V A U)^{-1} V=\mathrm{O} \tag{3.1.14}
\end{equation*}
$$

Noting that $\mathcal{R}\left(C^{\dagger}\right)=\mathcal{R}\left(C^{*}\right)=T^{\perp}$ and $C$ is of full row rank, we get

$$
\begin{equation*}
C\left(I-A_{T, S}^{(2)} A\right) C^{\dagger}=C C^{\dagger}=I \tag{3.1.15}
\end{equation*}
$$

Moreover, since

$$
B B^{\dagger}=P_{\mathcal{R}(B)}=P_{S}
$$

and

$$
B B^{\dagger} P_{S, A T}=P_{S} P_{S, A T}=P_{S, A T}
$$

we have

$$
\begin{equation*}
P_{A T, S}+B B^{\dagger} P_{S, A T}=P_{A T, S}+P_{S, A T}=I \tag{3.1.16}
\end{equation*}
$$

Finally,

$$
\begin{align*}
& A\left(I-A_{T, S}^{(2)} A\right) C^{\dagger}-B B^{\dagger} P_{S, A T} A C^{\dagger} \\
= & \left(I-A A_{T, S}^{(2)} A C^{\dagger}-P_{S, A T} A C^{\dagger}\right.  \tag{3.1.17}\\
= & 0 .
\end{align*}
$$

From (3.1.14)-(3.1.17), we have $A_{6} X=I_{m+n-t}$, hence (3.1.12) holds.
When $t=r$ in the above theorem, by Corollary 1.3.4, $A T \oplus S=\mathbb{C}^{m}$ is equivalent to $\mathcal{R}(A) \oplus S=\mathbb{C}^{m}$ and $\mathcal{N}(A) \oplus T=\mathbb{C}^{n}$. In this case, $A_{T, S}^{(2)}$ becomes $A_{T, S}^{(1,2)}$, and we have the following theorem.

Theorem 3.1.4 ([14]) Let $A \in \mathbb{C}_{r}^{m \times n}, T \subset \mathbb{C}^{n}, S \subset \mathbb{C}^{m}, \operatorname{dim}(T)=\operatorname{dim}\left(S^{\perp}\right)=r$ and $\mathcal{R}(A) \oplus S=\mathbb{C}^{m}, \mathcal{N}(A) \oplus T=\mathbb{C}^{n}$, and $B$ and $C^{*}$ be of full column rank such that

$$
S=\mathcal{R}(B) \quad \text { and } \quad T=\mathcal{N}(C)
$$

then the bordered matrix

$$
A_{5}=\left[\begin{array}{ll}
A & B \\
C & \mathrm{O}
\end{array}\right]
$$

is nonsingular and

$$
A_{5}^{-1}=\left[\begin{array}{cc}
A_{T, S}^{(1,2)} & \left(I-A_{T, S}^{(1,2)} A\right) C^{\dagger} \\
B^{\dagger}\left(I-A A_{T, S}^{(1,2)}\right) & \mathrm{O}
\end{array}\right] .
$$

By Theorem 1.5.1, the Bott-Duffin inverse $A_{L}^{(-1)}=A_{L, L^{\perp}}^{(2)}$, thus we have the following theorem.

Theorem 3.1.5 ([15]) Let $A \in \mathbb{C}_{r}^{n \times n}, U \in \mathbb{C}_{p}^{n \times p}$, and $L=\mathcal{N}\left(U^{*}\right)$, then

$$
A_{7}=\left[\begin{array}{cc}
A & U \\
U^{*} & \mathrm{O}
\end{array}\right]
$$

is nonsingular if and only if

$$
A \mathcal{N}\left(U^{*}\right) \oplus \mathcal{R}(U)=\mathbb{C}^{n}
$$

In this case the inverse of $A_{7}$ is

$$
A_{7}^{-1}=\left[\begin{array}{cc}
A_{L}^{(-1)} & \left(I-A_{L}^{(-1)} A\right) U^{* \dagger} \\
U^{\dagger}\left(I-A A_{L}^{(-1)}\right) & U^{\dagger}\left(A A_{L}^{(-1)} A-A\right) U^{* \dagger}
\end{array}\right] .
$$

## Exercises 3.1

1. Prove $I-A A_{T, S}^{(2)}=P_{S, A T}$.
2. Show the relation between $A_{(L)}^{(\dagger)}$ and the nonsingularity of a bordered matrix.

### 3.2 Cramer's Rule for Solutions of Linear Systems

Using the relations between the generalized inverses and nonsingular bordered matrices discussed in the previous sections, in this section, we give the Cramer's rules for the solutions of systems of linear equations and matrix equations.

We adopt the following notations and definitions.

- Let $A \in \mathbb{C}^{m \times n}, \mathbf{x} \in \mathbb{C}^{m}$, and $\mathbf{y} \in \mathbb{C}^{n}, A(j \rightarrow \mathbf{x})$ denotes the matrix obtained by replacing the $j$ th column of $A$ with $\mathbf{x} ; A\left(\mathbf{y}^{*} \leftarrow i\right)$ denotes the matrix obtained by replacing the $i$ th row of $A$ with $\mathbf{y}^{*}$.
- Let $A \in \mathbb{C}^{n \times n}, \operatorname{det}(A)$ denotes the determinant of $A$.
- $\mathcal{R}_{c}(A)=\left\{S: S \oplus \mathcal{R}(A)=\mathbb{C}^{m}\right\}$ and $\mathcal{N}_{c}(A)=\left\{T: T \oplus \mathcal{N}(A)=\mathbb{C}^{n}\right\}$ denote the complements of $\mathcal{R}(A)$ and of $\mathcal{N}(A)$ respectively.


### 3.2.1 Cramer's Rule for the Minimum-Norm (N) Least-Squares (M) Solution of an Inconsistent System of Linear Equations

Let $A \in \mathbb{C}^{m \times n}, \mathbf{b} \in \mathbb{C}^{m}, M$ and $N$ are Hermitian positive definite matrices of orders $m$ and $n$ respectively. The vector $\mathbf{u} \in \mathbb{C}^{n}$ is called the least-squares ( $M$ ) solution of the inconsistent system of linear equations

$$
\begin{equation*}
A \mathbf{x}=\mathbf{b} \quad\left(A \in \mathbb{C}^{m \times n}, \mathbf{b} \notin \mathcal{R}(A), \mathbf{x}=\left[x_{1}, x_{2}, \ldots, x_{n}\right]^{T}\right) \tag{3.2.1}
\end{equation*}
$$

if

$$
\|A \mathbf{u}-\mathbf{b}\|_{M} \leq\|A \mathbf{v}-\mathbf{b}\|_{M}, \quad \text { for all } \mathbf{v} \in \mathbb{C}^{n}
$$

Thus the least-squares ( $M$ ) solution of (3.2.1) is not unique. If $\mathbf{u}$ is the least-squares $(M)$ solution of (3.2.1) and

$$
\|\mathbf{u}\|_{N}<\|\mathbf{w}\|_{N}
$$

for all the least-squares ( $M$ ) solution $\mathbf{w} \neq \mathbf{u}$ of (3.2.1), then $\mathbf{u}$ is called the minimumnorm ( $N$ ) least-squares $(M)$ solution of (3.2.1).

We know that the minimum-norm ( $N$ ) least-squares $(M)$ solution of (3.2.1) is $\mathbf{x}=A_{M N}^{\dagger} \mathbf{b}$. The following theorem about the Cramer's rule for finding the solution $\mathbf{x}=A_{M N}^{\dagger} \mathbf{b}$ is given by Wang [8].
Theorem 3.2.1 Let $A \in \mathbb{C}_{r}^{m \times n}$, and $M \in \mathbb{C}^{m \times m}, N \in \mathbb{C}^{n \times n}$ be Hermitian positive definite matrices, and $U \in \mathbb{C}_{m-r}^{m \times(m-r)}$ and $V^{*} \in \mathbb{C}_{n-r}^{n \times(n-r)}$ be matrices whose columns form the bases for $\mathcal{N}\left(A^{*}\right)$ and $\mathcal{N}(A)$ respectively, then the minimum-norm ( $N$ ) leastsquares $(M)$ solution $\mathbf{x}$ of (3.2.1) satisfies

$$
\begin{equation*}
\mathbf{x} \in N^{-1} \mathcal{R}\left(A^{*}\right), \quad \mathbf{b}-A \mathbf{x} \in M^{-1} \mathcal{N}\left(A^{*}\right) \tag{3.2.2}
\end{equation*}
$$

and its components are given by

$$
x_{j}=\frac{\operatorname{det}\left[\begin{array}{cc}
A(j \rightarrow \mathbf{b}) & M^{-1} U  \tag{3.2.3}\\
V N(j \rightarrow \mathbf{0}) & \mathrm{O}
\end{array}\right]}{\operatorname{det}\left[\begin{array}{cc}
A & M^{-1} U \\
V N & \mathrm{O}
\end{array}\right]}, j=1,2, \ldots, n
$$

Proof Let $A=F G$ be a full rank factorization. By Theorem 1.4.4,

$$
A_{M N}^{\dagger}=N^{-1} G^{*}\left(F^{*} M A N^{-1} G^{*}\right)^{-1} F^{*} M
$$

Thus

$$
V N \mathbf{x}=V N A_{M N}^{\dagger} \mathbf{b} \equiv V \mathbf{h}
$$

where

$$
\mathbf{h}=G^{*}\left(F^{*} M A N^{-1} G^{*}\right)^{-1} F^{*} M \mathbf{b} \in \mathcal{R}\left(G^{*}\right) .
$$

Since $G^{*} F^{*}=A^{*}$, we have $\mathcal{R}\left(A^{*}\right) \subset \mathcal{R}\left(G^{*}\right)$. Because $F^{*}$ is of full row rank, $F^{*} F^{*(1)}=I$. Thus

$$
G^{*}=A^{*} F^{*(1)}, \quad \mathcal{R}\left(G^{*}\right) \subset \mathcal{R}\left(A^{*}\right), \quad \mathbf{h} \in \mathcal{R}\left(G^{*}\right)=\mathcal{R}\left(A^{*}\right) .
$$

By the assumption $\mathcal{R}\left(V^{*}\right)=\mathcal{N}(A)$, we have

$$
\mathcal{N}(V)=\mathcal{R}\left(A^{*}\right) \text { and } \quad V \mathbf{h}=\mathbf{0} .
$$

Therefore

$$
\begin{equation*}
V N \mathbf{x}=\mathbf{0} . \tag{3.2.4}
\end{equation*}
$$

It then follows that

$$
N \mathbf{x} \in \mathcal{N}(V)=\mathcal{R}\left(A^{*}\right), \quad \mathbf{x} \in N^{-1} \mathcal{R}\left(A^{*}\right)
$$

which proves the first statement in (3.2.2). Since

$$
A^{*} M A A_{M N}^{\dagger}=A^{*}\left(M A A_{M N}^{\dagger}\right)^{*}=\left(M A A_{M N}^{\dagger} A\right)^{*}=(M A)^{*}=A^{*} M,
$$

we have

$$
A^{*} M \mathbf{b}=A^{*} M A A_{M N}^{\dagger} \mathbf{b}=A^{*} M A \mathbf{x} \text { and } A^{*} M(\mathbf{b}-A \mathbf{x})=\mathbf{0} .
$$

It then follows that

$$
M(\mathbf{b}-A \mathbf{x}) \in \mathcal{N}\left(A^{*}\right) \quad \text { and } \quad \mathbf{b}-A \mathbf{x} \in M^{-1} \mathcal{N}\left(A^{*}\right)
$$

which proves the second statement in (3.2.2).
From $M(\mathbf{b}-A \mathbf{x}) \in \mathcal{N}\left(A^{*}\right)$, we get

$$
M(\mathbf{b}-A \mathbf{x})=U \mathbf{z}, \quad \mathbf{z} \in \mathbb{C}^{m-r}
$$

Thus

$$
\mathbf{b}=A \mathbf{x}+M^{-1} U \mathbf{z}
$$

It then follows from (3.2.4) and the above equation that the minimum-norm ( $N$ ) least-squares $(M)$ solution $\mathbf{x}$ of (3.2.1) satisfies

$$
\left[\begin{array}{cc}
A & M^{-1} U  \tag{3.2.5}\\
V N & \mathrm{O}
\end{array}\right]\left[\begin{array}{l}
\mathbf{x} \\
\mathbf{z}
\end{array}\right]=\left[\begin{array}{l}
\mathbf{b} \\
\mathbf{0}
\end{array}\right] .
$$

By Theorem 3.1.1, the coefficient matrix of (3.2.5) is nonsingular, and (3.2.3) follows from the standard Cramer's rule.

The following corollary is a result in [2].
Corollary 3.2.1 Let $A \in \mathbb{C}_{r}^{m \times n}, \mathbf{b} \in \mathbb{C}^{m}, \mathbf{b} \notin \mathcal{R}(A)$, and $U \in \mathbb{C}_{m-r}^{m \times(m-r)}, V^{*} \in$ $\mathbb{C}_{n-r}^{n \times(n-r)}$ be matrices whose columns form the bases for $\mathcal{N}\left(A^{*}\right)$ and $\mathcal{N}(A)$ respectively, then components of the minimum-norm least-squares solution $\mathbf{x}=A^{\dagger} \mathbf{b}$ of (3.2.1) are given by

$$
x_{j}=\frac{\operatorname{det}\left[\begin{array}{lll}
A(j \rightarrow & \mathbf{b}) & U \\
V(j \rightarrow & \mathbf{0}) & \mathrm{O}
\end{array}\right]}{\operatorname{det}\left[\begin{array}{ll}
A & U \\
V & \mathrm{O}
\end{array}\right]}, \quad j=1,2, \ldots, n
$$

### 3.2.2 Cramer's Rule for the Solution of a Class of Singular Linear Equations

Let $A \in \mathbb{C}_{r}^{n \times n}, r<n$, and $\operatorname{Ind}(A)=k$. We consider the following problem: For a given $\mathbf{b} \in \mathcal{R}\left(A^{k}\right)$ find a vector $\mathbf{x} \in \mathcal{R}\left(A^{k}\right)$ such that

$$
\begin{equation*}
A \mathbf{x}=\mathbf{b} \tag{3.2.6}
\end{equation*}
$$

From (2.1.6), $\mathcal{R}\left(A^{k}\right) \oplus \mathcal{N}\left(A^{k}\right)=\mathbb{C}^{n}$, thus, for any $\mathbf{x} \in \mathbb{C}^{n}$,

$$
\mathbf{x}=\mathbf{u}+\mathbf{v}, \quad \mathbf{u} \in \mathcal{R}\left(A^{k}\right) \text { and } \mathbf{v} \in \mathcal{N}\left(A^{k}\right)
$$

It follows from (2.1.15) that

$$
\begin{aligned}
& A A_{d} \mathbf{u}=P_{\mathcal{R}\left(A^{k}\right), \mathcal{N}\left(A^{k}\right) \mathbf{u}=\mathbf{u}}, \\
& A A_{d} \mathbf{v}=P_{\mathcal{R}\left(A^{k}\right), \mathcal{N}\left(A^{k}\right) \mathbf{v}=\mathbf{0} .} .
\end{aligned}
$$

Therefore

$$
\begin{equation*}
A A_{d} \mathbf{x}=\mathbf{u}, \quad \mathbf{x} \in \mathbb{C}^{n}, \mathbf{u} \in \mathcal{R}\left(A^{k}\right) \tag{3.2.7}
\end{equation*}
$$

Set $A_{I}=\left.A\right|_{\mathcal{R}\left(A^{k}\right)}$, that is, $A$ is restricted to $\mathcal{R}\left(A^{k}\right)$. If $\mathbf{u} \in \mathcal{R}\left(A^{k}\right)$, then $\mathbf{u}=A^{k} \mathbf{z}$, $\mathbf{z} \in \mathbb{C}^{n}$, and

$$
\begin{aligned}
A_{I} \mathbf{u} & =A_{I} A^{k} \mathbf{z} \\
& =A^{k+1} \mathbf{z} \in \mathcal{R}\left(A^{k+1}\right)=\mathcal{R}\left(A^{k}\right) .
\end{aligned}
$$

Clearly, the linear transformation $A_{I}: \mathcal{R}\left(A^{k}\right) \rightarrow \mathcal{R}\left(A^{k}\right)$ is 1-1 onto and invertible. Thus there exists $A_{I}^{-1}$ such that premultiplying (3.2.7) with $A_{I}^{-1}$ gives

$$
A_{d} \mathbf{x}=A_{I}^{-1} \mathbf{u}, \quad \mathbf{x}=\mathbf{u}+\mathbf{v} \in \mathbb{C}^{n}, \quad \mathbf{u} \in \mathcal{R}\left(A^{k}\right), \mathbf{v} \in \mathcal{N}\left(A^{k}\right)
$$

The linear transformation $A_{d}$ defined by the above equation is called the Drazin inverse of $A$. The proof of the equivalence between this definition and Definition 2.1.2 is given in the following theorem.

Theorem 3.2.2 Let $A \in \mathbb{C}^{n \times n}, \operatorname{Ind}(A)=k$, then $A_{d}$ is the Drazin inverse of $A$ if and only if

$$
\begin{equation*}
A_{d} \mathbf{x}=A_{I}^{-1} \mathbf{u}, \quad \text { for all } \mathbf{x}=\mathbf{u}+\mathbf{v} \in \mathbb{C}^{n} \tag{3.2.8}
\end{equation*}
$$

where $\mathbf{u} \in \mathcal{R}\left(A^{k}\right)$ and $\mathbf{v} \in \mathcal{N}\left(A^{k}\right)$.
Proof ONLY IF: It has been shown above.
IF: Firstly, from (3.2.8), we have $A_{d} \mathbf{v}=\mathbf{0}, \mathbf{v} \in \mathcal{N}\left(A^{k}\right)$ and $A_{d} \mathbf{u}=A_{I}^{-1} \mathbf{u}$. Thus

$$
\begin{array}{ll}
A A_{d} \mathbf{v}=\mathbf{0}, & \mathbf{v} \in \mathcal{N}\left(A^{k}\right),  \tag{3.2.9}\\
A A_{d} \mathbf{u}=A A_{I}^{-1} \mathbf{u}=\mathbf{u}, \mathbf{u} \in \mathcal{R}\left(A^{k}\right)
\end{array}
$$

Obviously, $\mathbf{v} \in \mathcal{N}\left(A^{k}\right), A^{k} \mathbf{v}=\mathbf{0}, A^{k+1} \mathbf{v}=\mathbf{0}$, and $A \mathbf{v} \in \mathcal{N}\left(A^{k}\right)=\mathcal{N}\left(A_{d}\right)$, thus

$$
\begin{equation*}
A_{d} A \mathbf{v}=\mathbf{0}, \quad \mathbf{v} \in \mathcal{N}\left(A^{k}\right) \tag{3.2.10}
\end{equation*}
$$

On the other hand, $\mathbf{u} \in \mathcal{R}\left(A^{k}\right)$ and $A \mathbf{u} \in \mathcal{R}\left(A^{k+1}\right)=\mathcal{R}\left(A^{k}\right)$, thus

$$
\begin{equation*}
A_{d} A \mathbf{u}=A_{I}^{-1} A \mathbf{u}=\mathbf{u}, \quad \mathbf{u} \in \mathcal{R}\left(A^{k}\right) \tag{3.2.11}
\end{equation*}
$$

It follows from (3.2.9)-(3.2.11) that $A A_{d} \mathbf{x}=A_{d} A \mathbf{x}$, for all $\mathbf{x} \in \mathbb{C}^{n}$, thus

$$
\begin{equation*}
A A_{d}=A_{d} A \tag{3.2.12}
\end{equation*}
$$

Secondly,

$$
\begin{gather*}
A_{d} A A_{d} \mathbf{x}=A_{d} A A_{I}^{-1} \mathbf{u}=A_{d} \mathbf{u}=A_{d}(\mathbf{u}+\mathbf{v})=A_{d} \mathbf{x}, \quad \text { for all } \mathbf{x} \in \mathbb{C}^{n}, \text { thus } \\
A_{d} A A_{d}=A_{d} \tag{3.2.13}
\end{gather*}
$$

Finally,

$$
A^{k+1} A_{d} \mathbf{x}=A^{k} A A_{I}^{-1} \mathbf{u}=A^{k} \mathbf{u}=A^{k}(\mathbf{u}+\mathbf{v})=A^{k} \mathbf{x}, \quad \text { for all } \mathbf{x} \in \mathbb{C}^{n}, \text { thus }
$$

$$
\begin{equation*}
A^{k+1} A_{d}=A^{k} . \tag{3.2.14}
\end{equation*}
$$

Therefore, the sufficiency is proved by (3.2.12)-(3.2.14).
It follows that the unique solution of (3.2.6) is

$$
\mathbf{x}=A_{I}^{-1} \mathbf{b}=A_{d} \mathbf{b}
$$

The Cramer's rule for the unique solution $\mathbf{x}=A_{d} \mathbf{b}$ of (3.2.6) is given in the following theorem.

Theorem 3.2.3 ([9]) Suppose that $A \in \mathbb{C}^{n \times n}, \operatorname{Ind}(A)=k, \operatorname{rank}\left(A^{k}\right)=r<n$, and $U, V^{*} \in \mathbb{C}_{n-r}^{n \times(n-r)}$ be matrices whose columns form the bases for $\mathcal{N}\left(A^{k}\right)$ and $\mathcal{N}\left(A^{k^{*}}\right)$ respectively. Let $\mathbf{b} \in \mathcal{R}\left(A^{k}\right)$, then the components of the unique solution $\mathbf{x}=A_{d} \mathbf{b}$ of (3.2.6) are given by

$$
x_{j}=\frac{\operatorname{det}\left[\begin{array}{l}
A(j \rightarrow \mathbf{b})  \tag{3.2.15}\\
V(j \rightarrow \mathbf{0}) \\
V
\end{array}\right]}{\operatorname{det}\left[\begin{array}{ll}
A & U \\
V & \mathrm{O}
\end{array}\right]}, \quad j=1,2, \ldots, n
$$

Proof Since $\mathbf{x}=A_{d} \mathbf{b} \in \mathcal{R}\left(A^{k}\right)$ and $\mathcal{N}(V)=\mathcal{R}\left(A^{k}\right)$, we have

$$
V \mathbf{x}=\mathbf{0}
$$

It follows from (3.2.6) and the above equation that the solution of (3.2.6) satisfies

$$
\left[\begin{array}{ll}
A & U \\
V & \mathrm{O}
\end{array}\right]\left[\begin{array}{l}
\mathbf{x} \\
\mathbf{0}
\end{array}\right]=\left[\begin{array}{l}
\mathbf{b} \\
\mathbf{0}
\end{array}\right] .
$$

By Theorem 3.1.2, the coefficient matrix in the above equation is nonsingular. Using (3.1.7), we have $\mathbf{x}=A_{d} \mathbf{b}$. Consequently, (3.2.15) follows from the standard Cramer's rule.

### 3.2.3 Cramer's Rule for the Solution of a Class of Restricted Linear Equations

Let $A \in \mathbb{C}_{r}^{m \times n}, \mathbf{b} \in \mathcal{R}(A)$ and $T \subset \mathbb{C}^{n}$. The Cramer's rule for the unique solution of a class of restricted linear equations:

$$
\begin{equation*}
A \mathbf{x}=\mathbf{b}, \quad \mathbf{x} \in T \tag{3.2.16}
\end{equation*}
$$

is given by Chen [3].

Theorem 3.2.4 The Eq. (3.2.16) have a unique solution if and only if

$$
\mathbf{b} \in A T \quad \text { and } T \cap \mathcal{N}(A)=\{\mathbf{0}\} .
$$

Proof If $\mathbf{b} \in A T$, then it is obvious that (3.2.16) has a solution $\mathbf{x}_{0} \in T$. Let the general solution of (3.2.16) be $\mathbf{x}=\mathbf{x}_{0}+\mathbf{y} \in T$, where $\mathbf{y} \in \mathcal{N}(A)$, then

$$
\mathbf{y}=\mathbf{x}-\mathbf{x}_{0} \in T
$$

Since $T \cap \mathcal{N}(A)=\{\mathbf{0}\}$, we get $\mathbf{y}=\mathbf{0}$. Therefore (3.2.16) has a unique solution $\mathbf{x}=$ $\mathbf{x}_{0}$.

Conversely, let the general solution of (3.2.16) be $\mathbf{x}=\mathbf{x}_{0}+\mathbf{y} \in T$, where $\mathbf{y} \in$ $\mathcal{N}(A)$ and $\mathbf{x}_{0} \in T$ is a particular solution of (3.2.16). Since (3.2.16) has a unique solution, we have $\mathbf{y}=\mathbf{0}$. Moreover,

$$
\mathbf{x}=\mathbf{x}_{0} \quad \text { and } \quad \mathbf{b}=A \mathbf{x}_{0} \in A T
$$

It follows from $\mathbf{y} \in \mathcal{N}(A), \mathbf{y}=\mathbf{x}-\mathbf{x}_{0} \in T$, and $\mathbf{y}=\mathbf{0}$ that $T \cap \mathcal{N}(A)=\{\mathbf{0}\}$.
Lemma 3.2.1 Let $A \in \mathbb{C}_{r}^{m \times n}$ and $T$ be a subspace of $\mathbb{C}^{n}$, then the following conditions are equivalent:
(1) $T \cap \mathcal{N}(A)=\{\mathbf{0}\}$;
(2) $\operatorname{dim}(A T)=\operatorname{dim}(T)=s \leq r$;
(3) There exists a subspace $S$ of $\mathbb{C}^{m}$ of dimension $m-\operatorname{dim}(T)$ such that

$$
A T \oplus S=\mathbb{C}^{m}
$$

or equivalently

$$
A^{*} S^{\perp} \oplus T^{\perp}=\mathbb{C}^{n}
$$

Proof $(1) \Leftrightarrow(2)$ : It follows from the equation:

$$
\operatorname{dim}(A T)=\operatorname{dim}(T)-\operatorname{dim}(T \cap \mathcal{N}(A))
$$

(2) $\Rightarrow(3):$ If $\operatorname{dim}(A T)=\operatorname{dim}(T)=s<r$, then there exists $S \subset \mathbb{C}^{m}$ with $\operatorname{dim}(S)=$ $m-s$ such that $A T \oplus S=\mathbb{C}^{m}$. If $\operatorname{dim}(A T)=\operatorname{dim}(T)=s=r$, by the equation $\operatorname{dim}(\mathcal{N}(A))=n-r$, then, from the equivalence of (1) and (2) and $T \cap \mathcal{N}(A)=\{\mathbf{0}\}$, $T \oplus \mathcal{N}(A)=\mathbb{C}^{n}$. Since $\operatorname{dim}(\mathcal{R}(A))=r$, there exists an $S \subset \mathbb{C}^{m}$ such that $\mathcal{R}(A) \oplus$ $S=\mathbb{C}^{m}$, which is equivalent to $A T \oplus S=\mathbb{C}^{m}$ by Corollary 1.3.4.
$(3) \Rightarrow(2)$ : From Exercise 1.3.9, $A T \oplus S=\mathbb{C}^{m}$ is equivalent to $A^{*} S^{\perp} \oplus T^{\perp}=\mathbb{C}^{n}$. Thus

$$
T \oplus\left(A^{*} S^{\perp}\right)^{\perp}=\mathbb{C}^{n} .
$$

However,

$$
\mathcal{N}(A)=\mathcal{R}\left(A^{*}\right)^{\perp} \subset\left(A^{*} S^{\perp}\right)^{\perp}
$$

therefore

$$
T \cap \mathcal{N}(A)=\{\mathbf{0}\}
$$

which is equivalent to

$$
\operatorname{dim}(A T)=\operatorname{dim}(T)=s \leq r
$$

by the equivalence of (1) and (2).
Theorem 3.2.5 Let $A \in \mathbb{C}_{r}^{m \times n}, T \subset \mathbb{C}^{n}$, and the condition in Lemma 3.2.1 be satisfied, then the unique solution of the restricted linear equations

$$
A \mathbf{x}=\mathbf{b}, \quad \mathbf{x} \in T
$$

is given by

$$
\mathbf{x}=A_{T, S}^{(2)} \mathbf{b}
$$

for any subspace $S$ of $\mathbb{C}^{m}$ satisfying $A T \oplus S=\mathbb{C}^{m}$.
Proof Obviously, $\mathbf{x}=A_{T, S}^{(2)} \mathbf{b} \in T$. Since $A A_{T, S}^{(2)}$ is the projector $P_{A T, S}$ and $\mathbf{b} \in A T$, we have $A \mathbf{x}=A A_{T, S}^{(2)} \mathbf{b}=\mathbf{b}$. Thus $\mathbf{x}=A_{T, S}^{(2)} \mathbf{b}$ is a solution of (3.2.16).

By the condition in Lemma 3.2.1 and Theorem 3.2.4, the solution of (3.2.16) is unique, independent of the choice of the subspace $S$.

Corollary 3.2.2 Let $A \in \mathbb{C}_{r}^{m \times n}, \mathbf{b} \in A T, \operatorname{dim}(A T)=\operatorname{dim}(T)=r, T \oplus \mathcal{N}(A)=$ $\mathbb{C}^{n}$, and $S \subset \mathbb{C}^{m}$ satisfy

$$
\mathcal{R}(A) \oplus S=\mathbb{C}^{m}
$$

then the unique solution of the restricted linear Eq. (3.2.16) is given by

$$
\begin{equation*}
\mathbf{x}=A_{T, S}^{(1,2)} \mathbf{b} \tag{3.2.17}
\end{equation*}
$$

for any subspace $S$ of $\mathbb{C}^{m}$ satisfying $\mathcal{R}(A) \oplus S=\mathbb{C}^{m}$.
Proof From Theorem 3.2.5 and the note after Theorem 3.1.3, we obtain (3.2.17) immediately.

Now, we have the Cramer's rule for the solution $\mathbf{x}=A_{T, S}^{(2)} \mathbf{b}$ or $\mathbf{x}=A_{T, S}^{(1,2)} \mathbf{b}$.
Theorem 3.2.6 Let $A \in \mathbb{C}_{r}^{m \times n}, T \subset \mathbb{C}^{n}$, the condition in Lemma 3.2.1 be satisfied, and both $B$ and $C^{*}$ be of full column rank and satisfy

$$
\begin{equation*}
S=\mathcal{R}(B) \text { and } T=\mathcal{N}(C) \tag{3.2.18}
\end{equation*}
$$

then the components $x_{j}$ of the unique solution $\mathbf{x}=A_{T, S}^{(2)} \mathbf{b}$ of (3.2.16) are given by

$$
x_{j}=\frac{\operatorname{det}\left[\begin{array}{ccc}
A(j \rightarrow \mathbf{b}) & B  \tag{3.2.19}\\
C(j \rightarrow \mathbf{0}) & \mathrm{O}
\end{array}\right]}{\operatorname{det}\left[\begin{array}{ll}
A & B \\
C & \mathrm{O}
\end{array}\right]}, j=1,2, \ldots, n .
$$

Proof From (3.2.18),

$$
\mathbf{x}=A_{T, S}^{(2)} \mathbf{b} \in T=\mathcal{N}(C) \Leftrightarrow C \mathbf{x}=\mathbf{0} .
$$

Thus (3.2.16) can be rewritten as

$$
\left[\begin{array}{ll}
A & B \\
C & \mathrm{O}
\end{array}\right]\left[\begin{array}{l}
\mathbf{x} \\
\mathbf{0}
\end{array}\right]=\left[\begin{array}{l}
\mathbf{b} \\
\mathbf{0}
\end{array}\right] .
$$

By Theorem 3.1.3, the coefficient matrix of the above equation is nonsingular. Thus $\mathbf{x}=A_{T, S}^{(2)} \mathbf{b}$ and $\mathbf{y}=\mathbf{0}$ is the unique solution of the nonsingular linear equations

$$
\left(\begin{array}{ll}
A & B \\
C & \mathrm{O}
\end{array}\right)\binom{\mathbf{x}}{\mathbf{y}}=\binom{\mathbf{b}}{\mathbf{0}} .
$$

Consequently, (3.2.19) follows from the standard Cramer's rule for the above equation.

Theorem 3.2.7 Let $A \in \mathbb{C}_{r}^{m \times n}, T \subset \mathbb{C}^{n}$ and $S \subset \mathbb{C}^{m}$ satisfy

$$
\begin{equation*}
\mathcal{R}(A) \oplus S=\mathbb{C}^{m} \quad \text { and } \quad T \oplus \mathcal{N}(A)=\mathbb{C}^{n} \tag{3.2.20}
\end{equation*}
$$

and both $B$ and $C^{*}$ be of full column rank and satisfy

$$
S=\mathcal{R}(B) \quad \text { and } \quad T=\mathcal{N}(C)
$$

then the components $x_{j}$ of the unique solution $\mathbf{x}=A_{T, S}^{(1,2)} \mathbf{b}$ of (3.2.16) are given by

$$
x_{j}=\frac{\operatorname{det}\left[\begin{array}{lll}
A(j \rightarrow \mathbf{b}) & B  \tag{3.2.21}\\
C(j \rightarrow \mathbf{0}) & \mathrm{O}
\end{array}\right]}{\operatorname{det}\left[\begin{array}{ll}
A & B \\
C & \mathrm{O}
\end{array}\right]}, \quad j=1,2, \ldots, n .
$$

Proof Since $\operatorname{dim}(\mathcal{N}(A))=n-r$ and $\operatorname{dim}(\mathcal{R}(A))=r$, we have

$$
\operatorname{dim}(T)=r \quad \text { and } \quad \operatorname{dim}(S)=m-r
$$

by (3.2.20). Since (3.2.20) is equivalent to $A T \oplus S=\mathbb{C}^{m}$, we have $A T=\mathcal{R}(A)$, $\mathbf{b} \in \mathcal{R}(A)=A T$ and $\operatorname{dim}(T)=\operatorname{dim}(A T)=r$ are satisfied. It follows from

Corollary 3.2.2 that the unique solution of (3.2.16) is $\mathbf{x}=A_{T, S}^{(1,2)} \mathbf{b}$. Consequently, (3.2.21) follows from (3.2.19), which is the unique solution of (3.2.16).

Corollary 3.2.3 Let $A \in \mathbb{C}_{r}^{n \times n}$ and $L \subset \mathbb{C}^{n}$ satisfy

$$
A L \oplus L^{\perp}=\mathbb{C}^{n}
$$

then the restricted equations

$$
\begin{equation*}
A \mathbf{x}+\mathbf{y}=\mathbf{b}, \quad \mathbf{x} \in L, \quad \mathbf{y} \in L^{\perp} \tag{3.2.22}
\end{equation*}
$$

have a unique pair of solutions $\mathbf{x}$ and $\mathbf{y}$. Let $U$ be of full column rank and satisfy

$$
L=\mathcal{N}\left(U^{*}\right)
$$

then the components of the solution $\mathbf{x}=A_{(L)}^{(-1)} \mathbf{b}$ of (3.2.22) are given by

$$
x_{j}=\frac{\operatorname{det}\left[\begin{array}{ccc}
A(j \rightarrow \mathbf{b}) & U  \tag{3.2.23}\\
U^{*}(j \rightarrow \mathbf{0}) & \mathrm{O}
\end{array}\right]}{\operatorname{det}\left[\begin{array}{cc}
A & U \\
U^{*} & \mathrm{O}
\end{array}\right]}, j=1,2, \ldots, n
$$

Proof From Theorem 1.5.1, the unique solution of (3.2.22) is $\mathbf{x}=A_{(L)}^{(-1)} \mathbf{b}$. Since $A_{(L)}^{(-1)}=A_{L, L^{\perp}}^{(2)}=A_{\mathcal{N}\left(U^{*}\right), \mathcal{R}(U)}^{(2)}$, (3.2.23) follows from setting $B=U$ and $C=U^{*}$ in (3.2.19).

### 3.2.4 An Alternative and Condensed Cramer's Rule for the Restricted Linear Equations

In this section, we consider again the restricted linear Eq.(3.2.16):

$$
A \mathbf{x}=\mathbf{b}, \quad \mathbf{x} \in T
$$

where $A \in \mathbb{C}^{m \times n}$ and $T \subset \mathbb{C}^{n}$, and assume that the conditions in Lemma 3.2.1 are satisfied.

Recall that a component of the unique solution of (3.2.16) is expressed by (3.2.19) as the quotient of the determinants of two square matrices both of order $m+n-r$. Because these matrices are possibly considerably larger than $A$, the aim of this section is to derive a condensed Cramer's rule for the solution of (3.2.16).

First we give an explicit expression of the generalized inverse $A_{T, S}^{(2)}$ in terms of the group inverse.

Lemma 3.2.2 ([16]) Let $A \in \mathbb{C}_{r}^{m \times n}, T \subset \mathbb{C}^{n}, S \subset \mathbb{C}^{m}$, and $\operatorname{dim}(T)=\operatorname{dim}\left(S^{\perp}\right)=$ $t \leq r$. In addition, suppose that $G \in \mathbb{C}^{n \times m}$ satisfies

$$
\mathcal{R}(G)=T \quad \text { and } \quad \mathcal{N}(G)=S .
$$

If A has a $\{2\}$-inverse $A_{T, S}^{(2)}$, then

$$
\begin{equation*}
\operatorname{Ind}(A G)=\operatorname{Ind}(G A)=1 \tag{3.2.24}
\end{equation*}
$$

Furthermore, we have

$$
A_{T, S}^{(2)}=G(A G)_{g}=(G A)_{g} G
$$

Proof It is easy to verify

$$
\mathcal{R}(A G)=A \mathcal{R}(G)=A T \quad \text { and } \quad S=\mathcal{N}(G) \subset \mathcal{N}(A G)
$$

By Theorem 1.3.8, we have

$$
\begin{aligned}
\operatorname{dim}(A T) & =m-\operatorname{dim}(S) \\
& =m-(m-t) \\
& =t .
\end{aligned}
$$

Now

$$
\operatorname{dim}(\mathcal{R}(A G))+\operatorname{dim}(\mathcal{N}(A G))=m,
$$

hence

$$
\begin{aligned}
\operatorname{dim}(\mathcal{N}(A G)) & =m-\operatorname{dim}(\mathcal{R}(A G)) \\
& =m-\operatorname{dim}(A T) \\
& =m-t \\
& =\operatorname{dim}(S) .
\end{aligned}
$$

Thus $\mathcal{N}(A G)=S$, implying that

$$
\mathcal{R}(A G) \oplus \mathcal{N}(A G)=A T \oplus S=\mathbb{C}^{m}
$$

By Theorem 2.1.1, we have

$$
\operatorname{Ind}(A G)=1
$$

Let $X=G(A G)_{g}$. We can verify

$$
\begin{aligned}
X A X & =G(A G)_{g} A G(A G)_{g} \\
& =G(A G)_{g} \\
& =X,
\end{aligned}
$$

and

$$
\begin{aligned}
\mathcal{R}(X) & =\mathcal{R}\left(G(A G)_{g}\right) \\
& \subset \mathcal{R}(G) \\
& =T \\
\mathcal{N}(X) & =\mathcal{N}\left(G(A G)_{g}\right) \\
& \supset \mathcal{N}\left((A G)_{g}\right) \\
& =\mathcal{N}(A G) \\
& \supset \mathcal{N}(G) \\
& =S
\end{aligned}
$$

Obviously, $\operatorname{rank}(X) \leq \operatorname{dim}(T)$. On the other hand,

$$
\begin{aligned}
\operatorname{rank}(X) & =\operatorname{rank}\left(G(A G)_{g}\right) \\
& \geq \operatorname{rank}\left(A G(A G)_{g}\right) \\
& =\operatorname{rank}(A G) \\
& =s \\
& =\operatorname{dim}(T)
\end{aligned}
$$

Thus, $\mathcal{R}(X)=T$.
Similarly, we can show that $\mathcal{N}(X)=S$, which is the desired result $A_{T, S}^{(2)}=$ $G(A G)_{g}$. Similarly, it follows that $\operatorname{Ind}(G A)=1$ and $A_{T, S}^{(2)}=(G A)_{g} G$.

Theorem 3.2.8 Given $A, T, S$, and $G$ as in Lemma 3.2.2, and

$$
A T \oplus S=\mathbb{C}^{m}
$$

Suppose that the columns of $V$ and $U^{*}$ form the bases for $\mathcal{N}(G A)$ and $\mathcal{N}\left((G A)^{*}\right)$ respectively. We define

$$
E=V(U V)^{-1} U
$$

Then E satisfies

$$
\begin{equation*}
\mathcal{R}(E)=\mathcal{R}(V)=\mathcal{N}(G A) \text { and } \mathcal{N}(E)=\mathcal{N}(U)=\mathcal{R}(G A) \tag{3.2.25}
\end{equation*}
$$

and $G A+E$ is nonsingular and its inverse

$$
(G A+E)^{-1}=(G A)_{g}+E_{g} .
$$

Proof From the assumptions on $V$ and $U$, we have

$$
\mathcal{R}(V)=\mathcal{N}(G A), \quad \mathcal{N}(U)=\mathcal{R}(G A)
$$

By Lemmas 3.2.2 and 3.1.1, we have

$$
\begin{aligned}
\operatorname{Ind}(G A)=1 & \Leftrightarrow \mathcal{R}(G A) \oplus \mathcal{N}(G A)=\mathbb{C}^{n} \\
& \Leftrightarrow \mathcal{R}(V) \oplus \mathcal{N}(U)=\mathbb{C}^{n}
\end{aligned}
$$

Thus $U V$ is nonsingular and $E=V(U V)^{-1} U$ exists. It follows from $E^{j}=E, j=$ $1,2, \ldots$, that

$$
E_{d}=E_{g}=E
$$

From

$$
\mathcal{R}(E)=\mathcal{R}(V)=\mathcal{N}(G A)
$$

and

$$
\mathcal{N}(E)=\mathcal{N}(U)=\mathcal{R}(G A)=\mathcal{R}\left((G A)_{g}\right)
$$

we have

$$
(G A) E=\mathrm{O} \text { and } E(G A)_{g}=\mathrm{O}
$$

and

$$
\begin{aligned}
(G A+E)\left((G A)_{g}+E_{g}\right) & =(G A)(G A)_{g}+E E_{g} \\
& =P_{\mathcal{R}(G A), \mathcal{N}(G A)}+P_{\mathcal{R}(E), \mathcal{N}(E)} \\
& =P_{\mathcal{N}(E), \mathcal{R}(E)}+P_{\mathcal{R}(E), \mathcal{N}(E)} \\
& =I .
\end{aligned}
$$

This completes the proof.
Theorem 3.2.9 Given $A, T, S, G, V, U^{*}$, and $E$ as above, and $\mathbf{b} \in A T$, the restricted linear Eq. (3.2.16)

$$
A \mathbf{x}=\mathbf{b}, \quad \mathbf{x} \in T
$$

is equivalent to the nonsingular linear equations

$$
\begin{equation*}
(G A+E) \mathbf{x}=G \mathbf{b}, \quad \mathbf{x} \in T \tag{3.2.26}
\end{equation*}
$$

The components of the unique solution of (3.2.16) are given by

$$
\begin{equation*}
x_{i}=\frac{\operatorname{det}((G A+E)(i \rightarrow G \mathbf{b}))}{\operatorname{det}(G A+E)}, \quad i=1,2, \ldots, n \tag{3.2.27}
\end{equation*}
$$

Proof From the assumptions, $\mathbf{b} \in A T=\mathcal{R}(G A)$, then $\mathbf{b}=A G \mathbf{y}$ for some $\mathbf{y}$. By (3.2.25), $E G A=\mathrm{O}$, so

$$
E G \mathbf{b}=E G A G \mathbf{y}=\mathbf{0}
$$

It follows from Theorem 3.2.8 and Lemma 3.2.2 that the unique solution of the nonsingular linear Eq. (3.2.26) is

$$
\begin{aligned}
\mathbf{x} & =(G A+E)^{-1} G \mathbf{b} \\
& =\left((G A)_{g}+E_{g}\right) G \mathbf{b} \\
& =(G A)_{g} G \mathbf{b}+E G \mathbf{b} \\
& =A_{T, S}^{(2)} \mathbf{b} \in \mathcal{R}\left(A_{T, S}^{(2)}\right)=T
\end{aligned}
$$

From Theorem 3.2.5, the unique solution of the restricted linear Eq. (3.2.16) is also $\mathbf{x}=A_{T, S}^{(2)} \mathbf{b}$. This completes the proof of the equivalence between (3.2.16) and (3.2.26). Consequently, (3.2.27) follows from the standard Cramer's rule for (3.2.26).

Corollary 3.2.4 Let $A \in \mathbb{C}_{r}^{m \times n}, T=\mathcal{R}\left(A^{*}\right), S=\mathcal{N}\left(A^{*}\right), \mathbf{b} \in A \mathcal{R}\left(A^{*}\right)=\mathcal{R}(A)$, and the columns of $V \in \mathbb{C}_{n-r}^{n \times(n-r)}$ form an orthonormal basis for $\mathcal{N}\left(A^{*} A\right)$. We define

$$
E=V V^{*}
$$

Then E satisfies

$$
\mathcal{R}(E)=\mathcal{R}(V)=\mathcal{N}\left(A^{*} A\right), \quad \mathcal{N}(E)=\mathcal{N}\left(V^{*}\right)=\mathcal{R}\left(A^{*} A\right)
$$

and $A^{*} A+E$ is nonsingular and

$$
\begin{aligned}
\left(A^{*} A+E\right)^{-1} & =\left(A^{*} A\right)_{g}+E_{g} \\
& =\left(A^{*} A\right)^{\dagger}+E^{\dagger}
\end{aligned}
$$

The consistent restricted linear equations

$$
\begin{equation*}
A \mathbf{x}=\mathbf{b}, \quad \mathbf{x} \in \mathcal{R}\left(A^{*}\right) \tag{3.2.28}
\end{equation*}
$$

are equivalent to the nonsingular linear equations

$$
\left(A^{*} A+E\right) \mathbf{x}=A^{*} \mathbf{b}, \quad \mathbf{x} \in \mathcal{R}\left(A^{*}\right)
$$

The components of the unique solution $\mathbf{x}=A^{\dagger} \mathbf{b}$ of (3.2.28) are given by

$$
x_{i}=\frac{\operatorname{det}\left(\left(A^{*} A+E\right)\left(i \rightarrow A^{*} \mathbf{b}\right)\right)}{\operatorname{det}\left(A^{*} A+E\right)}, \quad i=1,2, \ldots, n
$$

Corollary 3.2.5 Let $A \in \mathbb{C}_{r}^{m \times n}, M$ and $N$ be Hermitian positive definite matrices of orders $m$ and $n$ respectively, $T=\mathcal{R}\left(A^{\#}\right), S=\mathcal{N}\left(A^{\#}\right)$, $A^{\#}=N^{-1} A^{*} M$, $\mathbf{b} \in A \mathcal{R}\left(A^{\#}\right)=\mathcal{R}(A)$, and the columns of $V, U^{*} \in \mathbb{C}_{n-r}^{n \times(n-r)}$ form the bases for $\mathcal{N}\left(A^{\#} A\right)$ and $\mathcal{N}\left(\left(A^{\#} A\right)^{*}\right)$ respectively. We define

$$
E=V(U V)^{-1} U
$$

Then E satisfies

$$
\begin{aligned}
& \mathcal{R}(E)=\mathcal{R}(V)=\mathcal{N}\left(A^{\#} A\right)=\mathcal{N}\left(A^{*} M A\right) \\
& \mathcal{N}(E)=\mathcal{N}(U)=\mathcal{R}\left(A^{\#} A\right)=N^{-1}\left(\mathcal{R}\left(A^{*} M A\right)\right)
\end{aligned}
$$

and $A^{\#} A+E$ is nonsingular and

$$
\left(A^{\#} A+E\right)^{-1}=\left(A^{\#} A\right)_{g}+E_{g}
$$

The consistent restricted linear equations

$$
\begin{equation*}
A \mathbf{x}=\mathbf{b}, \quad \mathbf{x} \in \mathcal{R}\left(A^{\#}\right) \tag{3.2.29}
\end{equation*}
$$

is equivalent to the nonsingular linear equations

$$
\left(A^{\#} A+E\right) \mathbf{x}=A^{\#} \mathbf{b}, \quad \mathbf{x} \in \mathcal{R}\left(A^{\#}\right)
$$

The components of the unique solution $\mathbf{x}=A_{M N}^{\dagger} \mathbf{b}$ of (3.2.29) are given by

$$
x_{i}=\frac{\operatorname{det}\left(\left(A^{\#} A+E\right)\left(i \rightarrow A^{\#} \mathbf{b}\right)\right)}{\operatorname{det}\left(A^{\#} A+E\right)}, \quad i=1,2, \ldots, n
$$

Corollary 3.2.6 Let $A \in \mathbb{C}^{n \times n}, \operatorname{Ind}(A)=k$, $\operatorname{rank}\left(A^{k}\right)=r, T=\mathcal{R}\left(A^{k}\right), S=\mathcal{N}$ $\left(A^{k}\right), \mathbf{b} \in \mathcal{R}\left(A^{k}\right)$, and the columns of $V, U^{*} \in \mathbb{C}_{n-r}^{n \times(n-r)}$ form the bases for $\mathcal{N}\left(A^{k}\right)$ and $\mathcal{N}\left(A^{k^{*}}\right)$ respectively. We define

$$
E=V(U V)^{-1} U
$$

Then E satisfies

$$
\mathcal{R}(E)=\mathcal{R}(V)=\mathcal{N}\left(A^{k}\right), \quad \mathcal{N}(E)=\mathcal{N}(U)=\mathcal{R}\left(A^{k}\right)
$$

and $A^{k}+E$ is nonsingular and

$$
\left(A^{k}+E\right)^{-1}=\left(A^{k}\right)_{g}+E_{g}
$$

The restricted linear equations

$$
\begin{equation*}
A \mathbf{x}=\mathbf{b}, \quad \mathbf{x} \in \mathcal{R}\left(A^{k}\right) \tag{3.2.30}
\end{equation*}
$$

is equivalent to the nonsingular linear equations

$$
\left(A^{k}+E\right) \mathbf{x}=A^{k-1} \mathbf{b}, \quad \mathbf{x} \in \mathcal{R}\left(A^{k}\right)
$$

The components of the unique solution $\mathbf{x}=A_{d} \mathbf{b}$ of (3.2.30) are given by

$$
x_{i}=\frac{\operatorname{det}\left(\left(A^{k}+E\right)\left(i \rightarrow A^{k-1} \mathbf{b}\right)\right)}{\operatorname{det}\left(A^{k}+E\right)}, \quad i=1,2, \ldots, n
$$

Corollary 3.2.7 Let $A \in \mathbb{C}^{n \times n}, \operatorname{Ind}(A)=1, \operatorname{rank}(A)=r, T=\mathcal{R}(A), S=\mathcal{N}(A)$, $\mathbf{b} \in \mathcal{R}(A)$, and the columns of $V, U^{*} \in \mathbb{C}_{n-r}^{n \times(n-r)}$ form the bases for $\mathcal{N}(A)$ and $\mathcal{R}(A)$ respectively. We define

$$
E=V(U V)^{-1} U
$$

Then E satisfies

$$
\mathcal{R}(E)=\mathcal{R}(V)=\mathcal{N}(A), \quad \mathcal{N}(E)=\mathcal{N}(U)=\mathcal{R}(A)
$$

and $A+E$ is nonsingular and

$$
(A+E)^{-1}=A_{g}+E_{g}
$$

The restricted linear equations

$$
\begin{equation*}
A \mathbf{x}=\mathbf{b}, \quad \mathbf{x} \in \mathcal{R}(A) \tag{3.2.31}
\end{equation*}
$$

is equivalent to the nonsingular linear equations

$$
(A+E) \mathbf{x}=\mathbf{b}, \quad \mathbf{x} \in \mathcal{R}(A)
$$

The components of the unique solution $\mathbf{x}=A_{g} \mathbf{b}$ of (3.2.31) are given by

$$
x_{i}=\frac{\operatorname{det}((A+E)(i \rightarrow \mathbf{b}))}{\operatorname{det}(A+E)}, \quad i=1,2, \ldots, n
$$

## Exercises 3.2

1. Prove Corollary 3.2.2.
2. Prove Corollary 3.2.3.
3. Let $A, T$ and $S$ be the same as in Lemma 3.2.1, and both $B \in \mathbb{C}^{s \times m}$ and $C \in$ $\mathbb{C}^{(n-s) \times n}$ be of full row rank and satisfy

$$
\mathcal{R}\left(B^{*}\right)=S^{\perp} \quad \text { and } \quad \mathcal{R}\left(C^{*}\right)=T^{\perp}
$$

Prove that the matrix

$$
\left[\begin{array}{c}
B A \\
C
\end{array}\right]
$$

is nonsingular and the components of the unique solution of (3.2.16) are given by

$$
x_{j}=\frac{\operatorname{det}\left[\begin{array}{c}
(B A)(j \rightarrow B \mathbf{b}) \\
C(j \rightarrow \mathbf{0})
\end{array}\right]}{\operatorname{det}\left[\begin{array}{c}
B A \\
C
\end{array}\right]}, \quad j=1,2, \ldots, n
$$

### 3.3 Cramer's Rule for Solution of a Matrix Equation

We consider the problem of solving the matrix equation $A X B=D$ using the Cramer's rule. We start with the nonsingular case where an exact solution $X$ can be found, then a general case where a best approximation solution can be found. Analogous to the linear systems in the previous section, we also study restricted matrix equations and a condensed form of the Cramer rule for solving restricted matrix equations.

### 3.3.1 Cramer's Rule for the Solution of a Nonsingular Matrix Equation

First, we discuss the Cramer's rule for the unique solution of the matrix equation $A X B=D$.

Lemma 3.3.1 (1) Let $A \in \mathbb{C}_{n}^{n \times n}$, and $D=\left[\mathbf{d}_{1}, \mathbf{d}_{2}, \ldots, \mathbf{d}_{p}\right] \in \mathbb{C}^{n \times p}$, then the unique solution of the matrix equation

$$
A Y=D
$$

is $Y=A^{-1} D=\left[\mathbf{y}_{1}, \mathbf{y}_{2}, \ldots, \mathbf{y}_{p}\right] \in \mathbb{C}^{n \times p}$, whose elements are given by

$$
\begin{equation*}
y_{i k}=\frac{\operatorname{det}\left(A\left(i \rightarrow \mathbf{d}_{k}\right)\right)}{\operatorname{det}(A)}, \quad i=1,2, \ldots, n ; \quad k=1,2, \ldots, p \tag{3.3.1}
\end{equation*}
$$

(2) Let $B \in \mathbb{C}_{p}^{p \times p}$ and I be the identity matrix of order $p$, then the unique solution of the matrix equation

$$
\begin{equation*}
Z B=I \tag{3.3.2}
\end{equation*}
$$

is $Z=B^{-1}=\left[\mathbf{z}_{1}, \mathbf{z}_{2}, \ldots, \mathbf{z}_{p}\right]^{T} \in \mathbb{C}^{p \times p}$, whose elements are given by

$$
z_{k j}=\frac{\operatorname{det}\left(B\left(\mathbf{e}_{k}^{T} \leftarrow j\right)\right)}{\operatorname{det}(B)}, \quad k=1,2, \ldots, p ; \quad j=1,2, \ldots, p
$$

Proof (1) It is easy to verify (3.3.1).
(2) It follows from (3.3.2) that

$$
B^{*} Z^{*}=I
$$

Let $Z^{*}=\left[\widetilde{z}_{j k}\right] \in \mathbb{C}^{p \times p}$, then $\widetilde{z}_{j k}=\bar{z}_{k j}$. By part(1),

$$
\tilde{z}_{j k}=\frac{\operatorname{det}\left(B^{*}\left(j \rightarrow \mathbf{e}_{k}\right)\right)}{\operatorname{det}\left(B^{*}\right)}
$$

Thus

$$
\begin{aligned}
z_{k j} & =\frac{\operatorname{det}\left(\left(B^{*}\left(j \rightarrow \mathbf{e}_{k}\right)\right)^{*}\right)}{\operatorname{det}(B)} \\
& =\frac{\operatorname{det}\left(B\left(\mathbf{e}_{k}^{T} \leftarrow j\right)\right)}{\operatorname{det}(B)},
\end{aligned}
$$

which completes the proof.
Now we have the Cramer's rule for the matrix equation $A X B=D$ when both $A$ and $B$ are nonsingular.

Theorem 3.3.1 Let $A \in \mathbb{C}_{n}^{n \times n}, B \in \mathbb{C}_{p}^{p \times p}$, and $D=\left[\mathbf{d}_{1}, \mathbf{d}_{2}, \ldots, \mathbf{d}_{p}\right] \in \mathbb{C}^{n \times p}$, then the unique solution of the matrix equation

$$
\begin{equation*}
A X B=D \tag{3.3.3}
\end{equation*}
$$

is $X=A^{-1} D B^{-1}=\left(x_{i j}\right) \in \mathbb{C}^{n \times p}$, whose elements are given by

$$
\begin{equation*}
x_{i j}=\frac{\sum_{k=1}^{p} \operatorname{det}\left(A\left(i \rightarrow \mathbf{d}_{k}\right)\right) \operatorname{det}\left(B\left(\mathbf{e}_{k}^{T} \leftarrow j\right)\right)}{\operatorname{det}(A) \operatorname{det}(B)} \tag{3.3.4}
\end{equation*}
$$

where $\mathbf{d}_{k}$ is the $k$-th column of $D$ and $\mathbf{e}_{k}$ denotes the p-vector whose $k$-th component is unity and other components are zero.

Proof Let $A^{-1} D=Y$ and $B^{-1}=Z$, then

$$
X=Y Z
$$

It follows from Lemma 3.3.1 that the unique solution of (3.3.3) is $X=\left[x_{i j}\right] \in \mathbb{C}^{n \times p}$, whose elements are given by

$$
\begin{aligned}
x_{i j} & =\sum_{k=1}^{p} y_{i k} z_{k j} \\
& =\frac{\sum_{k=1}^{p} \operatorname{det}\left(A\left(i \rightarrow \mathbf{d}_{k}\right)\right) \operatorname{det}\left(B\left(\mathbf{e}_{k}^{T} \leftarrow j\right)\right)}{\operatorname{det}(A) \operatorname{det}(B)},
\end{aligned}
$$

which is (3.3.4).

### 3.3.2 Cramer's Rule for the Best-Approximate Solution of a Matrix Equation

The matrix equation $A X B=D$ may not have exact solution when $A$ and $B$ are rectangle matrices. In this general case, we find the best-approximate solution in the following sense.

If $X_{0}$ satisfies
(1) $\left\|A X_{0} B-D\right\|_{F} \leq\|A X B-D\|_{F}, \quad \forall X$;
(2) $\left\|X_{0}\right\|_{F} \leq\|X\|_{F}, \forall X \neq X_{0}$, where $X$ satisfies $\|A X B-D\|_{F}=\left\|A X_{0} B-D\right\|_{F}$, then $X_{0}$ is called the best-approximate solution of the matrix equation

$$
\begin{equation*}
A X B=D \tag{3.3.5}
\end{equation*}
$$

where $\|P\|_{F}=\left(\operatorname{tr}\left(P^{*} P\right)\right)^{\frac{1}{2}}$ is the Frobenius-norm of the matrix $P$.
The best-approximate solution of (3.3.5) is discussed in [17], and the Cramer's rule for it is given in [18].

Definition 3.3.1 Let $A=\left[a_{i j}\right] \in \mathbb{C}^{m \times n}$ and $B \in \mathbb{C}^{p \times q}$, then the Kronecker product $A \otimes B$ of $A$ and $B$ is the $m p \times n q$ matrix expressible in partitioned form:

$$
A \otimes B=\left[\begin{array}{cccc}
a_{11} B & a_{12} B & \ldots & a_{1 n} B \\
a_{21} B & a_{22} B & \ldots & a_{2 n} B \\
\vdots & \vdots & & \vdots \\
a_{m 1} B & a_{m 2} B & \ldots & a_{m n} B
\end{array}\right]
$$

The properties of the Kronecker product can be found in [19-21].

Lemma 3.3.2 Let $A, B, A_{1}, A_{2}, B_{1}$, and $B_{2}$ be matrices whose orders are suitable for the following operations, then
(1) $\mathrm{O} \otimes A=A \otimes \mathrm{O}=\mathrm{O}$, where O is a zero matrix;
(2) $\left(A_{1}+A_{2}\right) \otimes B=A_{1} \otimes B+A_{2} \otimes B$;
(3) $A \otimes\left(B_{1}+B_{2}\right)=A \otimes B_{1}+A \otimes B_{2}$;
(4) $\alpha A \otimes \beta B=(\alpha \beta)(A \otimes B)$;
(5) $\left(A_{1} A_{2}\right) \otimes\left(B_{1} B_{2}\right)=\left(A_{1} \otimes B_{1}\right)\left(A_{2} \otimes B_{2}\right)$;
(6) $(A \otimes B)^{-1}=A^{-1} \otimes B^{-1}$;
(7) $(A \otimes B)^{*}=A^{*} \otimes B^{*}$,
$(A \otimes B)^{T}=A^{T} \otimes B^{T} ;$
(8) $(A \otimes B)^{\dagger}=A^{\dagger} \otimes B^{\dagger}$;
(9) $(A \otimes B)_{C, D}^{\dagger}=A_{M N}^{\dagger} \otimes B_{P Q}^{\dagger}$, where $C=M \otimes P, D=N \otimes Q$, and $M, N$, $P$ and $Q$ are Hermitian positive definite matrices of orders suitable for the operations;
(10) $(A \otimes B)_{d}=A_{d} \otimes B_{d}$, where $A$ and $B$ are square matrices;
(11) $(A \otimes B)_{d, W}=A_{d, W_{1}} \otimes B_{d, W_{2}}$, where $W=W_{1} \otimes W_{2}$.

An important application of the Kronecker product is that we can rewrite the matrix Eq.(3.3.5) as a vector equation. For any $X=\left[x_{i j}\right] \in \mathbb{C}^{n \times r}$, let the vector $\mathbf{v}(X)=\left[v_{k}\right] \in \mathbb{C}^{n r}$ be the transpose of the row vector obtained by lining the rows of $X$ end to end with the first row on the left and the last row on the right. In other words,

$$
v_{r(i-1)+j}=x_{i j}, \quad i=1,2, \ldots, n, j=1,2, \ldots, r
$$

It is easy to verify that

$$
\mathbf{v}(A X B)=\left(A \otimes B^{T}\right) \mathbf{v}(X)
$$

By using the above equation, the matrix Eq.(3.3.5) can be rewritten as the vector equation:

$$
\begin{equation*}
\left(A \otimes B^{T}\right) \mathbf{v}(X)=\mathbf{v}(D) \tag{3.3.6}
\end{equation*}
$$

It is clear that the best-approximate solution of (3.3.5) is equivalent to the minimum-norm least-squares solution of (3.3.6). It follows from Theorem 1.1.6 and Lemma 3.3.2 that

$$
\begin{aligned}
\mathbf{v}(X) & =\left(A \otimes B^{T}\right)^{\dagger} \mathbf{v}(D) \\
& =\left(A^{\dagger} \otimes\left(B^{T}\right)^{\dagger}\right) \mathbf{v}(D) \\
& =\mathbf{v}\left(A^{\dagger} D B^{\dagger}\right)
\end{aligned}
$$

Thus, the best-approximate solution of (3.3.5) is simply

$$
\begin{equation*}
X=A^{\dagger} D B^{\dagger} \tag{3.3.7}
\end{equation*}
$$

The Cramer's rules for the best-approximate solutions of two special matrix equations $A Y=D$ and $Z B=I$ are given in the following two lemmas.

Lemma 3.3.3 Let $A \in \mathbb{C}_{r}^{m \times n}, D=\left[\mathbf{d}_{1}, \mathbf{d}_{2}, \ldots, \mathbf{d}_{w}\right] \in \mathbb{C}^{m \times w}$, and $U \in \mathbb{C}_{m-r}^{m \times(m-r)}$ and $V^{*} \in \mathbb{C}_{n-r}^{n \times(n-r)}$ be matrices whose columns form the bases for $\mathcal{N}\left(A^{*}\right)$ and $\mathcal{N}(A)$ respectively, then the best-approximate solution of the matrix equation

$$
A Y=D
$$

is $Y=A^{\dagger} D=\left[y_{i k}\right] \in \mathbb{C}^{n \times w}$, whose elements are given by

$$
y_{i k}=\frac{\operatorname{det}\left[\begin{array}{ccc}
A\left(i \rightarrow \mathbf{d}_{k}\right) & U  \tag{3.3.8}\\
V(i \rightarrow \mathbf{0}) & \mathrm{O}
\end{array}\right]}{\operatorname{det}\left[\begin{array}{ll}
A & U \\
V & \mathrm{O}
\end{array}\right]}, \quad i=1,2, \ldots, n ; k=1,2, \ldots, w
$$

Proof Let $Y=\left[\mathbf{y}_{1}, \mathbf{y}_{2}, \ldots, \mathbf{y}_{w}\right]$ be the column partition of $Y$. Since

$$
\|D-A Y\|_{F}^{2}=\sum_{k=1}^{w}\left\|\mathbf{d}_{k}-A \mathbf{y}_{k}\right\|_{2}^{2}
$$

and

$$
\|Y\|_{F}^{2}=\sum_{k=1}^{w}\left\|\mathbf{y}_{k}\right\|_{2}^{2}
$$

the matrix $Y$ is the best-approximate solution of $A Y=D$ if and only if $\mathbf{y}_{k}, k=$ $1,2, \ldots, w$, is the minimum-norm least-squares solution of $A \mathbf{y}_{k}=\mathbf{d}_{k}$. Then (3.3.8) follows from Corollary 3.2.1.

Lemma 3.3.4 Let $B \in \mathbb{C}_{p}^{q \times w}$, $I_{w}$ be the identity matrix of order $w$, and $P \in \mathbb{C}_{q-p}^{q \times(q-p)}$ and $Q^{*} \in \mathbb{C}_{w-p}^{w \times(w-p)}$ matrices whose columns form the bases for $\mathcal{N}\left(B^{*}\right)$ and $\mathcal{N}(B)$ respectively, then the best-approximate solution of the matrix equation

$$
\begin{equation*}
Z B=I_{w} \tag{3.3.9}
\end{equation*}
$$

is $Z=B^{\dagger}=\left[\mathbf{z}_{1}, \mathbf{z}_{2}, \ldots, \mathbf{z}_{w}\right]^{T} \in \mathbb{C}^{w \times q}$, whose elements are given by

$$
z_{k j}=\frac{\operatorname{det}\left[\begin{array}{c}
B\left(\mathbf{e}_{k}^{T} \leftarrow j\right)  \tag{3.3.10}\\
Q
\end{array} \begin{array}{c}
\mathrm{O}(\mathbf{0} \leftarrow j)
\end{array}\right]}{\operatorname{det}\left[\begin{array}{ll}
B & P \\
Q & \mathrm{O}
\end{array}\right]}, k=1,2, \ldots, w ; j=1,2, \ldots, q
$$

Proof It follows from (3.3.9) that

$$
B^{*} Z^{*}=I
$$

Let $Z^{*}=\left(\widetilde{z}_{j k}\right) \in \mathbb{C}^{q \times w}$, then $\tilde{z}_{j k}=\bar{z}_{k j}$. Using Lemma 3.3.3, we have

$$
\tilde{z}_{j k}=\frac{\operatorname{det}\left[\begin{array}{ccc}
B^{*}\left(j \rightarrow \mathbf{e}_{k}\right) & Q^{*} \\
P^{*}(j \rightarrow \mathbf{0}) & \mathrm{O}
\end{array}\right]}{\operatorname{det}\left[\begin{array}{ll}
B^{*} & Q^{*} \\
P^{*} & \mathrm{O}
\end{array}\right]}
$$

which implies (3.3.10).
Putting Lemmas 3.3.3 and 3.3.4 together, we have the following Cramer's rule for the best-approximate solution of (3.3.5).

Theorem 3.3.2 Let $A \in \mathbb{C}_{r}^{m \times n}, B \in \mathbb{C}_{p}^{q \times w}, D=\left[\mathbf{d}_{1}, \mathbf{d}_{2}, \ldots, \mathbf{d}_{w}\right] \in \mathbb{C}^{m \times w}$, and $U \in$ $\mathbb{C}_{m-r}^{m \times(m-r)}, V^{*} \in \mathbb{C}_{n-r}^{n \times(n-r)}, P \in \mathbb{C}_{q-p}^{q \times(q-p)}$, and $Q^{*} \in \mathbb{C}_{w-p}^{w \times(w-p)}$ be matrices whose columns form the bases for $\mathcal{N}\left(A^{*}\right), \mathcal{N}(A), \mathcal{N}\left(B^{*}\right)$, and $\mathcal{N}(B)$ respectively, then the best-approximate solution of the matrix Eq. (3.3.5):

$$
A X B=D
$$

is $X=\left[x_{i j}\right] \in \mathbb{C}^{n \times q}$, whose elements are given by

$$
\begin{align*}
& x_{i j}= \\
& \frac{\sum_{k=1}^{w} \operatorname{det}\left[\begin{array}{ccc}
A(i \rightarrow & \left.\mathbf{d}_{k}\right) & U \\
V(i \rightarrow & \mathbf{0}) & \mathrm{O}
\end{array}\right] \operatorname{det}\left[\begin{array}{cc}
B\left(\mathbf{e}_{k}^{T} \leftarrow j\right) & P(\mathbf{0} \leftarrow j) \\
Q & \mathrm{O}
\end{array}\right]}{\operatorname{det}\left[\begin{array}{ll}
A & U \\
V & \mathrm{O}
\end{array}\right] \operatorname{det}\left[\begin{array}{ll}
B & P \\
Q & \mathrm{O}
\end{array}\right]} \\
& i=1,2, \ldots, n ; \quad j=1,2, \ldots, q,
\end{align*}
$$

where $\mathbf{e}_{k}$ is the kth unit vector of dimension $w$.
Proof By (3.3.7), the best-approximate solution of (3.3.5) is $X=A^{\dagger} D B^{\dagger}$. Setting

$$
A^{\dagger} D=Y \quad \text { and } \quad B^{\dagger}=Z
$$

we get

$$
X=Y Z
$$

Thus the best-approximate solution of (3.3.5) is $X=\left[x_{i j}\right] \in \mathbb{C}^{n \times q}$, whose elements are given by

$$
x_{i j}=\sum_{k=0}^{w} y_{i k} z_{k j}
$$

and (3.3.11) follows from Lemmas 3.3.3 and 3.3.4.

### 3.3.3 Cramer's Rule for the Unique Solution of a Restricted Matrix Equation

The Cramer's rule for the unique solution of the restricted matrix equation

$$
\begin{equation*}
A X B=D, \quad \mathcal{R}(X) \subset T, \quad \mathcal{N}(X) \supset \widetilde{S} \tag{3.3.12}
\end{equation*}
$$

is given as follows, where $A \in \mathbb{C}_{r}^{m \times n}, B \in \mathbb{C}_{\widetilde{r}}^{p \times q}, D \in \mathbb{C}^{m \times q}, T \subset \mathbb{C}^{n}, S \subset \mathbb{C}^{m}$, $\widetilde{T} \subset \mathbb{C}^{q}$, and $\widetilde{S} \subset \mathbb{C}^{p}$ satisfy

$$
\begin{equation*}
\operatorname{dim}(T)=\operatorname{dim}\left(S^{\perp}\right)=t \leq r, \quad \operatorname{dim}(\widetilde{T})=\operatorname{dim}\left(\widetilde{S}^{\perp}\right)=\tilde{t} \leq \widetilde{r} \tag{3.3.13}
\end{equation*}
$$

and

$$
\begin{align*}
& A T \oplus S=\mathbb{C}^{m} \text { equivalent to } T \oplus\left(A^{*} S^{\perp}\right)^{\perp}=\mathbb{C}^{n} \\
& B \widetilde{T} \oplus \widetilde{S}=\mathbb{C}^{p} \text { equivalent to } \widetilde{T} \oplus\left(B^{*} \widetilde{S}^{\perp}\right)^{\perp}=\mathbb{C}^{q} \tag{3.3.14}
\end{align*}
$$

If we define the range and null space of a pair of matrices $A$ and $B$ as

$$
\mathcal{R}(A, B)=\left\{Y=A X B: X \in \mathbb{C}^{n \times p}\right\}
$$

and

$$
\mathcal{N}(A, B)=\left\{X \in \mathbb{C}^{n \times p}: A X B=\mathrm{O}\right\}
$$

respectively, then the unrestricted matrix equation

$$
A X B=D
$$

has a solution if $D \in \mathcal{R}(A, B)$.
Now, we consider the solution of the restricted matrix Eq. (3.3.12).
Theorem 3.3.3 Given the matrices $A, B$ and $D$, and the subspaces $T, S, \widetilde{T}$, and $\widetilde{S}$ as above. Suppose that matrices $G \in \mathbb{C}^{n \times m}$ and $\widetilde{G} \in \mathbb{C}^{q \times p}$ satisfy

$$
\begin{equation*}
\mathcal{R}(G)=T, \mathcal{N}(G)=S, \mathcal{R}(\widetilde{G})=\widetilde{T}, \text { and } \mathcal{N}(\widetilde{G})=\widetilde{S} \tag{3.3.15}
\end{equation*}
$$

If

$$
D \in \mathcal{R}(A G, \widetilde{G} B)
$$

then the restricted matrix Eq. (3.3.12) has the unique solution

$$
\begin{equation*}
X=A_{T, S}^{(2)} D B_{\widetilde{T}, \widetilde{S}}^{(2)} . \tag{3.3.16}
\end{equation*}
$$

Proof From the definitions of the range and null space of a pair of matrices, $D=$ $A G Y \widetilde{G} B$ for some $Y$. Consequently,

$$
\mathcal{R}(D) \subset \mathcal{R}(A G) \quad \text { and } \quad \mathcal{N}(D) \supset \mathcal{N}(\widetilde{G} B)
$$

equivalently,

$$
\mathcal{R}(D) \subset A T \quad \text { and } \quad \mathcal{N}(D) \supset\left(B^{*} \widetilde{S}^{\perp}\right)^{\perp}
$$

since $\mathcal{R}(A G)=A \mathcal{R}(G)=A T$ and $\mathcal{R}\left(D^{*}\right) \subset \mathcal{R}\left(B^{*} \widetilde{G}^{*}\right)=B^{*} \mathcal{R}\left(\widetilde{G}^{*}\right)=B^{*} \widetilde{S}^{\perp}$. Thus we can verify that

$$
A A_{T, S}^{(2)} D B_{\widetilde{T}, \widetilde{S}}^{(2)} B=P_{A T, S} D P_{\widetilde{T},\left(B^{*} \widetilde{S}^{\perp}\right)^{\perp}}=D
$$

that is, $X$ in (3.3.16) is a solution of the matrix Eq. (3.3.12). The solution $A_{T, S}^{(2)} D B_{\widetilde{T}, \widetilde{S}}^{(2)}$ also satisfies the restricted conditions because

$$
\mathcal{R}(X) \subset \mathcal{R}\left(A_{T, S}^{(2)}\right)=T \quad \text { and } \quad \mathcal{N}(X) \supset \mathcal{N}\left(B_{\widetilde{T}, \widetilde{S}}^{(2)}\right)=\widetilde{S}
$$

Finally, we prove the uniqueness. If $X_{0}$ is also a solution of the restricted matrix Eq. (3.3.12), then

$$
\begin{aligned}
X & =A_{T, S}^{(2)} D B_{\widetilde{T}, \widetilde{S}}^{(2)} \\
& =A_{T, S}^{(2)} A X_{0} B B_{\widetilde{T}, \widetilde{S}}^{(2)} \\
& =P_{T,\left(A^{*} S^{\perp}\right)^{\perp}} X_{0} P_{B} \widetilde{\widetilde{T}, \widetilde{S}} \\
& =X_{0},
\end{aligned}
$$

since $\mathcal{R}\left(X_{0}\right) \subset T$ and $\mathcal{N}\left(X_{0}\right) \supset \widetilde{S}$.
Next, we show a Cramer's rule for solving the restricted matrix Eq. (3.3.12).
Theorem 3.3.4 Given the matrices $A, B$ and $D$, and the subspaces $T, S, \widetilde{T}$ and $\widetilde{S}$ as above. Let

$$
L \in \mathbb{C}_{m-t}^{m \times(m-t)}, M^{*} \in \mathbb{C}_{n-t}^{n \times(n-t)}, \widetilde{L} \in \mathbb{C}_{p-\tilde{t}}^{p \times(p-\tilde{t})} \text {, and } \tilde{M}^{*} \in \mathbb{C}_{q-\tilde{t}}^{q \times(q-\tilde{t})}
$$

be matrices such that

$$
\mathcal{R}(L)=S, \mathcal{N}(M)=T, \mathcal{R}(\widetilde{L})=\widetilde{S}, \text { and } \mathcal{N}(\widetilde{M})=\widetilde{T}
$$

then the elements of the unique solution $X=\left[x_{i j}\right]$ of the restricted matrix Eq.(3.3.12) are given by

$$
\begin{align*}
x_{i j}= & \frac{\sum_{k=1}^{q} \operatorname{det}\left[\begin{array}{ccc}
A(i \rightarrow & \left.\mathbf{d}_{k}\right) & L \\
M(i \rightarrow & \mathbf{0}) & \mathrm{O}
\end{array}\right] \operatorname{det}\left[\begin{array}{cc}
B\left(\mathbf{e}_{k}^{T} \leftarrow j\right) & \tilde{L}\left(\mathbf{0}^{T} \leftarrow j\right) \\
\tilde{M} & \mathrm{O}
\end{array}\right]}{\operatorname{det}\left[\begin{array}{cc}
A & L \\
M & \mathrm{O}
\end{array}\right] \operatorname{det}\left[\begin{array}{cc}
B & \widetilde{L} \\
\widetilde{M} & \mathrm{O}
\end{array}\right]} \\
& i=1,2, \ldots, n ; j=1,2, \ldots, p \tag{3.3.17}
\end{align*}
$$

where $\mathbf{d}_{k}$ is the $k$ th column of $D$ and $\mathbf{e}_{k}$ is the $k$ th column of the $q \times q$ identity matrix.
Proof Since $X$ is the solution of the restricted matrix Eq. (3.3.12), we have

$$
\mathcal{R}(X) \subset T=\mathcal{N}(M) \quad \text { and } \quad \mathcal{N}(X) \supset \widetilde{S}=\mathcal{R}(\widetilde{L})
$$

It follows that

$$
M X=\mathrm{O} \text { and } X \widetilde{L}=\mathrm{O}
$$

and

$$
\left[\begin{array}{ll}
A & L  \tag{3.3.18}\\
M & \mathrm{O}
\end{array}\right]\left[\begin{array}{ll}
X & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right]\left[\begin{array}{cc}
B & \tilde{L} \\
\tilde{M} & \mathrm{O}
\end{array}\right]=\left[\begin{array}{cc}
A X & B \\
\mathrm{O} & \mathrm{O}
\end{array}\right]=\left[\begin{array}{ll}
D & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right]
$$

From Theorem 3.1.3, the two coefficient matrices on the left of the above equation are nonsingular and

$$
\left[\begin{array}{cc}
A & L \\
M & \mathrm{O}
\end{array}\right]^{-1}=\left[\begin{array}{cc}
A_{T, S}^{(2)} & \left(I-A_{T, S}^{(2)} A\right) M^{\dagger} \\
L^{\dagger}\left(I-A A_{T, S}^{(2)}\right) & L^{\dagger}\left(A A_{T, S}^{(2)} A-A\right) M^{\dagger}
\end{array}\right]
$$

and

$$
\left[\begin{array}{cc}
B & \widetilde{L} \\
\widetilde{M} & \mathrm{O}
\end{array}\right]^{-1}=\left[\begin{array}{cc}
B_{\widetilde{T}, \widetilde{S}}^{(2)} & \left(I-B_{\widetilde{T}, \widetilde{S}}^{(2)} B\right) \tilde{M}^{\dagger} \\
\widetilde{L}^{\dagger}\left(I-B B_{\widetilde{T}, \widetilde{S}}^{(2)}\right) & \widetilde{L}^{\dagger}\left(B B_{\widetilde{T}, \widetilde{S}}^{(2)} B-B\right) \widetilde{M}^{\dagger}
\end{array}\right] .
$$

By using $\mathcal{R}(X) \subset T$ and $\mathcal{N}(X) \supset \widetilde{S}$, we have

$$
\left(I-A_{T, S}^{(2)} A\right) X=P_{\left(A^{*} S^{\perp}\right)^{\perp}, T} X=\mathrm{O}
$$

and

$$
X B\left(I-B_{\widetilde{T}, \widetilde{S}}^{(2)} B\right)=X\left(I-B B_{\widetilde{T}, \widetilde{S}}^{(2)}\right) B=X P_{\widetilde{S}, B \widetilde{T}} B=0
$$

Therefore

$$
\begin{aligned}
{\left[\begin{array}{ll}
X & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] } & =\left[\begin{array}{ll}
A & L \\
M & \mathrm{O}
\end{array}\right]^{-1}\left[\begin{array}{ll}
D & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right]\left[\begin{array}{cc}
B & \widetilde{L} \\
\widetilde{M} & \mathrm{O}
\end{array}\right]^{-1} \\
& =\left[\begin{array}{cc}
A_{T, S}^{(2)} D B_{\widetilde{T}, \widetilde{S}}^{(2)} & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right]
\end{aligned}
$$

From the above equation, the unique solution of (3.3.12) is the same as that of (3.3.18). Applying Theorem 3.3.1 to (3.3.18), we obtain (3.3.17) immediately.

Corollary 3.3.1 Let $A \in \mathbb{C}_{r}^{m \times n}, B \in \mathbb{C}_{\widetilde{r}}^{p \times q}, M, N, P$, and $Q$ be Hermitian positive define matrices of orders $m, n, p$, and $q$ respectively, and $U \in \mathbb{C}_{m-r}^{m \times(m-r)}$, $V^{*} \in \mathbb{C}_{n-r}^{n \times(n-r)}, \widetilde{U} \in \mathbb{C}_{p-\widetilde{r}}^{p \times(p-\widetilde{r})}$ and $\tilde{V}^{*} \in \mathbb{C}_{q-\widetilde{r}}^{q \times(q-\widetilde{r})}$ be matrices whose columns form
the bases for $\mathcal{N}\left(A^{*}\right), \mathcal{N}(A), \mathcal{N}\left(B^{*}\right)$, and $\mathcal{N}(B)$ respectively. Suppose that $A^{\#}=$ $N^{-1} A^{*} M, B^{\#}=Q^{-1} B^{*} P$ and $D \in \mathbb{C}^{m \times q}$ satisfy

$$
\begin{equation*}
D \in \mathcal{R}\left(A A^{\#}, B^{\#} B\right) \tag{3.3.19}
\end{equation*}
$$

Then the restricted matrix equation

$$
A X B=D, \quad \mathcal{R}(X) \subset N^{-1} \mathcal{R}\left(A^{*}\right), \mathcal{N}(X) \supset P^{-1} \mathcal{N}\left(B^{*}\right)
$$

has a unique solution

$$
X=A_{M N}^{\dagger} D B_{P Q}^{\dagger}=\left[x_{i j}\right]
$$

whose elements are given by

$$
x_{i j}=\frac{\sum_{k=1}^{q} \operatorname{det}\left[\begin{array}{cc}
A\left(i \rightarrow \mathbf{d}_{k}\right) & M^{-1} U \\
V N(i \rightarrow \mathbf{0}) & \mathrm{O}
\end{array}\right] \operatorname{det}\left[\begin{array}{cc}
B\left(\mathbf{e}_{k}^{T} \leftarrow j\right) & P^{-1} \tilde{U}\left(\mathbf{0}^{T} \leftarrow j\right) \\
\widetilde{V} Q & \mathrm{O}
\end{array}\right]}{\operatorname{det}\left[\begin{array}{cc}
A & M^{-1} U \\
V N & \mathrm{O}
\end{array}\right] \operatorname{det}\left[\begin{array}{cc}
B & P^{-1} \widetilde{U} \\
\widetilde{V} Q & \mathrm{O}
\end{array}\right]}
$$

for $i=1,2, \ldots, n$ and $j=1,2, \ldots, p$, where $\mathbf{d}_{k}$ is the kth column of $D$ and $\mathbf{e}_{k}$ is the kth column of the $q \times q$ identity matrix.

Corollary 3.3.2 Given the matrices $A, B, U, V, \tilde{U}$, and $\tilde{V}$ as above. Let $D \in \mathbb{C}^{m \times q}$ satisfy

$$
\begin{equation*}
D \in \mathcal{R}\left(A A^{*}, B^{*} B\right), \tag{3.3.20}
\end{equation*}
$$

then the restricted matrix equation

$$
A X B=D, \quad \mathcal{R}(X) \subset \mathcal{R}\left(A^{*}\right), \mathcal{N}(X) \supset \mathcal{N}\left(B^{*}\right)
$$

has a unique solution

$$
X=A^{\dagger} D B^{\dagger}=\left[x_{i j}\right]
$$

whose elements are given by

$$
\begin{aligned}
x_{i j}= & \frac{\sum_{k=1}^{q} \operatorname{det}\left[\begin{array}{ccc}
A(i \rightarrow & \left.\mathbf{d}_{k}\right) & U \\
V(i \rightarrow & \mathbf{0}) & \mathrm{O}
\end{array}\right] \operatorname{det}\left[\begin{array}{cc}
B\left(\mathbf{e}_{k}^{T} \leftarrow j\right) \widetilde{U}\left(\mathbf{0}^{T} \leftarrow j\right) \\
\widetilde{V} & \mathrm{O}
\end{array}\right]}{\operatorname{det}\left[\begin{array}{cc}
A & U \\
V & \mathrm{O}
\end{array}\right] \operatorname{det}\left[\begin{array}{cc}
B & \widetilde{U} \\
\widetilde{V} & \mathrm{O}
\end{array}\right]} \\
& i=1,2, \ldots, n ; j=1,2, \ldots, p
\end{aligned}
$$

where $\mathbf{d}_{k}$ is the $k$ th column of $D$ and $\mathbf{e}_{k}$ is the kth column of the $q \times q$ identity matrix.
Corollary 3.3.3 Let $A_{\sim} \in \mathbb{C}^{n \times n}$ with $\operatorname{Ind}(A)=k, B \in \mathbb{C}^{p \times p}$ with $\operatorname{Ind}(B)=\widetilde{k}$, rank $\left(A^{k}\right)=r<n, \operatorname{rank}\left(B^{\widetilde{k}}\right)=\widetilde{r}<p$, and $U, V^{*} \in \mathbb{C}_{n-r}^{n \times(n-r)}$ and $\widetilde{U}, \widetilde{V}^{*} \in \mathbb{C}_{p-\widetilde{r}}^{p \times(p-\widetilde{r})}$ be
matrices whose columns form the bases for $\mathcal{N}\left(A^{k}\right), \mathcal{N}\left(A^{k^{*}}\right), \mathcal{N}\left(B^{\widetilde{ }}\right)$, and $\mathcal{N}\left(B^{\widetilde{k}^{*}}\right)$ respectively. Suppose that $D \in \mathbb{C}^{n \times p}$ satisfies

$$
\begin{equation*}
D \in \mathcal{R}\left(A^{k+1}, B^{\tilde{k}+1}\right) \tag{3.3.21}
\end{equation*}
$$

Then the restricted matrix equation

$$
A X B=D, \quad \mathcal{R}(X) \subset \mathcal{R}\left(A^{k}\right), \mathcal{N}(X) \supset \mathcal{N}\left(B^{\widetilde{k}}\right)
$$

has a unique solution

$$
X=A_{d} D B_{d}=\left[x_{i j}\right]
$$

whose elements are given by

$$
\begin{aligned}
x_{i j}= & \frac{\sum_{k=1}^{q} \operatorname{det}\left[\begin{array}{ccc}
A(i \rightarrow & \left.\mathbf{d}_{k}\right) & U \\
V(i \rightarrow & \mathbf{0}) & \mathrm{O}
\end{array}\right] \operatorname{det}\left[\begin{array}{cc}
B\left(\mathbf{e}_{k}^{T} \leftarrow j\right) \widetilde{U}\left(\mathbf{0}^{T} \leftarrow j\right) \\
\tilde{V} & \mathrm{O}
\end{array}\right]}{\operatorname{det}\left[\begin{array}{cc}
A & U \\
V & \mathrm{O}
\end{array}\right] \operatorname{det}\left[\begin{array}{cc}
B & \widetilde{U} \\
\widetilde{V} & \mathrm{O}
\end{array}\right]} \\
& i=1,2, \ldots, n ; j=1,2, \ldots, p
\end{aligned}
$$

where $\mathbf{d}_{k}$ is the $k$ th column of $D$ and $\mathbf{e}_{k}$ is the $k$ th column of the $q \times q$ identity matrix.
Corollary 3.3.4 Let $A \in \mathbb{C}^{n \times n}$ with $\operatorname{Ind}(A)=1, B \in \mathbb{C}^{p \times p}$ with $\operatorname{Ind}(B)=1$, rank $(A)=r<n$, $\operatorname{rank}(B)=\widetilde{r}<p$, and $U, V^{*} \in \mathbb{C}_{n-r}^{n \times(n-r)}$ and $\widetilde{U}, \widetilde{V}^{*} \in \mathbb{C}_{p-\widetilde{r}}^{p \times(p-\widetilde{r})}$ be matrices whose columns form the bases for $\mathcal{N}(A), \mathcal{N}\left(A^{*}\right), \mathcal{N}(B)$ and $\mathcal{N}\left(B^{*}\right)$ respectively. Suppose that $D \in \mathbb{C}^{n \times p}$ satisfies

$$
\begin{equation*}
D \in \mathcal{R}\left(A^{2}, B^{2}\right) \tag{3.3.22}
\end{equation*}
$$

Then the restricted matrix equation

$$
A X B=D, \quad \mathcal{R}(X) \subset \mathcal{R}(A), \mathcal{N}(X) \supset \mathcal{N}(B)
$$

has a unique solution

$$
X=A_{g} D B_{g}=\left[x_{i j}\right]
$$

whose elements are given by

$$
\begin{aligned}
x_{i j}= & \frac{\sum_{k=1}^{q} \operatorname{det}\left[\begin{array}{ccc}
A(i \rightarrow & \left.\mathbf{d}_{k}\right) & U \\
V(i \rightarrow & \mathbf{0}) & \mathrm{O}
\end{array}\right] \operatorname{det}\left[\begin{array}{cc}
B\left(\mathbf{e}_{k}^{T} \leftarrow j\right) & \widetilde{U}\left(\mathbf{0}^{T} \leftarrow j\right) \\
\widetilde{V} & \mathrm{O}
\end{array}\right]}{\operatorname{det}\left[\begin{array}{cc}
A & U \\
V & \mathrm{O}
\end{array}\right] \operatorname{det}\left[\begin{array}{cc}
B & \widetilde{U} \\
\widetilde{V} & \mathrm{O}
\end{array}\right]} \\
& i=1,2, \ldots, n ; j=1,2, \ldots, p
\end{aligned}
$$

where $\mathbf{d}_{k}$ is the $k$ th column of $D$ and $\mathbf{e}_{k}$ is the $k$ th column of the $q \times q$ identity matrix.
Let $A \in \mathbb{C}^{m \times n}, B \in \mathbb{C}^{p \times q}, T \subset \mathbb{C}^{n}$, and $S \subset \mathbb{C}^{p}$, then the Bott-Duffin inverses

$$
\left(A^{*} A\right)_{(T)}^{(-1)}=\left(A^{*} A\right)_{T, T^{\perp}}^{(2)} \quad \text { and } \quad\left(B B^{*}\right)_{\left(S^{\perp}\right)}^{(-1)}=\left(B B^{*}\right)_{S^{\perp}, S}^{(2)} .
$$

It is obviously that the orthogonal projectors $P_{T}$ and $P_{S^{\perp}}$ satisfy

$$
T=\mathcal{R}\left(P_{T}\right), T^{\perp}=\mathcal{N}\left(P_{T}\right), S^{\perp}=\mathcal{R}\left(P_{S^{\perp}}\right), S=\mathcal{N}\left(P_{S^{\perp}}\right)
$$

Thus, when setting $G=P_{T}$ and $\widetilde{G}=P_{S^{\perp}}$ in Theorem 3.3.3, we have the following result immediately.
Corollary 3.3.5 Let $A \in \mathbb{C}^{m \times n}, B \in \mathbb{C}^{p \times q}, D \in \mathbb{C}^{m \times q}, T \subset \mathbb{C}^{n}$ and $S \subset \mathbb{C}^{p}$. If

$$
A^{*} D B^{*} \in \mathcal{R}\left(A^{*} A P_{T}, P_{S^{\perp}} B B^{*}\right)
$$

then the restricted matrix equation

$$
\begin{equation*}
A^{*} A X B B^{*}=A^{*} D B^{*}, \quad \mathcal{R}(X) \subset T, \mathcal{N}(X) \supset S \tag{3.3.23}
\end{equation*}
$$

has the unique solution

$$
X=\left(A^{*} A\right)_{(T)}^{(-1)} A^{*} D B^{*}\left(B B^{*}\right)_{\left(S^{\perp}\right)}^{(-1)}
$$

By using Theorem 3.3.4, we have the Cramer's rule for solving the restricted matrix Eq. (3.3.23).

Corollary 3.3.6 Given $A, B, D$ and the subspaces $T$ and $S$ as in Corollary 3.3.5. Let

$$
T=\mathcal{N}(E), \quad S=\mathcal{R}(F)
$$

and

$$
T^{\perp}=\mathcal{R}\left(E^{*}\right), \quad S^{\perp}=\mathcal{R}\left(F^{*}\right)
$$

then the elements of the unique solution $X=\left[x_{i j}\right]$ of the restricted matrix Eq.(3.3.23) are given by

$$
\begin{aligned}
& x_{i j}= \frac{\sum_{k=1}^{q} \operatorname{det}\left[\begin{array}{cc}
A^{*} A\left(i \rightarrow \mathbf{d}_{k}\right) & E^{*} \\
E(i \rightarrow \mathbf{0}) & \mathrm{O}
\end{array}\right] \operatorname{det}\left[\begin{array}{cc}
B B^{*}\left(\mathbf{e}_{k}^{T} \leftarrow j\right) F\left(\mathbf{0}^{T} \leftarrow j\right) \\
F^{*} & \mathrm{O}
\end{array}\right]}{\operatorname{det}\left[\begin{array}{cc}
A^{*} A & E^{*} \\
E & \mathrm{O}
\end{array}\right] \operatorname{det}\left[\begin{array}{cc}
B B^{*} & F \\
F^{*} & \mathrm{O}
\end{array}\right]} \\
& i=1, \ldots, n, j=1, \ldots, p
\end{aligned}
$$

where $\mathbf{d}_{k}$ is the kth column of $A^{*} D B^{*}$ and $\mathbf{e}_{k}$ is the kth column of the $q \times q$ identity matrix.

### 3.3.4 An Alternative Condensed Cramer's Rule for a Restricted Matrix Equation

In this section, we revisit the restricted matrix Eq. (3.3.12):

$$
A X B=D, \quad \mathcal{R}(X) \subset T, \quad \mathcal{N}(X) \supset \widetilde{S}
$$

where $A \in \mathbb{C}_{r}^{m \times n}, B \in \mathbb{C}_{\widetilde{r}}^{p \times q}, D \in \mathbb{C}^{m \times q}, T \subset \mathbb{C}^{n}, S \subset \mathbb{C}^{m}, \widetilde{T} \subset \mathbb{C}^{q}, \widetilde{S} \subset \mathbb{C}^{p}$ and the conditions (3.3.13) and (3.3.14) are satisfied.

It follows from Lemma 3.2.2 and Theorem 3.2.8, we have the following results.
Lemma 3.3.5 Given $B, \widetilde{T}, \widetilde{S}$ as above. In addition, suppose $\widetilde{G} \in \mathbb{C}^{q \times p}$ such that

$$
\mathcal{R}(\widetilde{G})=\widetilde{T} \quad \text { and } \quad \mathcal{N}(\widetilde{G})=\widetilde{S}
$$

If $B$ has a $\{2\}$-inverse $B_{\widetilde{T}, \widetilde{S}}^{(2)}$, then

$$
\operatorname{Ind}(B \widetilde{G})=\operatorname{Ind}(\widetilde{G} B)=1
$$

Furthermore, we have

$$
\begin{equation*}
B_{\widetilde{T}, \widetilde{S}}^{(2)}=\widetilde{G}(B \widetilde{G})_{g}=(\widetilde{G} B)_{g} \widetilde{G} \tag{3.3.24}
\end{equation*}
$$

Theorem 3.3.5 Given $B, \widetilde{T}, \widetilde{S}$, and $\widetilde{G}$ as in Lemma 3.3.5, and

$$
B \widetilde{T} \oplus \widetilde{S}=\mathbb{C}^{p}
$$

Let $\widetilde{V}$ and $\widetilde{U}^{*}$ be matrices whose columnsform the basesfor $\mathcal{N}(B \widetilde{G})$ and $\mathcal{N}\left((B \widetilde{G})^{*}\right)$ respectively. We define

$$
F=\tilde{V}(\widetilde{U} \widetilde{V})^{-1} \widetilde{U}
$$

Then $F$ satisfies

$$
\mathcal{R}(F)=\mathcal{R}(\tilde{V})=\mathcal{N}(B \widetilde{G}), \mathcal{N}(F)=\mathcal{N}(\tilde{U})=\mathcal{R}(B \widetilde{G})
$$

and $B \widetilde{G}+F$ is nonsingular and

$$
(B \widetilde{G}+F)^{-1}=(B \widetilde{G})_{g}+F_{g}
$$

Next, we show a condensed Cramer's rule for solving the restricted matrix Eq. (3.3.12).
Theorem 3.3.6 Given $A, B, T, S, \widetilde{T}, \widetilde{S}, G, \widetilde{G}, V, U^{*}, \widetilde{V}, \widetilde{U}^{*}, E$, and $F$ as in Theorems 3.2.8 and 3.3.5. If

$$
D \in \mathcal{R}(A G, \widetilde{G} B)
$$

then the restricted matrix Eq. (3.3.12):

$$
A X B=D, \quad \mathcal{R}(X) \subset T, \mathcal{N}(X) \supset \widetilde{S}
$$

is equivalent to the nonsingular matrix equation

$$
\begin{equation*}
(G A+E) X(B \widetilde{G}+F)=G D \widetilde{G} \tag{3.3.25}
\end{equation*}
$$

and the entries of the unique solution $X$ of (3.3.12) are given by

$$
\begin{align*}
x_{i j}= & \frac{\sum_{k=1}^{p} \operatorname{det}\left((G A+E)\left(i \rightarrow \tilde{\mathbf{d}}_{k}\right)\right) \operatorname{det}\left((B \widetilde{G}+F)\left(\mathbf{e}_{k}^{T} \leftarrow j\right)\right)}{\operatorname{det}(G A+E) \operatorname{det}(B \widetilde{G}+F)} \\
& i=1,2, \ldots, n, j=1,2, \ldots, p \tag{3.3.26}
\end{align*}
$$

where $\widetilde{\mathbf{d}}_{k}$ is the kth column of $G D \widetilde{G}$ and $\mathbf{e}_{k}$ is the kth column of the identity matrix of order $p$.

Proof It follows from Theorems 3.2.8 and 3.3.5 that $G A+E$ and $B \widetilde{G}+F$ are nonsingular, and that the unique solution of (3.3.25) is

$$
\begin{align*}
X= & (G A+E)^{-1} G D \widetilde{G}(B \widetilde{G}+F)^{-1} \\
= & (G A)_{g} G D \widetilde{G}(B \widetilde{G})_{g}+(G A)_{g} G D \widetilde{G} F_{g}  \tag{3.3.27}\\
& +E_{g} G D \widetilde{G}(B \widetilde{G})_{g}+E_{g} G D \widetilde{G} F_{g} .
\end{align*}
$$

From assumptions, we have

$$
D=A G Y \widetilde{G} B \quad \text { for some } Y
$$

and

$$
\mathcal{N}(E)=\mathcal{N}(U)=\mathcal{R}(G A), \quad \mathcal{R}(F)=\mathcal{R}(\widetilde{V})=\mathcal{N}(B \widetilde{G})
$$

Thus

$$
E G A=\mathrm{O} \text { and } B \widetilde{G} F=\mathrm{O}
$$

implying

$$
\begin{equation*}
E_{g} G D=E G A G Y \widetilde{G} B=\mathrm{O} \text { and } D \widetilde{G} F_{g}=A G Y \widetilde{G} B \widetilde{G} F=\mathrm{O} \tag{3.3.28}
\end{equation*}
$$

It follows from (3.3.27) and (3.3.28), (3.2.24) and (3.3.24) that

$$
\begin{aligned}
X & =(G A)_{g} G D \widetilde{G}(B \widetilde{G})_{g} \\
& =A_{T, S}^{(2)} D B_{\widetilde{T}, \widetilde{S}}^{(2)} .
\end{aligned}
$$

The restricted matrix Eq. (3.3.12) has the unique solution

$$
X=A_{T, S}^{(2)} D B_{\widetilde{T}, \widetilde{S}}^{(2)}
$$

by Theorem 3.3.3, hence the restricted matrix Eq. (3.3.12) is equivalent to the nonsingular matrix Eq. (3.3.25). Applying the Cramer rule (3.3.4)-(3.3.25), we can obtain the expression (3.3.26) immediately.

Similar to Corollaries 3.3.1-3.3.5, we have a series of condensed Cramer rules for those corresponding restricted matrix equations, see [22]. It is omitted here and left as an exercise.

## Exercises 3.3

1. Prove (9), (10) and (11) of Lemma 3.3.2. (cf. [4])
2. Can we use the conditions

$$
\mathcal{R}(D) \subset \mathcal{R}(A) \text { and } \mathcal{N}(D) \supset \mathcal{N}(B)
$$

instead of the conditions (3.3.19) and (3.3.20) in Corollaries 3.3.1 and 3.3.2?
3. Can we use the conditions

$$
\mathcal{R}(D) \subset \mathcal{R}\left(A^{k}\right) \text { and } \mathcal{N}(D) \supset \mathcal{N}\left(B^{\tilde{k}}\right)
$$

instead of the condition (3.3.21) in Corollary 3.3.3?
4. Can we use the conditions

$$
\mathcal{R}(D) \subset \mathcal{R}(A) \text { and } \mathcal{N}(D) \supset \mathcal{N}(B)
$$

instead of the condition (3.3.22) in Corollary 3.3.4?

### 3.4 Determinantal Expressions of the Generalized Inverses and Projectors

It is well known that if $A$ is nonsingular, then the inverse of $A$ is given by

$$
A^{-1}=\frac{\operatorname{adj}(A)}{\operatorname{det}(A)}
$$

where

$$
(\operatorname{adj}(A))_{i j}=\operatorname{det}\left(A\left(i \rightarrow \mathbf{e}_{j}\right)\right), \quad i, j=1,2, \ldots, n
$$

Let $A^{-1}=\left[\alpha_{i j}\right]$, then

$$
\alpha_{i j}=\frac{\operatorname{det}\left(A\left(i \rightarrow \mathbf{e}_{j}\right)\right)}{\operatorname{det}(A)} \quad i, j=1,2, \ldots, n
$$

The determinantal expression of an ordinary inverse can be extended to the generalized inverses. These results offer a useful tool for the theory and computations of the generalized inverses.

By using the results in Sect.3.1, the determinantal expressions of the generalized inverses $A_{M N}^{\dagger}, A^{\dagger}, A_{d}, A_{g}, A_{T, S}^{(2)}, A_{T, S}^{(1,2)}$, and $A_{(L)}^{(-1)}$ and the projectors $A^{\dagger} A$ and $A A^{\dagger}$ are given in the following theorems.

Theorem 3.4.1 Let $A \in \mathbb{C}_{r}^{m \times n}, M$ and $N$ be Hermitian positive definite matrices of orders $m$ and $n$ respectively, and $U \in \mathbb{C}_{m-r}^{m \times(m-r)}$ and $V^{*} \in \mathbb{C}_{n-r}^{n \times(n-r)}$ matrices whose columns form bases for $\mathcal{N}\left(A^{*}\right)$ and $\mathcal{N}(A)$ respectively. Also, let

$$
A_{2}=\left[\begin{array}{cc}
A & M^{-1} U \\
V N & \mathrm{O}
\end{array}\right] \text { and } A_{1}=\left[\begin{array}{cc}
A & U \\
V & \mathrm{O}
\end{array}\right]
$$

and $A_{M N}^{\dagger}=\left[\alpha_{i j}^{(2)}\right]$ and $A^{\dagger}=\left[\alpha_{i j}^{(1)}\right]$, then

$$
\begin{equation*}
\alpha_{i j}^{(l)}=\frac{\operatorname{det}\left(A_{l}\left(i \rightarrow \mathbf{e}_{j}\right)\right)}{\operatorname{det}\left(A_{l}\right)}, \quad l=1,2 . \tag{3.4.1}
\end{equation*}
$$

Proof It follows from Theorem 3.1.1 and Corollary 3.1.1 that $A_{2}$ and $A_{1}$ are nonsingular and the $n \times m$ submatrices in the upper-left corners of $A_{2}^{-1}$ and $A_{1}^{-1}$ are $A_{M N}^{\dagger}$ and $A^{\dagger}$ respectively. Using $A_{l} A_{l}^{-1}=I, l=1,2$, we obtain (3.4.1) immediately.

Theorem 3.4.2 Let $A \in \mathbb{C}^{n \times n}, \operatorname{Ind}(A)=k$ and $\operatorname{rank}\left(A^{k}\right)=r<n$, and $U, V^{*} \in$ $\mathbb{C}_{n-r}^{n \times(n-r)}$ be matrices whose columnsform bases for $\mathcal{N}\left(A^{k}\right)$ and $\mathcal{N}\left(A^{k^{*}}\right)$ respectively. Let

$$
A_{4}=\left[\begin{array}{ll}
A & U \\
V & \mathrm{O}
\end{array}\right], k>1, \quad \text { and } \quad A_{3}=\left[\begin{array}{cc}
A & U \\
V & \mathrm{O}
\end{array}\right], k=1,
$$

and $A_{d}=\left[\alpha_{i j}^{(4)}\right]$ and $A_{g}=\left[\alpha_{i j}^{(3)}\right]$, then

$$
\begin{equation*}
\alpha_{i j}^{(l)}=\frac{\operatorname{det}\left(A_{l}\left(i \rightarrow \mathbf{e}_{j}\right)\right)}{\operatorname{det}\left(A_{l}\right)}, \quad l=3,4 \tag{3.4.2}
\end{equation*}
$$

Proof It follows from Theorem 3.1.2 and Corollary 3.1.4 that $A_{4}$ and $A_{3}$ are nonsingular and the $n \times m$ submatrices in the upper-left corners of $A_{4}^{-1}$ and $A_{3}^{-1}$ are $A_{d}$ and $A_{g}$ respectively. Using $A_{l} A_{l}^{-1}=I, l=3,4$, we obtain (3.4.2) immediately.

Theorem 3.4.3 Let $A \in \mathbb{C}_{r}^{m \times n}, T \subset \mathbb{C}^{n}, S \subset \mathbb{C}^{m}, \operatorname{dim}(T)=\operatorname{dim}\left(S^{\perp}\right)=t \leq r$ and $A T \oplus S=\mathbb{C}^{m}$, and both $B$ and $C^{*}$ be of full column rank and satisfy

$$
S=\mathcal{R}(B) \text { and } \quad T=\mathcal{N}(C) .
$$

Let

$$
A_{6}=\left[\begin{array}{ll}
A & B \\
C & \mathrm{O}
\end{array}\right], t<r, \quad \text { and } \quad A_{5}=\left[\begin{array}{ll}
A & B \\
C & \mathrm{O}
\end{array}\right], t=r,
$$

and $A_{T, S}^{(2)}=\left[\alpha_{i j}^{(6)}\right]$ and $A_{T, S}^{(1,2)}=\left[\alpha_{i j}^{(5)}\right]$, then

$$
\begin{equation*}
\alpha_{i j}^{(l)}=\frac{\operatorname{det}\left(A_{l}\left(i \rightarrow \mathbf{e}_{j}\right)\right)}{\operatorname{det}\left(A_{l}\right)}, \quad l=5,6 \tag{3.4.3}
\end{equation*}
$$

Proof It follows from Theorems 3.1.3 and 3.1.4 that $A_{6}$ and $A_{5}$ are nonsingular and the $n \times m$ submatrices in the upper-left corners of $A_{6}^{-1}$ and $A_{5}^{-1}$ are $A_{T, S}^{(2)}$ and $A_{T, S}^{(1,2)}$ respectively. Using $A_{l} A_{l}^{-1}=I, l=5,6$, we obtain (3.4.3) immediately.

Theorem 3.4.4 Let $A \in \mathbb{C}_{r}^{n \times n}, U \in \mathbb{C}_{p}^{n \times p}$ satisfy $\mathcal{N}\left(U^{*}\right)=L$ and $A L \oplus L^{\perp}=\mathbb{C}^{n}$, and

$$
A_{7}=\left[\begin{array}{cc}
A & U \\
U^{*} & \mathrm{O}
\end{array}\right]
$$

and $A_{(L)}^{(-1)}=\left[\alpha_{i j}^{(7)}\right]$, then

$$
\begin{equation*}
\alpha_{i j}^{(7)}=\frac{\operatorname{det}\left(A_{7}\left(i \rightarrow \mathbf{e}_{j}\right)\right)}{\operatorname{det}\left(A_{7}\right)} \tag{3.4.4}
\end{equation*}
$$

Proof It follows from Theorem 3.1.5 that $A_{7}$ is nonsingular and the $n \times n$ submatrix in the upper-left corner of $A_{7}$ is $A_{(L)}^{(-1)}$. Using $A_{7} A_{7}^{-1}=I$, we obtain (3.4.4) immediately.

Finally, since the projectors $A^{\dagger} A$ and $A A^{\dagger}$ are the best-approximate solutions of $A Y=A$ and $Y A=A$ respectively, using Lemmas 3.3.3 and 3.3.4, we have the following theorem.

Theorem 3.4.5 Let $A=\left[\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{n}\right] \in \mathbb{C}_{r}^{m \times n}, A^{*}=\left[\widetilde{\mathbf{a}}_{1}, \widetilde{\mathbf{a}}_{2}, \ldots, \widetilde{\mathbf{a}}_{m}\right] \in \mathbb{C}_{r}^{n \times m}$, and $U \in \mathbb{C}_{m-r}^{m \times(m-r)}$ and $V^{*} \in \mathbb{C}_{n-r}^{n \times(n-r)}$ be matrices whose columns form the bases for $\mathcal{N}\left(A^{*}\right)$ and $\mathcal{N}(A)$ respectively. Also, let

$$
A^{\dagger} A=\left[\varphi_{i j}\right] \in \mathbb{C}^{n \times n} \text { and } A A^{\dagger}=\left[\psi_{i j}\right] \in \mathbb{C}^{m \times m}
$$

then

$$
\varphi_{i j}=\frac{\operatorname{det}\left[\begin{array}{ccc}
A\left(i \rightarrow \mathbf{a}_{j}\right) & U \\
V(i \rightarrow \mathbf{0}) & \mathrm{O}
\end{array}\right]}{\operatorname{det}\left[\begin{array}{ll}
A & U \\
V & \mathrm{O}
\end{array}\right]}, \quad i, j=1,2, \ldots, n
$$

and

$$
\psi_{i j}=\frac{\operatorname{det}\left[\begin{array}{c}
A\left(\widetilde{\mathbf{a}}_{i} \leftarrow j\right) \\
V
\end{array} \begin{array}{c}
\mathrm{O}(\mathbf{0} \leftarrow j) \\
V
\end{array}\right]}{\operatorname{det}\left[\begin{array}{ll}
A & U \\
V & \mathrm{O}
\end{array}\right]}, i, j=1,2, \ldots, m
$$

The determinantal expressions of the projectors $A_{M N}^{\dagger} A, A A_{M N}^{\dagger}, A A_{d}$, and $A A_{g}$ are given in [21]. The determinantal expressions of the projectors $A_{T, S}^{(1,2)} A, A A_{T, S}^{(1,2)}$, $A_{T, S}^{(2)} A$ and $A A_{T, S}^{(2)}$ are left to the reader.

## Exercises 3.4

1. Show the determinantal expressions of the generalized Bott-Duffin inverses $A_{(L)}^{(\dagger)}$ and the W-weighted Drazin inverse $A_{d, W}$ [23].
2. Show the determinantal expressions of the projectors $A_{T, S}^{(1,2)} A, A A_{T, S}^{(1,2)}, A_{T, S}^{(2)} A$, $A A_{T, S}^{(2)}, W A W A_{d, W}$ and $A_{d, W} W A W$.
3. By using the Werner's method [14], show the condensed Cramer rule for the solutions of linear equations and matrix equations in Sects. 3.2 and 3.3.

### 3.5 The Determinantal Expressions of the Minors of the Generalized Inverses

In this section, we study the minors, submatrices, of inverses. First, we introduce notations and review the expressions of the minors of the regular inverse of a nonsingular matrix. Then we present the minors of various generalized inverses in the following subsections.

If a matrix $A \in \mathbb{R}^{n \times n}$ is nonsingular, then the adjoint formula for its inverse

$$
A^{-1}=\frac{\operatorname{adj}(A)}{\operatorname{det}(A)}
$$

has a well-known generalization, the Jacobi identity, which relates the minors of $A^{-1}$ to those of $A$.

Denote the set of strictly increasing sequences of $k$ integers chosen from $\{1,2$, $\ldots, n\}$ by

$$
Q_{k, n}=\left\{\alpha: \alpha=\left(\alpha_{1}, \alpha_{2}, \cdots, \alpha_{k}\right), 1 \leq \alpha_{1}<\alpha_{2}<\cdots<\alpha_{k} \leq n\right\} .
$$

For $\alpha, \beta \in Q_{k, n}$, we denote
$A[\alpha, \beta]$ the submatrix of $A$ having row indices $\alpha$ and column indices $\beta$,
$A\left[\alpha^{\prime}, \beta^{\prime}\right]$ the submatrix obtained from $A$ by deleting rows indexed $\alpha$ and columns indexed $\beta$.

Then the Jacobi identity [24] is: for any $\alpha, \beta \in Q_{k, n}$,

$$
\operatorname{det}\left(A^{-1}[\beta, \alpha]\right)=(-1)^{S(\alpha)+S(\beta)} \frac{\operatorname{det}\left(A\left[\alpha^{\prime}, \beta^{\prime}\right]\right)}{\operatorname{det}(A)}
$$

where $S(\alpha)$ is the sum of the integers in $\alpha$. By convention,

$$
\operatorname{det}(A[\emptyset, \emptyset])=1
$$

We adopt the following notations from [25]. For any index sets $I$ and $J$, let $A_{I *}$, $A_{* J}$, and $A_{I J}$ denote the submatrices of $A$ lying in the rows indexed by $I$, in the columns indexed by $J$, and in their intersection, respectively. The principal submatrix $A_{J J}$ is denoted by $A_{J}$. For $A \in \mathbb{R}_{r}^{m \times n}$, let

$$
\begin{align*}
\mathcal{I}(A) & =\left\{I \in Q_{r, m}: \operatorname{rank}\left(A_{I *}\right)=r\right\} \\
\mathcal{J}(A) & =\left\{J \in Q_{r, n}: \operatorname{rank}\left(A_{* J}\right)=r\right\}  \tag{3.5.1}\\
\mathcal{B}(A) & =\left\{(I, J) \in Q_{r, m} \times Q_{r, n}: \operatorname{rank}\left(A_{I J}\right)=r\right\}
\end{align*}
$$

that is,

$$
\mathcal{B}(A)=\mathcal{I}(A) \times \mathcal{J}(A)
$$

be the index sets of maximal sets of linearly independent rows, columns and maximal nonsingular submatrices, respectively.

For $\alpha \in Q_{k, m}, \beta \in Q_{k, n}$, let

$$
\begin{align*}
\mathcal{I}(\alpha) & =\{I \in \mathcal{I}(A): \alpha \subset I\} \\
\mathcal{J}(\beta) & =\{J \in \mathcal{J}(A): \beta \subset J\}  \tag{3.5.2}\\
\mathcal{B}(\alpha, \beta) & =\{(I, J) \in \mathcal{B}(A): \alpha \subset I, \beta \subset J\}
\end{align*}
$$

that is,

$$
\mathcal{B}(\alpha, \beta)=\mathcal{I}(\alpha) \times \mathcal{J}(\beta)
$$

For $\alpha=\left(\alpha_{1}, \alpha_{2}, \cdots, \alpha_{k}\right)$ and $\beta=\left(\beta_{1}, \beta_{2}, \cdots, \beta_{k}\right)$, we denote

$$
A\left(\beta \rightarrow I_{\alpha}\right)
$$

the matrix obtained from $A$ by replacing the $\beta_{i}$ th column with the unit vector $\mathbf{e}_{\alpha_{i}}$, $i=1,2, \ldots, k$, and denote

$$
A(\beta \rightarrow \mathrm{O})
$$

the matrix obtained from $A$ by replacing the $\beta_{i}$ th column with the zero vector, $i=1,2, \ldots, k$.

Finally, the coefficient $(-1)^{S(\alpha)+S(\beta)} \operatorname{det}\left(A\left[\alpha^{\prime}, \beta^{\prime}\right]\right)$ of $\operatorname{det}(A[\alpha, \beta])$ in the Laplace expansion of $\operatorname{det}(A)$ is denoted by

$$
\begin{equation*}
\frac{\partial}{\partial\left|A_{\alpha \beta}\right|}|A| . \tag{3.5.3}
\end{equation*}
$$

Using the above notations, (3.5.3) can be rewritten as

$$
\begin{equation*}
\frac{\partial}{\partial\left|A_{\alpha \beta}\right|}|A|=(-1)^{S(\alpha)+S(\beta)} \operatorname{det}\left(A\left[\alpha^{\prime}, \beta^{\prime}\right]\right)=\operatorname{det}\left(A\left(\beta \rightarrow I_{\alpha}\right)\right) \tag{3.5.4}
\end{equation*}
$$

and the Jacobi identity as

$$
\begin{align*}
\operatorname{det}\left(A^{-1}[\beta, \alpha]\right) & =\frac{\operatorname{det}\left(A\left(\beta \rightarrow I_{\alpha}\right)\right)}{\operatorname{det}(A)}  \tag{3.5.5}\\
& =\frac{\operatorname{det}\left(A^{T} A\left(\beta \rightarrow I_{\alpha}\right)\right)}{\operatorname{det}\left(A^{T} A\right)} . \tag{3.5.6}
\end{align*}
$$

As in [26], we define the volume of an $m \times n$ matrix $A$ by

$$
\operatorname{Vol}(A)=\sqrt{\sum_{(I, J) \in \mathcal{B}(A)} \operatorname{det}^{2}\left(A_{I J}\right)}
$$

and in particular,

$$
\begin{equation*}
\operatorname{Vol}(A)=\sqrt{\operatorname{det}\left(A^{T} A\right)} \text { if } A \text { has full column rank } \tag{3.5.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Vol}(A)=\sqrt{\operatorname{det}\left(A A^{T}\right)} \text { if } A \text { has full row rank. } \tag{3.5.8}
\end{equation*}
$$

If $A=F G$ is a full rank factorization of $A$, then

$$
\begin{equation*}
\operatorname{Vol}(A)=\operatorname{Vol}(F) \operatorname{Vol}(G) \tag{3.5.9}
\end{equation*}
$$

Let $A \in \mathbb{R}_{r}^{m \times n}$, and $U \in \mathbb{R}_{m-r}^{m \times(m-r)}$ and $V^{T} \in \mathbb{R}_{n-r}^{n \times(n-r)}$ be matrices whose columns form the orthonormal bases for $\mathcal{N}\left(A^{T}\right)$ and $\mathcal{N}(A)$ respectively, then

$$
B=\left[\begin{array}{ll}
A & U \\
V & \mathrm{O}
\end{array}\right]
$$

is nonsingular by Corollary 3.1.3 and its inverse is

$$
B^{-1}=\left[\begin{array}{cc}
A^{\dagger} & V^{T}  \tag{3.5.10}\\
U^{T} & \mathrm{O}
\end{array}\right]
$$

If $A$ is of full column (row) rank, then $V(U)$ is empty. Moreover, by [26],

$$
\begin{equation*}
\operatorname{det}\left(B^{T} B\right)=\operatorname{Vol}^{2}(A) \tag{3.5.11}
\end{equation*}
$$

In the following subsections, we study the determinantal expressions of the minors of the various generalized inverses.

### 3.5.1 Minors of the Moore-Penrose Inverse

Theorem 3.5.1 ([25]) Let $A \in \mathbb{R}_{r}^{m \times n}$ and $1 \leq k \leq r$, then for any $\alpha \in Q_{k, m}$ and $\beta \in Q_{k, n}$,

$$
\begin{align*}
& \operatorname{det}\left(A^{\dagger}[\beta, \alpha]\right)=  \tag{3.5.12}\\
& \begin{cases}0, & \text { if } \mathcal{B}(\alpha, \beta)=\emptyset \\
\operatorname{Vol}^{-2}(A) & \sum_{(I, J) \in \mathcal{B}(\alpha, \beta)} \operatorname{det}\left(A_{I J}\right) \frac{\partial}{\partial\left|A_{\alpha \beta}\right|}\left|A_{I J}\right|, \\
\text { otherwise }\end{cases}
\end{align*}
$$

Proof From (3.5.10) and (3.5.6), we have

$$
\begin{align*}
\operatorname{det}\left(A^{\dagger}[\beta, \alpha]\right) & =\operatorname{det}\left(B^{-1}[\beta, \alpha]\right) \\
& =\frac{1}{\operatorname{det}\left(B^{T} B\right)} \operatorname{det}\left(B^{T} B\left(\beta \rightarrow I_{\alpha}\right)\right) \tag{3.5.13}
\end{align*}
$$

Now

$$
\begin{align*}
& \operatorname{det}\left(B^{T} B\left(\beta \rightarrow I_{\alpha}\right)\right) \\
= & \operatorname{det}\left(\left[\begin{array}{cc}
A^{T} & V^{T} \\
U^{T} & \mathrm{O}
\end{array}\right]\left[\begin{array}{cc}
A\left(\beta \rightarrow I_{\alpha}\right) & U \\
V(\beta \rightarrow \mathrm{O}) & \mathrm{O}
\end{array}\right]\right) \\
= & \operatorname{det}\left(\left[\begin{array}{ll}
A^{T} & \left.\left.V^{T}\right]\left[\begin{array}{c}
A\left(\beta \rightarrow I_{\alpha}\right) \\
V(\beta \rightarrow \mathrm{O})
\end{array}\right]\right) \\
= & \sum_{I \in \mathcal{I}(A)} \operatorname{det}\left[\left(A^{T}\right)_{* I} V^{T}\right] \operatorname{det}\left[\begin{array}{c}
\left(A\left(\beta \rightarrow I_{\alpha}\right)\right)_{I *} \\
V(\beta \rightarrow \mathrm{O})
\end{array}\right] \\
= & \sum_{I \in \mathcal{I}(\alpha)} \operatorname{det}\left[\left(A_{I *}\right)^{T} V^{T}\right] \operatorname{det}\left[\begin{array}{c}
A_{I *}\left(\beta \rightarrow I_{\alpha}\right) \\
V(\beta \rightarrow \mathrm{O})
\end{array}\right] .
\end{array} . .\right.\right.
\end{align*}
$$

In the above equation, the equality next to the last is by the Cauchy-Binet formula, noting that the determinant of any $n \times n$ submatrix of $\left[A^{T} V^{T}\right] \in \mathbb{R}^{n \times(m+n-r)}$
consisting of more than $r$ columns of $A^{T}$ is zero. The last equality holds because the matrix

$$
\left[\begin{array}{c}
A\left(\beta \rightarrow I_{\alpha}\right)_{I *} \\
V(\beta \rightarrow \mathrm{O})
\end{array}\right]
$$

has at least one column of zeros if $I \notin \mathcal{I}(\alpha)$.
We claim (and prove later) that for any fixed $I \in \mathcal{I}(\alpha)$,

$$
\begin{align*}
& \operatorname{det}\left[\left(A_{I *}\right)^{T} V^{T}\right] \operatorname{det}\left[\begin{array}{c}
A_{I *}\left(\beta \rightarrow I_{\alpha}\right) \\
V(\beta \rightarrow \mathrm{O})
\end{array}\right] \\
= & \sum_{J \in \mathcal{J}(\beta)} \operatorname{det}\left(A_{I J}\right) \operatorname{det}\left(A_{I J}\left(\beta \rightarrow I_{\alpha}\right)\right) . \tag{3.5.15}
\end{align*}
$$

Then, using (3.5.11), (3.5.14) and (3.5.4), the Eq. (3.5.13) becomes

$$
\begin{aligned}
& \operatorname{det}\left(A^{\dagger}[\beta, \alpha]\right) \\
= & \frac{1}{\operatorname{Vol}^{2}(A)} \sum_{I \in \mathcal{I}(\alpha)} \sum_{J \in \mathcal{J}(\beta)} \operatorname{det}\left(A_{I J}\right) \operatorname{det}\left(A_{I J}\left(\beta \rightarrow I_{\alpha}\right)\right) \\
= & \frac{1}{\operatorname{Vol}^{2}(A)} \sum_{(I, J) \in \mathcal{B}(\alpha, \beta)} \operatorname{det}\left(A_{I J}\right) \frac{\partial}{\partial\left|A_{\alpha \beta}\right|}\left|A_{I J}\right| .
\end{aligned}
$$

Finally, we prove (3.5.15). For any fixed $I \in \mathcal{I}(\alpha)$, the columns of $V^{T}$ form an orthonormal basis for $\mathcal{N}\left(A_{I *}\right)$. Let

$$
L=\left[\begin{array}{c}
A_{I *} \\
V
\end{array}\right]
$$

then, by Corollary 3.1.3, $L$ is nonsingular and its inverse is

$$
L^{-1}=\left[\begin{array}{ll}
A_{I *}^{\dagger} & V^{T}
\end{array}\right],
$$

and

$$
\begin{align*}
& \operatorname{det}\left(\left(A_{I *}\right)^{\dagger}[\beta, \alpha]\right) \\
= & \operatorname{det}\left(L^{-1}[\beta, \alpha]\right) \\
= & \frac{1}{\operatorname{det}\left(L^{T} L\right)} \operatorname{det}\left(L^{T} L\left(\beta \rightarrow I_{\alpha}\right)\right) \\
= & \frac{1}{\operatorname{Vol}^{2}\left(A_{I *}\right)} \operatorname{det}\left[\left(A_{I *}\right)^{T} V^{T}\right] \operatorname{det}\left[\begin{array}{c}
A_{I *}\left(\beta \rightarrow I_{\alpha}\right) \\
V(\beta \rightarrow \mathrm{O})
\end{array}\right] . \tag{3.5.16}
\end{align*}
$$

Writing $\left(A_{I *}\right)^{T}=C$, we have

$$
\operatorname{det}\left(\left(A_{I *}\right)^{\dagger}[\beta, \alpha]\right)=\operatorname{det}\left(\left(C^{\dagger}\right)^{T}[\beta, \alpha]\right)=\operatorname{det}\left(C^{\dagger}[\alpha, \beta]\right)
$$

Let $W$ be a matrix whose columns form an orthonormal basis for $\mathcal{N}\left(C^{T}\right)$ and

$$
M=\left[\begin{array}{ll}
C & W
\end{array}\right],
$$

then, by Corollary 3.1.3, $M$ is nonsingular and its inverse is

$$
M^{-1}=\left[\begin{array}{c}
C^{\dagger} \\
W^{T}
\end{array}\right] .
$$

Thus

$$
\left(M^{T}\right)^{-1}=\left[\left(C^{T}\right)^{\dagger} W\right]
$$

and

$$
\begin{align*}
& \operatorname{det}\left(\left(A_{I *}^{\dagger}\right)[\beta, \alpha]\right) \\
= & \operatorname{det}\left(\left(C^{T}\right)^{\dagger}[\beta, \alpha]\right) \\
= & \operatorname{det}\left(\left(M^{T}\right)^{-1}[\beta, \alpha]\right) \\
= & \operatorname{det}\left(\left(M^{-1}[\alpha, \beta]\right)\right. \\
= & \frac{1}{\operatorname{det}\left(M^{T} M\right)} \operatorname{det}\left(M^{T} M\left(\alpha \rightarrow I_{\beta}\right)\right) \\
= & \frac{1}{\operatorname{Vol}^{2}\left(A_{I *}\right)} \operatorname{det}\left(A_{I *}\left(A_{I *}\right)^{T}\left(\alpha \rightarrow I_{\beta}\right)\right) \\
= & \frac{1}{\operatorname{Vol}^{2}\left(A_{I *}\right)} \sum_{J \in \mathcal{J}(\beta)} \operatorname{det}\left(A_{I J}\right) \operatorname{det}\left(\left(A_{I J}\right)^{T}\left(\alpha \rightarrow I_{\beta}\right)\right) \\
= & \frac{1}{\operatorname{Vol}^{2}\left(A_{I *}\right)} \sum_{J \in \mathcal{J}(\beta)} \operatorname{det}\left(A_{I J}\right) \operatorname{det}\left(A_{I J}\left(\beta \rightarrow I_{\alpha}\right)\right) \tag{3.5.17}
\end{align*}
$$

The equality next to the last is by the Cauchy-Binet formula, noting that, if $J \notin \mathcal{J}(\beta)$, then the submatrix of $\left(A_{I *}\right)^{T}\left(\alpha \rightarrow I_{\beta}\right)$ whose rows are indexed by $J$ has at least one column of zeros.

Finally, (3.5.15) follows by comparing (3.5.16) and (3.5.17).
Note that $\mathcal{B}(\alpha, \beta)=\emptyset$ is equivalent to the linear dependence of either the columns of $A_{* \beta}$ or the rows of $A_{\alpha *}$.

As a special case, if $\alpha=I \in \mathcal{I}(A)$ and $\beta=J \in \mathcal{J}(A)$, then $\mathcal{B}(\alpha, \beta)$ contains only one element, i.e., $(I, J)$. Now Theorem 3.5.1 gives the identity:

$$
\operatorname{det}\left(A^{\dagger}\right)_{I J}=\frac{1}{\operatorname{Vol}^{2}(A)} \operatorname{det}\left(A_{I J}\right), \quad \forall(I, J) \in \mathcal{B}(\alpha, \beta)
$$

### 3.5.2 Minors of the Weighted Moore-Penrose Inverse

Let $A \in \mathbb{R}_{r}^{m \times n}, U \in \mathbb{R}_{m-r}^{m \times(m-r)}$ and $V^{T} \in \mathbb{R}_{n-r}^{n \times(n-r)}$ be matrices whose columns form the bases for $\mathcal{N}\left(A^{T}\right)$ and $\mathcal{N}(A)$ respectively, and $M$ and $N$ be symmetric positive definite matrices of orders $m$ and $n$ respectively, then

$$
\left[\begin{array}{cc}
A & M^{-1} U \\
V N & \mathrm{O}
\end{array}\right]
$$

is nonsingular by Theorem 3.1.1 and its inverse is

$$
\left[\begin{array}{cc}
A & M^{-1} U \\
V N & \mathrm{O}
\end{array}\right]^{-1}=\left[\begin{array}{cc}
A_{M N}^{\dagger} & V^{T}\left(V N V^{T}\right)^{-1} \\
\left(U^{T} M^{-1} U\right)^{-1} U^{T} & \mathrm{O}
\end{array}\right]
$$

Lemma 3.5.1 Let $B \in \mathbb{R}_{r}^{r \times n}, V^{T} \in \mathbb{R}_{n-r}^{n \times(n-r)}$ and $B V^{T}=\mathrm{O}$, then

$$
\left[\begin{array}{c}
B \\
V N
\end{array}\right]
$$

is nonsingular and its inverse is

$$
\left[\begin{array}{c}
B  \tag{3.5.18}\\
V N
\end{array}\right]^{-1}=\left[\begin{array}{ll}
B_{I N}^{\dagger} & V^{T}\left(V N V^{T}\right)^{-1}
\end{array}\right]
$$

Proof Since

$$
B_{I N}^{\dagger}=N^{-1 / 2}\left(B N^{-1 / 2}\right)^{\dagger}
$$

we have

$$
\begin{aligned}
B B_{I N}^{\dagger} & =B N^{-1 / 2}\left(B N^{-1 / 2}\right)^{\dagger}=I \\
V N\left(V^{T}\left(V N V^{T}\right)^{-1}\right) & =I \\
V N B_{I N}^{\dagger} & =V N B_{I N}^{\dagger} B B_{I N}^{\dagger} \\
& =V\left(N B_{I N}^{\dagger} B\right)^{T} B_{I N}^{\dagger} \\
& =V B^{T}\left(N B_{I N}^{\dagger}\right)^{T} B_{I N}^{\dagger} \\
& =\mathrm{O}
\end{aligned}
$$

and

$$
B V^{T}\left(V N V^{T}\right)^{-1}=\mathrm{O},
$$

which imply (3.5.18).

Lemma 3.5.2 Let $C \in \mathbb{R}_{r}^{n \times r}, W \in \mathbb{R}_{n-r}^{n \times(n-r)}$ and $C^{T} W=\mathrm{O}$, then

$$
\left[\begin{array}{ll}
C & N W
\end{array}\right]
$$

is nonsingular and its inverse is

$$
\left[\begin{array}{ll}
C & N W
\end{array}\right]^{-1}=\left[\begin{array}{c}
C_{N-1, I}^{\dagger}  \tag{3.5.19}\\
\left(W^{T} N W\right)^{-1} W^{T}
\end{array}\right]
$$

Proof Since

$$
\left[\begin{array}{ll}
C & N W
\end{array}\right]^{T}=\left[\begin{array}{c}
C^{T} \\
W^{T} N
\end{array}\right]
$$

by using (3.5.18), we have

$$
\begin{aligned}
{\left[\begin{array}{c}
C^{T} \\
W^{T} N
\end{array}\right]^{-1} } & =\left[\left(C^{T}\right)_{I, N}^{\dagger} W\left(W^{T} N W\right)^{-1}\right] \\
& =\left[\left(C_{N^{-1}, I}^{\dagger}\right)^{T} W\left(W^{T} N W\right)^{-1}\right]
\end{aligned}
$$

Thus (3.5.19) holds.
Lemma 3.5.3 Let $A \in \mathbb{R}_{r}^{m \times n}$ and $A=F G$ be a full rank factorization of $A$, and $M$ and $N$ be symmetric positive definite matrices of orders $m$ and $n$ respectively. Then

$$
\begin{equation*}
A_{M N}^{\dagger}=G_{I N}^{\dagger} F_{M I}^{\dagger} \tag{3.5.20}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{det}\left(F^{T} M F\right) \operatorname{det}\left(G N^{-1} G^{T}\right)=\operatorname{Vol}^{2}\left(M^{1 / 2} A N^{-1 / 2}\right) \tag{3.5.21}
\end{equation*}
$$

Proof By using Theorem 1.4.4,

$$
\begin{aligned}
A_{M N}^{\dagger} & =N^{-1} G^{T}\left(F^{T} M A N^{-1} G^{T}\right)^{-1} F^{T} M \\
& =N^{-1} G^{T}\left(G N^{-1} G^{T}\right)^{-1}\left(F^{T} M F\right)^{-1} F^{T} M \\
& =G_{I N}^{\dagger} F_{M I}^{\dagger} .
\end{aligned}
$$

Since

$$
G N^{-1} G^{T}=\left(G N^{-1 / 2}\right)\left(G N^{-1 / 2}\right)^{T}
$$

and

$$
F^{T} M F=\left(M^{1 / 2} F\right)^{T}\left(M^{1 / 2} F\right)
$$

where $M^{1 / 2} F$ is of full column rank and $G N^{-1 / 2}$ is of full row rank, using (3.5.7)(3.5.9), we have

$$
\begin{aligned}
& \operatorname{det}\left(F^{T} M F\right) \operatorname{det}\left(G N^{-1} G^{T}\right) \\
= & \operatorname{det}\left(\left(M^{1 / 2} F\right)^{T}\left(M^{1 / 2} F\right)\right) \operatorname{det}\left(\left(G N^{-1 / 2}\right)\left(G N^{-1 / 2}\right)^{T}\right) \\
= & \operatorname{Vol}^{2}\left(M^{1 / 2} F\right) \operatorname{Vol}^{2}\left(G N^{-1 / 2}\right) \\
= & \operatorname{Vol}^{2}\left(M^{1 / 2} A N^{-1 / 2}\right),
\end{aligned}
$$

which completes the proof.
Lemma 3.5.4 Let $A \in \mathbb{R}_{r}^{m \times n}$ and $A=F G$ be a full rank factorization of $A, 1 \leq$ $k \leq r$, and $\forall \alpha \in Q_{k, m}, \forall \beta \in Q_{k, n}$ and $\forall(I, J) \in \mathcal{B}(\alpha, \beta)$, then

$$
\begin{align*}
& \operatorname{det}\left(A_{I J}\left(\beta \rightarrow I_{\alpha}\right)\right) \\
= & \sum_{\omega \in Q_{k, r}} \operatorname{det}\left(\left(F\left(\omega \rightarrow I_{\alpha}\right)\right)_{I *}\right) \operatorname{det}\left(\left(G\left(\beta \rightarrow I_{\omega}\right)\right)_{* J}\right) . \tag{3.5.22}
\end{align*}
$$

Proof From (3.5.5),

$$
\begin{equation*}
\operatorname{det}\left(A_{I J}\left(\beta \rightarrow I_{\alpha}\right)\right)=\operatorname{det}\left(A_{I J}\right) \operatorname{det}\left(A_{I J}^{-1}[\beta, \alpha]\right) \tag{3.5.23}
\end{equation*}
$$

Since $F$ is of full column rank and $G$ is of full row rank, we have

$$
\begin{align*}
\operatorname{det}\left(\left(F\left(\omega \rightarrow I_{\alpha}\right)\right)_{I *}\right) & =\operatorname{det}\left(F_{I *}\left(\omega \rightarrow I_{\alpha}\right)\right) \\
& =\operatorname{det}\left(F_{I *}\right) \operatorname{det}\left(F_{I *}^{-1}[\omega, \alpha]\right) \tag{3.5.24}
\end{align*}
$$

and

$$
\begin{align*}
\operatorname{det}\left(\left(G\left(\beta \rightarrow I_{\omega}\right)\right)_{* J}\right) & =\operatorname{det}\left(G_{* J}\left(\beta \rightarrow I_{\omega}\right)\right) \\
& =\operatorname{det}\left(G_{* J}\right) \operatorname{det}\left(G_{* J}^{-1}[\beta, \omega]\right) . \tag{3.5.25}
\end{align*}
$$

By using $A_{I J}=F_{I *} G_{* J}$, we have

$$
\begin{equation*}
\operatorname{det}\left(A_{I J}\right)=\operatorname{det}\left(F_{I *}\right) \operatorname{det}\left(G_{* J}\right) \tag{3.5.26}
\end{equation*}
$$

It follows from $A_{I J}^{-1}=G_{* J}^{-1} F_{I *}^{-1}$ and the Cauchy-Binet formula that

$$
\begin{equation*}
\operatorname{det}\left(A_{I J}^{-1}[\beta, \alpha]\right)=\sum_{\omega \in Q_{k, r}} \operatorname{det}\left(G_{* J}^{-1}[\beta, \omega]\right) \operatorname{det}\left(F_{I *}^{-1}[\omega, \alpha]\right) \tag{3.5.27}
\end{equation*}
$$

Thus, (3.5.22) follows by (3.5.23)-(3.5.27).
Theorem 3.5.2 ([27]) Let $A \in \mathbb{R}_{r}^{m \times n}$, and $U \in \mathbb{R}_{m-r}^{m \times(m-r)}$ and $V^{T} \in \mathbb{R}_{n-r}^{n \times(n-r)}$ be matrices whose columns form the bases for $\mathcal{N}\left(A^{T}\right)$ and $\mathcal{N}(A)$ respectively, and $M$ and $N$ symmetric positive definite matrices of orders $m$ and $n$ respectively, $1 \leq k \leq r$, then for any $\alpha \in Q_{k, m}$ and $\beta \in Q_{k, n}$,

$$
\begin{align*}
\operatorname{det}\left(A_{M N}^{\dagger}[\beta, \alpha]\right) & \begin{cases}0, & \text { if } \mathcal{B}(\alpha, \beta)=\emptyset ; \\
\operatorname{Vol}^{-2}(\widetilde{A}) \sum_{(I, J) \in \mathcal{B}(\alpha, \beta)} \operatorname{det}\left(\left(M A N^{-1}\right)_{I J}\right) \frac{\partial\left|A_{I J}\right|}{\partial\left|A_{\alpha \beta}\right|} \text { otherwise, }\end{cases} \tag{3.5.28}
\end{align*}
$$

where $\widetilde{A}=M^{1 / 2} A N^{-1 / 2}$.
Proof Let $A=F G$ be a full rank factorization. It follows from (3.5.20) and the Cauchy-Binet formula that

$$
\operatorname{det}\left(A_{M N}^{\dagger}[\beta, \alpha]\right)=\sum_{\omega \in Q_{k, r}} \operatorname{det}\left(G_{I N}^{\dagger}[\beta, \omega]\right) \operatorname{det}\left(F_{M I}^{\dagger}[\omega, \alpha]\right)
$$

Setting $G^{T}=D$, by the assumption $A V^{T}=\mathrm{O}$, we have $G V^{T}=\mathrm{O}$, i.e., $D^{T} V^{T}=$ O. From Lemma 3.5.2,

$$
H=\left[\begin{array}{ll}
D & N V^{T}
\end{array}\right]
$$

is nonsingular and its inverse

$$
H^{-1}=\left[\begin{array}{c}
D_{N-1, I}^{\dagger} \\
\left(V N V^{T}\right)^{-1} V
\end{array}\right]
$$

Since

$$
\left(D_{N^{-1}, I}^{\dagger}\right)^{T}=\left(D^{T}\right)_{I, N}^{\dagger}=G_{I N}^{\dagger},
$$

we have

$$
\begin{align*}
& \operatorname{det}\left(G_{I N}^{\dagger}[\beta, \omega]\right) \\
= & \operatorname{det}\left(\left(D_{N^{-1}, I}^{\dagger}\right)^{T}[\beta, \omega]\right) \\
= & \operatorname{det}\left(D_{N^{-1}, I}^{\dagger}[\omega, \beta]\right) \\
= & \operatorname{det}\left(H^{-1}[\omega, \beta]\right) \\
= & \frac{1}{\operatorname{det}\left(H^{T} N^{-1} H\right)} \operatorname{det}\left(H^{T} N^{-1} H\left(\omega \rightarrow I_{\beta}\right)\right) \\
= & \frac{1}{\operatorname{det}\left(G N^{-1} G^{T}\right) \operatorname{det}\left(V N V^{T}\right)} \operatorname{det}\left[\begin{array}{cc}
G N^{-1} G^{T}\left(\omega \rightarrow I_{\beta}\right) & G V^{T} \\
V G^{T}\left(\omega \rightarrow I_{\beta}\right) & V N V^{T}
\end{array}\right] \\
= & \frac{1}{\operatorname{det}\left(G N^{-1} G^{T}\right)} \operatorname{det}\left(G N^{-1} G^{T}\left(\omega \rightarrow I_{\beta}\right)\right) \\
= & \frac{1}{\operatorname{det}\left(G N^{-1} G^{T}\right)} \sum_{J \in \mathcal{J}(\beta)} \operatorname{det}\left(\left(G N^{-1}\right)_{* J}\right) \operatorname{det}\left(\left(G^{T}\left(\omega \rightarrow I_{\beta}\right)\right)_{J *}\right) \\
= & \frac{1}{\operatorname{det}\left(G N^{-1} G^{T}\right)} \sum_{J \in \mathcal{J}(\beta)} \operatorname{det}\left(\left(G N^{-1}\right)_{* J}\right) \operatorname{det}\left(\left(G\left(\beta \rightarrow I_{\omega}\right)\right)_{* J}\right) . \tag{3.5.29}
\end{align*}
$$

The equality next to the last is by the Cauchy-Binet formula. Noting that, if $J \notin \mathcal{J}(\beta)$, then the submatrix of $G^{T}\left(\omega \leftarrow I_{\alpha}\right)$ whose rows are indexed by $J$ has at least one column of zeros.

From the assumption $A^{T} U=\mathrm{O}$, we have $F^{T} U=\mathrm{O}$. By Lemma 3.5.2,

$$
P=\left[\begin{array}{ll}
F & M^{-1} U
\end{array}\right]
$$

is nonsingular and its inverse is

$$
P^{-1}=\left[\begin{array}{c}
F_{M I}^{\dagger} \\
\left(U^{T} M^{-1} U\right) U^{T}
\end{array}\right] .
$$

Thus

$$
\begin{align*}
& \operatorname{det}\left(F_{M I}^{\dagger}[\omega, \alpha]\right) \\
= & \operatorname{det}\left(P^{-1}[\omega, \alpha]\right) \\
= & \frac{1}{\operatorname{det}\left(P^{T} M P\right)} \operatorname{det}\left(P^{T} M P\left(\omega \rightarrow I_{\alpha}\right)\right) \\
= & \frac{1}{\operatorname{det}\left(F^{T} M F\right)} \operatorname{det}\left(F^{T} M F\left(\omega \rightarrow I_{\alpha}\right)\right) \\
= & \frac{1}{\operatorname{det}\left(F^{T} M F\right)} \sum_{I \in \mathcal{I}(\alpha)} \operatorname{det}\left(\left(F^{T} M\right)_{* I}\right) \operatorname{det}\left(\left(F\left(\omega \rightarrow I_{\alpha}\right)\right)_{I *}\right) \\
= & \frac{1}{\operatorname{det}\left(F^{T} M F\right)} \sum_{I \in \mathcal{I}(\alpha)} \operatorname{det}\left((M F)_{I *}\right) \operatorname{det}\left(\left(F\left(\omega \rightarrow I_{\alpha}\right)\right)_{I *}\right) . \tag{3.5.30}
\end{align*}
$$

If $I \notin \mathcal{I}(\alpha)$, then the submatrix of $F\left(\omega \leftarrow I_{\alpha}\right)$ whose rows are indexed by $I$ has at least one column of zeros.

It follows from (3.5.2), (3.5.4), (3.5.21), (3.5.22), (3.5.29) and (3.5.30) that the second part in (3.5.28) holds.

Note that $\mathcal{B}(\alpha, \beta)=\emptyset$ is equivalent to linear dependence of either the columns of $A_{* \beta}$ or the rows of $A_{\alpha *}$.

As a special case, if $\alpha=I \in \mathcal{I}(A)$ and $\beta=J \in \mathcal{J}(A)$, then $\mathcal{B}(\alpha, \beta)$ contains only one element, which is $(I, J)$. Now Theorem 3.5 .2 gives the identity:

$$
\operatorname{det}\left(\left(A_{M N}^{\dagger}\right)_{J I}\right)=\frac{1}{\operatorname{Vol}^{2}(\widetilde{A})} \operatorname{det}\left(\left(M A N^{-1}\right)_{I J}\right)
$$

### 3.5.3 Minors of the Group Inverse and Drazin Inverse

Definition 3.5.1 Let $A \in \mathbb{R}_{r}^{m \times n}, 0<k \leq r$, the $k$ th compound matrix of $A$ denoted by $C_{k}(A)$ is the $\binom{m}{k} \times\binom{ n}{k}$ matrix whose elements are determinants of all $k \times k$ submatrices of $A$ in lexicographic order.

Some well known properties of compound matrices are listed below (see for example [28]).

## Lemma 3.5.5

(1) $C_{k}\left(A^{T}\right)=C_{k}(A)^{T}$;
(2) If $A \in \mathbb{C}^{m \times p}, B \in \mathbb{C}^{p \times n}$ and $\operatorname{rank}(A B)=r$, then

$$
C_{k}(A B)=C_{k}(A) C_{k}(B), \quad k \leq \min \{m, r, n\} ;
$$

(3) $\operatorname{rank}\left(C_{k}(A)\right)=\binom{r}{k}$;
(4) $C_{k}(I)=I$ (appropriate size identity matrix).

Lemma 3.5.6 Let $A \in \mathbb{R}_{r}^{m \times n}$. If $A=C R$ is a full rank factorization of $A$, then

$$
\frac{\partial}{\partial\left|A_{\alpha \beta}\right|}\left|A_{I J}\right|=\sum_{\gamma \in Q_{k, r}} \frac{\partial}{\partial\left|C_{\alpha \gamma}\right|}\left|C_{I *}\right| \frac{\partial}{\partial\left|R_{\gamma \beta}\right|}\left|R_{* J}\right|
$$

for any $\alpha \in Q_{k, m}, \beta \in Q_{k, n}$, and $(I, J) \in \mathcal{B}(\alpha, \beta)$.
Proof The result follows from the Cauchy-Binet formula

$$
\begin{aligned}
& \operatorname{det}(A[I \backslash \alpha, J \backslash \beta]) \\
= & \sum_{\tau \in Q_{r-k, r}} \operatorname{det}(C[I \backslash \alpha, \tau]) \operatorname{det}(R[\tau, J \backslash \beta]) \\
= & \sum_{\gamma \in Q_{k, r}} \operatorname{det}(C[I \backslash \alpha, \widetilde{r} \backslash \gamma]) \operatorname{det}(R[\widetilde{r} \backslash \gamma, J \backslash \beta]),
\end{aligned}
$$

where $\tilde{r}=\{1,2, \ldots, r\}$.
Lemma 3.5.7 Let $R \in \mathbb{R}_{r}^{r \times n}$ and $C \in \mathbb{R}_{r}^{m \times r}$. If $E$ and $F$ are a right inverse of $R$ and a left inverse of $C$ respectively, that is, $R E=I$ and $F C=I$, then

$$
\begin{equation*}
\operatorname{det}(E[\beta, \gamma])=\sum_{J \in \mathcal{J}(\beta)} \operatorname{det}\left(E_{J *}\right) \frac{\partial}{\partial\left|R_{\gamma \beta}\right|}\left|R_{* J}\right|, \tag{3.5.31}
\end{equation*}
$$

for any $\gamma \in Q_{k, r}, \beta \in Q_{k, n}$, and

$$
\begin{equation*}
\operatorname{det}(F[\gamma, \alpha])=\sum_{I \in \mathcal{I}(\alpha)} \operatorname{det}\left(F_{* I}\right) \frac{\partial}{\partial\left|C_{\alpha \gamma}\right|}\left|C_{I *}\right| \tag{3.5.32}
\end{equation*}
$$

for any $\alpha \in Q_{k, m}, \gamma \in Q_{k, r}$.
Proof Let $e_{\beta, \gamma}$ be the right-hand side of (3.5.31), then

$$
\begin{align*}
& e_{\beta, \gamma}= \sum_{J \in \mathcal{J}(\beta)}\left(\sum_{\xi \in Q_{k, r}} \operatorname{det}(E[\beta, \xi]) \frac{\partial}{\partial\left|E_{\beta \xi}\right|}\left|E_{J *}\right|\right) \frac{\partial}{\partial\left|R_{\gamma \beta}\right|}\left|R_{* J}\right| \\
&= \sum_{J \in \mathcal{J}(\beta)} \sum_{\xi \in Q_{k, r}} \operatorname{det}(E[\beta, \xi])(-1)^{S(\xi)+S(\gamma)} \\
&= \sum_{\substack{\tau \in Q_{r-k, n} \\
\tau \cap \beta=\emptyset}} \operatorname{det}(E[J \backslash \beta, \tilde{r} \backslash \xi]) \operatorname{det}(R[\tilde{r} \backslash \gamma, J])(-1)^{S(\xi)+S(\gamma)} \\
& \quad \cdot \operatorname{det}(E[\tau, \widetilde{r} \backslash \xi]) \operatorname{det}(R[\widetilde{r} \backslash \gamma, \tau])
\end{align*}
$$

noting that if $\tau \in Q_{r-k, n}$ and $\tau \cap \beta \neq \emptyset$, then

$$
\sum_{\xi \in Q_{k, r}}(-1)^{S(\xi)} \operatorname{det}(E[\beta, \xi]) \operatorname{det}(E[\tau, \widetilde{r} \backslash \xi])=0
$$

Thus (3.5.33) becomes

$$
\begin{align*}
e_{\beta, \gamma}= & \sum_{\xi \in Q_{k, r}}(-1)^{S(\xi)+S(\gamma)} \operatorname{det}(E[\beta, \xi]) \\
& \left(\sum_{\tau \in Q_{r-k, n}} \operatorname{det}(R[\widetilde{r} \backslash \gamma, \tau]) \operatorname{det}(E[\tau, \widetilde{r} \backslash \xi])\right) \tag{3.5.34}
\end{align*}
$$

Now it follows from

$$
C_{r-k}(R) C_{r-k}(E)=I,
$$

that

$$
\sum_{\tau \in Q_{r-k, n}} \operatorname{det}(R[\widetilde{r} \backslash \gamma, \tau]) \operatorname{det}(E[\tau, \widetilde{r} \backslash \xi])=\left\{\begin{array}{l}
0, \text { if } \gamma \neq \xi \\
1, \text { if } \gamma=\xi
\end{array}\right.
$$

Putting the above equation and (3.5.34) together gives

$$
e_{\beta, \gamma}=\operatorname{det}(E[\beta, \gamma])
$$

This completes the proof of (3.5.31). The proof of (3.5.32) is similar and left to the reader as an exercise.
Theorem 3.5.3 ([29]) Let $A \in \mathbb{R}_{r}^{m \times n}$. If $G \in A\{1,2\}$, then

$$
\begin{equation*}
\operatorname{det}(G[\beta, \alpha])=\sum_{(I, J) \in \mathcal{B}(\alpha, \beta)} \operatorname{det}\left(G_{J I}\right) \frac{\partial}{\partial\left|A_{\alpha \beta}\right|}\left|A_{I J}\right| \tag{3.5.35}
\end{equation*}
$$

for any $\alpha \in Q_{k, m}$ and $\beta \in Q_{k, n}, 1 \leq k \leq r$.
Proof Let $A=C R$ be a full rank factorization of $A, E=G C$, and $F=R G$. Since $G \in A\{1\}$, we have $C R G C R=C R, R G C=I$. Thus $R E=I$ and

$$
F C=R G C=R E=I
$$

It follows from the assumption $G \in A\{2\}$ that

$$
E F=G C R G=G A G=G
$$

Denoting the right-hand side of (3.5.35) as $g_{\beta \alpha}$ and using the above equation, we get

$$
g_{\beta \alpha}=\sum_{(I, J) \in \mathcal{B}(\alpha, \beta)} \operatorname{det}\left(E_{J *}\right) \operatorname{det}\left(F_{* I}\right) \frac{\partial}{\partial\left|A_{\alpha \beta}\right|}\left|A_{I J}\right|
$$

It then follows from Lemmas 3.5.6 and 3.5.7 that

$$
\begin{aligned}
& g_{\beta \alpha} \\
= & \sum_{\gamma \in Q_{k, r}}\left(\sum_{J \in \mathcal{J}(\beta)} \operatorname{det}\left(E_{J *}\right) \frac{\partial}{\partial\left|R_{\gamma \beta}\right|}\left|R_{* J}\right|\right)\left(\sum_{I \in \mathcal{I}(\alpha)} \operatorname{det}\left(F_{* I}\right) \frac{\partial}{\partial\left|C_{\alpha \gamma}\right|}\left|C_{I *}\right|\right) \\
= & \sum_{\gamma \in Q_{k, r}} \operatorname{det}(E[\beta, \gamma]) \operatorname{det}(F[\gamma, \alpha]),
\end{aligned}
$$

which equals $\operatorname{det}(G[\beta, \alpha])$.
The following theorem is a special case of Theorem 3.5.3.
Theorem 3.5.4 Let $A \in \mathbb{R}_{r}^{n \times n}$. If $\operatorname{Ind}(A)=1$, then $A$ has a group inverse $A_{g}$, and

$$
\begin{equation*}
\operatorname{det}\left(A_{g}[\beta, \alpha]\right)=\nu^{-2} \sum_{(I, J) \in \mathcal{B}(\alpha, \beta)} \operatorname{det}\left(A_{J I}\right) \frac{\partial}{\partial\left|A_{\alpha \beta}\right|}\left|A_{I J}\right|, \tag{3.5.36}
\end{equation*}
$$

for any $\alpha, \beta \in Q_{k, n}, 1 \leq k \leq r$, where

$$
\nu=\sum_{J \in \mathcal{J}(A)} \operatorname{det}\left(A_{J J}\right)
$$

Proof Let $A=C R$ be a full rank factorization of $A$. By using $A_{g}=C(R C)^{-2} R$ and the Cauchy-Binet formula, we have

$$
\begin{aligned}
\operatorname{det}\left(\left(A_{g}\right)_{J I}\right) & =\operatorname{det}\left((R C)^{-2}\right) \operatorname{det}\left(A_{J I}\right) \\
& =\left(\sum_{J \in \mathcal{J}(A)} \operatorname{det}\left(A_{J J}\right)\right)^{-2} \operatorname{det}\left(A_{J I}\right) \\
& =\nu^{-2} \operatorname{det}\left(A_{J I}\right),
\end{aligned}
$$

which implies (3.5.36) by Theorem 3.5.3.
Theorem 3.5.5 ([30]) Let $A \in \mathbb{R}^{n \times n}, \operatorname{Ind}(A)=k$ and $\operatorname{rank}\left(A^{k}\right)=r_{k}$, then $A$ has a Drazin inverse $A_{d}$, and

$$
\begin{align*}
& \operatorname{det}\left(A_{d}[\beta, \alpha]\right)=  \tag{3.5.37}\\
& \nu^{-2} \sum_{\omega \in Q_{h, n}(I, J) \in \mathcal{B}(\omega, \beta)} \sum \operatorname{det}\left(\left(A^{k}\right)_{J I}\right) \operatorname{det}\left(A^{k-1}[\omega, \alpha]\right) \frac{\partial}{\partial\left|\left(A^{k}\right)_{\omega \beta}\right|}\left|\left(A^{k}\right)_{I J}\right|,
\end{align*}
$$

for any $\alpha, \beta, \omega \in Q_{h, n}$ and $I, J \in Q_{r_{k}, n}, 1 \leq h \leq r_{k}$, where

$$
\nu=\sum_{J \in \mathcal{J}\left(A^{k}\right)} \operatorname{det}\left(\left(A^{k}\right)_{J J}\right) .
$$

Proof It is easy to verify that

$$
\left(A_{d}\right)^{k}=\left(A^{k}\right)_{g} .
$$

Applying (3.5.36) and the above equation, we have

$$
\begin{aligned}
& \operatorname{det}\left(\left(A_{d}\right)^{k}[\beta, \alpha]\right) \\
= & \operatorname{det}\left(\left(A^{k}\right)_{g}[\beta, \alpha]\right) \\
= & \nu^{-2} \sum_{(I, J) \in \mathcal{B}(\alpha, \beta)} \operatorname{det}\left(\left(A^{k}\right)_{J I}\right) \frac{\partial}{\partial\left|\left(A^{k}\right)_{\alpha \beta}\right|}\left|\left(A^{k}\right)_{I J}\right|,
\end{aligned}
$$

where $\nu=\sum_{J \in \mathcal{J}\left(A^{k}\right)} \operatorname{det}\left(\left(A^{k}\right)_{J J}\right)$. Since $A_{d}=\left(A_{d}\right)^{k} A^{k-1}$, from the Cauchy-Binet formula, we have

$$
\begin{aligned}
& \operatorname{det}\left(A_{d}[\beta, \alpha]\right) \\
= & \sum_{\omega \in Q_{h, n}} \operatorname{det}\left(\left(A_{d}\right)^{k}[\beta, \omega]\right) \operatorname{det}\left(A^{k-1}[\omega, \alpha]\right) \\
= & \nu^{-2} \sum_{\omega \in Q_{h, n}} \sum_{(I, J) \in \mathcal{B}(\omega, \beta)} \operatorname{det}\left(\left(A^{k}\right)_{J I}\right) \operatorname{det}\left(A^{k-1}[\omega, \alpha]\right) \frac{\partial}{\partial\left|\left(A^{k}\right)_{\omega \beta}\right|}\left|\left(A^{k}\right)_{I J}\right|,
\end{aligned}
$$

which completes the proof.
As a special case, when $A \in \mathbb{R}^{n \times n}, \operatorname{Ind}(A)=k$ and $\operatorname{rank}\left(A^{k}\right)=r_{k}$, we can show that

$$
\begin{equation*}
\operatorname{det}\left(\left(A_{d}\right)_{J I}\right)=\frac{\operatorname{det}\left(\left(A^{k}\right)_{J I}\right)}{\sum_{(I, J) \in \mathcal{B}\left(A^{k}\right)} \operatorname{det}\left(A_{J I}\right) \operatorname{det}\left(\left(A^{k}\right)_{I J}\right)} \tag{3.5.38}
\end{equation*}
$$

for any $(I, J) \in \mathcal{B}\left(A^{k}\right)$. Indeed, it follows from Theorem 2.1.6 that

$$
A=B_{1} C_{1}, \quad C_{1} B_{1}=B_{2} C_{2}, \quad C_{2} B_{2}=B_{3} C_{3}, \quad \cdots,
$$

then

$$
\begin{aligned}
& A_{d}= \\
& \begin{cases}B_{1} B_{2} \cdots B_{k}\left(C_{k} B_{k}\right)^{-1} C_{k} C_{k-1} \cdots C_{1}, & \text { when }\left(C_{k} B_{k}\right)^{-1} \text { exists, } \\
\mathrm{O}, & \text { when } C_{k} B_{k}=\mathrm{O} .\end{cases}
\end{aligned}
$$

Set

$$
B=B_{1} B_{2} \cdots B_{k}, \quad C=C_{k} C_{k-1} \cdots C_{1},
$$

then

$$
A_{d}=B\left(C_{k} B_{k}\right)^{-(k+1)} C=B(C A B)^{-1} C
$$

and

$$
\begin{equation*}
\left.C_{r_{k}}\left(A_{d}\right)=C_{r_{k}}\left(B(C A B)^{-1}\right) C\right)=\frac{C_{r_{k}}(B C)}{\operatorname{det}(C A B)} \tag{3.5.39}
\end{equation*}
$$

It is easy to show that $A^{k}=B C$ is a full rank factorization of $A^{k}$, and

$$
\begin{equation*}
C_{r_{k}}(B C)=C_{r_{k}}\left(A^{k}\right) \tag{3.5.40}
\end{equation*}
$$

Using the Cauchy-Binet formula, we have

$$
\begin{aligned}
\operatorname{det}(C A B) & =\sum_{I \in Q_{r_{k}, n}} \sum_{J \in Q_{r_{k}, n}} \operatorname{det}\left(C_{* J}\right) \operatorname{det}\left(A_{J I}\right) \operatorname{det}\left(B_{I *}\right) \\
& =\sum_{(I, J) \in \mathcal{B}\left(A^{k}\right)} \operatorname{det}\left(A_{J I}\right) \operatorname{det}\left(\left(A^{k}\right)_{I J}\right)
\end{aligned}
$$

Applying the above equation and (3.5.40)-(3.5.39), we obtain (3.5.38).

### 3.5.4 Minors of the Generalized Inverse $A_{T, S}^{(2)}$

In this subsection, we consider the expression of the determinant of a minor of the generalized inverse $A_{T, S}^{(2)}$. In 2001, Wang and Gao [31] gave an expression which includes the group inverse as a special case. Later, in 2006, Yu [32] presented a formula which unifies the expressions (3.5.12) for the Moore-Penrose inverse, (3.5.28) for the weighted Moore-Penrose inverse, (3.5.36) for the group inverse, and (3.5.37) for the Drazin inverse.

Theorem 3.5.6 ([32]) Let $A \in \mathbb{C}_{r}^{m \times n}$, $T$ be a subspace of $\mathbb{C}^{n}$ of dimension $s \leq r$, and $S$ a subspace of $\mathbb{C}^{m}$ of dimension $m-s$. If $A$ has the generalized inverse $A_{T, S}^{(2)}$ and there exists a matrix $G \in \mathbb{C}^{n \times m}$ such that $\mathcal{R}(G)=T$ and $\mathcal{N}(G)=S$, then

$$
\operatorname{det}\left(A_{T, S}^{(2)}[\beta, \alpha]\right)=v^{-1} \sum_{(I, J) \in \mathcal{B}(\alpha, \beta)} \operatorname{det}\left(G_{J I}\right) \frac{\partial}{\partial\left|A_{\alpha, \beta}\right|}\left|A_{I J}\right|
$$

for any $\alpha \in Q_{k, m}, \beta \in Q_{k, n}, 1 \leq k \leq s$, where

$$
v=\sum_{J \in \mathcal{J}(A G)} \operatorname{det}\left((A G)_{J J}\right)
$$

Proof From Lemma 3.2.2, $A_{T, S}^{(2)}=G(A G)_{g}$, so

$$
\operatorname{det}\left(A_{T, S}^{(2)}[\beta, \alpha]\right)=\operatorname{det}\left(G(A G)_{g}\right)[\beta, \alpha] .
$$

Using the Cauchy-Binet formula and Theorem 3.5.4, we obtain

$$
\begin{aligned}
& \operatorname{det}\left(A_{T, S}^{(2)}[\beta, \alpha]\right) \\
= & \sum_{\varpi} \operatorname{det}(G[\beta, \varpi]) \operatorname{det}\left((A G)_{g}[\varpi, \alpha]\right) \\
= & v^{-2} \sum_{\varpi} \sum_{(I, F) \in \mathcal{B}(\alpha, \varpi)} \operatorname{det}(G[\beta, \varpi]) \operatorname{det}\left((A G)_{F I}\right) \frac{\partial}{\partial\left|(A G)_{\alpha, \varpi}\right|}\left|(A G)_{I F}\right|,
\end{aligned}
$$

where

$$
v=\sum_{J \in J(A G)} \operatorname{det}\left((A G)_{J J}\right)
$$

Note that for all $I$, for which $\alpha \in I$, and all $F$,

$$
\sum_{\varpi} \operatorname{det}(G[\beta, \varpi]) \frac{\partial}{\partial\left|(A G)_{\alpha, \varpi}\right|}\left|(A G)_{I F}\right|=\operatorname{det}\left(U_{I F}\right)
$$

where $U$ is the matrix obtained from $A G$ by replacing the $\beta$-rows of $A G$ with the $\alpha$-rows of $G$. Let $\alpha=\left\{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{k}\right\}$ and $\beta=\left\{\beta_{1}, \beta_{2}, \ldots, \beta_{k}\right\}$. Then, if we denote $B$ as the matrix obtained from $A$ by replacing the $\alpha_{i}$ th row of $A$ with the row $\left[0 \cdots 0110 \cdots 0\right.$, where the $\beta_{i}$ th entry is $1, i=1,2, \ldots, k$, and all other entries are zero, then we have $U=B G$. Hence

$$
\operatorname{det}\left(U_{I F}\right)=\sum_{J} \operatorname{det}\left(B_{I J}\right) \operatorname{det}\left(G_{J F}\right)
$$

Thus

$$
\begin{aligned}
& \operatorname{det}\left(A_{T, S}^{(2)}[\beta, \alpha]\right) \\
= & v^{-2} \sum_{(I, F) \in \mathcal{B}(\alpha, \beta)} \sum_{J} \operatorname{det}(A G)_{F I} \operatorname{det}\left(B_{I J}\right) \operatorname{det}\left(G_{J F}\right) \\
= & v^{-2} \sum_{(I, F) \in \mathcal{B}(\alpha, \beta)} \sum_{J} \sum_{L} \operatorname{det}\left(A_{F L}\right) \operatorname{det}\left(G_{L I}\right) \operatorname{det}\left(G_{J F}\right) \operatorname{det}\left(B_{I J}\right) .
\end{aligned}
$$

Since $\operatorname{rank}(G)=s,\left(\operatorname{rank}\left(C_{s}(G)\right)=1\right.$, where $C_{s}(G)$ is the $s$ th compound matrix of $G$. Thus, we can get

$$
\operatorname{det}\left(G_{L I}\right) \operatorname{det}\left(G_{J F}\right)=\operatorname{det}\left(G_{L F}\right) \operatorname{det}\left(G_{J I}\right)
$$

and so

$$
\begin{aligned}
& \operatorname{det}\left(A_{T, S}^{(2)}[\beta, \alpha]\right) \\
= & v^{-2} \sum_{(I, F) \in \mathcal{B}(\alpha, \beta)} \sum_{J} \sum_{L} \operatorname{det}\left(A_{F L}\right) \operatorname{det}\left(G_{L F}\right) \operatorname{det}\left(G_{J I}\right) \operatorname{det}\left(B_{I J}\right) \\
= & v^{-2} \sum_{(I, F) \in \mathcal{B}(\alpha, \beta)} \sum_{J} \operatorname{det}\left((A G)_{F F}\right) \operatorname{det}\left(G_{J I}\right) \operatorname{det}\left(B_{I J}\right) \\
= & v^{-1} \sum_{I} \sum_{J} \operatorname{det}\left(G_{J I}\right) \operatorname{det}\left(B_{I J}\right) \\
= & v^{-1} \sum_{(I, J) \in \mathcal{B}(\alpha, \beta)} \operatorname{det}\left(G_{J I}\right) \frac{\partial}{\partial\left|A_{\alpha, \beta}\right|}\left|A_{I J}\right|
\end{aligned}
$$

which completes the proof.

## Exercises 3.5

1. Prove that if $A=F G$ is a full rank factorization of $A$, then

$$
\operatorname{Vol}(A)=\operatorname{Vol}(F) \operatorname{Vol}(G)
$$

2. Prove Lemma 3.5.5.
3. Prove (3.5.32).
4. Prove that $\left(A_{d}\right)^{k}=\left(A^{k}\right)_{g}$.
5. Prove that $A_{d}=\left(A_{d}\right)^{k} A^{k-1}$.
6. Prove that if $A=C R \in \mathbb{C}_{r}^{n \times n}$ is a full rank factorization of $A$, then

$$
\operatorname{det}(R C)=\sum_{J \in \mathcal{J}(A)} \operatorname{det}\left(A_{J J}\right)
$$

## Remarks

The trick in Robinson's proof was used by Ben-Israel [2] to derive a Cramer rule for the least-norm solution of consistent linear equations. It is a pioneering work. In this chapter, we survey the recent results in the field. Its application to parallel computation of the generalized inverses is presented in Chap. 7. Werner [14] gave the unique solution of a more general consistent restricted linear system. He also presented an alternative condensed Cramer rule. The basic idea is to modify the original matrix so that the new matrix is invertible, then solve the solution of the original problem from the corresponding nonsingular system of linear equations. The method is practical since it is easy to construct the nonsingular matrix of a low order. Further discussions on this method can be found in [3, 10, 11, 33].

The singular values and maximum rank minors of the generalized inverses are given in [25, 29, 34-36]. A Cramer rule for finding the unique W-weighted Drazin inverse solution of special restricted linear equations is discussed in [23].

The generalized inverses of bordered matrices are discussed in [15, 37-39].
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## Chapter 4 <br> Reverse Order and Forward Order Laws <br> for $A_{T, S}^{(2)}$

### 4.1 Introduction

The reverse order law for the generalized inverses of a matrix product yields a class of interesting fundamental problems in the theory of the generalized inverses of matrices. They have attracted considerable attention since the middle 1960s. Greville [1] first studied the Moore-Penrose inverse of the product of two matrices $A$ and $B$, and gave a necessary and sufficient condition for reverse order law:

$$
(A B)^{\dagger}=B^{\dagger} A^{\dagger}
$$

Since then more equivalent conditions for $(A B)^{\dagger}=B^{\dagger} A^{\dagger}$ have been discovered. Hartwig [2] and Tian [3, 4] studied reverse order law for the Moore-Penrose inverse of a product of three and $n$ matrices respectively.

On the other hand, the reverse order law for the weighted Moore-Penrose inverse of a product of two and three matrices was considered by Sun and Wei [5] and Wang [6], respectively. Greville [1] first studied the reverse order law for the Drazin inverse of a product of two matrices $A$ and $B$. He proved that

$$
(A B)_{d}=B_{d} A_{d}
$$

holds under the condition $A B=B A$. The necessary and sufficient conditions for the reverse order law for the Drazin inverse of the products of two and $n$ matrices were considered by Tian [7] and Wang [8] respectively. Djordjević [9] considered the reverse order law of the form

$$
(A B)_{K L}^{(2)}=B_{T S}^{(2)} A_{M N}^{(2)}
$$

for outer generalized inverse with prescribed range and null space. Reverse order law for the generalized inverse $A_{T, S}^{(2)}$ of multiple matrix products has not been studied yet in literature.

In this chapter, by using the ranks of matrices, the necessary and sufficient condition is given for the reverse order law

$$
\begin{equation*}
\left(A_{1} A_{2} \cdots A_{n}\right)_{T, S}^{(2)}=\left(A_{n}\right)_{T_{n}, S_{n}}^{(2)} \cdots\left(A_{2}\right)_{T_{2}, S_{2}}^{(2)}\left(A_{1}\right)_{T_{1}, S_{1}}^{(2)} \tag{4.1.1}
\end{equation*}
$$

to hold. From the above equation, we can obtain the necessary and sufficient conditions for the reverse order law of the Moore-Penrose inverse, the weighted MoorePenrose inverse, the Drazin inverse and the group inverse.

Throughout this chapter, all matrices are over the complex number field $\mathbb{C}$ and the symbol $R S(A)$ denotes the row space of $A$.

From Theorem 1.3.8, we have the following lemma.
Lemma 4.1.1 ([10]) Let $A \in \mathbb{C}_{r}^{m \times n}$, and the columns of $U \in \mathbb{C}_{t}^{n \times t}$ form a basis for $T$ and the columns of $V^{*} \in \mathbb{C}_{t}^{m \times t}$ form a basis for $S^{\perp}(t \leq r)$, that is,

$$
\mathcal{R}(U)=T \quad \text { and } \quad \mathcal{N}(V)=S
$$

then $\operatorname{rank}(V A U)=\operatorname{rank}(V)=\operatorname{rank}(U)=t$, that is, $V A U$ is nonsingular, and

$$
\begin{equation*}
X=U(V A U)^{-1} V \tag{4.1.2}
\end{equation*}
$$

is $a\{2\}$ inverse of $A$ having range $T$ and null space $S$, that is,

$$
\begin{equation*}
X=A_{T, S}^{(2)} \tag{4.1.3}
\end{equation*}
$$

The next lemma shows that the common four kinds of generalized inverses $A^{\dagger}$, $A_{M N}^{\dagger}, A_{d}$ and $A_{g}$ are all the generalized inverse $A_{T, S}^{(2)}$.

Lemma 4.1.2 ([10, 11])
(1) Let $A \in \mathbb{C}^{m \times n}$, then
(a) $A^{\dagger}=A_{\mathcal{R}\left(A^{*}\right), \mathcal{N}\left(A^{*}\right)}^{(2)}=A^{*}\left(A^{*} A A^{*}\right)^{\dagger} A^{*}$;
(b) $A_{M N}^{\dagger}=A_{\mathcal{R}\left(A^{\#}\right), \mathcal{N}\left(A^{\#}\right)}^{(2)}=A^{\#}\left(A^{\#} A A^{\#}\right)^{\dagger} A^{\#}$,
where $M$ and $N$ are Hermitian positive definite matrices of order $m$ and $n$, respectively. In addition, $A^{\#}=N^{-1} A^{*} M$.
(2) Let $A \in \mathbb{C}^{n \times n}$, then
(a) If $\operatorname{Ind}(A)=k$, then $A_{d}=A_{\mathcal{R}\left(A^{k}\right), \mathcal{N}\left(A^{k}\right)}^{(2)}=A^{k}\left(A^{2 k+1}\right)^{\dagger} A^{k}$;
(b) If $\operatorname{Ind}(A)=1$, then $A_{g}=A_{\mathcal{R}(A), \mathcal{N}(A)}^{(2)}=A\left(A^{3}\right)^{\dagger} A$.

Lemma 4.1.3 ([12]) Suppose that $A, B, C$ and $D$ satisfy the conditions:

$$
\mathcal{R}(B) \subset \mathcal{R}(A) \text { and } R S(C) \subset R S(A)
$$

or

$$
\mathcal{R}(C) \subset \mathcal{R}(D) \text { and } R S(B) \subset R S(D)
$$

then

$$
\operatorname{rank}\left[\begin{array}{ll}
A & B  \tag{4.1.4}\\
C & D
\end{array}\right]=\operatorname{rank}(A)+\operatorname{rank}\left(D-C A^{\dagger} B\right)
$$

or

$$
\operatorname{rank}\left[\begin{array}{ll}
A & B \\
C & D
\end{array}\right]=\operatorname{rank}(D)+\operatorname{rank}\left(A-B D^{\dagger} C\right)
$$

Lemma 4.1.4 ([13]) Suppose B, C and D satisfy

$$
\mathcal{R}(D) \subset \mathcal{R}(C) \text { and } R S(D) \subset R S(B)
$$

then

$$
M^{\dagger}=\left[\begin{array}{ll}
\mathrm{O} & B \\
C & D
\end{array}\right]^{\dagger}=\left[\begin{array}{cc}
-C^{\dagger} D B^{\dagger} & C^{\dagger} \\
B^{\dagger} & \mathrm{O}
\end{array}\right]
$$

Lemma 4.1.5 Suppose $A_{i} \in \mathbb{C}^{m_{i} \times n_{i}}, \quad i=0,1,2, \ldots, n+1, \quad B_{i} \in \mathbb{C}^{m_{i} \times n_{i-1}}$, $i=1,2, \ldots, n+1$, satisfy

$$
\begin{equation*}
\mathcal{R}\left(B_{i}\right) \subset \mathcal{R}\left(A_{i}\right), R S\left(B_{i}\right) \subset R S\left(A_{i-1}\right), i=1,2, \ldots, n+1, \tag{4.1.5}
\end{equation*}
$$

then the Moore-Penrose inverse of the $(n+2) \times(n+2)$ block matrix

$$
J_{n+2}=\left[\begin{array}{cccc} 
& & & A_{0}  \tag{4.1.6}\\
& & A_{1} & B_{1} \\
& . & . & \\
A_{n} & B_{n} & & \\
A_{n+1} & B_{n+1} & &
\end{array}\right]
$$

can be expressed as

$$
J_{n+2}^{\dagger}=\left[\begin{array}{cccc}
F(n+1,0) & F(n+1,1) & \cdots & F(n+1, n) F(n+1, n+1)  \tag{4.1.7}\\
F(n, 0) & F(n, 1) & \cdots & F(n, n) \\
\vdots & & . & \\
\vdots & . & &
\end{array}\right]
$$

where

$$
\begin{align*}
& F(i, i)=A_{i}^{\dagger} \\
& F(i, j)=(-1)^{i-j} A_{i}^{\dagger} B_{i} A_{i-1}^{\dagger} B_{i-1} \cdots A_{j+1}^{\dagger} B_{j+1} A_{j}^{\dagger}, 0 \leq j \leq i \leq n+1 \tag{4.1.8}
\end{align*}
$$

Proof We use induction on $n$. For $n=0$, from the conditions (4.1.5) and Lemma 4.1.4, the Moore-Penrose inverse of $J_{2}$ in (4.1.7) is

$$
J_{2}^{\dagger}=\left[\begin{array}{cc}
\mathrm{O} & A_{0} \\
A_{1} & B_{1}
\end{array}\right]^{\dagger}=\left[\begin{array}{cc}
-A_{1}^{\dagger} B_{1} A_{0}^{\dagger} & A_{1}^{\dagger} \\
A_{0}^{\dagger} & \mathrm{O}
\end{array}\right]=\left[\begin{array}{cc}
F(1,0) & F(1,1) \\
F(0,0) & \mathrm{O}
\end{array}\right]
$$

which shows that the lemma holds when $n=0$. Now we assume that it is also true for $n+1$. In other words, under the conditions (4.1.5), the Moore-Penrose inverse of $J_{n+1}$ in (4.1.6) is given by

$$
J_{n+1}^{\dagger}=\left[\begin{array}{ccccc}
F(n, 0) & F(n, 1) & \cdots & F(n, n-1) & F(n, n)  \tag{4.1.9}\\
F(n-1,0) & F(n-1,1) & \cdots & F(n-1, n-1) \\
\vdots & & . & \\
\vdots & . & &
\end{array}\right] .
$$

Next we consider the Moore-Penrose inverse of $J_{n+2}$ in (4.1.6). First, partition $J_{n+2}$ in (4.1.6) into the form:

$$
J_{n+2}=\left[\begin{array}{cc}
\mathrm{O} & J_{n+1} \\
A_{n+1} & H
\end{array}\right]
$$

where $H=\left[B_{n+1} \mathrm{O}\right]$. Then it is easy to see from the conditions (4.1.5) that the three submatrices in the above $J_{n+2}$ satisfy the inclusions

$$
\mathcal{R}(H) \subset \mathcal{R}\left(A_{n+1}\right) \quad \text { and } \quad R S(H) \subset R S\left(J_{n+1}\right)
$$

Hence by Lemma 4.1.4,

$$
J_{n+2}^{\dagger}=\left[\begin{array}{cc}
-A_{n+1}^{\dagger} H J_{n+1}^{\dagger} & A_{n+1}^{\dagger}  \tag{4.1.10}\\
J_{n+1}^{\dagger} & \mathrm{O}
\end{array}\right]
$$

Using the induction hypothesis (4.1.9), the structure of $H, F(i, i)$ and $F(i, j)$ in $J_{n+1}^{\dagger}$, and (4.1.8), we obtain

$$
\begin{align*}
& -A_{n+1}^{\dagger} H J_{n+1}^{\dagger} \\
= & {\left[-A_{n+1}^{\dagger} B_{n+1} F(n, 0)-A_{n+1}^{\dagger} B_{n+1} F(n, 1) \cdots-A_{n+1}^{\dagger} B_{n+1} F(n, n)\right] } \\
= & {[F(n+1,0) F(n+1,1) \cdots F(n+1, n)] } \tag{4.1.11}
\end{align*}
$$

and

$$
\begin{equation*}
A_{n+1}^{\dagger}=F(n+1, n+1) . \tag{4.1.12}
\end{equation*}
$$

Finally, substituting (4.1.9), (4.1.11), and (4.1.12) into (4.1.10) directly produces (4.1.7).

Next, we consider the product $A=A_{0} A_{1} A_{2} \cdots A_{n} A_{n+1}$. Let

$$
n_{i}=m_{i+1}, i=0,1, \ldots, n, \text { and } m_{0}=m_{1}, n_{n+1}=m_{n+1}
$$

then

$$
A_{0} \in \mathbb{C}^{m_{1} \times m_{1}}, A_{n+1} \in \mathbb{C}^{m_{n+1} \times m_{n+1}}, A_{i} \in \mathbb{C}^{m_{i} \times m_{i+1}}, i=1,2, \ldots, n,
$$

and

$$
B_{i} \in \mathbb{C}^{m_{i} \times m_{i}}, i=1,2, \ldots, n+1
$$

Let $I_{m_{1}}$ and $I_{m_{n+1}}$ be identity matrices of orders $m_{1}$ and $m_{n+1}$ respectively and

$$
P=\left[\begin{array}{ll}
I_{m_{n+1}} & \mathrm{O}
\end{array}\right], \quad Q=\left[\begin{array}{ll}
I_{m_{1}} & \mathrm{O} \tag{4.1.13}
\end{array}\right]^{*},
$$

then the $(1,1)$-block in (4.1.7) has the form

$$
\begin{equation*}
F(n+1,0)=P J_{n+2}^{\dagger} Q=(-1)^{n+1} A_{n+1}^{\dagger} B_{n+1} A_{n}^{\dagger} B_{n} \cdots A_{1}^{\dagger} B_{1} A_{0}^{\dagger} . \tag{4.1.14}
\end{equation*}
$$

If we replace $A_{0}$ and $A_{n+1}$ in (4.1.6) with $I_{m_{1}}$ and $I_{m_{n+1}}$ respectively, and $A_{i}$ with the nonsingular matrices $V_{i} A_{i} U_{i}$, where

$$
V_{i}^{*} \in \mathbb{C}_{t_{i}}^{m_{i} \times t_{i}}, \quad U_{i} \in \mathbb{C}_{t_{i}}^{m_{i+1} \times t_{i}}
$$

and

$$
\mathcal{R}\left(U_{i}\right)=T_{i} \quad \text { and } \quad \mathcal{N}\left(V_{i}\right)=S_{i}
$$

satisfy the conditions in Lemma 4.1.1 and

$$
\operatorname{rank}\left(V_{i} A_{i} U_{i}\right)=\operatorname{rank}\left(V_{i}\right)=\operatorname{rank}\left(U_{i}\right)=t_{i}, \quad i=1,2, \ldots, n,
$$

then, when

$$
B_{1}=V_{1}, \quad B_{n+1}=U_{n}, \quad \text { and } \quad B_{i}=V_{i} U_{i-1}, \quad i=2,3, \ldots, n,
$$

we have

$$
\begin{align*}
\mathcal{R}\left(B_{1}\right)= & \mathcal{R}\left(V_{1}\right)=\mathcal{R}\left(V_{1} A_{1} U_{1}\right), \\
\mathcal{R}\left(B_{i}\right)= & \mathcal{R}\left(V_{i} U_{i-1}\right) \subset \mathcal{R}\left(V_{i}\right)=\mathcal{R}\left(V_{i} A_{i} U_{i}\right), \quad i=2,3, \ldots, n, \\
\mathcal{R}\left(B_{n+1}\right)= & \mathcal{R}\left(U_{n}\right) \subset \mathcal{R}\left(I_{m_{n+1}}\right), \\
R S\left(B_{1}\right)= & R S\left(V_{1}\right) \subset R S\left(I_{m_{1}}\right),  \tag{4.1.15}\\
R S\left(B_{i}\right)= & R S\left(V_{i} U_{i-1}\right) \subset R S\left(U_{i-1}\right)=R S\left(V_{i-1} A_{i-1} U_{i-1}\right), \\
& i=2,3, \ldots, n, \\
R S\left(B_{n+1}\right)= & R S\left(U_{n}\right)=R S\left(V_{n} A_{n} U_{n}\right) .
\end{align*}
$$

Thus it is obvious from the above equations that the conditions (4.1.5) in Lemma 4.1.5 are satisfied. Hence the Moore-Penrose inverse of the $(n+2) \times(n+2)$ block matrix

$$
\begin{align*}
M & =\left[\begin{array}{cccc} 
& & & \\
& & I_{m_{1}} \\
& V_{1} A_{1} U_{1} & V_{1} \\
& V_{2} A_{2} U_{2} & V_{2} U_{1} & \\
& . \cdot & . \cdot & \\
V_{n} A_{n} U_{n} & V_{n} U_{n-1} & & \\
I_{m_{n+1}} & U_{n}
\end{array}\right] \\
& =\left[\begin{array}{cc}
\mathrm{O} & E_{1} \\
E_{2} & N
\end{array}\right], \tag{4.1.16}
\end{align*}
$$

can be expressed as the form (4.1.7), where

$$
E_{1}=\left[\begin{array}{ll}
\mathrm{O} & I_{m_{1}}
\end{array}\right] \text { and } E_{2}=\left[\begin{array}{ll}
\mathrm{O} & I_{m_{n+1}}
\end{array}\right]^{T}
$$

According to (4.1.7), (4.1.8), and (4.1.14), the (1, 1)-block $F(n+1,0)$ in (4.1.7) becomes

$$
\begin{align*}
& F(n+1,0) \\
= & P M^{\dagger} Q \\
= & (-1)^{n+1} I_{m_{n+1}}^{\dagger} U_{n}\left(V_{n} A_{n} U_{n}\right)^{\dagger} V_{n} U_{n-1}\left(V_{n-1} A_{n-1} U_{n-1}\right)^{\dagger} V_{n-1} U_{n-2} \cdots \\
& V_{2} U_{1}\left(V_{1} A_{1} U_{1}\right)^{\dagger} V_{1} I_{m_{1}}^{\dagger} \\
= & (-1)^{n+1} U_{n}\left(V_{n} A_{n} U_{n}\right)^{-1} V_{n} U_{n-1}\left(V_{n-1} A_{n-1} U_{n-1}\right)^{-1} V_{n-1} U_{n-2} \cdots \\
& V_{2} U_{1}\left(V_{1} A_{1} U_{1}\right)^{-1} V_{1} \\
= & (-1)^{n+1}\left(A_{n}\right)_{T_{n}, S_{n}}^{(2)}\left(A_{n-1}\right)_{T_{n-1}, S_{n-1}}^{(2)} \cdots\left(A_{1}\right)_{T_{1}, S_{1}}^{(2)} . \tag{4.1.17}
\end{align*}
$$

From the structure of $M$ in (4.1.16), we see that it has the following properties to be used in the next section.

Lemma 4.1.6 Let $M, U_{i}, V_{i}, P$, and $Q$ be given in (4.1.16) and (4.1.13), and let $A_{i} \in \mathbb{C}^{m_{i} \times m_{i+1}}, i=1,2, \ldots, n, A_{0}=I_{m_{1}}$ and $A_{n+1}=I_{m_{n+1}}$. Then

$$
\begin{align*}
\operatorname{rank}(M) & =m_{1}+m_{n+1}+\sum_{i=1}^{n} \operatorname{rank}\left(V_{i} A_{i} U_{i}\right) \\
& =m_{1}+m_{n+1}+\sum_{i=1}^{n} \operatorname{rank}\left(V_{i}\right)  \tag{4.1.18}\\
& =m_{1}+m_{n+1}+\sum_{i=1}^{n} \operatorname{rank}\left(U_{i}\right)
\end{align*}
$$

and

$$
\begin{equation*}
\mathcal{R}(Q) \subset \mathcal{R}(M), \quad R S(P) \subset R S(M) \tag{4.1.19}
\end{equation*}
$$

### 4.2 Reverse Order Law

In this section, we first give a sufficient and necessary condition for the reverse order law (4.1.1). Then we discuss special case for the Moore-Penrose inverse, the Drazin inverse, and the group inverse.

Theorem 4.2.1 ([14]) Suppose that $A_{i} \in \mathbb{C}^{m_{i} \times m_{i+1}}$, for $i=1,2, \ldots, n$, $A=A_{1} A_{2} \cdots A_{n} \in \mathbb{C}^{m_{1} \times m_{n+1}}, X=\left(A_{n}\right)_{T_{n}, S_{n}}^{(2)}\left(A_{n-1}\right)_{T_{n-1}, S_{n-1}}^{(2)} \cdots\left(A_{1}\right)_{T_{1}, S_{1}}^{(2)}$ and

$$
\begin{align*}
& \mathcal{R}(U)=T, \mathcal{N}(V)=S \\
& \mathcal{R}\left(U_{i}\right)=T_{i}, \mathcal{N}\left(V_{i}\right)=S_{i}, i=1,2, \ldots, n \tag{4.2.1}
\end{align*}
$$

and

$$
\begin{aligned}
& \operatorname{rank}(V A U)=\operatorname{rank}(U)=\operatorname{rank}(V)=t, \\
& \operatorname{rank}\left(V_{i} A_{i} U_{i}\right)=\operatorname{rank}\left(U_{i}\right)=\operatorname{rank}\left(V_{i}\right)=t_{i}, i=1,2, \ldots, n
\end{aligned}
$$

Then $X=A_{T, S}^{(2)}$, that is, the reverse order law (4.1.1) holds, if and only if $A, U, V$ and $A_{i}, U_{i}, V_{i}, i=1,2, \ldots, n$, satisfy the following rank conditions:

$$
\begin{align*}
& \operatorname{rank}\left[\begin{array}{cc}
(-1)^{n} V A U & V E_{1} \\
E_{2} U & N
\end{array}\right] \\
= & \operatorname{rank}(U)+\sum_{i=1}^{n} \operatorname{rank}\left(U_{i}\right) \\
= & \operatorname{rank}(V)+\sum_{i=1}^{n} \operatorname{rank}\left(V_{i}\right)  \tag{4.2.2}\\
= & \operatorname{rank}(V A U)+\sum_{i=1}^{n} \operatorname{rank}\left(V_{i} A_{i} U_{i}\right)
\end{align*}
$$

where $E_{1}, E_{2}$ and $N$ are defined in (4.1.16).
Proof From (4.1.17), $X=(-1)^{n+1} P M^{\dagger} Q$, where

$$
M=\left[\begin{array}{cc}
\mathrm{O} & E_{1} \\
E_{2} & N
\end{array}\right]
$$

It is obvious that $X=A_{T, S}^{(2)}$ holds if and only if

$$
\begin{equation*}
0=\operatorname{rank}\left(A_{T, S}^{(2)}-X\right)=\operatorname{rank}\left((-1)^{n} A_{T, S}^{(2)}+P M^{\dagger} Q\right) \tag{4.2.3}
\end{equation*}
$$

Now using the matrices in (4.2.1) and (4.1.13), we construct the following $3 \times 3$ block matrix:

$$
G=\left[\begin{array}{ccc}
M & \mathrm{O} & Q \\
\mathrm{O} & (-1)^{n} V A U & V \\
P & U & \mathrm{O}
\end{array}\right]
$$

It follows from (4.1.19) that

$$
\begin{aligned}
& \mathcal{R}\left(\left[\begin{array}{l}
Q \\
V
\end{array}\right]\right) \subset \mathcal{R}\left(\left[\begin{array}{cc}
M & \mathrm{O} \\
\mathrm{O}(-1)^{n} V A U
\end{array}\right]\right) \\
& R S\left(\left[\begin{array}{ll}
P & U
\end{array}\right]\right) \subset R S\left(\left[\begin{array}{cc}
M & \mathrm{O} \\
\mathrm{O}(-1)^{n} V A U
\end{array}\right]\right)
\end{aligned}
$$

Hence, by the rank formula (4.1.4), we have

$$
\begin{align*}
\operatorname{rank}(G)= & \operatorname{rank}\left[\begin{array}{cc}
M & \mathrm{O} \\
\mathrm{O}(-1)^{n} V A U
\end{array}\right] \\
& +\operatorname{rank}\left(\left[\begin{array}{ll}
P & U
\end{array}\right]\left[\begin{array}{cc}
M & \mathrm{O} \\
\mathrm{O}(-1)^{n} V A U
\end{array}\right]^{\dagger}\left[\begin{array}{c}
Q \\
V
\end{array}\right]\right) \\
= & \operatorname{rank}(M)+\operatorname{rank}(V A U)+\operatorname{rank}\left(P M^{\dagger} Q+(-1)^{n} U(V A U)^{-1} V\right) \\
= & \operatorname{rank}(M)+\operatorname{rank}(V A U)+\operatorname{rank}\left(P M^{\dagger} Q+(-1)^{n} A_{T, S}^{(2)}\right) \tag{4.2.4}
\end{align*}
$$

Substituting the complete expression (4.1.16) of $M$ and then calculating the rank of $G$, we get

$$
\begin{aligned}
\operatorname{rank}(G) & =\operatorname{rank}\left(\left[\begin{array}{cccc}
\mathrm{O} & E_{1} & \mathrm{O} & I_{m_{1}} \\
E_{2} & N & \mathrm{O} & \mathrm{O} \\
\mathrm{O} & \mathrm{O} & (-1)^{n} V A U & V \\
I_{m_{n+1}} & \mathrm{O} & U & \mathrm{O}
\end{array}\right]\right) \\
& =\operatorname{rank}\left(\left[\begin{array}{cccc}
\mathrm{O} & \mathrm{O} & \mathrm{O} & I_{m_{1}} \\
\mathrm{O} & N & -E_{2} U & \mathrm{O} \\
\mathrm{O} & -V E_{1} & (-1)^{n} V A U & \mathrm{O} \\
I_{m_{n+1}} & \mathrm{O} & \mathrm{O} & \mathrm{O}
\end{array}\right]\right) \\
& =m_{1}+m_{n+1}+\operatorname{rank}\left(\left[\begin{array}{cc}
(-1)^{n} V A U & V E_{1} \\
E_{2} U & N
\end{array}\right]\right) .
\end{aligned}
$$

Combining (4.1.18), (4.2.3), (4.2.4), and the above equation yields (4.2.2).
Corollary 4.2.1 ([4]) Suppose $A_{i} \in \mathbb{C}^{m_{i} \times m_{i+1}}$, for $i=1,2, \ldots, n$, $A=A_{1} A_{2} \cdots A_{n} \in \mathbb{C}^{m_{1} \times m_{n+1}}, X=A_{n}^{\dagger} \cdots A_{2}^{\dagger} A_{1}^{\dagger}$, then $X=A^{\dagger}$, that is, the reverse order law

$$
\left(A_{1} A_{2} \cdots A_{n}\right)^{\dagger}=A_{n}^{\dagger} \cdots A_{2}^{\dagger} A_{1}^{\dagger}
$$

holds, if and only if

$$
\begin{aligned}
& \operatorname{rank}\left[\begin{array}{cc}
(-1)^{n} A^{*} A A^{*} A^{*} E_{1} \\
E_{2} A^{*} & N
\end{array}\right] \\
= & \operatorname{rank}\left(A^{*}\right)+\sum_{i=1}^{n} \operatorname{rank}\left(A_{i}^{*}\right) \\
= & \operatorname{rank}(A)+\sum_{i=1}^{n} \operatorname{rank}\left(A_{i}\right),
\end{aligned}
$$

where $E_{1}$ and $E_{2}$ are defined in (4.1.16) and

$$
N=\left[\begin{array}{ccc} 
& & A_{1}^{*} A_{1} A_{1}^{*} A_{1}^{*} \\
& . & A_{2}^{*} A_{1}^{*} \\
& \\
& A_{n-1}^{*} A_{n-1} A_{n-1}^{*} & \cdot \\
A_{n}^{*} A_{n} A_{n}^{*} & A_{n}^{*} A_{n-1}^{*} & \\
A_{n}^{*} & &
\end{array}\right]
$$

Corollary 4.2.2 Suppose that $A_{i} \in \mathbb{C}^{m_{i} \times m_{i+1}}$, for $i=1,2, \ldots, n, M_{i}$ are $m_{i} \times$ $m_{i}$ Hermitian positive definite matrices, $i=1,2, \ldots, n+1, A=A_{1} A_{2} \cdots A_{n} \in$ $\mathbb{C}^{m_{1} \times m_{n+1}}, X=\left(A_{n}\right)_{M_{n}, M_{n+1}}^{\dagger} \cdots\left(A_{2}\right)_{M_{2}, M_{3}}^{\dagger}\left(A_{1}\right)_{M_{1}, M_{2}}^{\dagger}$, then $X=A_{M_{1}, M_{n+1}}^{\dagger}$, that is, the reverse order law

$$
\left(A_{1} A_{2} \cdots A_{n}\right)_{M_{1}, M_{n+1}}^{\dagger}=\left(A_{n}\right)_{M_{n}, M_{n+1}}^{\dagger} \cdots\left(A_{2}\right)_{M_{2}, M_{3}}^{\dagger}\left(A_{1}\right)_{M_{1}, M_{2}}^{\dagger}
$$

holds, if and only if

$$
\begin{aligned}
& \operatorname{rank}\left[\begin{array}{cc}
(-1)^{n} A^{\#} A A^{\#} & A^{\#} E_{1} \\
E_{2} A^{\#} & N
\end{array}\right] \\
= & \operatorname{rank}\left(A^{\#}\right)+\sum_{i=1}^{n} \operatorname{rank}\left(A_{i}^{\#}\right) \\
= & \operatorname{rank}(A)+\sum_{i=1}^{n} \operatorname{rank}\left(A_{i}\right),
\end{aligned}
$$

where $E_{1}$ and $E_{2}$ are defined in (4.1.16),

$$
A^{\#}=M_{n+1}^{-1} A^{*} M_{1}, \quad A_{i}^{\#}=M_{i+1}^{-1} A_{i}^{*} M_{i}, i=1,2, \ldots, n,
$$

and

$$
N=\left[\begin{array}{ccc} 
& & A_{1}^{\#} A_{1} A_{1}^{\#} A_{1}^{\#} \\
& \therefore & A_{2}^{\#} A_{1}^{\#} \\
& A_{n-1}^{\#} A_{n-1} A_{n-1}^{\#} & \cdot \\
A_{n}^{\#} A_{n} A_{n}^{\#} & A_{n}^{\#} A_{n-1}^{\#} & \\
A_{n}^{\#} & &
\end{array}\right] .
$$

Corollary 4.2.3 ([8]) Let $A_{i} \in \mathbb{C}^{m \times m}$, for $i=1,2, \ldots, n, A=A_{1} A_{2} \cdots A_{n} \in$ $\mathbb{C}^{m \times m}, X=\left(A_{n}\right)_{d} \cdots\left(A_{2}\right)_{d}\left(A_{1}\right)_{d}$, and $k=\max _{i}\left\{\operatorname{Ind}(A), \operatorname{Ind}\left(A_{i}\right)\right\}$, then $X=A_{d}$, that is, the reverse order law

$$
\left(A_{1} A_{2} \cdots A_{n}\right)_{d}=\left(A_{n}\right)_{d} \cdots\left(A_{2}\right)_{d}\left(A_{1}\right)_{d}
$$

holds, if and only if

$$
\operatorname{rank}\left[\begin{array}{cc}
(-1)^{n} A^{k} A A^{k} & A^{k} E_{1} \\
E_{2} A^{k} & N
\end{array}\right]=\operatorname{rank}\left(A^{k}\right)+\sum_{i=1}^{n} \operatorname{rank}\left(A_{i}^{k}\right),
$$

where $E_{1}$ and $E_{2}$ are defined in (4.1.16) and

$$
N=\left[\begin{array}{llll} 
& & A_{1}^{2 k+1} A_{1}^{k} \\
& & . & A_{2}^{k} A_{1}^{k} \\
& A_{n-1}^{2 k+1} & . & \\
A_{n}^{2 k+1} A_{n}^{k} A_{n-1}^{k} & & \\
A_{n}^{k} & &
\end{array}\right]
$$

Corollary 4.2.4 Suppose $A_{i} \in \mathbb{C}^{m \times m}, i=1,2, \ldots, n, A=A_{1} A_{2} \cdots A_{n} \in \mathbb{C}^{m \times m}$, $\operatorname{Ind}\left(A_{i}\right)=\operatorname{Ind}(A)=1, X=\left(A_{n}\right)_{g} \cdots\left(A_{2}\right)_{g}\left(A_{1}\right)_{g}$, then $X=A_{g}$, that is, the reverse order law

$$
\left(A_{1} A_{2} \cdots A_{n}\right)_{g}=\left(A_{n}\right)_{g} \cdots\left(A_{2}\right)_{g}\left(A_{1}\right)_{g}
$$

holds, if and only if

$$
\operatorname{rank}\left[\begin{array}{cc}
(-1)^{n} A^{3} & A E_{1} \\
E_{2} A & N
\end{array}\right]=\operatorname{rank}(A)+\sum_{i=1}^{n} \operatorname{rank}\left(A_{i}\right),
$$

where $E_{1}$ and $E_{2}$ are defined in (4.1.16) and

$$
N=\left[\begin{array}{cccc} 
& & A_{1}^{3} & A_{1} \\
& & \cdot & A_{2} A_{1} \\
& A_{n-1}^{3} & . & \\
A_{n}^{3} & A_{n} A_{n-1} & & \\
A_{n} & & &
\end{array}\right] .
$$

From the above results, the conclusion of the reverse order law given in [3, 6, 7] can be obtained easily. In [15], Sun and Wei give a triple reverse order law for weighted generalized inverses.

### 4.3 Forward Order Law

In this section, by using the concept of ranks, the necessary and sufficient condition is given for the forward order law:

$$
\begin{equation*}
\left(A_{1} A_{2} \cdots A_{n}\right)_{T, S}^{(2)}=\left(A_{1}\right)_{T_{1}, S_{1}}^{(2)}\left(A_{2}\right)_{T_{2}, S_{2}}^{(2)} \cdots\left(A_{n}\right)_{T_{n}, S_{n}}^{(2)} \tag{4.3.1}
\end{equation*}
$$

from which we can obtain the necessary and sufficient conditions for the forward order laws of the Moore-Penrose inverse, the weighted Moore-Penrose inverse, the Drazin inverse, and the group inverse.

Apparently, the matrices $A_{1}, A_{2}, \ldots, A_{n}$ must be square and of the same order, say $m$.

Lemma 4.3.1 Suppose $A_{i} \in \mathbb{C}^{m \times m}, i=0,1,2, \ldots, n+1, B_{i} \in \mathbb{C}^{m \times m}, i=0,1,2$, ..., n, satisfy

$$
\begin{equation*}
\mathcal{R}\left(B_{i}\right) \subset \mathcal{R}\left(A_{i}\right), \quad R S\left(B_{i}\right) \subset R S\left(A_{i+1}\right), i=0,1,2, \ldots, n, \tag{4.3.2}
\end{equation*}
$$

then the Moore-Penrose inverse of the $(n+2) \times(n+2)$ block matrix

$$
J_{n+2}=\left[\begin{array}{llll} 
& & &  \tag{4.3.3}\\
& & & A_{n+1} \\
& & A_{n} & B_{n} \\
& . & . & \\
A_{1} & B_{1} & & \\
A_{0} & B_{0} & & \\
& & &
\end{array}\right]
$$

can be expressed as

$$
J_{n+2}^{\dagger}=\left[\begin{array}{cc}
F(0, n+1) & F(0, n) \cdots F(0,1) F(0,0)  \tag{4.3.4}\\
F(1, n+1) & F(1, n) \cdots F(1,1) \\
\vdots & . \\
F(n, n+1) & F(n, n) \\
F(n+1, n+1)
\end{array}\right]
$$

where

$$
\begin{align*}
F(i, i)= & A_{i}^{\dagger}, \quad i=0,1, \ldots, n+1 \\
F(i, j)= & (-1)^{j-i} A_{i}^{\dagger} B_{i} A_{i+1}^{\dagger} B_{i+1} \cdots A_{j-1}^{\dagger} B_{j-1} A_{j}^{\dagger} \\
& 0 \leq i \leq j \leq n+1 \tag{4.3.5}
\end{align*}
$$

Proof We use induction on $n$. For $n=0$, according (4.3.2) and Lemma 4.1.4, the Moore-Penrose inverse of $J_{2}$ in (4.3.3) is

$$
J_{2}^{\dagger}=\left[\begin{array}{cc}
\mathrm{O} & A_{1} \\
A_{0} & B_{0}
\end{array}\right]^{\dagger}=\left[\begin{array}{cc}
-A_{0}^{\dagger} B_{0} A_{1}^{\dagger} & A_{0}^{\dagger} \\
A_{1}^{\dagger} & \mathrm{O}
\end{array}\right]=\left[\begin{array}{cc}
F(0,1) & F(0,0) \\
F(1,1) & \mathrm{O}
\end{array}\right],
$$

which shows that the lemma is true for $n=0$. Now suppose that it is true for $n+1$, that is, under the condition (4.3.2), the Moore-Penrose inverse of $J_{n+1}$ in (4.3.3) is

$$
J_{n+1}^{\dagger}=\left[\begin{array}{ccc}
F(0, n) & F(0, n-1) & \cdots  \tag{4.3.6}\\
F(1, n) & F(1, n-1) & \cdots \\
\vdots & & F(1,1) \\
\vdots & . & \\
F(n, n) &
\end{array}\right] .
$$

Next, we consider the Moore-Penrose inverse of $J_{n+2}$ in (4.3.3). First, we partition $J_{n+2}$ in (4.3.3) into the form

$$
J_{n+2}=\left[\begin{array}{cc}
\mathrm{O} & A_{n+1} \\
J_{n+1} & H
\end{array}\right],
$$

where $H=\left[B_{n}^{*} \mathrm{O}\right]^{*}$. Then it is easy to see from the conditions (4.3.2) that the three submatrices in the above $J_{n+2}$ satisfy

$$
\mathcal{R}(H) \subset \mathcal{R}\left(J_{n+1}\right) \quad \text { and } \quad R S(H) \subset R S\left(A_{n+1}\right)
$$

Hence by Lemma 4.1.4,

$$
J_{n+2}^{\dagger}=\left[\begin{array}{cc}
-J_{n+1}^{\dagger} H A_{n+1}^{\dagger} & J_{n+1}^{\dagger}  \tag{4.3.7}\\
A_{n+1}^{\dagger} & \mathrm{O}
\end{array}\right]
$$

According to the induction hypothesis (4.3.6) for $J_{n+1}^{\dagger}$ and the structure of $H$, $F(i, i)$ and $F(i, j)$ in $J_{n+1}^{\dagger}$, and (4.3.5), we obtain

$$
-J_{n+1}^{\dagger} H A_{n+1}^{\dagger}=\left[\begin{array}{c}
-F(0, n) B_{n} A_{n+1}^{\dagger}  \tag{4.3.8}\\
-F(1, n) B_{n} A_{n+1}^{\dagger} \\
\vdots \\
-F(n, n) B_{n} A_{n+1}^{\dagger}
\end{array}\right]=\left[\begin{array}{c}
F(0, n+1) \\
F(1, n+1) \\
\vdots \\
F(n, n+1)
\end{array}\right]
$$

and

$$
A_{n+1}^{\dagger}=F(n+1, n+1)
$$

Finally, substituting (4.3.6), (4.3.8) and the above equation into (4.3.7) directly produces (4.3.4).

Let

$$
P=\left[\begin{array}{ll}
I_{m} & \mathrm{O}
\end{array}\right] \text { and } Q=\left[\begin{array}{ll}
I_{m} & \mathrm{O} \tag{4.3.9}
\end{array}\right]^{T},
$$

then the (1, 1)-block in (4.3.4) has the form

$$
\begin{equation*}
F(0, n+1)=P J_{n+2}^{\dagger} Q=(-1)^{n+1} A_{0}^{\dagger} B_{0} A_{1}^{\dagger} B_{1} \cdots A_{n}^{\dagger} B_{n} A_{n+1}^{\dagger} . \tag{4.3.10}
\end{equation*}
$$

If we set $A_{0}=I_{m}, A_{n+1}=I_{m}$, and $A_{i}$ to the nonsingular matrix $V_{i} A_{i} U_{i}$, where

$$
V_{i}^{*} \in \mathbb{C}_{t_{i}}^{m \times t_{i}} \quad \text { and } \quad U_{i} \in \mathbb{C}_{t_{i}}^{m \times t_{i}}
$$

satisfying the conditions

$$
\mathcal{R}\left(U_{i}\right)=T_{i} \quad \text { and } \quad \mathcal{N}\left(V_{i}\right)=S_{i}
$$

in Lemma 4.1.1 and

$$
\operatorname{rank}\left(V_{i} A_{i} U_{i}\right)=\operatorname{rank}\left(V_{i}\right)=\operatorname{rank}\left(U_{i}\right)=t_{i}, \quad i=1,2, \ldots, n,
$$

then, when

$$
B_{0}=U_{1}, B_{i}=V_{i} U_{i+1}, i=2, \ldots, n-1, \text { and } B_{n}=V_{n}
$$

we have

$$
\begin{aligned}
\mathcal{R}\left(B_{0}\right)= & \mathcal{R}\left(U_{1}\right) \subset \mathcal{R}\left(I_{m}\right)=\mathcal{R}\left(A_{0}\right), \\
\mathcal{R}\left(B_{i}\right)= & \mathcal{R}\left(V_{i} U_{i+1}\right) \subset \mathcal{R}\left(V_{i}\right)=\mathcal{R}\left(V_{i} A_{i} U_{i}\right), \\
& i=1,2, \ldots, n-1, \\
\mathcal{R}\left(B_{n}\right)= & \mathcal{R}\left(V_{n}\right) \subset \mathcal{R}\left(V_{n} A_{n} U_{n}\right), \\
R S\left(B_{0}\right)= & R S\left(U_{1}\right)=R S\left(V_{1} A_{1} U_{1}\right), \\
R S\left(B_{i}\right)= & R S\left(V_{i} U_{i+1}\right) \subset R S\left(U_{i+1}\right)=R S\left(V_{i+1} A_{i+1} U_{i+1}\right), \\
& i=2,3, \ldots, n-1, \\
R S\left(B_{n}\right)= & R S\left(V_{n}\right) \subset R S\left(I_{m}\right)=R S\left(A_{n+1}\right) .
\end{aligned}
$$

It then follows from the above equations that the conditions (4.3.2) in Lemma 4.3.1 are satisfied. Hence the Moore-Penrose inverse of the $(n+2) \times(n+2)$ block matrix

$$
\begin{align*}
& =\left[\begin{array}{cc}
\mathrm{O} & E_{1} \\
E_{2} & N
\end{array}\right] \tag{4.3.11}
\end{align*}
$$

can be expressed in the form (4.3.4), where

$$
E_{1}=\left[\begin{array}{ll}
\mathrm{O} & I_{m}
\end{array}\right] \text { and } E_{2}=\left[\begin{array}{ll}
\mathrm{O} & I_{m}
\end{array}\right]^{T} .
$$

According to (4.1.2), (4.1.3), and (4.3.10), the (1, 1)-block $F(0, n+1)$ in (4.3.4) becomes

$$
\begin{align*}
& F(0, n+1) \\
= & P M^{\dagger} Q \\
= & (-1)^{n+1} I_{m}^{\dagger} U_{1}\left(V_{1} A_{1} U_{1}\right)^{\dagger} V_{1} U_{2}\left(V_{2} A_{2} U_{2}\right)^{\dagger} V_{2} U_{3} \cdots \\
& V_{n-2} U_{n-1}\left(V_{n-1} A_{n-1} U_{n-1}\right)^{\dagger} V_{n-1} U_{n}\left(V_{n} A_{n} U_{n}\right)^{\dagger} V_{n} I_{m}^{\dagger} \\
= & (-1)^{n+1} I_{m} U_{1}\left(V_{1} A_{1} U_{1}\right)^{-1} V_{1} U_{2}\left(V_{2} A_{2} U_{2}\right)^{-1} V_{2} U_{3} \cdots  \tag{4.3.12}\\
& V_{n-2} U_{n-1}\left(V_{n-1} A_{n-1} U_{n-1}\right)^{-1} V_{n-1} U_{n}\left(V_{n} A_{n} U_{n}\right)^{-1} V_{n} I_{m} \\
= & (-1)^{n+1}\left(A_{1}\right)_{T_{1}, S_{1}}^{(2)}\left(A_{2}\right)_{T_{2}, S_{2}}^{(2)} \cdots\left(A_{n-1}\right)_{T_{n-1}, S_{n-1}}^{(2)}\left(A_{n}\right)_{T_{n}, S_{n}}^{(2)} .
\end{align*}
$$

From the structure of $M$ in (4.3.11), we see that it has the following simple properties to be used in the proof of the following Theorem 4.3.1.
Lemma 4.3.2 Let $M, P$, and $Q$ be given in (4.3.11) and (4.3.9), and $A_{0}=I_{m}$, $A_{n+1}=I_{m}, A_{i} \in \mathbb{C}^{m \times m}, i=1,2, \ldots, n$, and $A=A_{0} A_{1} \cdots A_{n} \in \mathbb{C}^{m \times m}$, then

$$
\begin{align*}
\operatorname{rank}(M) & =2 m+\sum_{i=1}^{n} \operatorname{rank}\left(V_{i} A_{i} U_{i}\right) \\
& =2 m+\sum_{i=1}^{n} \operatorname{rank}\left(V_{i}\right) \\
& =2 m+\sum_{i=1}^{n} \operatorname{rank}\left(U_{i}\right) \tag{4.3.13}
\end{align*}
$$

and

$$
\begin{equation*}
\mathcal{R}(Q) \subset \mathcal{R}(M) \text { and } R S(P) \subset R S(M) \tag{4.3.14}
\end{equation*}
$$

Theorem 4.3.1 Suppose $A_{i} \in \mathbb{C}^{m \times m}, i=1,2, \ldots, n, A=A_{1} A_{2} \cdots A_{n} \in \mathbb{C}^{m \times m}$, $X=\left(A_{1}\right)_{T_{1}, S_{1}}^{(2)}\left(A_{2}\right)_{T_{2}, S_{2}}^{(2)} \cdots\left(A_{n}\right)_{T_{n}, S_{n}}^{(2)}$,

$$
\begin{align*}
& \mathcal{R}(U)=T, \mathcal{N}(V)=S \\
& \operatorname{rank}(V A U)=\operatorname{rank}(V)=\operatorname{rank}(U)=t \tag{4.3.15}
\end{align*}
$$

and

$$
\begin{aligned}
& \mathcal{R}\left(U_{i}\right)=T_{i}, \mathcal{N}\left(V_{i}\right)=S_{i}, \\
& \operatorname{rank}\left(V_{i} A_{i} U_{i}\right)=\operatorname{rank}\left(V_{i}\right)=\operatorname{rank}\left(U_{i}\right)=t_{i},
\end{aligned} \quad i=1,2, \ldots, n,
$$

then $X=A_{T, S}^{(2)}$, that is, the forward order law (4.3.1) holds, if and only if $A, U, V$ and $A_{i}, U_{i}, V_{i}$ satisfy the following rank conditions:

$$
\begin{align*}
& \operatorname{rank}\left[\begin{array}{cc}
(-1)^{n} V A U & V E_{1} \\
E_{2} U & N
\end{array}\right] \\
= & \operatorname{rank}(U)+\sum_{i=1}^{n} \operatorname{rank}\left(U_{i}\right) \\
= & \operatorname{rank}(V)+\sum_{i=1}^{n} \operatorname{rank}\left(V_{i}\right)  \tag{4.3.16}\\
= & \operatorname{rank}(V A U)+\sum_{i=1}^{n} \operatorname{rank}\left(V_{i} A_{i} U_{i}\right),
\end{align*}
$$

where $E_{1}, E_{2}$, and $N$ are defined in (4.3.11).
Proof From (4.3.12), $X=(-1)^{n+1} P M^{\dagger} Q$, where

$$
M=\left[\begin{array}{cc}
\mathrm{O} & E_{1} \\
E_{2} & N
\end{array}\right]
$$

It is obvious that $X=A_{T, S}^{(2)}$ if and only if

$$
\begin{equation*}
0=\operatorname{rank}\left(A_{T, S}^{(2)}-X\right)=\operatorname{rank}\left((-1)^{n} A_{T, S}^{(2)}+P M^{\dagger} Q\right) \tag{4.3.17}
\end{equation*}
$$

Now using the matrices in (4.3.9) and (4.3.15), we construct the following $3 \times 3$ block matrix

$$
G=\left[\begin{array}{ccc}
M & \mathrm{O} & Q \\
\mathrm{O} & (-1)^{n} V A U & V \\
P & U & \mathrm{O}
\end{array}\right]
$$

It follows from (4.3.16), we have

$$
\mathcal{R}\left(\left[\begin{array}{l}
Q \\
V
\end{array}\right]\right) \subset \mathcal{R}\left(\left[\begin{array}{cc}
M & \mathrm{O} \\
\mathrm{O} & (-1)^{n} V A U
\end{array}\right]\right)
$$

and

$$
R S\left(\left[\begin{array}{ll}
P & U
\end{array}\right]\right) \subset R S\left(\left[\begin{array}{cc}
M & \mathrm{O} \\
\mathrm{O} & (-1)^{n} V A U
\end{array}\right]\right)
$$

Hence, by the rank formula (4.1.4), we have

$$
\begin{align*}
& \operatorname{rank}(G) \\
= & \operatorname{rank}\left(\left[\begin{array}{cc}
M & \mathrm{O} \\
\mathrm{O} & (-1)^{n} V A U
\end{array}\right]\right) \\
& +\operatorname{rank}\left(\left[\begin{array}{ll}
P & U
\end{array}\right]\left[\begin{array}{cc}
M & \mathrm{O} \\
\mathrm{O} & (-1)^{n} V A U
\end{array}\right]^{\dagger}\left[\begin{array}{c}
Q \\
V
\end{array}\right]\right) \\
= & \operatorname{rank}(M)+\operatorname{rank}(V A U)+\operatorname{rank}\left(P M^{\dagger} Q+(-1)^{n} U(V A U)^{-1} V\right) \\
= & \operatorname{rank}(M)+\operatorname{rank}(V A U)+\operatorname{rank}\left(P M^{\dagger} Q+(-1)^{n} A_{T, S}^{(2)}\right) . \tag{4.3.18}
\end{align*}
$$

Substituting the complete expression of $M$ in (4.3.11) and then calculating the rank of $G$ will produce

$$
\begin{aligned}
\operatorname{rank}(G) & =\operatorname{rank}\left(\left[\begin{array}{cccc}
\mathrm{O} & E_{1} & \mathrm{O} & I_{m} \\
E_{2} & N & \mathrm{O} & \mathrm{O} \\
\mathrm{O} & \mathrm{O} & (-1)^{n} V A U & V \\
I_{m} & \mathrm{O} & U & \mathrm{O}
\end{array}\right]\right) \\
& =\operatorname{rank}\left(\left[\begin{array}{cccc}
\mathrm{O} & \mathrm{O} & \mathrm{O} & I_{m} \\
\mathrm{O} & N & -E_{2} U & \mathrm{O} \\
\mathrm{O}-V E_{1} & (-1)^{n} V A U & \mathrm{O} \\
I_{m} & \mathrm{O} & \mathrm{O} & \mathrm{O}
\end{array}\right]\right) \\
& =2 m+\operatorname{rank}\left(\left[\begin{array}{ccc}
(-1)^{n} V A U & V E_{1} \\
E_{2} U & N
\end{array}\right]\right)
\end{aligned}
$$

Finally, combining (4.3.13), (4.3.17), (4.3.18), and the above equation yields (4.3.16).

Applying the above theorem, from Lemma 4.1.2, we have the following forward order laws for various generalized inverses.

Corollary 4.3.1 Suppose $A_{i} \in \mathbb{C}^{m \times m}, i=1,2, \ldots, n, A=A_{1} A_{2} \cdots A_{n} \in \mathbb{C}^{m \times m}$, $X=A_{1}^{\dagger} A_{2}^{\dagger} \cdots A_{n}^{\dagger}$, then $X=A^{\dagger}$, that is, the forward order law

$$
\left(A_{1} A_{2} \cdots A_{n}\right)^{\dagger}=A_{1}^{\dagger} A_{2}^{\dagger} \cdots A_{n}^{\dagger}
$$

holds, if and only if

$$
\begin{aligned}
& \operatorname{rank}\left(\left[\begin{array}{cc}
(-1)^{n} A^{*} A A^{*} A^{*} E_{1} \\
E_{2} A^{*} & N
\end{array}\right]\right) \\
= & \operatorname{rank}\left(A^{*}\right)+\sum_{i=1}^{n} \operatorname{rank}\left(A_{i}^{*}\right) \\
= & \operatorname{rank}(A)+\sum_{i=1}^{n} \operatorname{rank}\left(A_{i}\right)
\end{aligned}
$$

where $E_{1}$ and $E_{2}$ are defined in (4.3.11) and

Corollary 4.3.2 Suppose $A_{i} \in \mathbb{C}^{m \times m}, i=1,2, \ldots, n, A=A_{1} A_{2} \cdots A_{n} \in \mathbb{C}^{m \times m}$, $M_{i}$ are $m \times m$ Hermitian positive definite matrices, $i=1, \ldots, n+1$, and

$$
X=\left(A_{1}\right)_{M_{1}, M_{2}}^{\dagger}\left(A_{2}\right)_{M_{2}, M_{3}}^{\dagger} \cdots\left(A_{n}\right)_{M_{n}, M_{n+1}}^{\dagger},
$$

then $X=A_{M_{1}, M_{n+1}}^{\dagger}$, that is, the forward order law

$$
\left(A_{1} A_{2} \cdots A_{n}\right)_{M_{1}, M_{n+1}}^{\dagger}=\left(A_{1}\right)_{M_{1}, M_{2}}^{\dagger}\left(A_{2}\right)_{M_{2}, M_{3}}^{\dagger} \cdots\left(A_{n}\right)_{M_{n}, M_{n+1}}^{\dagger}
$$

holds, if and only if

$$
\begin{aligned}
& \operatorname{rank}\left[\begin{array}{cc}
(-1)^{n} A^{\#} A A^{\#} & A^{\#} E_{1} \\
E_{2} A^{\#} & N
\end{array}\right] \\
= & \operatorname{rank}\left(A^{\#}\right)+\sum_{i=1}^{n} \operatorname{rank}\left(A_{i}^{\#}\right) \\
= & \operatorname{rank}(A)+\sum_{i=1}^{n} \operatorname{rank}\left(A_{i}\right),
\end{aligned}
$$

where

$$
A^{\#}=M_{n+1}^{-1} A^{*} M_{1}, \quad A_{i}^{\#}=M_{i+1}^{-1} A_{i}^{*} M_{i}, i=1,2, \ldots, n,
$$

$E_{1}$ and $E_{2}$ are defined in (4.3.11), and

Corollary 4.3.3 Suppose $A_{i} \in \mathbb{C}^{m \times m}, i=1,2, \ldots, n, A=A_{1} A_{2} \cdots A_{n} \in \mathbb{C}^{m \times m}$, $X=\left(A_{1}\right)_{d}\left(A_{2}\right)_{d} \cdots\left(A_{n}\right)_{d}$, and $k=\max _{i}\left\{\operatorname{Ind}(A), \operatorname{Ind}\left(A_{i}\right)\right\}$, then $X=A_{d}$, that is, the forward order law

$$
\left(A_{1} A_{2} \cdots A_{n}\right)_{d}=\left(A_{1}\right)_{d}\left(A_{2}\right)_{d} \cdots\left(A_{n}\right)_{d}
$$

holds, if and only if

$$
\operatorname{rank}\left[\begin{array}{cc}
(-1)^{n} A^{2 k+1} & A^{k} E_{1} \\
E_{2} A^{k} & N
\end{array}\right]=\operatorname{rank}\left(A^{k}\right)+\sum_{i=1}^{n} \operatorname{rank}\left(A_{i}^{k}\right),
$$

where $E_{1}$ and $E_{2}$ are defined in (4.3.11) and

Corollary 4.3.4 Suppose $A_{i} \in \mathbb{C}^{m \times m}, i=1,2, \ldots, n, A=A_{1} A_{2} \cdots A_{n} \in \mathbb{C}^{m \times m}$, $\operatorname{Ind}\left(A_{i}\right)=\operatorname{Ind}(A)=1$, and $X=\left(A_{1}\right)_{g}\left(A_{2}\right)_{g} \cdots\left(A_{n}\right)_{g}$, then $X=A_{g}$, that is, the forward order law

$$
\left(A_{1} A_{2} \cdots A_{n}\right)_{g}=\left(A_{1}\right)_{g}\left(A_{2}\right)_{g} \cdots\left(A_{n}\right)_{g}
$$

holds, if and only if

$$
r\left[\begin{array}{cc}
(-1)^{n} A^{3} & A E_{1} \\
E_{2} A & N
\end{array}\right]=\operatorname{rank}(A)+\sum_{i=1}^{n} \operatorname{rank}\left(A_{i}\right)
$$

where $E_{1}$ and $E_{2}$ are defined in (4.3.11) and

$$
N=\left[\begin{array}{cccc} 
& & & A_{n}^{3} \\
& A_{n} \\
& A_{2}^{3} & \cdot & \cdot \\
A_{1}^{3} & A_{1} A_{2} & & \\
A_{1} & & &
\end{array}\right]
$$

Corollary 4.3.5 Let $A_{1}, A_{2} \in \mathbb{C}_{m}^{m \times m}, A=A_{1} A_{2} \in \mathbb{C}_{m}^{m \times m}$, and $X=A_{1}^{-1} A_{2}^{-1}$, then $X=A^{-1}$, that is, the forward order law

$$
\left(A_{1} A_{2}\right)^{-1}=A_{1}^{-1} A_{2}^{-1}
$$

holds, if and only if

$$
A_{1} A_{2}=A_{2} A_{1}
$$

Proof Since

$$
A^{-1}=A_{\mathcal{R}\left(I_{m}\right), \mathcal{N}\left(I_{m}\right)}^{(2)} \quad \text { and } \quad A_{i}^{-1}=\left(A_{i}\right)_{\mathcal{R}\left(I_{m}\right),\left(I_{m}\right)}^{(2)}, i=1,2
$$

that is, $U=V=U_{i}=V_{i}=I_{m}$. It follows from Theorem 4.3.1 that

$$
\left(A_{1} A_{2}\right)^{-1}=A_{1}^{-1} A_{2}^{-1}
$$

holds if and only if

$$
\begin{align*}
& \operatorname{rank}\left(\left[\begin{array}{cc}
(-1)^{2} A_{1} A_{2} & E_{1} \\
E_{2} & N
\end{array}\right]\right) \\
& =\operatorname{rank}\left(A_{1} A_{2}\right)+\operatorname{rank}\left(A_{1}\right)+\operatorname{rank}\left(A_{2}\right) \\
& =3 m \text {, } \tag{4.3.19}
\end{align*}
$$

where

$$
E_{1}=\left[\begin{array}{lll}
\mathrm{O} & \mathrm{O} & I_{m}
\end{array}\right], E_{2}=\left[\begin{array}{lll}
\mathrm{O} & \mathrm{O} & I_{m}
\end{array}\right]^{T}, \text { and } N=\left[\begin{array}{ccc}
\mathrm{O} & A_{2} & I_{m} \\
A_{1} & I_{m} & \mathrm{O} \\
I_{m} & \mathrm{O} & \mathrm{O}
\end{array}\right]
$$

From (4.3.19), we have

$$
\begin{aligned}
3 m & =\operatorname{rank}\left(\left[\begin{array}{cccc}
A_{1} A_{2} & \mathrm{O} & \mathrm{O} & I_{m} \\
\mathrm{O} & \mathrm{O} & A_{2} & I_{m} \\
\mathrm{O} & A_{1} & I_{m} & \mathrm{O} \\
I_{m} & I_{m} & \mathrm{O} & \mathrm{O}
\end{array}\right]\right) \\
& =\operatorname{rank}\left(\left[\begin{array}{cccc}
\mathrm{O} & \mathrm{O} & \mathrm{O} & I_{m} \\
\mathrm{O} & A_{1} A_{2} & A_{2} & \mathrm{O} \\
\mathrm{O} & A_{1} & I_{m} & \mathrm{O} \\
I_{m} & \mathrm{O} & \mathrm{O} & \mathrm{O}
\end{array}\right]\right) \\
& =2 m+\operatorname{rank}\left(\left[\begin{array}{ccc}
A_{1} A_{2} & A_{2} \\
A_{1} & I_{m}
\end{array}\right]\right) \\
& =2 m+\operatorname{rank}\left(\left[\begin{array}{cc}
A_{1} A_{2}-A_{2} A_{1} & \mathrm{O} \\
& \mathrm{O} \\
I_{m}
\end{array}\right]\right) \\
& =3 m+\operatorname{rank}\left(A_{1} A_{2}-A_{2} A_{1}\right),
\end{aligned}
$$

which implies that $\operatorname{rank}\left(A_{1} A_{2}-A_{2} A_{1}\right)=0$, that is, $A_{1} A_{2}=A_{2} A_{1}$.

## Remarks

The reverse order law for $\{1\}$-inverse or $\{1,2\}$-inverse of products of two or more matrices can be found in [16-19]. A generalized triple reverse order law is presented in [20]. More results on the reverse order law are given in [9, 21-23]. The reverse order law for the Drazin inverse and the weighted M-P inverse is discussed in [5, 15, 24] and [25] respectively.
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## Chapter 5 <br> Computational Aspects

It follows from Chap. 1 that the six important kinds of generalized inverse: the M-P inverse $A^{\dagger}$, the weighted M-P inverse $A_{M N}^{\dagger}$, the group inverse $A_{g}$, the Drazin inverse $A_{d}$, the Bott-Duffin inverse $A_{(L)}^{(-1)}$ and the generalized Bott-Duffin inverse $A_{(L)}^{(\dagger)}$ are all the generalized inverse $A_{T, S}^{(2)}$, which is the $\{2\}$-inverse of $A$ with the prescribed range $T$ and null space $S$. Specifically, let $A \in \mathbb{C}^{m \times n}$, then

$$
\begin{aligned}
A^{\dagger}= & A_{\mathcal{R}\left(A^{*}\right), \mathcal{N}\left(A^{*}\right)}^{(2)}, \\
A_{M N}^{\dagger}= & A_{\mathcal{R}\left(A^{\#}\right), \mathcal{N}\left(A^{\#}\right)}^{(2)} \\
& \text { where } A^{\#}=N^{-1} A^{*} M, M \text { and } N \text { are Hermitian positive } \\
& \text { definite matrices of orders } m \text { and } n \text { respectively. }
\end{aligned}
$$

Let $A \in \mathbb{C}^{n \times n}$, then

$$
\begin{aligned}
A_{g}= & A_{\mathcal{R}(A), \mathcal{N}(A)}^{(2)}, \\
A_{d}= & A_{\mathcal{R}\left(A^{k}\right), \mathcal{N}\left(A^{k}\right)}^{(2)}, \\
& \text { where } k=\operatorname{Ind}(A), \\
A_{(L)}^{(-1)}= & A_{L, L^{\perp}}^{(2)}, \\
& \text { where } L \text { is a subspace of } \mathbb{C}^{n} \text { and satisfies } A L \oplus L^{\perp}=\mathbb{C}^{n}, \\
A_{(L)}^{(\dagger)}= & A_{S, S^{\perp}}^{(2)}, \\
& \text { where } L \text { is a subspace of } \mathbb{C}^{n}, P_{L} \text { is the orthogonal projector } \\
& \text { on } L, S=\mathcal{R}\left(P_{L} A\right), \text { and } A \text { is } L \text {-p.s.d. matrix. }
\end{aligned}
$$

In this chapter, the direct methods for computing the generalized inverse $A_{T, S}^{(2)}$ are discussed. A direct method means that the solution for a problem is computed in
finite steps. In practice, we can only compute in finite precision. So a direct method can only compute an approximation of the exact solution.

If the matrices involved are small, then it is possible to carry out the calculations exactly; if, however, the matrices are large, it is impractical to perform exact computation, then the conditioning of matrices and accumulation of rounding errors must be considered. The purpose of this chapter is to offer some useful suggestions for those who wish to compute the generalized inverses numerically.

The direct methods discussed in this chapter are based on the full rank factorization, singular value decomposition and ( $M, N$ )-singular value decomposition, a variety of partitioned methods, the embedding methods, the finite methods, and splitting methods.

### 5.1 Methods Based on the Full Rank Factorization

Let $A \in \mathbb{C}_{r}^{m \times n}$, two subspaces $T \subset \mathbb{C}^{n}$ and $S \subset \mathbb{C}^{m}, \operatorname{dim}(T)=\operatorname{dim}\left(S^{\perp}\right)=t \leq r$, and $G \in \mathbb{C}^{n \times m}$ such that

$$
\mathcal{R}(G)=T \quad \text { and } \quad \mathcal{N}(G)=S
$$

Suppose that $G=U V$ is a full rank factorization of $G$, then

$$
T=\mathcal{R}(G)=\mathcal{R}(U) \quad \text { and } \quad S=\mathcal{N}(G)=\mathcal{N}(V)
$$

It follows from (1.3.15) that

$$
\begin{equation*}
A_{T, S}^{(2)}=U(V A U)^{-1} V \tag{5.1.1}
\end{equation*}
$$

Let $A \in \mathbb{C}^{m \times n}$ and $A^{*}=C^{*} B^{*}$ be a full rank factorization of $A^{*}$. Using (5.1.1), we have

$$
\begin{equation*}
A^{\dagger}=C^{*}\left(B^{*} A C^{*}\right)^{-1} B^{*}=C^{*}\left(C C^{*}\right)^{-1}\left(B^{*} B\right)^{-1} B^{*} \tag{5.1.2}
\end{equation*}
$$

If $A^{\#}=N^{-1} A^{*} M=\left(N^{-1} C^{*}\right)\left(B^{*} M\right)$ is a full rank factorization of $A^{\#}$, then

$$
\begin{align*}
A_{M N}^{\dagger} & =N^{-1} C^{*}\left(B^{*} M A N^{-1} C^{*}\right)^{-1} B^{*} M \\
& =N^{-1} C^{*}\left(C N^{-1} C^{*}\right)^{-1}\left(B^{*} M B\right)^{-1} B^{*} M \tag{5.1.3}
\end{align*}
$$

Now, suppose that $A \in \mathbb{C}^{n \times n}$ and $\operatorname{Ind}(A)=k$, we have a sequence of full rank factorizations:

$$
\begin{aligned}
A_{1} & =A=B_{1} C_{1} \\
A_{2} & =C_{1} B_{1}=B_{2} C_{2}, \\
& \vdots \\
A_{k} & =C_{k-1} B_{k-1}=B_{k} C_{k},
\end{aligned}
$$

then

$$
\begin{aligned}
A^{k}= & \left(B_{1} C_{1}\right)^{k} \\
= & B_{1}\left(C_{1} B_{1}\right)^{k-1} C_{1} \\
= & B_{1}\left(B_{2} C_{2}\right)^{k-1} C_{1} \\
= & B_{1} B_{2}\left(C_{2} B_{2}\right)^{k-2} C_{2} C_{1} \\
& \cdots \\
= & \left(B_{1} B_{2} \cdots B_{k-1} B_{k}\right)\left(C_{k} C_{k-1} \cdots C_{2} C_{1}\right)
\end{aligned}
$$

is a full rank factorization of $A^{k}$. It then follows from (5.1.1) that

$$
\begin{align*}
A_{d} & =B_{1} B_{2} \cdots B_{k}\left(C_{k} C_{k-1} \cdots C_{2} C_{1} A B_{1} B_{2} \cdots B_{k}\right)^{-1} C_{k} C_{k-1} \cdots C_{2} C_{1} \\
& =B_{1} B_{2} \cdots B_{k}\left(C_{k} C_{k-1} \cdots C_{2} C_{1} B_{1} C_{1} B_{1} B_{2} \cdots B_{k}\right)^{-1} C_{k} C_{k-1} \cdots C_{2} C_{1} \\
& =B_{1} B_{2} \cdots B_{k}\left(C_{k} B_{k}\right)^{-(k+1)} C_{k} C_{k-1} \cdots C_{2} C_{1} . \tag{5.1.4}
\end{align*}
$$

Especially, when $A \in \mathbb{C}^{n \times n}, \operatorname{Ind}(A)=1$ and $A=B_{1} C_{1}$ is a full rank factorization of $A$, then

$$
\begin{equation*}
A_{g}=B_{1}\left(C_{1} B_{1}\right)^{-2} C_{1} . \tag{5.1.5}
\end{equation*}
$$

Let $A \in \mathbb{C}^{n \times n}, U \in \mathbb{C}^{n \times t}$ and $V \in \mathbb{C}^{n \times t}$ be matrices whose columns form the bases for $\mathcal{R}(U)=L$ and $\mathcal{R}(V)=\mathcal{R}\left(P_{L} A\right)=S$, respectively, then

$$
\begin{equation*}
A_{(L)}^{(-1)}=U\left(U^{*} A U\right)^{-1} U^{*} \tag{5.1.6}
\end{equation*}
$$

and

$$
\begin{equation*}
A_{(L)}^{(\stackrel{+}{4})}=V\left(V^{*} A V\right)^{-1} V^{*} . \tag{5.1.7}
\end{equation*}
$$

Thus, by applying the algorithm for the full rank factorization, we can compute the generalized inverses $A^{\dagger}, A_{M N}^{\dagger}, A_{g}, A_{(L)}^{(-1)}$, and $A_{(L)}^{(\dagger)}$ using the formulas (5.1.2)-(5.1.7).

There are several methods for performing full rank factorization. Since the matrix $A$ can always be row reduced to the row echelon form by elementary row operations, one method is based on the row echelon form. The other two methods are based on Gaussian elimination with complete pivoting and Householder transformation. The method based on the row-echelon form is suitable for the case when the order of the matrix is low and the calculations are done manually. The others are suitable for the case when the calculations are carried out by a computer.

### 5.1.1 Row Echelon Forms

In this subsection, we give a row echelon form based method for the full rank factorization.

Definition 5.1.1 Let $E \in \mathbb{C}_{r}^{m \times n}$. If $E$ is of the form

$$
E=\left[\begin{array}{l}
C  \tag{5.1.8}\\
\mathrm{O}
\end{array}\right]
$$

where O is an $(m-r) \times n$ zero matrix and $C=\left[c_{i j}\right] \in \mathbb{C}^{r \times n}$ satisfies the following three conditions:

1. $c_{i j}=0$, when $i>j$;
2. The first non-zero entry in each row of $C$ is 1 ;
3. If $c_{i j}=1$ is the first non-zero entry of the $i$ th row, then the $j$ th column of $C$ is the unit vector $\mathbf{e}_{i}$ whose only non-zero entry is in the $i$ th position;
then $E$ is said to have the row echelon form.
For example, the matrix

$$
\left[\begin{array}{rrrrr}
1 & 2 & 0 & 3 & 3  \tag{5.1.9}\\
0 & 0 & 1 & 1 & -2 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right]
$$

is of the row echelon form. Below we state some properties of the row echelon form. Their proofs can be found in [1].

Let $A \in \mathbb{C}_{r}^{m \times n}$, then
(1) $A$ can always be row reduced to the row echelon form by elementary row operations, that is, there always exists a non-singular matrix $P \in \mathbb{C}^{m \times m}$ such that $P A=E_{A}$ is in the row echelon form;
(2) for a given $A$, the row echelon form $E_{A}$ obtained by reducing the rows of $A$ is unique;
(3) if $E_{A}$ is the row echelon form of $A$ and the unit vectors in $E_{A}$ appear in columns $i_{1}, i_{2}, \cdots, i_{r}$, then the corresponding columns $\mathbf{a}_{i_{1}}, \mathbf{a}_{i_{2}}, \cdots, \mathbf{a}_{i_{r}}$ of $A$ form a basis for $\mathcal{R}(A)$. This particular basis is called the set of distinguished columns of $A$. The remaining columns are called undistinguished columns of $A$. For example, if $A$ is a matrix whose row echelon form is given by (5.1.9), then the first and third columns of $A$ are distinguished columns;
(4) if $E_{A}$ is the row echelon form (5.1.8) for $A$, then $\mathcal{N}(A)=\mathcal{N}\left(E_{A}\right)=\mathcal{N}(C)$.
(5) if (5.1.8) is the row echelon form of $A$ and $B \in \mathbb{C}^{m \times r}$ is the matrix consisting of the distinguished columns of $A$, i.e., $B=\left[\mathbf{a}_{i_{1}}, \mathbf{a}_{i_{2}}, \cdots, \mathbf{a}_{i_{r}}\right]$, then $A=B C$, where $C$ is obtained from the row echelon form, is a full rank factorization.

Now we show, through an example, how to find $A^{\dagger}$ using the row echelon form and (5.1.2). Suppose

$$
A=\left[\begin{array}{lllll}
1 & 2 & 1 & 4 & 1 \\
2 & 4 & 0 & 6 & 6 \\
1 & 2 & 0 & 3 & 3 \\
2 & 4 & 0 & 6 & 6
\end{array}\right]
$$

we reduce $A$ to the row echelon form:

$$
E_{A}=\left[\begin{array}{rrrrr}
1 & 2 & 0 & 3 & 3 \\
0 & 0 & 1 & 1 & -2 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right] .
$$

Next, we select the distinguished columns of $A$ and place them as the columns of a matrix $B$ in the same order as they appear in $A$. In particular, the first and third columns are distinguished. Thus

$$
B=\left[\begin{array}{ll}
1 & 1 \\
2 & 0 \\
1 & 0 \\
2 & 0
\end{array}\right]
$$

Selecting the non-zero rows of $E_{A}$ and placing them as the rows of a matrix $C$ in the same order they appear in $E_{A}$, we have

$$
C=\left[\begin{array}{rrrrr}
1 & 2 & 0 & 3 & 3 \\
0 & 0 & 1 & 1 & -2
\end{array}\right] .
$$

Finally, computing

$$
\left(B^{*} B\right)^{-1}=\frac{1}{9}\left[\begin{array}{rr}
1 & -1 \\
-1 & 10
\end{array}\right] \text { and }\left(C C^{*}\right)^{-1}=\frac{1}{129}\left[\begin{array}{lr}
6 & 3 \\
3 & 23
\end{array}\right]
$$

and applying the formula (5.1.2) for $A^{\dagger}$, we get

$$
\begin{aligned}
A^{\dagger} & =C^{*}\left(C C^{*}\right)^{-1}\left(B^{*} B\right)^{-1} B^{*} \\
& =\frac{1}{1161}\left[\begin{array}{rrrr}
27 & 6 & 3 & 6 \\
54 & 12 & 6 & 12 \\
207 & -40 & -20 & -40 \\
288 & -22 & -11 & -22 \\
-333 & 98 & 49 & 98
\end{array}\right] .
\end{aligned}
$$

### 5.1.2 Gaussian Elimination with Complete Pivoting

We describe a full rank factorization method based on the Gaussian elimination with complete pivoting. Let $A \in \mathbb{C}_{r}^{m \times n}$. The basic idea of the method is as follows. The matrix $A=A_{0}$ is transformed in succession to matrices $A_{1}, A_{2}, \cdots, A_{r}$, where $A_{k}$, $1 \leq k \leq r$, is of the form

$$
A_{k}=\left[\begin{array}{cc}
U_{k} & V_{k}  \tag{5.1.10}\\
\mathrm{O} & W_{k}
\end{array}\right] \in \mathbb{C}^{m \times n},
$$

where $U_{k}$ is a nonsingular upper triangular matrix of order $k$. Denoting the $(i, j)-$ element in $W_{k}$ by $w_{i j}$, we determine the element in $W_{k}$ with the largest modulus. Suppose that $w_{p q}$ is such element. Interchange the $p$ th and $(k+1)$ th rows, and $q$ th and $(k+1)$ th columns, so $w_{p q}$ is now in the $(k+1, k+1)$ position. We denote the elementary permutations $I_{k+1, p}$ and $I_{k+1, q}$ by $P_{k+1}$ and $Q_{k+1}$, respectively. Forming an elementary lower triangular matrix

$$
M_{k+1}=\left[\begin{array}{ccccc}
1 & & & & \\
& \ddots & & & 0 \\
& & 1 & & \\
& & -l_{k+2, k+1} & 1 & \\
& & \vdots & \ddots & \\
& & -l_{m, k+1} & & 1
\end{array}\right], \quad l_{i, k+1}=\frac{w_{i, k+1}}{w_{k+1, k+1}}
$$

we have

$$
A_{k+1}=M_{k+1} P_{k+1} A_{k} Q_{k+1}=\left[\begin{array}{cc}
U_{k+1} & V_{k+1} \\
\mathrm{O} & W_{k+1}
\end{array}\right]
$$

where $U_{k+1}$ is a nonsingular upper triangular matrix of order $k+1$. With exact computation, the process will terminate with $A_{r}$ :

$$
A_{r}=\left[\begin{array}{cc}
U_{r} & V_{r} \\
\mathrm{O} & W_{r}
\end{array}\right]=\left[\begin{array}{cc}
U_{r} & V_{r} \\
\mathrm{O} & \mathrm{O}
\end{array}\right]=\left[\begin{array}{l}
U \\
\mathrm{O}
\end{array}\right],
$$

where $U$ is $r \times n$ upper trapezoidal with diagonal elements $u_{i, i} \neq 0, i=1,2, \cdots, r$, that is,

$$
U=\left[\begin{array}{ccccc}
u_{1,1} & \cdots & u_{1, r} & u_{1, r+1} & \cdots
\end{array} u_{1, n} 10 .\right.
$$

It follows from [2,3] that

$$
\begin{aligned}
A_{r} & =M_{r} P_{r} M_{r-1} P_{r-1} \cdots M_{1} P_{1} A Q_{1} Q_{2} \cdots Q_{r} \\
& =M_{r} M_{r-1} \cdots M_{1} P_{r} P_{r-1} \cdots P_{1} A Q_{1} Q_{2} \cdots Q_{r}
\end{aligned}
$$

Let

$$
P_{r} P_{r-1} \cdots P_{1}=P, \quad Q_{1} Q_{2} \cdots Q_{r}=Q
$$

and

$$
\left(M_{r} M_{r-1} \cdots M_{1}\right)^{-1}=M_{1}^{-1} M_{2}^{-1} \cdots M_{r}^{-1}=[L \widetilde{L}]
$$

where $L$ is $m \times r$ lower trapezoidal, with zeros above the principal diagonal, 1 s on the principal diagonal, and elements $l_{i, j}$ below the diagonal in the $j$ th column, that is,

$$
L=\left[\begin{array}{cccc}
1 & & & \\
l_{2,1} & 1 & & \\
\vdots & & \ddots & \\
l_{r, 1} & \cdots & l_{r, r-1} & 1 \\
l_{r+1,1} & \cdots & \cdots & l_{r+1, r} \\
\vdots & & & \vdots \\
l_{m, 1} & \cdots & \cdots & l_{m, r}
\end{array}\right] \in \mathbb{C}_{r}^{m \times r}
$$

Thus

$$
P A Q=L U
$$

and

$$
A=\left(P^{*} L\right)\left(U Q^{*}\right)
$$

is a full rank factorization of $A$. Consequently, the corresponding Moore-Penrose inverse is

$$
A^{\dagger}=Q U^{\dagger} L^{\dagger} P
$$

where

$$
\begin{equation*}
U^{\dagger}=U^{*}\left(U U^{*}\right)^{-1} \quad \text { and } \quad L^{\dagger}=\left(L^{*} L\right)^{-1} L^{*} \tag{5.1.11}
\end{equation*}
$$

In the above argument it was assumed that $\operatorname{rank}(A)$ was exactly $r$, and that the exact arithmetic was performed. In practice, however, $\operatorname{rank}(A)$ may not be known and rounding errors occur. We have to decide, at the $k$ th stage of the reduction, when $A$ is reduced to $A_{k}$ of the form (5.1.10), whether the elements of $W_{k}$ should be considered as zero. In many practical situations it is sufficient to regard numbers less than a predetermined small number $\epsilon$ as zero. We then say that $A$ has a "computational $\epsilon$-rank" equal to $r$ if the magnitude of all the elements of the computed $W_{r}$ is less than or equal to $\epsilon$ and at least one element of $W_{r-1}$ whose magnitude is greater than $\epsilon$.

If $P$ and $Q$ are identity matrices, then a stable method for computing (5.1.11) is to solve the following two sets of Hermitian positive definite equations in turn

$$
\begin{align*}
\left(L^{*} L\right) X & =L^{*} \\
\left(U U^{*}\right) Y & =X \tag{5.1.12}
\end{align*}
$$

and then form

$$
A^{\dagger}=U^{*} Y
$$

Equations (5.1.12) involve the solution of two sets of equations with $m$ different righthand sides. Another method for computing (5.1.11) solves only one set of equations. We set $U=D U_{1}$, where $D$ is diagonal and $U_{1}$ has unit diagonal. It follows from the second equation in (5.1.12) that

$$
D U_{1} U_{1}^{*} D^{*} Y=X
$$

Setting $D^{*} Y=\widetilde{Y}$ and substituting it into the first equation in (5.1.12), we get one set of equations:

$$
\begin{equation*}
\left(L^{*} L D U_{1} U_{1}^{*}\right) \widetilde{Y}=L^{*} \tag{5.1.13}
\end{equation*}
$$

The coefficient matrix is no longer Hermitian. The solution $\tilde{Y}$ of (5.1.13) can be obtained by using Gaussian elimination with partial pivoting. We then form

$$
A^{\dagger}=U_{1}^{*} \widetilde{Y}
$$

### 5.1.3 Householder Transformation

Now, we give a full rank factorization method using the Householder transformations.
Definition 5.1.2 Let $\mathbf{u} \in \mathbb{C}^{n}, \mathbf{u}^{*} \mathbf{u}=1$, then the $n \times n$ matrix

$$
H=I-2 \mathbf{u u}^{*}
$$

is called a Householder transformation.
It is easy to show that $H^{*}=H=H^{-1}$. Hence $H$ is a unitary matrix.
Theorem 5.1.1 Let $\mathbf{v} \in \mathbb{C}^{n}, \mathbf{v} \neq \mathbf{0}, \mathbf{u}=\mathbf{v}+\sigma\|\mathbf{v}\|_{2} \mathbf{e}_{1}$, and

$$
\sigma=\left\{\begin{array}{l}
+1, v_{1} \geq 0 \\
-1, v_{1}<0
\end{array}\right.
$$

where $v_{1}$ denotes the first element of $\mathbf{v}$, then $H=I-\left(2 /\|\mathbf{u}\|_{2}^{2}\right) \mathbf{u} \mathbf{u}^{*}$ is a Householder transformation and $H \mathbf{v}=-\sigma\|\mathbf{v}\|_{2} \boldsymbol{e}_{1}$.

Proof See for example [2].
The above theorem shows that given a nonzero $n$-vector $\mathbf{v}$ we can find an $n \times n$ Householder transformation $H$ such that $H \mathbf{v}=-\sigma\|\mathbf{v}\|_{2} \mathbf{e}_{1}$, a scalar multiple of the first unit vector $\mathbf{e}_{1}$.

Applying the above theorem, we can premultiply an arbitrary $m \times n$ matrix $A$ with an $m \times m$ Householder transformation $H$ to produce a matrix $H A$, in which all the elements in first column are zero except the first.

Theorem 5.1.2 Let $A \in \mathbb{C}_{r}^{m \times n}$. There is an $m \times m$ unitary matrix $H$ and an $n \times n$ permutation matrix $P$ such that

$$
H A P=\left[\begin{array}{cc}
U_{r} & V_{r} \\
\mathrm{O} & \mathrm{O}
\end{array}\right]
$$

where $U_{r}$ is $r \times r$ upper triangular with nonzero diagonal elements. The appropriate null matrices are absent if $r=m$ or $n$.

Proof Choose $P_{1}$ so that the first $r$ columns of $A$ are linearly independent. Apply an $m \times m$ Householder transformation $H_{1}$ to $A P_{1}$ such that the first column of the resulting matrix is a scalar multiple of the first unit vector:

$$
H_{1} A P_{1}=\left[\begin{array}{cc}
u_{11} & \mathbf{v}_{1}^{T} \\
\mathrm{O} & W_{1}
\end{array}\right]
$$

Let $H_{2}$ be an $(m-1) \times(m-1)$ Householder transformation that transforms the first column of $W_{1}$ to a multiple of an $(m-1)$ unit column vector $\mathbf{e}_{1}$. Thus

$$
\left[\begin{array}{ll}
1 & \mathbf{0}^{T} \\
\mathbf{0} & H_{2}
\end{array}\right] H_{1} A P_{1}=\left[\begin{array}{cc}
U_{2} & V_{2} \\
\mathrm{O} & W_{2}
\end{array}\right]
$$

where $U_{2}$ is a $2 \times 2$ upper triangular matrix. Proceeding in this way, we find an $m \times m$ matrix

$$
H=\left[\begin{array}{cc}
I_{r-1} & \mathrm{O} \\
\mathrm{O} & H_{r}
\end{array}\right] \cdots\left[\begin{array}{ll}
1 & \mathbf{0}^{T} \\
\mathbf{0} & H_{2}
\end{array}\right] H_{1}
$$

such that

$$
H A P=\left[\begin{array}{cc}
U_{r} & V_{r}  \tag{5.1.14}\\
\mathrm{O} & W_{r}
\end{array}\right]
$$

where $U_{r}$ is an $r \times r$ upper triangular matrix and $P=P_{1} P_{2} \cdots P_{r}$. Since the first $r$ column of $A P$ are linearly independent, the columns of $U_{r}$ must be linearly independent, i.e., the diagonal elements of $U_{r}$ must be nonzero. The matrix $W_{r}$ must be zero since otherwise the rank of HAP would be greater than $r$, which contradicts the assumption that the rank of $A$ is $r$.

Let

$$
H^{-1}=H_{1}\left[\begin{array}{cc}
1 & \mathbf{0}^{T}  \tag{5.1.15}\\
\mathbf{0} & H_{2}
\end{array}\right] \ldots\left[\begin{array}{cc}
I_{r-1} & \mathrm{O} \\
\mathrm{O} & H_{r}
\end{array}\right]=\left[\begin{array}{ll}
Q & \widetilde{Q}
\end{array}\right]
$$

where $Q \in \mathbb{C}^{m \times r}$ and $Q^{*} Q=I_{r}$, and

$$
\left[\begin{array}{cc}
U_{r} & V_{r}  \tag{5.1.16}\\
\mathrm{O} & \mathrm{O}
\end{array}\right]=\left[\begin{array}{l}
R \\
\mathrm{O}
\end{array}\right] .
$$

From (5.1.14)-(5.1.16), we have

$$
A P=Q R
$$

Thus

$$
A=Q\left(R P^{*}\right)
$$

is a full rank factorization of $A$ and

$$
\begin{equation*}
A^{\dagger}=P R^{*}\left(R R^{*}\right)^{-1} Q^{*} \tag{5.1.17}
\end{equation*}
$$

A stable method for computing (5.1.17) is to solve the set of Hermitian positive definite equations:

$$
\left(R R^{*}\right) X=Q^{*}
$$

and then form

$$
A^{\dagger}=P R^{*} X
$$

Set $R=D R_{1}$, where $D$ is diagonal matrix of order $r$ and $R_{1}$ has unit on the diagonal and $\left|r_{i j}\right| \leq 1$. Thus

$$
A^{\dagger}=P R_{1}^{*}\left(R_{1} R_{1}^{*}\right)^{-1} D^{-1} Q^{*}
$$

Another method for computing (5.1.17) is to solve the set of Hermitian positive definite equations:

$$
\left(R_{1} R_{1}^{*}\right) X=D^{-1} Q^{*}
$$

and then form

$$
A^{\dagger}=P R_{1}^{*} X
$$

The full rank factorization based methods for computing other generalized inverses $A_{T, S}^{(2)}$ are omitted here and left as exercises.

### 5.2 Singular Value Decompositions and ( $M, N$ ) Singular Value Decompositions

This section discusses the singular value decomposition (SVD) based methods for computing the generalized inverses.

### 5.2.1 Singular Value Decomposition

Definition 5.2.1 Let $A \in \mathbb{C}^{m \times n}, \mathbf{u} \in \mathbb{C}^{m}, \mathbf{v} \in \mathbb{C}^{n}$, and $\sigma \geq 0$ such that

$$
\begin{equation*}
A \mathbf{v}=\sigma \mathbf{u} \quad \text { and } \quad A^{*} \mathbf{u}=\sigma \mathbf{v} \tag{5.2.1}
\end{equation*}
$$

then $\sigma$ is called the singular value of $A, \mathbf{u}$ and $\mathbf{v}$ are called the left and right singular vectors of $A$ respectively.

By (5.2.1),

$$
A^{*} A \mathbf{v}=\sigma^{2} \mathbf{v} \text { and } A A^{*} \mathbf{u}=\sigma^{2} \mathbf{u}
$$

thus $\sigma^{2}$ is an eigenvalue of $A^{*} A$ or $A A^{*}$.
Theorem 5.2.1 Let $A \in \mathbb{C}_{r}^{m \times n}$, then there are unitary matrices $U \in \mathbb{C}^{m \times m}$ and $V \in$ $\mathbb{C}^{n \times n}$ such that

$$
A=U\left[\begin{array}{ll}
\Sigma & \mathrm{O}  \tag{5.2.2}\\
\mathrm{O} & \mathrm{O}
\end{array}\right] V^{*}
$$

where $\Sigma=\operatorname{diag}\left(\sigma_{1}, \sigma_{2}, \cdots, \sigma_{r}\right), \sigma_{i}=\sqrt{\lambda_{i}}$ and $\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{r}>0$ are the nonzero eigenvalues of $A^{*} A$, then $\sigma_{1} \geq \sigma_{2} \geq \cdots \geq \sigma_{r}>0$ are the nonzero singular value of $A$ and (5.2.2) is called the singular value decomposition (SVD) of A, and

$$
\|A\|_{2}=\sigma_{1} \quad \text { and } \quad\left\|A^{\dagger}\right\|_{2}=1 / \sigma_{r}
$$

Proof Since $A^{*} A \in \mathbb{C}_{r}^{n \times n}$ is Hermitian positive semidefinite, its eigenvalues are nonnegative. Suppose they are $\sigma_{1}^{2}, \sigma_{2}^{2}, \cdots, \sigma_{n}^{2}$, where $\sigma_{1} \geq \sigma_{2} \geq \cdots \geq \sigma_{r}>\sigma_{r+1}=$ $\cdots=\sigma_{n}=0$. Let $\mathbf{v}_{1}, \mathbf{v}_{2}, \cdots, \mathbf{v}_{n}$ be the orthonormal eigenvectors corresponding to $\sigma_{1}^{2}, \sigma_{2}^{2}, \cdots, \sigma_{n}^{2}$ respectively and

$$
V_{1}=\left[\begin{array}{llll}
\mathbf{v}_{1} & \mathbf{v}_{2} & \cdots & \mathbf{v}_{r}
\end{array}\right], \quad V_{2}=\left[\begin{array}{llll}
\mathbf{v}_{r+1} & \mathbf{v}_{r+2} & \cdots & \mathbf{v}_{n}
\end{array}\right],
$$

and

$$
\Sigma=\operatorname{diag}\left(\sigma_{1}, \sigma_{2}, \cdots, \sigma_{r}\right)
$$

then

$$
V_{1}^{*}\left(A^{*} A\right) V_{1}=\Sigma^{2} \quad \text { and } \quad V_{2}^{*}\left(A^{*} A\right) V_{2}=\mathrm{O}
$$

and consequently

$$
\Sigma^{-1} V_{1}^{*} A^{*} A V_{1} \Sigma^{-1}=I \text { and } A V_{2}=0
$$

Now, let

$$
U_{1}=A V_{1} \Sigma^{-1}
$$

then $U_{1}^{*} U_{1}=I$, that is, the columns of $U_{1}$ are orthonormal. Let $U_{2}$ be chosen so that $U=\left[\begin{array}{ll}U_{1} & U_{2}\end{array}\right]$ is unitary, then

$$
U^{*} A V=\left[\begin{array}{cc}
U_{1}^{*} A V_{1} & U_{1}^{*} A V_{2} \\
U_{2}^{*} A V_{1} & U_{2}^{*} A V_{2}
\end{array}\right]=\left[\begin{array}{cc}
\left(A V_{1} \Sigma^{-1}\right)^{*} A V_{1} & \mathrm{O} \\
U_{2}^{*}\left(U_{1} \Sigma\right) & \mathrm{O}
\end{array}\right]=\left[\begin{array}{cc}
\Sigma & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right]
$$

Thus (5.2.2) holds. From (5.2.2), we have

$$
A^{*} A=V\left[\begin{array}{cc}
\Sigma^{2} & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] V^{*}
$$

Thus the eigenvalues of $A^{*} A$ are $\sigma_{i}^{2}=\lambda_{i}\left(A^{*} A\right), i=1,2, \cdots, n$, and

$$
\|A\|_{2}^{2}=\left\|A^{*} A\right\|_{2}=\left|\lambda_{1}\left(A^{*} A\right)\right|=\sigma_{1}^{2}
$$

So $\|A\|_{2}=\sigma_{1}$. It is easy to verify that

$$
A^{\dagger}=V\left[\begin{array}{cc}
\Sigma^{-1} & \mathrm{O}  \tag{5.2.3}\\
\mathrm{O} & \mathrm{O}
\end{array}\right] U^{*}
$$

Hence the non-zero singular values of $A^{\dagger}$ are

$$
\frac{1}{\sigma_{r}} \geq \frac{1}{\sigma_{r-1}} \geq \cdots \geq \frac{1}{\sigma_{1}}>0
$$

Thus $\left\|A^{\dagger}\right\|_{2}=1 / \sigma_{r}$.
The following perturbation theorem for the singular values is useful in Chap. 8.
Lemma 5.2.1 Let $A$ and $B=A+E \in \mathbb{C}^{m \times n}$ have singular values $\sigma_{1}(A) \geq \sigma_{2}(A)$ $\geq \cdots \geq \sigma_{n}(A)$ and $\sigma_{1}(B) \geq \sigma_{2}(B) \geq \cdots \geq \sigma_{n}(B)$ respectively, then

$$
\sigma_{i}(A)-\|E\|_{2} \leq \sigma_{i}(B) \leq \sigma_{i}(A)+\|E\|_{2}, \quad i=1,2, \cdots, n .
$$

Proof See for example [2].

### 5.2.2 (M,N) Singular Value Decomposition

Definition 5.2.2 Let $A \in \mathbb{C}_{r}^{m \times n}, M$ and $N$ be Hermitian positive definite matrices of orders $m$ and $n$ respectively, then the $(M, N)$ singular values of $A$ are the elements of the set $\mu_{M N}(A)$ defined by

$$
\mu_{M N}(A)=\left\{\mu: \mu \geq 0, \mu \text { is a stationary value of } \frac{\|A \mathbf{x}\|_{M}}{\|\mathbf{x}\|_{N}}\right\}
$$

Next is a theorem of the $(M, N)$ singular value decomposition.
Theorem 5.2.2 ( $[4,5]$ ) Let $A \in \mathbb{C}_{r}^{m \times n}, M$ and $N$ be Hermitian positive definite matrices of orders $m$ and $n$ respectively, then there are matrices $U \in \mathbb{C}^{m \times m}$ and $V \in \mathbb{C}^{n \times n}$ satisfying

$$
U^{*} M U=I_{m} \quad \text { and } \quad V^{*} N^{-1} V=I_{n}
$$

such that

$$
A=U\left[\begin{array}{ll}
D & \mathrm{O}  \tag{5.2.4}\\
\mathrm{O} & \mathrm{O}
\end{array}\right] V^{*}
$$

where $D=\operatorname{diag}\left(\mu_{1}, \mu_{2}, \cdots, \mu_{r}\right), \quad \mu_{i}=\sqrt{\lambda_{i}}, \quad \lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{r}>0$ are the nonzero eigenvalues of $A^{\#} A=\left(N^{-1} A^{*} M\right) A$. Then $\mu_{1} \geq \mu_{2} \geq \cdots \geq \mu_{r}>0$ are the nonzero $(M, N)$ singular values of $A$ and (5.2.4) is called the $(M, N)$ singular value decomposition of $A$, and

$$
\begin{equation*}
\|A\|_{M N}=\mu_{1} \quad \text { and } \quad\left\|A_{M N}^{\dagger}\right\|_{N M}=\mu_{r}^{-1} \tag{5.2.5}
\end{equation*}
$$

Proof Let $M=L L^{*}$ and $N=K K^{*}$ be the Cholesky factorizations of $M$ and $N$ respectively. Set $C=L^{*} A K^{-*} \in \mathbb{C}_{r}^{m \times n}\left(\right.$ where $\left.K^{-*}=\left(K^{-1}\right)^{*}=\left(K^{*}\right)^{-1}\right)$ and let

$$
C=Q\left[\begin{array}{ll}
D & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] Z^{*}
$$

represent the singular value decomposition of $C$, where

$$
Q^{*} Q=I_{m}, \quad Z^{*} Z=I_{n}, \quad \text { and } \quad D=\operatorname{diag}\left(\mu_{1}, \mu_{2}, \cdots, \mu_{r}\right), \mu_{i}>0 .
$$

By defining $U=L^{-*} Q$ and $V=K Z$, we have

$$
U^{*} M U=I_{m}, \quad V^{*} N^{-1} V=I_{n},
$$

and

$$
A=U\left[\begin{array}{ll}
D & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] V^{*}
$$

Thus (5.2.4) holds. It follows from (5.2.4) that

$$
A A^{\#} U=A N^{-1} A^{*} M U=U\left[\begin{array}{cc}
D^{2} & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right]
$$

So the squares of the $(M, N)$ singular values $\mu_{i}$ of $A$ are equal to the eigenvalues of $A A^{\#}$. Moreover,

$$
\begin{aligned}
\|A\|_{M N}^{2} & =\left\|M^{\frac{1}{2}} A N^{-\frac{1}{2}}\right\|_{2}^{2} \\
& =\left\|M^{\frac{1}{2}} A N^{-\frac{1}{2}} N^{-\frac{1}{2}} A^{*} M^{\frac{1}{2}}\right\|_{2} \\
& =\left\|M^{\frac{1}{2}}\left(A N^{-1} A^{*} M\right) M^{-\frac{1}{2}}\right\|_{2} \\
& =\left\|A A^{\#}\right\|_{2} \\
& =\left|\lambda_{1}\left(A A^{\#}\right)\right| \\
& =\mu_{1}^{2} .
\end{aligned}
$$

Thus $\|A\|_{M N}=\mu_{1}$. By using (5.2.4), it is easy to verify that

$$
A_{M N}^{\dagger}=N^{-1} V\left[\begin{array}{cc}
D^{-1} & \mathrm{O}  \tag{5.2.6}\\
\mathrm{O} & \mathrm{O}
\end{array}\right] U^{*} M
$$

Hence the non-zero $(M, N)$ singular values of $A_{M N}^{\dagger}$ are $\mu_{r}^{-1} \geq \mu_{r-1}^{-1} \geq \cdots \geq \mu_{1}^{-1}>$ 0 . Thus $\left\|A_{M N}^{\dagger}\right\|_{N M}=\mu_{r}^{-1}$.

The following perturbation theorem for $(M, N)$ singular values is useful in Chap. 8.

Lemma 5.2.2 Let $A, E \in \mathbb{C}^{m \times n}, \mu_{i}(A+E)$ and $\mu_{i}(A)$ be the $(M, N)$ singular values of $A+E$ and $A$ respectively, then

$$
\mu_{i}(A)-\|E\|_{M N} \leq \mu_{i}(A+E) \leq \mu_{i}(A)+\|E\|_{M N}
$$

$\underset{\sim}{A}$ roof Let $\widetilde{E}=M^{\frac{1}{2}} E N^{-\frac{1}{2}}$ and $\widetilde{A}=M^{\frac{1}{2}} A N^{-\frac{1}{2}}$, then $\widetilde{A+E}=M^{\frac{1}{2}}(A+\underset{\sim}{E}) N^{-\frac{1}{2}}=$ $\widetilde{A}+\widetilde{E}$. It follows from Lemma 5.2.1 that the singular values $\mu_{i}(\widetilde{A})$ and $\mu_{i}(\widetilde{A}+\widetilde{E})=$ $\mu_{i}(\widetilde{A+E})$ of $\widetilde{A}$ and $\widetilde{A}+\widetilde{E}$ satisfy

$$
\mu_{i}(\widetilde{A})-\|\widetilde{E}\|_{2} \leq \mu_{i}(\widetilde{A+E}) \leq \mu_{i}(\widetilde{A})+\|\widetilde{E}\|_{2}
$$

This completes the proof, since $\|\widetilde{E}\|_{2}=\|E\|_{M N}, \mu_{i}(\widetilde{A})=\mu_{i}(A)$, and $\mu_{i}(\widetilde{A+E})=$ $\mu_{i}(A+E)$.

### 5.2.3 Methods Based on SVD and $(M, N)$ SVD

Let $A \in \mathbb{C}^{m \times n}$. If the singular value decomposition of $A$ is (5.2.2), then (5.2.3) gives:

$$
A^{\dagger}=V\left[\begin{array}{cc}
\Sigma^{-1} & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] U^{*} .
$$

If the $(M, N)$ singular value decomposition of $A$ is (5.2.4), then we have (5.2.6):

$$
A_{M N}^{\dagger}=N^{-1} V\left[\begin{array}{cc}
D^{-1} & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] U^{*} M .
$$

The algorithms and programs for computing (5.2.2) and (5.2.3) can be found in [2]. From these results and Theorem 5.2.2, the algorithms and programs for computing (5.2.4) and (5.2.6) can be obtained easily.

When $A \in \mathbb{C}^{n \times n}$, the methods for finding $A_{d}$ and $A_{g}$ are given as follows.
Lemma 5.2.3 Let $A \in \mathbb{C}^{n \times n}, \operatorname{Ind}(A)=k, W \in \mathbb{C}_{n}^{n \times n}$, and $W A W^{-1}=R$, then

$$
\begin{gather*}
A_{d}=W^{-1} R_{d} W, \quad \operatorname{Ind}(A)=\operatorname{Ind}(R) \\
\quad \operatorname{Core-rank}(A)=\operatorname{Core}-\operatorname{rank}(R) \tag{5.2.7}
\end{gather*}
$$

where $\operatorname{Core-rank}(A)=\operatorname{rank}\left(A^{k}\right)$ is called the core-rank of $A$.
Proof See [6].
Lemma 5.2.4 ([7]) Let

$$
M=\left[\begin{array}{ll}
A & \mathrm{O} \\
B & C
\end{array}\right]
$$

be a block lower triangular matrix. If $A$ is nonsingular, then

$$
\operatorname{Ind}(M)=\operatorname{Ind}(C)
$$

Proof Let $\operatorname{Ind}(M)=k$, then $\operatorname{rank}\left(M^{k}\right)=\operatorname{rank}\left(M^{k+1}\right)$, i.e.,

$$
\operatorname{rank}\left(A^{k}\right)+\operatorname{rank}\left(C^{k}\right)=\operatorname{rank}\left(A^{k+1}\right)+\operatorname{rank}\left(C^{k+1}\right)
$$

By the assumption, we have $\operatorname{rank}\left(A^{k}\right)=\operatorname{rank}\left(A^{k+1}\right)$. Thus $\operatorname{rank}\left(C^{k}\right)=\operatorname{rank}\left(C^{k+1}\right)$ and so $\operatorname{Ind}(C)=k$.

The algorithm for the Drazin inverse of block lower triangular matrices are given as follows.

Theorem 5.2.3 Let a block triangular matrix

$$
M=\left[\begin{array}{ll}
B_{1} & \mathrm{O} \\
B_{2} & N
\end{array}\right] \in \mathbb{C}^{n \times n},
$$

where $B_{1} \in \mathbb{C}_{s}^{s \times s}$ and $N=\left[n_{i j}\right] \in \mathbb{C}^{t \times t}$ is a strictly lower triangular matrix. Then

$$
M_{d}=\left[\begin{array}{cc}
B_{1}^{-1} & \mathrm{O} \\
X B_{1}^{-1} & \mathrm{O}
\end{array}\right],
$$

where $X$ is the solution of the Sylvester equation

$$
\begin{equation*}
X B_{1}-N X=B_{2} \tag{5.2.8}
\end{equation*}
$$

Let $\mathbf{r}_{i}$ be the ith row of $B_{2}$, then the rows $\mathbf{x}_{i}$ of $X$ can be recursively solved by:

$$
\mathbf{x}_{1}=\mathbf{r}_{1} B_{1}^{-1} \quad \text { and } \quad \mathbf{x}_{i}=\left(\mathbf{r}_{i}+\sum_{j=1}^{i-1} n_{i j} \mathbf{x}_{j}\right) B_{1}^{-1}
$$

Proof Let

$$
Y=\left[\begin{array}{cc}
B_{1}^{-1} & \mathrm{O} \\
X B_{1}^{-1} & \mathrm{O}
\end{array}\right]
$$

then we have

$$
M Y=\left[\begin{array}{ll}
B_{1} & \mathrm{O} \\
B_{2} & N
\end{array}\right]\left[\begin{array}{cc}
B_{1}^{-1} & \mathrm{O} \\
X B_{1}^{-1} & \mathrm{O}
\end{array}\right]=\left[\begin{array}{cc}
I & \mathrm{O} \\
X & \mathrm{O}
\end{array}\right]=Y M
$$

and

$$
Y M Y=\left[\begin{array}{cc}
B_{1}^{-1} & \mathrm{O} \\
X B_{1}^{-1} & \mathrm{O}
\end{array}\right]=Y
$$

Note that for any positive integer $p$,

$$
\left[\begin{array}{cc}
B_{1} & \mathrm{O} \\
B_{2} & N
\end{array}\right]^{p}=\left[\begin{array}{cc}
B_{1}^{p} & \mathrm{O} \\
S(p) & N^{p}
\end{array}\right], \quad \text { where } \quad S(p)=\sum_{i=0}^{p-1} N^{p-1-i} B_{2} B_{1}^{i} .
$$

If $p \geq t$, then $N^{p}=\mathrm{O}$, because $N$ is a strictly lower triangular matrix of order $t$. Thus

$$
\begin{aligned}
M^{t+1} Y & =M^{t}(M Y) \\
& =\left[\begin{array}{cc}
B_{1}^{t} & \mathrm{O} \\
S(t) & \mathrm{O}
\end{array}\right]\left[\begin{array}{cc}
I & \mathrm{O} \\
X & \mathrm{O}
\end{array}\right] \\
& =\left[\begin{array}{cc}
B_{1}^{t} & \mathrm{O} \\
S(t)
\end{array}\right] \\
& =M^{t} .
\end{aligned}
$$

Therefore $Y=M_{d}$ and (5.2.8) follows from $M M_{d}=M_{d} M$.
By using Theorem 5.2.3 and the singular value decomposition of $A \in \mathbb{C}^{n \times n}$, an orthogonal deflation method for calculating $A_{d}$ is given as follows.

Algorithm 5.2.1 ([6]) Given a matrix $A \in \mathbb{C}^{n \times n}$, this algorithm computes its Drazin inverse $A_{d}$.

1. Compute the singular value decomposition of $A$ :

$$
A=U\left[\begin{array}{ll}
\Sigma & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] V^{*} .
$$

If $\Sigma \in \mathbb{R}_{n}^{n \times n}$, then $A_{d}=A^{-1}=V \Sigma^{-1} U^{*}$. If $\operatorname{Ind}(A)>0$, write

$$
V^{*} A V=V^{*} U\left[\begin{array}{ll}
\Sigma & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right]=\left[\begin{array}{ll}
A_{11}^{(1)} & \mathrm{O} \\
A_{21}^{(1)} & \mathrm{O}
\end{array}\right] .
$$

2. Now compute the singular value decomposition of $A_{11}^{(1)}$ :

$$
A_{11}^{(1)}=U_{1}\left[\begin{array}{cc}
\Sigma_{1} & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] V_{1}^{*} .
$$

If $A_{11}^{(1)}$ is nonsingular, go to step 4, otherwise

$$
V_{1}^{*} A_{11}^{(1)} V_{1}=V_{1}^{*} U_{1}\left[\begin{array}{cc}
\Sigma_{1} & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right]=\left[\begin{array}{cc}
A_{11}^{(2)} & \mathrm{O} \\
A_{21}^{(2)} & \mathrm{O}
\end{array}\right]
$$

Thus

$$
\begin{align*}
& {\left[\begin{array}{cc}
V_{1}^{*} & \mathrm{O} \\
\mathrm{O} & I
\end{array}\right] V^{*} A V\left[\begin{array}{ll}
V_{1} & \mathrm{O} \\
\mathrm{O} & I
\end{array}\right] } \\
= & {\left[\begin{array}{ccc}
V_{1}^{*} A_{11}^{(1)} & V_{1} & \mathrm{O} \\
A_{21}^{(1)} & V_{1} & \mathrm{O}
\end{array}\right] } \\
= & {\left[\begin{array}{ccc}
A_{11}^{(2)} & \mathrm{O} & \mathrm{O} \\
A_{21}^{(2)} & \mathrm{O} & \mathrm{O} \\
A_{31}^{(2)} & A_{32}^{(2)} & \mathrm{O}
\end{array}\right], } \tag{5.2.9}
\end{align*}
$$

where $A_{21}^{(1)} V_{1}=\left[\begin{array}{ll}A_{31}^{(2)} & A_{32}^{(2)}\end{array}\right]$ is partitioned accordingly.
3. Continue the procedure in step 2 , at each step, compute the singular value decomposition of $A_{11}^{(m)}$ and perform the appropriate multiplication as in (5.2.9) to get $A_{11}^{(m+1)}$. If some $A_{11}^{(k)}=\mathrm{O}$, then $A_{d}=\mathrm{O}$. If some $A_{11}^{(k)}$ is nonsingular, go to step 4.
4. By Lemma 5.2.4, we now have $k=\operatorname{Ind}(A)$ and

$$
W A W^{*}=\left[\begin{array}{ccccc}
A_{11}^{(k)} & \mathrm{O} & \cdots & \cdots & \mathrm{O} \\
A_{21}^{(k)} & \mathrm{O} & \cdots & \cdots & \mathrm{O} \\
A_{31}^{(k)} & A_{32}^{(k)} & \ddots & & \vdots \\
\vdots & \vdots & & \ddots & \vdots \\
A_{k+1,1}^{(k)} & A_{k+1,2}^{(k)} & \cdots & A_{k+1, k}^{(k)} & \mathrm{O}
\end{array}\right]=\left[\begin{array}{cc}
B_{1} & \mathrm{O} \\
B_{2} & N
\end{array}\right],
$$

where $B_{1}=A_{11}^{(k)}$ is nonsingular,

$$
B_{2}=\left[\begin{array}{c}
A_{21}^{(k)} \\
A_{31}^{(k)} \\
\vdots \\
A_{k+1,1}^{(k)}
\end{array}\right] \text { and } N=\left[\begin{array}{cccc}
\mathrm{O} & \cdots & \cdots & \mathrm{O} \\
A_{32}^{(k)} & \ddots & & \vdots \\
\vdots & & \ddots & \vdots \\
A_{k+1,2}^{(k)} & \cdots & A_{k+1, k}^{(k)} & \mathrm{O}
\end{array}\right]
$$

is a strictly lower triangular matrix, thus $N^{k}=\mathrm{O}$, and

$$
W=\left[\begin{array}{cc}
V_{k}^{*} & \mathrm{O} \\
\mathrm{O} & I
\end{array}\right]\left[\begin{array}{cc}
V_{k-1}^{*} & \mathrm{O} \\
\mathrm{O} & I
\end{array}\right] \cdots\left[\begin{array}{cc}
V_{1}^{*} & \mathrm{O} \\
\mathrm{O} & I
\end{array}\right] V^{*}
$$

is unitary, that is, $W^{*}=W^{-1}$. It then follows from Lemma 5.2.3 and Theorem 5.2.3 that

$$
A_{d}=W^{-1}\left[\begin{array}{cc}
B_{1}^{-1} & \mathrm{O} \\
X B_{1}^{-1} & \mathrm{O}
\end{array}\right] W,
$$

where $X$ is the solution of $X B_{1}-N X=B_{2}$. Let $N=\left[n_{i j}\right]$ and $\mathbf{r}_{i}$ be the ith row of $B_{2}$, then the rows $\mathbf{x}_{i}$ of $X$ can be recursively solved by

$$
\mathbf{x}_{1}=\mathbf{r}_{1} B_{1}^{-1} \quad \text { and } \quad \mathbf{x}_{i}=\left(\mathbf{r}_{i}+\sum_{j=1}^{i-1} n_{i j} \mathbf{x}_{j}\right) B_{1}^{-1}
$$

### 5.3 Generalized Inverses of Sums and Partitioned Matrices

Let

$$
M=\left[\begin{array}{ll}
A & C \\
B & D
\end{array}\right],
$$

where $A, B, C, D$ are four matrices of appropriate dimensions, then $A, B, C, D$ are called conformable. Matrix $M$ can be viewed in two ways. One is to view $M$ as a bordered matrix built from $A$. In this case, the blocks are considered fixed. If one is trying to build $M$ with certain properties, then one might choose a particular kind of blocks. For example, in Chap. 3, if $A \in \mathbb{C}_{r}^{m \times n}$, and $C \in \mathbb{C}_{(m-r)}^{m \times(m-r)}$ whose columns form a basis for $\mathcal{N}\left(A^{*}\right), B \in \mathbb{C}_{(n-r)}^{(n-r) \times n}$ whose columns form a basis for $\mathcal{N}(A)$, and $D$ is an $(n-r) \times(m-r)$ zero matrix, then $M$ is nonsingular. Another is to view $M$ as a partitioned matrix. In this case, $M$ is considered fixed. Different partitions may be considered to compute $M$ from its blocks.

Consider the partitioned matrix $M$ above. Suppose that the matrix $M$ and the block $A$ are nonsingular and

$$
M^{-1}=\left[\begin{array}{ll}
E & G \\
F & H
\end{array}\right],
$$

then

$$
\begin{aligned}
H & =\left(D-B A^{-1} C\right)^{-1} \\
G & =-A^{-1} C H \\
F & =-H B A^{-1}, \\
E & =A^{-1}(I-C F)
\end{aligned}
$$

As a special case, let the bordered matrix

$$
A_{n}=\left[\begin{array}{cccc}
a_{11} & \cdots & a_{1, n-1} & a_{1 n} \\
\vdots & & \vdots & \vdots \\
a_{n-1,1} & \cdots & a_{n-1, n-1} & a_{n-1, n} \\
a_{n 1} & \cdots & a_{n, n-1} & a_{n, n}
\end{array}\right]=\left[\begin{array}{cc}
A_{n-1} & \mathbf{u}_{n} \\
\mathbf{v}_{n}^{*} & a_{n n}
\end{array}\right]
$$

and $A_{n-1}$ be nonsingular, then

$$
A_{n}^{-1}=\left[\begin{array}{cc}
A_{n-1}^{-1}+\alpha_{n}^{-1} A_{n-1}^{-1} \mathbf{u}_{n} \mathbf{v}_{n}^{*} A_{n-1}^{-1}-\alpha_{n}^{-1} A_{n-1}^{-1} \mathbf{u}_{n}  \tag{5.3.1}\\
-\alpha_{n}^{-1} \mathbf{v}_{n}^{*} A_{n-1}^{-1} & \alpha_{n}^{-1}
\end{array}\right],
$$

where

$$
\begin{equation*}
\alpha_{n}=a_{n n}-\mathbf{v}_{n}^{*} A_{n-1}^{-1} \mathbf{u}_{n} \tag{5.3.2}
\end{equation*}
$$

Thus, the inverse of $A_{n}$ can be computed from the inverse of its submatrix $A_{n-1}$ and its last column and last row.

Can we partition a matrix and compute its generalized inverses from the blocks? This section is concerned with the computation of the generalized inverses of a matrix from its blocks using various partitions. A related problem of computing the generalized inverses of a sum of matrices is also discussed.

### 5.3.1 Moore-Penrose Inverse of Rank-One Modified Matrix

Let $A_{k} \in \mathbb{C}^{m \times k}$ be partitioned and decomposed as the following:

$$
A_{k}=\left[\begin{array}{ll}
A_{k-1} & \mathbf{o}_{1}
\end{array}\right]+\mathbf{a}_{k}\left[\begin{array}{ll}
\mathbf{o}_{2}^{T} & 1
\end{array}\right],
$$

where $\mathbf{o}_{1} \in \mathbb{C}^{m}$ and $\mathbf{o}_{2} \in \mathbb{C}^{k-1}$ are zero vectors and $\mathbf{a}_{k}$ is the last column of $A_{k}$. Let $A=\left[\begin{array}{ll}A_{k-1} & \mathbf{o}_{1}\end{array}\right], \mathbf{a}_{k}=\mathbf{c}, \mathbf{d}^{*}=\left[\begin{array}{ll}\mathbf{o}_{2}^{T} & 1\end{array}\right]$, then $A_{k}=A+\mathbf{c d}^{*}$ is a rank-one modified matrix of $A$.

In order to obtain an expression for $A_{k}^{\dagger}=\left[\begin{array}{ll}A_{k-1} & \mathbf{a}_{k}\end{array}\right]^{\dagger}$, we will now develop a formulation for the Moore-Penrose inverse of a rank-one modified matrix $A+$ cd $^{*}$.

Theorem 5.3.1 ([6]) Let $A \in \mathbb{C}^{m \times n}, \mathbf{c} \in \mathbb{C}^{m}, \mathbf{d} \in \mathbb{C}^{n}$,

$$
\begin{aligned}
\mathbf{k} & =A^{\dagger} \mathbf{c} \\
\mathbf{h}^{*} & =\mathbf{d}^{*} A^{\dagger} \\
\mathbf{u} & =\left(I-A A^{\dagger}\right) \mathbf{c} \\
\mathbf{v}^{*} & =\mathbf{d}^{*}\left(I-A^{\dagger} A\right), \\
\beta & =1+\mathbf{d}^{*} A^{\dagger} \mathbf{c}
\end{aligned}
$$

(Notice that $\mathbf{c} \in \mathcal{R}(A)$ if and only if $\mathbf{u}=\mathbf{0}$ and $\mathbf{d} \in \mathcal{R}\left(A^{*}\right)$ if and only if $\mathbf{v}=\mathbf{0}$.) Then the Moore-Penrose inverse of $A+\mathbf{c d}^{*}$ is as follows.
(1) If $\mathbf{u} \neq \mathbf{0}$ and $\mathbf{v} \neq \mathbf{0}$, then

$$
\left(A+\mathbf{c d}^{*}\right)^{\dagger}=A^{\dagger}-\mathbf{k} \mathbf{u}^{\dagger}-\mathbf{v}^{* \dagger} \mathbf{h}+\beta \mathbf{v}^{* \dagger} \mathbf{u}^{\dagger}
$$

(2) If $\mathbf{u}=\mathbf{0}, \mathbf{v} \neq \mathbf{0}$ and $\beta=0$, then

$$
\left(A+\mathbf{c d}^{*}\right)^{\dagger}=A^{\dagger}-\mathbf{k} \mathbf{k}^{\dagger} A^{\dagger}-\mathbf{v}^{* \dagger} \mathbf{h}^{*}
$$

(3) If $\mathbf{u}=\mathbf{0}$ and $\beta \neq 0$, then

$$
\left(A+\mathbf{c d}^{*}\right)^{\dagger}=A^{\dagger}+\frac{1}{\bar{\beta}} \mathbf{k k}^{*} A^{\dagger}-\frac{\bar{\beta}}{\sigma_{1}} \mathbf{p}_{1} \mathbf{q}_{1}^{*},
$$

where

$$
\mathbf{p}_{1}=-\left(\frac{\|\mathbf{k}\|^{2}}{\bar{\beta}} \mathbf{v}+\mathbf{k}\right), \quad \mathbf{q}_{1}^{*}=-\left(\frac{\|\mathbf{v}\|^{2}}{\bar{\beta}} \mathbf{k}^{*} A^{\dagger}+\mathbf{h}^{*}\right)
$$

and $\sigma_{1}=\|\mathbf{k}\|^{2}\|\mathbf{v}\|^{2}+|\beta|^{2}$.
(4) If $\mathbf{u} \neq \mathbf{0}, \mathbf{v}=\mathbf{0}$ and $\beta=0$, then

$$
\left(A+\mathbf{c d}^{*}\right)^{\dagger}=A^{\dagger}-A^{\dagger} \mathbf{h}^{* \dagger} \mathbf{h}^{*}-\mathbf{k} \mathbf{u}^{\dagger}
$$

(5) If $\mathbf{v}=\mathbf{0}$ and $\beta \neq 0$, then

$$
\left(A+\mathbf{c d}^{*}\right)^{\dagger}=A^{\dagger}+\frac{1}{\bar{\beta}} A^{\dagger} \mathbf{h} \mathbf{u}^{*}-\frac{\bar{\beta}}{\sigma_{2}} \mathbf{p}_{2} \mathbf{q}_{2}^{*}
$$

where

$$
\mathbf{p}_{2}=-\left(\frac{\|\mathbf{u}\|^{2}}{\bar{\beta}} A^{\dagger} \mathbf{h}+\mathbf{k}\right), \quad \mathbf{q}_{2}^{*}=-\left(\frac{\|\mathbf{h}\|^{2}}{\bar{\beta}} \mathbf{u}^{*}+\mathbf{h}^{*}\right)
$$

and $\sigma_{2}=\|\mathbf{h}\|^{2}\|\mathbf{u}\|^{2}+|\beta|^{2}$.
(6) If $\mathbf{u}=\mathbf{0}, \mathbf{v}=\mathbf{0}$ and $\beta=0$, then

$$
\left(A+\mathbf{c d}^{*}\right)^{\dagger}=A^{\dagger}-\mathbf{k} \mathbf{k}^{\dagger} A^{\dagger}-A^{\dagger} \mathbf{h}^{* \dagger} \mathbf{h}^{*}+\left(\mathbf{k}^{\dagger} A^{\dagger} \mathbf{h}^{* \dagger}\right) \mathbf{k} \mathbf{h}^{*}
$$

Before proving Theorem 5.3.1, we state the following lemma.
Lemma 5.3.1 Let $A, \mathbf{c}, \mathbf{d}, \mathbf{u}, \mathbf{v}$, and $\beta$ be the same as in Theorem 5.3.1, then

$$
\operatorname{rank}\left(A+\mathbf{c d}^{*}\right)=\operatorname{rank}\left[\begin{array}{cc}
A & \mathbf{u} \\
\mathbf{v}^{*} & -\beta
\end{array}\right]-1
$$

Proof This follows immediately from the factorization

$$
\left[\begin{array}{cc}
A+\mathbf{c d}^{*} & \mathbf{c} \\
\mathbf{0}^{T} & -1
\end{array}\right]=\left[\begin{array}{cc}
I & \mathbf{0} \\
\mathbf{h}^{*} & 1
\end{array}\right]\left[\begin{array}{cc}
A & \mathbf{u} \\
\mathbf{v}^{*} & -\beta
\end{array}\right]\left[\begin{array}{cc}
I & \mathbf{k} \\
\mathbf{0}^{T} & 1
\end{array}\right]\left[\begin{array}{cc}
I & \mathbf{0} \\
\mathbf{d}^{*} & 1
\end{array}\right]
$$

which can be verified by the definitions of $\mathbf{k}, \mathbf{h}, \mathbf{u}, \mathbf{v}$, and $\beta$.
We now proceed to the proof of Theorem 5.3.1. Throughout, we assume $\mathbf{c} \neq \mathbf{0}$ and $\mathbf{d} \neq \mathbf{0}$.

Proof (1) Let $X_{1}$ denote the right-hand side of the equation in (1) and

$$
M=A+\mathbf{c d}^{*}
$$

The proof consists of showing that $X_{1}$ satisfies the four Penrose conditions. From the definitions of $\mathbf{k}, \mathbf{v}$, and $\beta$, we have $A \mathbf{v}^{* \dagger}=\mathbf{0}, \mathbf{d}^{*} \mathbf{v}^{* \dagger}=1, \mathbf{d}^{*} \mathbf{k}=\beta-1$, and
$\mathbf{c}-A \mathbf{k}=\mathbf{u}$, which implies that

$$
M X_{1}=A A^{\dagger}+\mathbf{u} \mathbf{u}^{\dagger}
$$

So the third Penrose condition holds. Using $\mathbf{u}^{\dagger} A=\mathbf{0}^{T}, \mathbf{u}^{\dagger} \mathbf{c}=1, \mathbf{h}^{*} \mathbf{c}=\beta-1$, and $\mathbf{d}^{*}-\mathbf{h}^{*} A=\mathbf{v}^{*}$, one obtains

$$
X_{1} M=A^{\dagger} A=\mathbf{v}^{* \dagger} \mathbf{v}^{*}
$$

and hence the fourth condition holds. The first and second conditions follow easily. (2) Let $X_{2}$ denote the right-hand side of the equation in (2). By using $A \mathbf{k}=\mathbf{c}, A \mathbf{v}^{* \dagger}=$ $\mathbf{0}, \mathbf{d}^{*} \mathbf{v}^{* \dagger}=1$, and $\mathbf{d}^{*} \mathbf{k}=\beta-1$, we can see that

$$
\left(A+\mathbf{c d}^{*}\right) X_{2}=A A^{\dagger}
$$

which is Hermitian. From the equalities $\mathbf{k}^{\dagger} A^{\dagger} A=\mathbf{k}^{\dagger}, \mathbf{h}^{*} \mathbf{c}=-1$, and $\mathbf{d}^{*}-\mathbf{h}^{*} A=\mathbf{v}^{*}$, it follows that

$$
X_{2}\left(A+\mathbf{c d}^{*}\right)=A^{\dagger} A-\mathbf{k} \mathbf{k}^{\dagger}+\mathbf{v}^{* \dagger} \mathbf{v}^{*}
$$

which is also Hermitian. The first and second Penrose conditions can now be easily verified.
(3) This is the most difficult case. Since $\mathbf{u}=\mathbf{0}, \mathbf{c} \in \mathcal{R}(A)$ implying that $\mathcal{R}(A+$ $\left.\mathbf{c d}^{*}\right) \subset \mathcal{R}(A)$. Since $\beta \neq 0$, from Lemma 5.3.1, we have $\operatorname{rank}\left(A+\mathbf{c d}^{*}\right)=\operatorname{rank}(A)$. Therefore, $\mathcal{R}\left(A+\mathbf{c d}^{*}\right)=\mathcal{R}(A)$ and

$$
\begin{equation*}
\left(A+\mathbf{c d}^{*}\right)\left(A+\mathbf{c d}^{*}\right)^{\dagger}=A A^{\dagger} \tag{5.3.3}
\end{equation*}
$$

because $A A^{\dagger}$ is the unique orthogonal projector onto $\mathcal{R}(A)$. Let $X_{3}$ denote the righthand side of the equation in (3) and $M=A+\mathbf{c d}$. Because $\mathbf{q}_{1}^{*} A A^{\dagger}=\mathbf{q}_{1}^{*}$, it follows from (5.3.3) that

$$
X_{3} M M^{\dagger}=X_{3} A A^{\dagger}=X_{3}
$$

We claim that

$$
\begin{equation*}
M^{\dagger} M=X_{3} M \tag{5.3.4}
\end{equation*}
$$

Thus, we have

$$
M^{\dagger}=\left(M^{\dagger} M\right) M^{\dagger}=X_{3} M M^{\dagger}=X_{3}
$$

Now we prove (5.3.4) by showing

$$
\begin{equation*}
M^{\dagger} M=A^{\dagger} A-\mathbf{k} \mathbf{k}^{\dagger}+\mathbf{p}_{1} \mathbf{p}_{1}^{\dagger} \tag{5.3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
X_{3} M=A^{\dagger} A-\mathbf{k} \mathbf{k}^{\dagger}+\mathbf{p}_{1} \mathbf{p}_{1}^{\dagger} \tag{5.3.6}
\end{equation*}
$$

The matrix $A^{\dagger} A-\mathbf{k} \mathbf{k}^{\dagger}+\mathbf{p}_{1} \mathbf{p}_{1}^{\dagger}$ is Hermitian and idempotent. It is obvious that it is Hermitian. The fact that it is idempotent can be verified by using the identities $A^{\dagger} A \mathbf{k}=A^{\dagger} \mathbf{c}=\mathbf{k}, A^{\dagger} A \mathbf{p}_{1}=-\mathbf{k}$, and $\mathbf{k} \mathbf{k}^{\dagger} \mathbf{p}_{1}=-\mathbf{k}$. Since the rank of an idempotent matrix is equal to its trace,

$$
\begin{aligned}
\operatorname{rank}\left(A^{\dagger} A-\mathbf{k} \mathbf{k}^{\dagger}+\mathbf{p}_{1} \mathbf{p}_{1}^{\dagger}\right) & =\operatorname{tr}\left(A^{\dagger} A-\mathbf{k} \mathbf{k}^{\dagger}+\mathbf{p}_{1} \mathbf{p}_{1}^{\dagger}\right) \\
& =\operatorname{tr}\left(A^{\dagger} A\right)-\operatorname{tr}\left(\mathbf{k} \mathbf{k}^{\dagger}\right)+\operatorname{tr}\left(\mathbf{p}_{1} \mathbf{p}_{1}^{\dagger}\right)
\end{aligned}
$$

Now, $\mathbf{k k}^{\dagger}$ and $\mathbf{p}_{1} \mathbf{p}_{1}^{\dagger}$ are idempotent matrices of rank one and $A^{\dagger} A$ is an idempotent matrix whose $\operatorname{rank}$ is $\operatorname{rank}(A)$, so

$$
\begin{equation*}
\operatorname{rank}\left(A^{\dagger} A-\mathbf{k k}^{\dagger}+\mathbf{p}_{1} \mathbf{p}_{1}^{\dagger}\right)=\operatorname{rank}\left(A+\mathbf{c d}^{*}\right) \tag{5.3.7}
\end{equation*}
$$

Using the equalities $A \mathbf{k}=\mathbf{c}, A \mathbf{p}_{1}=-\mathbf{c}, \mathbf{d}^{*} \mathbf{k}=\beta-1, \mathbf{d}^{*} \mathbf{p}_{1}=1-\sigma_{1} \bar{\beta}^{-1}$, and $\mathbf{d}^{*} A^{\dagger} A=\mathbf{d}^{*}-\mathbf{v}^{*}$, we obtain

$$
\left(A+\mathbf{c d}^{*}\right)\left(A^{\dagger} A-\mathbf{k} \mathbf{k}^{\dagger}+\mathbf{p}_{1} \mathbf{p}_{1}^{\dagger}\right)=A+\mathbf{c d}^{*}-\mathbf{c}\left(\mathbf{v}^{*}+\beta \mathbf{k}^{\dagger}+\sigma_{1} \bar{\beta}^{-1} \mathbf{p}_{1}^{\dagger}\right)
$$

Now, $\left\|\mathbf{p}_{1}\right\|^{2}=\|\mathbf{k}\|^{2} \sigma_{1}|\beta|^{-2}$, so $\sigma_{1} \bar{\beta}^{-1}\left\|\mathbf{p}_{1}\right\|^{-2}=\beta\|\mathbf{k}\|^{-2}$. Hence,

$$
\sigma_{1} \bar{\beta}^{-1} \mathbf{p}_{1}^{\dagger}=\beta\|\mathbf{k}\|^{-2} \mathbf{p}_{1}^{*}=-\mathbf{v}^{*}-\beta \mathbf{k}^{\dagger} .
$$

Thus,

$$
\left(A+\mathbf{c d}^{*}\right)\left(A^{\dagger} A-\mathbf{k} \mathbf{k}^{\dagger}+\mathbf{p}_{1} \mathbf{p}_{1}^{\dagger}\right)=A+\mathbf{c d ^ { * }}
$$

Because $A^{\dagger} A-\mathbf{k} \mathbf{k}^{\dagger}+\mathbf{p}_{1} \mathbf{p}_{1}^{\dagger}$ is an orthogonal projector,

$$
\mathcal{R}\left(A^{*}+\mathbf{d} \mathbf{c}^{*}\right) \subset \mathcal{R}\left(A^{\dagger} A-\mathbf{k} \mathbf{k}^{\dagger}+\mathbf{p}_{1} \mathbf{p}_{1}^{\dagger}\right)
$$

From (5.3.7), we conclude that

$$
\mathcal{R}\left(A^{*}+\mathbf{d c} \mathbf{c}^{*}\right)=\mathcal{R}\left(A^{\dagger} A-\mathbf{k} \mathbf{k}^{\dagger}+\mathbf{p}_{1} \mathbf{p}_{1}^{\dagger}\right)
$$

Consequently,

$$
\left(A+\mathbf{c d}^{*}\right)^{\dagger}\left(A+\mathbf{c d}^{*}\right)=A^{\dagger} A-\mathbf{k} \mathbf{k}^{\dagger}+\mathbf{p}_{1} \mathbf{p}_{1}^{\dagger}
$$

which is equivalent to (5.3.7).
To show the Eq. (5.3.6), using the identities $\mathbf{k}^{*} A^{\dagger} A=\mathbf{k}^{*}, \mathbf{q}_{1}^{*} \mathbf{c}=1-\sigma_{1} \bar{\beta}^{-1}$, and $\mathbf{q}_{1}^{*} A+\mathbf{d}^{*}=-\|\mathbf{v}\|^{2} \bar{\beta}^{-1} \mathbf{k}^{*}+\mathbf{v}^{*}$, we get

$$
\begin{aligned}
& X_{3} M \\
= & X_{3}\left(A+\mathbf{c d}^{*}\right) \\
= & A^{\dagger} A+\bar{\beta}^{-1} \mathbf{v k} \mathbf{k}^{*}-\bar{\beta} \sigma_{1}^{-1} \mathbf{p}_{1} \mathbf{q}_{1}^{*} A+\left(\mathbf{k}+\bar{\beta}^{-1}\|\mathbf{k}\|^{2} \mathbf{v}\right) \mathbf{d}^{*}-\bar{\beta} \sigma_{1}^{-1} \mathbf{p}_{1} \mathbf{q}_{1}^{*} \mathbf{c d}^{*} \\
= & A^{\dagger} A+\bar{\beta}^{-1} \mathbf{v k}^{*}-\bar{\beta} \sigma_{1}^{-1} \mathbf{p}_{1} \mathbf{q}_{1}^{*} A-\mathbf{p}_{1} \mathbf{d}^{*}-\bar{\beta} \sigma_{1}^{-1} \mathbf{p}_{1} \mathbf{d}^{*}+\mathbf{p}_{1} \mathbf{d}^{*} \\
= & A^{\dagger} A+\bar{\beta}^{-1} \mathbf{v k} \mathbf{k}^{*}-\bar{\beta} \sigma_{1}^{-1} \mathbf{p}_{1}\left(\mathbf{q}_{1}^{*} A+\mathbf{d}^{*}\right) \\
= & A^{\dagger} A+\bar{\beta}^{-1} \mathbf{v k}^{*}-\bar{\beta} \sigma_{1}^{-1} \mathbf{p}_{1}\left(\mathbf{v}^{*}-\bar{\beta}^{-1}\|\mathbf{v}\|^{2} \mathbf{k}^{*}\right) .
\end{aligned}
$$

Writing $\mathbf{v}^{*}$ as $\mathbf{v}^{*}=-\beta\|\mathbf{k}\|^{-2}\left(\mathbf{p}_{1}^{*}+\mathbf{k}^{*}\right)$, substituting this into the above expression in parentheses, and using the fact that $\left\|\mathbf{p}_{1}\right\|^{-2}=|\beta|^{2} \sigma_{1}^{-1}\|\mathbf{k}\|^{-2}$, we obtain

$$
X_{3} M=A^{\dagger} A+\bar{\beta}^{-1} \mathbf{v} \mathbf{k}^{*}+\mathbf{p}_{1} \mathbf{p}_{1}^{\dagger}+\|\mathbf{k}\|^{-2} \mathbf{p}_{1} \mathbf{k}^{*}
$$

Since

$$
\bar{\beta}^{-1} \mathbf{v}+\|\mathbf{k}\|^{-2} \mathbf{p}_{1}=\bar{\beta}^{-1} \mathbf{v}-\bar{\beta}^{-1} \mathbf{v}-\|\mathbf{k}\|^{-2} \mathbf{k}=-\|\mathbf{k}\|^{-2} \mathbf{k}
$$

we have

$$
X_{3} M=A^{\dagger} A+\mathbf{p}_{1} \mathbf{p}_{1}^{\dagger}-\mathbf{k} \mathbf{k}^{\dagger},
$$

that is, (5.3.6) holds.
(4) and (5) It is easy to see that (4) follows from (2) and (5) follows from (3) by taking conjugate transposes and using the fact that for any matrix $M,\left(M^{\dagger}\right)^{*}=\left(M^{*}\right)^{\dagger}$.
(6) Both matrices $A A^{\dagger}-\mathbf{h}^{* \dagger} \mathbf{h}^{*}$ and $A^{\dagger} A-\mathbf{k k}^{\dagger}$ are orthogonal projectors. The fact that they are idempotent follows from $A A^{\dagger} \mathbf{h}^{* \dagger}=\mathbf{h}^{* \dagger}, \mathbf{h}^{*} A A^{\dagger}=\mathbf{h}^{*}, A^{\dagger} A \mathbf{k}=\mathbf{k}$, and $\mathbf{k}^{\dagger} A^{\dagger} A=\mathbf{k}^{\dagger}$. It is clear that they are Hermitian.

Moreover

$$
\begin{aligned}
\operatorname{rank}\left(A A^{\dagger}-\mathbf{h}^{* \dagger} \mathbf{h}^{*}\right) & =\operatorname{tr}\left(A A^{\dagger}-\mathbf{h}^{* \dagger} \mathbf{h}^{*}\right) \\
& =\operatorname{tr}\left(A A^{\dagger}\right)-\operatorname{tr}\left(\mathbf{h}^{* \dagger} \mathbf{h}^{*}\right) \\
& =\operatorname{rank}\left(A A^{\dagger}\right)-\operatorname{rank}\left(\mathbf{h}^{* \dagger} \mathbf{h}^{*}\right) \\
& =\operatorname{rank}(A)-1 .
\end{aligned}
$$

Similarly

$$
\operatorname{rank}\left(A^{\dagger} A-\mathbf{k k}^{\dagger}\right)=\operatorname{rank}(A)-1
$$

Since $\mathbf{u}=\mathbf{0}, \mathbf{v}=\mathbf{0}$, and $\beta=0$, from Lemma 5.3.1,

$$
\operatorname{rank}\left(A+\mathbf{c d}^{*}\right)=\operatorname{rank}(A)-1
$$

Hence

$$
\begin{equation*}
\operatorname{rank}\left(A+\mathbf{c d}^{*}\right)=\operatorname{rank}\left(A A^{\dagger}-\mathbf{h}^{* \dagger} \mathbf{h}^{*}\right)=\operatorname{rank}\left(A^{\dagger} A-\mathbf{k k}^{\dagger}\right) \tag{5.3.8}
\end{equation*}
$$

From $A A^{\dagger} \mathbf{c}=\mathbf{c}, \mathbf{h}^{*} \mathbf{c}=-1$, and $\mathbf{h}^{*} A=\mathbf{d}^{*}$, it is easy to see that

$$
\left(A A^{\dagger}-\mathbf{h}^{* \dagger} \mathbf{h}^{*}\right)\left(A+\mathbf{c d}^{*}\right)=A+\mathbf{c d}^{*}
$$

Hence $\mathcal{R}\left(A+\mathbf{c d}^{*}\right) \subset \mathcal{R}\left(A A^{\dagger}-\mathbf{h}^{*} \mathbf{h}^{*}\right)$. Likewise, using $\mathbf{d}^{*} A^{\dagger} A=\mathbf{d}^{*}, \mathbf{d}^{*} \mathbf{k}=-1$, and $A \mathbf{k}=\mathbf{c}$, we have

$$
\left(A+\mathbf{c d}^{*}\right)\left(A^{\dagger} A-\mathbf{k k}^{\dagger}\right)=A+\mathbf{c d}^{*} .
$$

Hence $\mathcal{R}\left(A^{*}+\mathbf{d c}^{*}\right) \subset \mathcal{R}\left(A^{\dagger} A-\mathbf{k k}^{\dagger}\right)$. It now follows from (5.3.8) that

$$
\begin{equation*}
\left(A+\mathbf{c d}^{*}\right)\left(A+\mathbf{c d}^{*}\right)^{\dagger}=A A^{\dagger}-\mathbf{h}^{* \dagger} \mathbf{h}^{*} \tag{5.3.9}
\end{equation*}
$$

and

$$
\left(A^{*}+\mathbf{d c}^{*}\right)\left(A^{*}+\mathbf{d c}^{*}\right)^{\dagger}=A^{\dagger} A-\mathbf{k} \mathbf{k}^{\dagger}
$$

Taking conjugate transposes on the both sides of the above equation, we get

$$
\begin{equation*}
\left(A+\mathbf{c d}^{*}\right)^{\dagger}\left(A+\mathbf{c d}^{*}\right)=A^{\dagger} A-\mathbf{k} \mathbf{k}^{\dagger} \tag{5.3.10}
\end{equation*}
$$

Let $X_{4}$ denote the right-hand side of (6) and $M=A+\mathbf{c d}^{*}$. Using (5.3.9) and $\mathbf{h}^{*} A A^{\dagger}=$ $\mathbf{h}^{*}$, we obtain

$$
X_{4} M M^{\dagger}=X_{4}\left(A A^{\dagger}-\mathbf{h}^{* \dagger} \mathbf{h}^{*}\right)=X_{4}
$$

On the other hand, Using $\mathbf{k}^{\dagger} A^{\dagger} A=\mathbf{k}^{\dagger}, \mathbf{h}^{*} A=\mathbf{d}^{*}, \mathbf{h}^{*} \mathbf{c}=-1$, and (5.3.10), we obtain

$$
X_{4} M=X_{4}\left(A+\mathbf{c d}^{*}\right)=A^{\dagger} A-\mathbf{k k}^{\dagger}=M^{\dagger} M
$$

Hence

$$
M^{\dagger}=\left(M^{\dagger} M\right) M^{\dagger}=X_{4} M M^{\dagger}=X_{4}
$$

which completes the proof.
Corollary 5.3.1 Let $\mathbf{c} \in \mathcal{R}(A), \mathbf{d} \in \mathcal{R}\left(A^{*}\right)$, and $\beta \neq 0$, then

$$
\left(A+\mathbf{c d}^{*}\right)^{\dagger}=A^{\dagger}-\beta^{-1} A^{\dagger} \mathbf{c d ^ { * }} A^{\dagger}=A^{\dagger}-\beta^{-1} \mathbf{k h}^{*}
$$

Proof Set $\mathbf{v}=\mathbf{0}$ in (3) or $\mathbf{u}=\mathbf{0}$ in (5) of Theorem 5.3.1.
The following is a special case when $A$ and $A+\mathbf{c d}^{*}$ are nonsingular.
Corollary 5.3.2 Let $A$ and $A+\mathbf{c d}^{*}$ be nonsingular, then

$$
\left(A+\mathbf{c d}^{*}\right)^{-1}=A^{-1}-\beta^{-1} A^{-1} \mathbf{c d}^{*} A^{-1} .
$$

The Moore-Penrose inverse of a rank- $r$ modified matrix $M=A-C B$ is discussed in [8], where $\operatorname{rank}(S)=r$ and $S=B C$ is a full rank factorization. The Drazin inverse of a rank-one modified matrix $M=A+\mathbf{c d}^{*}$ is discussed in [9].

By using the generalized singular value decomposition, a more general weighted Moore-Penrose inverse of a rank- $r$ modified matrix $A-C B$ is discussed in [10], where $C B$ need not be a full rank factorization. The Drazin inverse of a rank- $r$ modified matrix $M=A-C B$ is discussed in [11]. Cases similar to those in Theorem 5.3.1 are considered in the derivation of the expressions of the weighted Moore-Penrose inverse of a rank- $r$ modified matrix or the Drazin inverse of a rank- $r$ modified matrix. See [10, 11] for details.

### 5.3.2 Greville's Method

Let $A_{k} \in \mathbb{C}^{m \times k}$ be partitioned as $A_{k}=\left[\begin{array}{ll}A_{k-1} & \mathbf{a}_{k}\end{array}\right]$, where $A_{k-1} \in \mathbb{C}^{m \times(k-1)}$ and $\mathbf{a}_{k} \in$ $\mathbb{C}^{m}$ is the last column. It is a simple partitioned matrix called the Greville's partitioned matrix.

The Greville's method [12] for computing the Moore-Penrose inverse $A^{\dagger}$ is a recursive algorithm. At the $k$ th iteration $(k=1,2, \cdots, n)$ it computes $A_{k}^{\dagger}$, where $A_{k}$ is the submatrix of $A$ consisting of its first $k$ columns. For $k=2,3, \cdots, n$, the matrix $A_{k}$ is partitioned as

$$
A_{k}=\left[\begin{array}{ll}
A_{k-1} & \mathbf{a}_{k}
\end{array}\right],
$$

where $\mathbf{a}_{k}$ is the $k$ th column of $A$. For $k=2,3, \cdots, n$, let the vector $\mathbf{d}_{k}$ and $\mathbf{c}_{k}$ be defined by

$$
\begin{aligned}
\mathbf{d}_{k} & =A_{k-1}^{\dagger} \mathbf{a}_{k}, \\
\mathbf{c}_{k} & =\mathbf{a}_{k}-A_{k-1} \mathbf{d}_{k}=\left(I-A_{k-1} A_{k-1}^{\dagger}\right) \mathbf{a}_{k},
\end{aligned}
$$

then the following theorem gives an expression of $A_{k}^{\dagger}$ in terms of $A_{k-1}^{\dagger}, \mathbf{d}_{k}$, and $\mathbf{c}_{k}$.
Theorem 5.3.2 Let $A \in \mathbb{C}^{m \times n}$, using the above notations, then the Moore-Penrose inverse of $A_{k}$ is given by

$$
A_{k}^{\dagger}=\left[\begin{array}{cc}
A_{k-1} & \mathbf{a}_{k}
\end{array}\right]^{\dagger}=\left[\begin{array}{c}
A_{k-1}^{\dagger}-\mathbf{d}_{k} \mathbf{b}_{k}^{*} \\
\mathbf{b}_{k}^{*}
\end{array}\right], \quad k=2,3, \cdots, n,
$$

and

$$
A_{n}^{\dagger}=A^{\dagger}
$$

where

$$
\mathbf{b}_{k}^{*}=\left\{\begin{array}{lr}
\mathbf{c}_{k}^{\dagger} & \text { if } \mathbf{c}_{k} \neq 0 \\
\left(1+\mathbf{d}_{k}^{*} \mathbf{d}_{k}\right)^{-1} \mathbf{d}_{k}^{*} A_{k-1}^{\dagger} & \text { if } \mathbf{c}_{k}=0
\end{array}\right.
$$

Proof Since $A_{k}$ can be written as

$$
A_{k}=\left[\begin{array}{ll}
A_{k-1} & \mathbf{a}_{k}
\end{array}\right]=\left[\begin{array}{ll}
A_{k-1} & \mathbf{0}_{1}
\end{array}\right]+\mathbf{a}_{k}\left[\begin{array}{ll}
\mathbf{0}_{2}^{T} & 1
\end{array}\right]
$$

where $\mathbf{0}_{1} \in \mathbb{C}^{m}$ and $\mathbf{0}_{2} \in \mathbb{C}^{k-1}$ are zero vectors, $A_{k}$ is in the rank-one modified matrix form in Theorem 5.3.1. Let $\widetilde{A}=\left[\begin{array}{ll}A_{k-1} & \mathbf{0}_{1}\end{array}\right], \widetilde{\mathbf{c}}=\mathbf{a}_{k}$, and $\widetilde{\mathbf{d}}^{*}=\left[\begin{array}{l}\mathbf{0}_{2}^{T}, 1\end{array}\right]$, then

$$
A_{k}^{\dagger}=\left(\widetilde{A}+\widetilde{\mathbf{c}}^{*}\right)^{\dagger}
$$

Using the notations in Theorem 5.3.1 and the equation

$$
\widetilde{A}^{\dagger}=\left[\begin{array}{c}
A_{k=1}^{\dagger} \\
\mathbf{0}^{T}
\end{array}\right]
$$

we have $\widetilde{\mathbf{h}}^{*}=\widetilde{\mathbf{d}}^{*} \widetilde{A}^{\dagger}=\mathbf{0}^{T}$, so $\widetilde{\beta}=1+\widetilde{\mathbf{d}}^{*} \widetilde{A}^{\dagger} \widetilde{\mathbf{c}}=1$ and $\widetilde{\mathbf{v}}^{*}=\widetilde{\mathbf{d}}^{*}\left(I-\widetilde{A}^{\dagger} \widetilde{A}\right)=\widetilde{\mathbf{d}}^{*} \neq$ $\mathbf{0}^{T}, \widetilde{\mathbf{u}}=\left(I-\widetilde{A} \widetilde{A}^{\dagger}\right) \widetilde{\mathbf{c}}=\left(I-A_{k-1} A_{k-1}^{\dagger}\right) \mathbf{a}_{k}=\mathbf{c}_{k}$. Thus, there are only two cases to consider: $\mathbf{c}_{k} \neq \mathbf{0}$ and $\mathbf{c}_{k}=\mathbf{0}$.
Case (1): If $\widetilde{\mathbf{u}}=\mathbf{c}_{k} \neq \mathbf{0}$ and $\widetilde{\mathbf{v}} \neq \mathbf{0}$, then the case (1) in Theorem 5.3.1 is applied to obtain $A_{k}^{\dagger}$. It is clear that

$$
\widetilde{\mathbf{k}}=\widetilde{A}^{\dagger} \widetilde{\mathbf{c}}=\left[\begin{array}{c}
A_{k-1}^{\dagger} \mathbf{a}_{k} \\
0
\end{array}\right] \quad \text { and } \quad\left(\widetilde{\mathbf{v}}^{*}\right) \dagger=\left(\tilde{\mathbf{d}}^{*}\right)^{\dagger}=\left[\begin{array}{l}
\mathbf{0} \\
1
\end{array}\right]
$$

Thus

$$
\begin{aligned}
A_{k}^{\dagger} & =\widetilde{A}^{\dagger}-\widetilde{\mathbf{k}} \widetilde{\mathbf{u}}^{\dagger}-\left(\widetilde{\mathbf{v}}^{*}\right)^{\dagger} \widetilde{\mathbf{h}}^{*}+\widetilde{\beta}\left(\widetilde{\mathbf{v}}^{*}\right)^{\dagger} \widetilde{\mathbf{u}}^{\dagger} \\
& =\left[\begin{array}{c}
A_{k-1}^{\dagger} \\
\mathbf{0}^{T}
\end{array}\right]-\left[\begin{array}{c}
A_{k-1}^{\dagger} \mathbf{a}_{k} \mathbf{c}_{k}^{\dagger} \\
\mathbf{0}^{T}
\end{array}\right]-\mathrm{O}+\left[\begin{array}{c}
\mathrm{O} \\
\mathbf{c}_{k}^{\dagger}
\end{array}\right] \\
& =\left[\begin{array}{c}
A_{k-1}^{\dagger}-\mathbf{d}_{k} \mathbf{c}_{k}^{\dagger} \\
\mathbf{c}_{k}^{\dagger}
\end{array}\right] .
\end{aligned}
$$

Case (2): If $\widetilde{\mathbf{u}}=\mathbf{c}_{k}=\mathbf{0}$ and $\widetilde{\beta} \neq 0$, then the case (3) in Theorem 5.3.1 is applied to obtain $A_{k}^{\dagger}$. It is clear that

$$
\begin{gathered}
\widetilde{\mathbf{k}}=\widetilde{A}^{\dagger} \widetilde{\mathbf{c}}=\left[\begin{array}{c}
A_{k-1}^{\dagger} \mathbf{a}_{k} \\
0
\end{array}\right]=\left[\begin{array}{c}
\mathbf{d}_{k} \\
0
\end{array}\right], \quad \tilde{\sigma}_{1}=1+\mathbf{d}_{k}^{*} \mathbf{d}_{k}, \\
\widetilde{\mathbf{p}}_{1}=-\left[\begin{array}{c}
\mathbf{d}_{k} \\
\mathbf{d}_{k}^{*} \mathbf{d}_{k}
\end{array}\right], \quad \text { and } \quad \widetilde{\mathbf{q}}_{1}^{*}=-\mathbf{d}_{k}^{*} A_{k-1}^{\dagger} .
\end{gathered}
$$

Thus

$$
\begin{aligned}
A_{k}^{\dagger} & =\widetilde{A}^{\dagger}+(\overline{\widetilde{\beta}})^{-1} \widetilde{\mathbf{v}} \widetilde{\mathbf{k}}^{*} \widetilde{A}^{\dagger}-\widetilde{\widetilde{\beta}} \widetilde{\sigma}_{1}^{-1} \widetilde{\mathbf{p}}_{1} \widetilde{\mathbf{q}}_{1}^{*} \\
& =\left[\begin{array}{c}
A_{k-1}^{\dagger}-\left(1+\mathbf{d}_{k}^{*} \mathbf{d}_{k}\right)^{-1} \mathbf{d}_{k} \mathbf{d}_{k}^{*} A_{k-1}^{\dagger} \\
\left(1+\mathbf{d}_{k}^{*} \mathbf{d}_{k}\right)^{-1} \mathbf{d}_{k}^{*} A_{k-1}^{\dagger}
\end{array}\right] .
\end{aligned}
$$

The proof is completed by noting that $\mathbf{b}_{k}^{*}=\left(1+\mathbf{d}_{k}^{*} \mathbf{d}_{k}\right)^{-1} \mathbf{d}_{k}^{*} A_{k-1}^{\dagger}$.
There are other proofs of the above theorem, see [13-16].
A method for computing the weighted Moore-Penrose inverse of Greville's partitioned matrix is given as follows.

Theorem 5.3.3 ([17]) Let $A \in \mathbb{C}^{m \times n}, M$ and $N$ be Hermitian positive definite matrices of orders $m$ and $n$ respectively. Denote $A_{k}$ as the submatrix consisting of the first $k$ columns of $A, \mathbf{a}_{k}$ as the kth column of $A$, and $A_{k}=\left[\begin{array}{ll}A_{k-1} & \mathbf{a}_{k}\end{array}\right]$. Suppose that

$$
N_{k}=\left[\begin{array}{cc}
N_{k-1} & \mathbf{l}_{k} \\
\mathbf{l}_{k}^{*} & n_{k k}
\end{array}\right] \in \mathbb{C}^{k \times k}
$$

is the $k$ th leading principal submatrix of $N$ and

$$
X_{k-1}=\left(A_{k-1}\right)_{M, N_{k-1}}^{\dagger} \quad \text { and } \quad X_{k}=\left(A_{k}\right)_{M, N_{k}}^{\dagger}
$$

are the weighted Moore-Penrose inverses of $A_{k-1}$ and $A_{k}$ respectively. For $k=$ $2,3, \cdots, n$, define

$$
\begin{aligned}
\mathbf{d}_{k} & =X_{k-1} \mathbf{a}_{k} \\
\mathbf{c}_{k} & =\mathbf{a}_{k}-A_{k-1} \mathbf{d}_{k}=\left(I-A_{k-1} X_{k-1}\right) \mathbf{a}_{k}
\end{aligned}
$$

then

$$
X_{k}=\left[\begin{array}{c}
X_{k-1}-\left(\mathbf{d}_{k}+\left(I-X_{k-1} A_{k-1}\right) N_{k-1}^{-1} \mathbf{l}_{k}\right) \mathbf{b}_{k}^{*} \\
\mathbf{b}_{k}^{*}
\end{array}\right]
$$

and

$$
X_{n}=A_{M N}^{\dagger}
$$

where

$$
\mathbf{b}_{k}^{*}= \begin{cases}\left(\mathbf{c}_{k}^{*} M \mathbf{c}_{k}\right)^{-1} \mathbf{c}_{k}^{*} M, & \text { if } \mathbf{c}_{k} \neq \mathbf{0} \\ \delta_{k}^{-1}\left(\mathbf{d}_{k}^{*} N_{k-1}-\mathbf{l}_{k}^{*}\right) X_{k-1}, & \text { if } \mathbf{c}_{k}=\mathbf{0}\end{cases}
$$

and

$$
\delta_{k}=n_{k k}+\mathbf{d}_{k}^{*} N_{k} \mathbf{d}_{k}-\left(\mathbf{d}_{k}^{*} \mathbf{l}_{k}+\mathbf{l}_{k}^{*} \mathbf{d}_{k}\right)-\mathbf{l}_{k}^{*}\left(I-X_{k-1} A_{k-1}\right) N_{k-1}^{-1} \mathbf{l}_{k} .
$$

Note that the initial $X_{1}=\left(\mathbf{a}_{1}^{*} M \mathbf{a}_{1}\right)^{-1} \mathbf{a}_{1}^{*} M$ and it is easy to compute $N_{k-1}^{-1}$ by (5.3.1) and (5.3.2).

### 5.3.3 Cline's Method

An extension of the Greville's partitioned matrix is $A=\left[\begin{array}{ll}U \quad V\end{array}\right]$, where $U$ and $V$ are general conformable matrices and $V$ no longer is just a column. The matrix $\left[\begin{array}{ll}U & V\end{array}\right]$ is called the Cline's partitioned matrix.

The Cline's method for computing the Moore-Penrose inverse of partitioned matrix $A=\left[\begin{array}{ll}U & V\end{array}\right]$ is given by the following theorem.

Theorem 5.3.4 ([18]) Let $A=\left[\begin{array}{ll}U & V\end{array}\right] \in \mathbb{C}^{m \times n}$, where $U \in \mathbb{C}^{m \times p}(p<n)$ and $V \in$ $\mathbb{C}^{m \times(n-p)}$, then

$$
\begin{align*}
A^{\dagger} & =\left[\begin{array}{ll}
U & V
\end{array}\right]^{\dagger}  \tag{5.3.11}\\
& =\left[\begin{array}{c}
U^{\dagger}-U^{\dagger} V C^{\dagger}-U^{\dagger} V\left(I-C^{\dagger} C\right) K_{1}^{-1} V^{*} U^{\dagger *} U^{\dagger}\left(I-V C^{\dagger}\right) \\
C^{\dagger}+\left(I-C^{\dagger} C\right) K_{1}^{-1} V^{*} U^{\dagger *} U^{\dagger}\left(I-V C^{\dagger}\right)
\end{array}\right]
\end{align*}
$$

where

$$
\begin{align*}
& C=\left(I-U U^{\dagger}\right) V \\
& K_{1}=I+\left(I-C^{\dagger} C\right) V^{*} U^{\dagger *} U^{\dagger} V\left(I-C^{\dagger} C\right) . \tag{5.3.12}
\end{align*}
$$

If

$$
\left(C^{\dagger} C\right)\left(V^{*} U^{\dagger *} U^{\dagger} V\right)=\left(V^{*} U^{\dagger *} U^{\dagger} V\right)\left(C^{\dagger} C\right)
$$

then from (5.3.11) and (5.3.12) we have

$$
\begin{align*}
A^{\dagger} & =\left[\begin{array}{ll}
U & V
\end{array}\right]^{\dagger} \\
& =\left[\begin{array}{c}
U^{\dagger}-U^{\dagger} V C^{\dagger}-U^{\dagger} V\left(I-C^{\dagger} C\right) K_{2}^{-1} V^{*} U^{\dagger *} U^{\dagger} \\
C^{\dagger}+\left(I-C^{\dagger} C\right) K_{2}^{-1} V^{*} U^{\dagger *} U^{\dagger}
\end{array}\right], \tag{5.3.13}
\end{align*}
$$

where

$$
\begin{aligned}
& C=\left(I-U U^{\dagger}\right) V \\
& K_{2}=I+V^{*} U^{\dagger *} U^{\dagger} V .
\end{aligned}
$$

In 1971, an alternative representation of the Moore-Penrose inverse of the partitioned matrix $A=\left[\begin{array}{ll}U & V\end{array}\right]$ was given by Mihalyffy in [19]:

$$
A^{\dagger}=\left[\begin{array}{ll}
U & V
\end{array}\right]^{\dagger}=\left[\begin{array}{c}
K U^{\dagger}\left(I-V C^{\dagger}\right) \\
T^{*} K U^{\dagger}\left(I-V C^{\dagger}\right)+C^{\dagger}
\end{array}\right],
$$

where

$$
\begin{aligned}
& C=\left(I-U U^{\dagger}\right) V \\
& T=U^{\dagger} V\left(I-C^{\dagger} C\right) \\
& K=\left(I+T T^{*}\right)^{-1}
\end{aligned}
$$

The reader should be aware that there are other ways of representing the MoorePenrose inverse for the partitioned matrix $A=\left[\begin{array}{ll}U & V\end{array}\right]$. The interested reader is referred to [20, 21].

The method for computing the weighted Moore-Penrose inverse of the partitioned matrix $A=\left[\begin{array}{ll}U & V\end{array}\right]$ is given by the following theorem.

Theorem 5.3.5 ([22]) Let $A=\left[\begin{array}{ll}U & V\end{array}\right] \in \mathbb{C}^{m \times n}$, where $U \in \mathbb{C}^{m \times p}(p<n)$ and $V \in$ $\mathbb{C}^{m \times(n-p)}$, and $M$ and $N$ be Hermitian positive definite matrices of orders $m$ and $n$ respectively. Partition $N$ as

$$
N=\left[\begin{array}{cc}
N_{1} & L \\
L^{*} & N_{2}
\end{array}\right]
$$

where $N_{1} \in \mathbb{C}^{p \times p}$ and let

$$
\begin{aligned}
& D=U_{M N_{1}}^{\dagger} V \\
& C=\left(I-U U_{M N_{1}}^{\dagger}\right) V \\
& K=N_{2}+D^{*} N_{1} D-\left(D^{*} L+L^{*} D\right)-L^{*}\left(I-U_{M N_{1}}^{\dagger} U\right) N_{1}^{-1} L
\end{aligned}
$$

then $K$ is a Hermitian positive definite matrix and

$$
A_{M N}^{\dagger}=\left[\begin{array}{c}
U_{M N_{1}}^{\dagger}-D H-\left(I-U_{M N_{1}}^{\dagger} U\right) N_{1}^{-1} L H  \tag{5.3.14}\\
H
\end{array}\right]
$$

where

$$
H=C_{M K}^{\dagger}+\left(I-C_{M K}^{\dagger} C\right) K^{-1}\left(D^{*} N_{1}-L^{*}\right) U_{M N_{1}}^{\dagger}
$$

Proof Let $X$ denote the right-hand side of (5.3.14). It is easy to verify that the following four conditions are satisfied:

$$
\begin{aligned}
& A X A=A, \quad X A X=X, \\
& (M A X)^{*}=M A X, \\
& (N X A)^{*}=N X A,
\end{aligned}
$$

which completes the proof.
The following corollary follows from Theorem 5.3.5.
Corollary 5.3.3 Suppose that $A, U$ and $V$ are the same as in Theorem 5.3.5. Then

$$
\begin{align*}
A^{\dagger} & =\left[\begin{array}{ll}
U & V
\end{array}\right]^{\dagger}  \tag{5.3.15}\\
& =\left[\begin{array}{c}
U^{\dagger}-U^{\dagger} V C_{I K_{1}}^{\dagger}-U^{\dagger} V\left(I-C_{I K_{1}}^{\dagger} C\right) K_{1}^{-1} V^{*} U^{* *} U^{\dagger} \\
C_{I K_{1}}^{\dagger}+\left(I-C_{I K_{1}}^{\dagger} C\right) K_{1}^{-1} V^{*} U^{\dagger *} U^{\dagger}
\end{array}\right],
\end{align*}
$$

where

$$
\begin{aligned}
& C=\left(I-U U^{\dagger}\right) V \\
& K_{1}=I+V^{*} U^{\dagger *} U^{\dagger} V .
\end{aligned}
$$

Comparing (5.3.13) with (5.3.15), $C^{\dagger}$ in (5.3.13) is replaced by $C_{I K_{1}}^{\dagger}$ in (5.3.15). No additional conditions are necessary here.

### 5.3.4 Noble's Method

An extension of the Cline's partitioned matrix is the Noble's partitioned matrix of the form:

$$
M=\left[\begin{array}{ll}
A & C  \tag{5.3.16}\\
B & D
\end{array}\right]
$$

where $A, B, C$, and $D$ are general conformable matrices.
The answer to "What is the Moore-Penrose inverse of $M$ ?" is difficult. However, if we place some restrictions on the blocks in $M$, we can obtain some useful results.

Lemma 5.3.2 If $A, B, C$, and $D$ in (5.3.16) are conformable matrices such that $A$ is square and nonsingular, and $\operatorname{rank}(M)=\operatorname{rank}(A)$, then $D=B A^{-1} C$. Furthermore, if $P=B A^{-1}$ and $Q=A^{-1} C$, then

$$
M=\left[\begin{array}{ll}
A & C  \tag{5.3.17}\\
B & D
\end{array}\right]=\left[\begin{array}{l}
I \\
P
\end{array}\right] A\left[\begin{array}{ll}
I & Q
\end{array}\right] .
$$

Proof The factorization

$$
\left[\begin{array}{cc}
I & \mathrm{O}  \tag{5.3.18}\\
-B A^{-1} & I
\end{array}\right]\left[\begin{array}{ll}
A & C \\
B & D
\end{array}\right]\left[\begin{array}{cc}
I & -A^{-1} C \\
\mathrm{O} & I
\end{array}\right]=\left[\begin{array}{lc}
A & \mathrm{O} \\
\mathrm{O} & D
\end{array}-B A^{-1} C\right]
$$

yields

$$
\operatorname{rank}(M)=\operatorname{rank}(A)+\operatorname{rank}\left(D-B A^{-1} C\right)
$$

Therefore, it can be concluded that $\operatorname{rank}\left(D-B A^{-1} C\right)=0$, equivalently, $D=B A^{-1} C$. Then (5.3.17) follows from (5.3.18).

Theorem 5.3.6 Let $A, B, C$, and $D$ in (5.3.16) be conformable matrices such that $A$ is square and nonsingular, and $\operatorname{rank}(M)=\operatorname{rank}(A), P=B A^{-1}$, and $Q=A^{-1} C$, then

$$
M^{\dagger}=\left[\begin{array}{ll}
A & C \\
B & D
\end{array}\right]^{\dagger}=\left[\begin{array}{c}
I \\
Q^{*}
\end{array}\right]\left(\left(I+P^{*} P\right) A\left(I+Q Q^{*}\right)\right)^{-1}\left[\begin{array}{ll}
I & P^{*}
\end{array}\right]
$$

Proof Let $A \in \mathbb{C}_{r}^{r \times r}$,

$$
F=\left[\begin{array}{c}
I_{r} \\
P
\end{array}\right] A \quad \text { and } \quad G=\left[\begin{array}{ll}
I_{r} & Q
\end{array}\right]
$$

then

$$
\operatorname{rank}(F)=\operatorname{rank}(G)=\operatorname{rank}(A)=\operatorname{rank}(M)=r
$$

It follows from (5.3.17) that $M=F G$. By Theorem 1.1.5 and the nonsingularity of $A$, we have

$$
\begin{aligned}
M^{\dagger} & =G^{\dagger} F^{\dagger} \\
& =G^{*}\left(G G^{*}\right)^{-1}\left(F^{*} F\right)^{-1} F^{*} \\
& =\left[\begin{array}{c}
I \\
Q^{*}
\end{array}\right]\left(I+Q Q^{*}\right)^{-1}\left(A^{*}\left(I+P^{*} P\right) A\right)^{-1} A^{*}\left[\begin{array}{ll}
I & P^{*}
\end{array}\right] \\
& =\left[\begin{array}{c}
I \\
Q^{*}
\end{array}\right]\left(I+Q Q^{*}\right)^{-1}\left(\left(I+P^{*} P\right) A\right)^{-1}\left[\begin{array}{ll}
I & \left.P^{*}\right] \\
& =\left[\begin{array}{c}
I \\
Q^{*}
\end{array}\right]\left(\left(I+P^{*} P\right) A\left(I+Q Q^{*}\right)\right)^{-1}\left[I P^{*}\right]
\end{array}, \$\right. \text {, }
\end{aligned}
$$

which completes the proof.
Let $A, B, C$, and $D$ in (5.3.16) be conformable matrices such that $M$ and $A$ are square. The Drazin inverse of the Noble's partitioned matrix $M$ is given by the following theorem. First, we give two lemmas.

Lemma 5.3.3 Let $T \in \mathbb{C}^{n \times n}, R \in \mathbb{C}_{n}^{r \times n}$, and $S \in \mathbb{C}_{n}^{n \times s}$, then

$$
\operatorname{rank}(R T S)=\operatorname{rank}(T)
$$

Proof Since $R^{\dagger} R=I_{n}$ and $S S^{\dagger}=I_{n}$, we have

$$
\operatorname{rank}(R T S) \leq \operatorname{rank}(T)=\operatorname{rank}\left(R^{\dagger} R T S S^{\dagger}\right) \leq \operatorname{rank}(R T S),
$$

implying that $\operatorname{rank}(R T S)=\operatorname{rank}(T)$.
Lemma 5.3.4 Let $A \in \mathbb{C}_{r}^{r \times r}$ and

$$
M=\left[\begin{array}{ll}
A & C \\
B & D
\end{array}\right]
$$

If $\operatorname{rank}(M)=\operatorname{rank}(A)=r$, then

$$
\operatorname{Ind}(M)=\operatorname{Ind}(A(I+Q P))+1=\operatorname{Ind}((I+Q P) A)+1
$$

where $P=B A^{-1}$ and $Q=A^{-1} C$.
Proof From Lemma 5.3.2,

$$
D=B A^{-1} C \quad \text { and } \quad M=\left[\begin{array}{c}
I \\
P
\end{array}\right] A\left[\begin{array}{ll}
I & Q
\end{array}\right] .
$$

Thus for any integer $i>0$,

$$
\begin{align*}
M^{i} & =\left[\begin{array}{c}
I \\
P
\end{array}\right](A(I+Q P))^{i-1} A\left[\begin{array}{ll}
I & Q
\end{array}\right]  \tag{5.3.19}\\
& =\left[\begin{array}{c}
I \\
P
\end{array}\right] A((I+Q P) A)^{i-1}\left[\begin{array}{ll}
I & Q
\end{array}\right] .
\end{align*}
$$

Since the matrix

$$
\left[\begin{array}{l}
I \\
P
\end{array}\right]
$$

is of full column rank and $A\left[\begin{array}{ll}I & Q\end{array}\right]$ is of full row rank, from Lemma 5.3.3, we have $\operatorname{rank}\left(M^{m+1}\right)=\operatorname{rank}\left((A(I+Q P))^{m}\right)$. Thus

$$
\begin{aligned}
& \operatorname{rank}\left((A(I+Q P))^{m}\right)=\operatorname{rank}\left((A(I+Q P))^{m-1}\right) \\
\Leftrightarrow & \operatorname{rank}\left(M^{m+1}\right)=\operatorname{rank}\left(M^{m}\right)
\end{aligned}
$$

It then follows that $\operatorname{Ind}(A(I+Q P))+1=\operatorname{Ind}(M)$. The proof of $\operatorname{Ind}((I+Q P) A)$ $+1=\operatorname{Ind}(M)$ is similar.

Corollary 5.3.4 Under the same assumptions as Lemma 5.3.4,

$$
\operatorname{Ind}(M)=1 \Leftrightarrow I+Q P \text { is nonsingular. }
$$

Proof From Lemma 5.3.4,

$$
\begin{aligned}
\operatorname{Ind}(M)=1 & \Leftrightarrow \operatorname{Ind}(A(I+Q P))=0 \\
& \Leftrightarrow A(I+Q P) \text { is nonsingular } \\
& \Leftrightarrow I+Q P \text { is nonsingular. }
\end{aligned}
$$

The penultimate equivalence follows from the nonsingularity of $A$.
Now we have a theorem on the Drazin inverse.
Theorem 5.3.7 Let $A \in \mathbb{C}_{r}^{r \times r}$,

$$
M=\left[\begin{array}{ll}
A & C \\
B & D
\end{array}\right]
$$

where $\operatorname{Ind}(M)=m, \operatorname{rank}(M)=\operatorname{rank}(A)=r$, and $P=B A^{-1}, Q=A^{-1} C$, then

$$
\begin{align*}
M_{d} & =\left[\begin{array}{c}
I \\
P
\end{array}\right]\left((A S)^{2}\right)_{d} A\left[\begin{array}{ll}
I & Q
\end{array}\right] \\
& =\left[\begin{array}{c}
I \\
P
\end{array}\right] A\left((S A)^{2}\right)_{d}\left[\begin{array}{ll}
I & Q
\end{array}\right], \tag{5.3.20}
\end{align*}
$$

where $S=I+A^{-1} C B A^{-1}=I+Q P$.

## Proof Setting

$$
X=\left[\begin{array}{c}
I \\
P
\end{array}\right]\left((A S)^{2}\right)_{d} A\left[\begin{array}{ll}
I & Q
\end{array}\right]
$$

and using (5.3.19), we have

$$
M^{m+1} X=\left[\begin{array}{c}
I \\
P
\end{array}\right](A S)^{m+1}\left((A S)^{2}\right)_{d} A\left[\begin{array}{ll}
I & Q
\end{array}\right] .
$$

Since $\operatorname{Ind}(M)=m$, we have

$$
\operatorname{Ind}(A S)=\operatorname{Ind}(A(I+Q P))=m-1
$$

by Lemma 5.3.4. Thus

$$
(A S)^{m+1}\left((A S)^{2}\right)_{d}=(A S)^{m-1}
$$

Furthermore

$$
M^{m+1} X=\left[\begin{array}{c}
I \\
P
\end{array}\right](A S)^{m-1} A\left[\begin{array}{ll}
I & Q
\end{array}\right]=M^{m}
$$

It is easy to verify that $M X=X M$ and $X M X=X$, which is left to the reader as an exercise. Therefore $M_{d}=X$.

The proof of the second equality of (5.3.20) is similar, it is omitted here.
In Theorem 5.3.7, we have obtained an expression of $M_{d}$ when $A$ is nonsingular. If $A$ is a square and singular matrix, then an expression of $M_{d}$ is given as follows.

Theorem 5.3.8 ([23]) Let

$$
M=\left[\begin{array}{ll}
A & C \\
B & D
\end{array}\right]
$$

where $A$ is a square and singular matrix, and

$$
\begin{aligned}
& H=B A_{d}, \quad K=A_{d} C \\
& P=\left(I-A A_{d}\right) C, Q=B\left(I-A_{d} A\right), \\
& Z=D-B A_{d} C .
\end{aligned}
$$

If $P=\mathrm{O}, Q=\mathrm{O}$, and $Z=\mathrm{O}$, then

$$
\begin{aligned}
M_{d} & =\left[\begin{array}{c}
I \\
H
\end{array}\right]\left((A S)_{d}\right)^{2} A\left[\begin{array}{ll}
I & K
\end{array}\right] \\
& =\left[\begin{array}{c}
I \\
H
\end{array}\right] A\left((S A)_{d}\right)^{2}\left[\begin{array}{ll}
I & K
\end{array}\right],
\end{aligned}
$$

where $S=I+A_{d} C B A_{d}=I+K H$.

Proof From the assumptions, we have

$$
M=\left[\begin{array}{c}
I \\
H
\end{array}\right] A\left[\begin{array}{ll}
I & K
\end{array}\right] .
$$

By using (5.3.19), we have

$$
M^{i}=\left[\begin{array}{c}
I \\
H
\end{array}\right](A S)^{i-1} A\left[\begin{array}{ll}
I & K
\end{array}\right] .
$$

Setting

$$
X=\left[\begin{array}{c}
I \\
H
\end{array}\right]\left((A S)_{d}\right)^{2} A\left[\begin{array}{ll}
I & K
\end{array}\right]
$$

and noting that $A S \in \mathbb{C}^{m \times m}$ and $\operatorname{Ind}(A S) \leq m$, we have

$$
\begin{align*}
M^{m+2} X & =\left[\begin{array}{c}
I \\
H
\end{array}\right](A S)^{m+2}\left((A S)_{d}\right)^{2} A\left[\begin{array}{ll}
I & K
\end{array}\right] \\
& =\left[\begin{array}{c}
I \\
H
\end{array}\right](A S)^{m} A\left[\begin{array}{ll}
I & K
\end{array}\right] \\
& =M^{m+1}  \tag{5.3.21}\\
M X & =\left[\begin{array}{c}
I \\
H
\end{array}\right] A S\left((A S)_{d}\right)^{2} A\left[\begin{array}{ll}
I & K
\end{array}\right] \\
& =\left[\begin{array}{c}
I \\
H
\end{array}\right]\left((A S)_{d}\right)^{2} A S A\left[\begin{array}{ll}
I & K
\end{array}\right] \\
& =\left[\begin{array}{c}
I \\
H
\end{array}\right]\left((A S)_{d}\right)^{2} A\left[\begin{array}{ll}
I & K
\end{array}\right]\left[\begin{array}{c}
I \\
H
\end{array}\right] A\left[\begin{array}{ll}
I & K
\end{array}\right] \\
& =X M, \tag{5.3.22}
\end{align*}
$$

and

$$
\begin{align*}
& X M X \\
= & {\left[\begin{array}{c}
I \\
H
\end{array}\right]\left((A S)_{d}\right)^{2} A\left[\begin{array}{ll}
I & K
\end{array}\right]\left[\begin{array}{c}
I \\
H
\end{array}\right] A\left[\begin{array}{ll}
I & K
\end{array}\right]\left[\begin{array}{c}
I \\
H
\end{array}\right]\left((A S)_{d}\right)^{2} A\left[\begin{array}{ll}
I & K
\end{array}\right] } \\
= & {\left[\begin{array}{c}
I \\
H
\end{array}\right]\left((A S)_{d}\right)^{2} A\left[\begin{array}{ll}
I & K
\end{array}\right] } \\
= & X . \tag{5.3.23}
\end{align*}
$$

It then follows from (5.3.21)-(5.3.23) that $M_{d}=X$.
An expression of the group inverse for the Noble's partitioned matrix is given as follows.

Theorem 5.3.9 Let $A \in \mathbb{C}_{r}^{r \times r}$,

$$
M=\left[\begin{array}{ll}
A & C \\
B & D
\end{array}\right]
$$

where $\operatorname{Ind}(M)=1$ and $\operatorname{rank}(M)=\operatorname{rank}(A)=r$. If $P=B A^{-1}$ and $Q=A^{-1} C$, then

$$
\begin{aligned}
M_{g} & =\left[\begin{array}{c}
I \\
P
\end{array}\right](S A S)^{-1}\left[\begin{array}{ll}
I & Q
\end{array}\right] \\
& =\left[\begin{array}{l}
I \\
P
\end{array}\right] S^{-1} A^{-1} S^{-1}\left[\begin{array}{ll}
I & Q
\end{array}\right] \\
& =\left[\begin{array}{c}
A \\
B
\end{array}\right]\left(A^{2}+C B\right)^{-1} A\left(A^{2}+C B\right)^{-1}\left[\begin{array}{ll}
A & C
\end{array}\right],
\end{aligned}
$$

where $S=I+A^{-1} C B A^{-1}=I+Q P$.
Proof It follows from Corollary 5.3.4 that

$$
\operatorname{Ind}(M)=1 \quad \Leftrightarrow \quad S=I+Q P \text { is nonsingular. }
$$

By using Theorem 5.3.7 and the nonsingularity of $A S$, we have

$$
\begin{aligned}
M_{g} & =\left[\begin{array}{c}
I \\
P
\end{array}\right]\left((A S)^{2}\right)^{-1} A\left[\begin{array}{ll}
I & Q
\end{array}\right] \\
& =\left[\begin{array}{c}
I \\
P
\end{array}\right](A S)^{-1}(A S)^{-1} A\left[\begin{array}{ll}
I & Q
\end{array}\right] \\
& =\left[\begin{array}{c}
I \\
P
\end{array}\right](S A S)^{-1}\left[\begin{array}{ll}
I & Q
\end{array}\right] \\
& =\left[\begin{array}{c}
I \\
B A^{-1}
\end{array}\right] S^{-1} A^{-1} S^{-1}\left[\begin{array}{ll}
I & A^{-1} C
\end{array}\right] \\
& =\left[\begin{array}{l}
A \\
B
\end{array}\right] A^{-1}\left(A\left(A^{2}+C B\right)^{-1} A\right) A^{-1}\left(A\left(A^{2}+C B\right)^{-1} A\right) A^{-1}\left[\begin{array}{ll}
A & C
\end{array}\right] \\
& =\left[\begin{array}{l}
A \\
B
\end{array}\right]\left(A^{2}+C B\right)^{-1} A\left(A^{2}+C B\right)^{-1}\left[\begin{array}{ll}
A & C
\end{array}\right] .
\end{aligned}
$$

This completes the proof.

### 5.4 Embedding Methods

An embedding method for the Moore-Penrose inverse is given in [24] by Kalaba and Rasakhoo. The basic idea of the embedding methods is that the original problem is embedded in a problem with larger range, if we can get the solution of the later problem, then the solution of the original problem can be found.

The embedding methods for the weighted Moore-Penrose inverse, the MoorePenrose inverse, the Drazin inverse and the group inverse are presented in [25], and these methods have a uniform formula.

### 5.4.1 Generalized Inverse as a Limit

In this subsection, we will show how the generalized inverses $A_{M N}^{\dagger}, A^{\dagger}, A_{d}$ and $A_{g}$ can be characterized in terms of a limiting process.

Theorem 5.4.1 Let $A \in \mathbb{C}^{m \times n}, \operatorname{rank}(A)=r$, and $M$ and $N$ be Hermitian positive definite matrices of orders $m$ and $n$ respectively, then

$$
\begin{equation*}
A_{M N}^{\dagger}=\lim _{z \rightarrow 0^{-}}\left(N^{-1} A^{*} M A-z I\right)^{-1} N^{-1} A^{*} M \tag{5.4.1}
\end{equation*}
$$

where $z$ tends to zero through negative values.
Proof From the $(M, N)$-singular value decomposition Theorem 5.2.2, there exist an $M$-unitary matrix $U \in \mathbb{C}^{m \times m}$ and an $N^{-1}$-unitary matrix $V \in \mathbb{C}^{n \times n}$ such that

$$
A=U\left[\begin{array}{ll}
D & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] V^{*}
$$

where

$$
\begin{aligned}
& U^{*} M U=I_{m}, \\
& D=\operatorname{diag}\left(\mu_{1}, \mu_{2}, \cdots, \mu_{r}\right), \mu_{i}>0, i=1,2, \cdots, r
\end{aligned}
$$

and

$$
A_{M N}^{\dagger}=N^{-1} V\left[\begin{array}{cc}
D^{-1} & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] U^{*} M
$$

Let

$$
\begin{aligned}
& N^{-1 / 2} V=\widetilde{V} \\
&=\left[\begin{array}{llll}
\mathbf{v}_{1} & \mathbf{v}_{2} & \cdots & \mathbf{v}_{n}
\end{array}\right] \text { and } \\
& M^{1 / 2} V=\widetilde{U}
\end{aligned}=\left[\begin{array}{llll}
\mathbf{u}_{1} & \mathbf{u}_{2} & \cdots & \mathbf{u}_{m}
\end{array}\right], \text {, }
$$

then

$$
\widetilde{V}^{*}=\widetilde{V}^{-1}, \quad \widetilde{U}^{*}=\widetilde{U}^{-1}
$$

and

$$
A_{M N}^{\dagger}=N^{-1 / 2}\left(\sum_{i=1}^{r} \mu_{i}^{-1} \mathbf{v}_{i} \mathbf{u}_{i}^{*}\right) M^{1 / 2}
$$

Since

$$
N^{-1} A^{*} M A=N^{-1 / 2}\left(\sum_{i=1}^{r} \mu_{i}^{2} \mathbf{v}_{i} \mathbf{v}_{i}^{*}\right) N^{1 / 2}
$$

and the vectors $\mathbf{v}_{1}, \mathbf{v}_{2}, \cdots, \mathbf{v}_{n}$ form an orthonormal basis for $\mathbb{C}^{n}$,

$$
I=\sum_{i=1}^{n} \mathbf{v}_{i} \mathbf{v}_{i}^{*}=N^{-1 / 2}\left(\sum_{i=1}^{n} \mathbf{v}_{i} \mathbf{v}_{i}^{*}\right) N^{1 / 2}
$$

Therefore

$$
N^{-1} A^{*} M A-z I=N^{-1 / 2}\left(\sum_{i=1}^{r}\left(\mu_{i}^{2}-z\right) \mathbf{v}_{i} \mathbf{v}_{i}^{*}-z \sum_{i=r+1}^{n} \mathbf{v}_{i} \mathbf{v}_{i}^{*}\right) N^{1 / 2}
$$

Let $\widetilde{A}=M^{1 / 2} A N^{-1 / 2}$, then

$$
\widetilde{A}^{*} \widetilde{A}=N^{1 / 2}\left(N^{-1} A^{*} M A\right) N^{-1 / 2} .
$$

Since $\widetilde{A}^{*} \widetilde{A}$ is Hermitian positive semidefinite and has nonnegative eigenvalues, $N^{-1} A^{*} M A$ has nonnegative eigenvalues too. The matrix $N^{-1} A^{*} M A-z I$ is therefore nonsingular for $z<0$. Its inverse is

$$
\begin{aligned}
& \left(N^{-1} A^{*} M A-z I\right)^{-1} \\
= & N^{-1 / 2}\left(\sum_{i=1}^{r}\left(\mu_{i}^{2}-z\right)^{-1} \mathbf{v}_{i} \mathbf{v}_{i}^{*}-\sum_{i=r+1}^{n} z^{-1} \mathbf{v}_{i} \mathbf{v}_{i}^{*}\right) N^{1 / 2} .
\end{aligned}
$$

Next, form

$$
\left(N^{-1} A^{*} M A-z I\right)^{-1} N^{-1} A^{*} M=N^{-1 / 2}\left(\sum_{i=1}^{r} \frac{\mu_{i}}{\mu_{i}^{2}-z} \mathbf{v}_{i} \mathbf{u}_{i}^{*}\right) M^{1 / 2}
$$

Now, we take the limit and get

$$
\begin{aligned}
& \lim _{z \rightarrow 0}\left(N^{-1} A^{*} M A-z I\right)^{-1} N^{-1} A^{*} M \\
= & \lim _{z \rightarrow 0} N^{-1 / 2}\left(\sum_{i=1}^{r} \frac{\mu_{i}}{\mu_{i}^{2}-z} \mathbf{v}_{i} \mathbf{u}_{i}^{*}\right) M^{1 / 2} \\
= & N^{-1 / 2}\left(\sum_{i=1}^{r} \mu_{i}^{-1} \mathbf{v}_{i} \mathbf{u}_{i}^{*}\right) M^{1 / 2} \\
= & A_{M N}^{\dagger}
\end{aligned}
$$

which is (5.4.1).
Corollary 5.4.1 Let $A \in \mathbb{C}^{m \times n}$, then

$$
\begin{equation*}
A^{\dagger}=\lim _{z \rightarrow 0}\left(A^{*} A-z I\right)^{-1} A^{*} \tag{5.4.2}
\end{equation*}
$$

where $z$ tends to zero through negative values.
Theorem 5.4.2 Let $A \in \mathbb{C}^{n \times n}$ with $\operatorname{Ind}(A)=k$, then

$$
\begin{equation*}
A_{d}=\lim _{z \rightarrow 0}\left(A^{k+1}-z I\right)^{-1} A^{k} \tag{5.4.3}
\end{equation*}
$$

where $z$ tends to zero through negative values.
Proof From Theorem 2.1.2 of the canonical representations of $A$ and $A_{d}$, there exists a nonsingular matrix $P$ such that

$$
A=P\left[\begin{array}{ll}
C & \mathrm{O}  \tag{5.4.4}\\
\mathrm{O} & N
\end{array}\right] P^{-1}
$$

where $C$ is nonsingular and $N$ is nilpotent of index $k$, i.e., $N^{k}=\mathrm{O}$, and

$$
A_{d}=P\left[\begin{array}{cc}
C^{-1} & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] P^{-1}
$$

From (5.4.4),

$$
A^{k+1}-z I=P\left[\begin{array}{cc}
C^{k+1}-z I & \mathrm{O} \\
\mathrm{O} & -z I
\end{array}\right] P^{-1} .
$$

Since $C$ is nonsingular, $C^{k+1}$ is also nonsingular, and $z$ tends to zero from the left, $C^{k+1}-z I$ is also nonsingular. Then

$$
\begin{aligned}
\lim _{z \rightarrow 0}\left(A^{k+1}-z I\right)^{-1} A^{k} & =\lim _{z \rightarrow 0} P\left[\begin{array}{cc}
\left(C^{k+1}-z I\right)^{-1} C^{k} & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] P^{-1} \\
& =P\left[\begin{array}{cc}
C^{-1} & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] P^{-1} \\
& =A_{d}
\end{aligned}
$$

which leads to (5.4.3).
Corollary 5.4.2 Let $A \in \mathbb{C}^{n \times n}$ with $\operatorname{Ind}(A)=1$, then

$$
\begin{equation*}
A_{g}=\lim _{z \rightarrow 0^{-}}\left(A^{2}-z I\right)^{-1} A \tag{5.4.5}
\end{equation*}
$$

If $A$ is nonsingular, then

$$
\begin{equation*}
A^{-1}=\lim _{z \rightarrow 0^{-}}(A-z I)^{-1} \tag{5.4.6}
\end{equation*}
$$

where $z$ tends to zero through negative values.

### 5.4.2 Embedding Methods

In order to find the generalized inverses $A_{M N}^{\dagger}, A^{\dagger}, A_{d}, A_{g}$, and the regular inverse $A^{-1}$, from (5.4.1), (5.4.2), (5.4.3), (5.4.5) and (5.4.6), we must find the inverse of the matrix $B_{t}(z)$, an $n \times n$ matrix of $z$,

$$
B_{t}(z)=\left[b_{i j}^{(t)}\right]= \begin{cases}N^{-1} A^{*} M A-z I, & t=1 ; \\ A^{*} A-z I, & t=2 ; \\ A^{k+1}-z I, & t=3 ; \\ A^{2}-z I, & t=4 ; \\ A-z I, & t=5\end{cases}
$$

Let

$$
\begin{equation*}
F_{t}(z)=\operatorname{adj}\left(B_{t}(z)\right)=\left[B_{i j}^{(t)}\right] \quad \text { and } \quad g_{t}(z)=\operatorname{det}\left(B_{t}(z)\right), \tag{5.4.7}
\end{equation*}
$$

where $\operatorname{adj}\left(B_{t}(z)\right)$ is the adjoint of the matrix $B_{t}(z)$, whose elements $B_{i j}^{(t)}$ are the cofactors of the $j$ th row and $i$ th column element of $B_{t}(z)$, then

$$
\begin{equation*}
\left(B_{t}(z)\right)^{-1}=\frac{F_{t}(z)}{g_{t}(z)} . \tag{5.4.8}
\end{equation*}
$$

Theorem 5.4.3 Let $F_{t}(z)$ and $g_{t}(z)$ be given by (5.4.7), then $F_{t}(z)$ and $g_{t}(z)$ satisfy the following ordinary differential equations

$$
\begin{align*}
\frac{\mathrm{d} F_{t}}{\mathrm{~d} z} & =\frac{-F_{t} \operatorname{tr}\left(F_{t}\right)+F_{t}^{2}}{g_{t}}  \tag{5.4.9}\\
\frac{\mathrm{~d} g_{t}}{\mathrm{~d} z} & =-\operatorname{tr}\left(F_{t}\right) \tag{5.4.10}
\end{align*}
$$

where $F_{t}=F_{t}(z)$ and $g_{t}=g_{t}(z)$.
Proof Denote $B_{t}=B_{t}(z)$. Premultiplying both sides of (5.4.8) by the matrix $B_{t}$ and postmultiplying both sides by $\operatorname{det}\left(B_{t}\right)$, we have

$$
\begin{equation*}
\operatorname{det}\left(B_{t}\right) I=B_{t} \operatorname{adj}\left(B_{t}\right) \tag{5.4.11}
\end{equation*}
$$

where $I$ is the identity matrix. Also, by postmultiplying both sides of (5.4.8) by $B_{t} \operatorname{det}\left(B_{t}\right)$, we have

$$
\begin{equation*}
\operatorname{det}\left(B_{t}\right) I=\operatorname{adj}\left(B_{t}\right) B_{t} \tag{5.4.12}
\end{equation*}
$$

Differentiate both sides of (5.4.11) with respect to the parameter $z$ :

$$
\left(B_{t}\right)_{z} \operatorname{adj}\left(B_{t}\right)+B_{t}\left(\operatorname{adj}\left(B_{t}\right)\right)_{z}=\left(\operatorname{det}\left(B_{t}\right)\right)_{z} I
$$

Premultiplying both sides of the above equation by $\operatorname{adj}\left(B_{t}\right)$, we get

$$
\operatorname{adj}\left(B_{t}\right)\left(B_{t}\right)_{z} \operatorname{adj}\left(B_{t}\right)+\operatorname{adj}\left(B_{t}\right) B_{t}\left(\operatorname{adj}\left(B_{t}\right)\right)_{z}=\operatorname{adj}\left(B_{t}\right)\left(\operatorname{det}\left(B_{t}\right)\right)_{z}
$$

Applying (5.4.12) to the second term of the above equation, we obtain

$$
\operatorname{adj}\left(B_{t}\right)\left(B_{t}\right)_{z} \operatorname{adj}\left(B_{t}\right)+\operatorname{det}\left(B_{t}\right)\left(\operatorname{adj}\left(B_{t}\right)\right)_{z}=\operatorname{adj}\left(B_{t}\right)\left(\operatorname{det}\left(B_{t}\right)\right)_{z}
$$

Since $\operatorname{det}\left(B_{t}\right)$ is a scalar, from the above equation we find

$$
\begin{equation*}
\operatorname{adj}\left(B_{t}\right)_{z}=\frac{\operatorname{adj}\left(B_{t}\right)\left(\operatorname{det}\left(B_{t}\right)\right)_{z}-\operatorname{adj}\left(B_{t}\right)\left(B_{t}\right)_{z} \operatorname{adj}\left(B_{t}\right)}{\operatorname{det}\left(B_{t}\right)} \tag{5.4.13}
\end{equation*}
$$

Then differentiating $\operatorname{det}\left(B_{t}\right)$ with respect to $z$, we obtain

$$
\begin{equation*}
\left(\operatorname{det}\left(B_{t}\right)\right)_{z}=\sum_{i, j=1}^{n} \frac{\partial \operatorname{det}\left(B_{t}\right)}{\partial b_{i j}^{(t)}} \frac{\mathrm{d} b_{i j}^{(t)}}{\mathrm{d} z} \tag{5.4.14}
\end{equation*}
$$

However, we have

$$
\begin{equation*}
\frac{\partial \operatorname{det}\left(B_{t}\right)}{\partial b_{i j}^{(t)}}=B_{i j}^{(t)} \tag{5.4.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\mathrm{d} B_{t}}{\mathrm{~d} z}=-I \tag{5.4.16}
\end{equation*}
$$

Substituting the above (5.4.15) and (5.4.16) into (5.4.14) gives

$$
\begin{equation*}
\left(\operatorname{det}\left(B_{t}\right)\right)_{z}=\sum_{i=1}^{n} B_{i i}^{(t)} \frac{\mathrm{d} b_{i i}^{(t)}}{\mathrm{d} z}=-\sum_{i=1}^{n} B_{i i}^{(t)}=-\operatorname{tr}\left(F_{t}\right) \tag{5.4.17}
\end{equation*}
$$

By substituting (5.4.16) and (5.4.17) into the right-hand side of (5.4.13), we have

$$
\left(\operatorname{adj}\left(B_{t}\right)\right)_{z}=\frac{\operatorname{adj}\left(B_{t}\right)\left(-\operatorname{tr}\left(F_{t}\right)\right)+\left(\operatorname{adj}\left(B_{t}\right)\right)^{2}}{\operatorname{det}\left(B_{t}\right)}
$$

Finally, substituting (5.4.7) into the above equation and (5.4.17), we obtain (5.4.9) and (5.4.10) immediately.

For a value of $z$ suitably less than zero, $z=z_{0}$, we can determine the determinant and adjoint of the matrix $B_{t}\left(z_{0}\right)$ accurately by, for example, Gaussian elimination. This provides initial conditions at $z=z_{0}$ for the differential equations in (5.4.9) and (5.4.10), which can now be integrated numerically with $z$ going from $z_{0}$ toward zero.

For convenience, we denote

$$
A_{M N}^{\dagger}=A_{(1)}, \quad A^{\dagger}=A_{(2)}, \quad A_{d}=A_{(3)}, \quad A_{g}=A_{(4)}, \quad A^{-1}=A_{(5)}
$$

and if $A \in \mathbb{C}^{m \times n}$, let

$$
D_{1}=N^{-1} A^{*} M \quad \text { and } \quad D_{2}=A^{*}
$$

and if $A \in \mathbb{C}^{n \times n}$ and $\operatorname{Ind}(A)=k$, let

$$
D_{3}=A^{k}, \quad D_{4}=A, \quad \text { and } \quad D_{5}=I
$$

Then, as $z$ tends to zero,

$$
\frac{F_{t}(z)}{g_{t}(z)} D_{t}
$$

yields an approximation of $A_{(t)}$, for $t=1,2, \cdots, 5$.
Let us summarize the above in the form of a theorem.
Theorem 5.4.4 Let the matrix $F_{t}$ and the scalar $g_{t}$ be determined by the differential equations:

$$
\left\{\begin{array}{l}
\frac{\mathrm{d} F_{t}}{\mathrm{~d} z}=\frac{F_{t}^{2}-F_{t} \operatorname{tr}\left(F_{t}\right)}{g_{t}}  \tag{5.4.18}\\
\frac{\mathrm{~d} g_{t}}{\mathrm{~d} z}=-\operatorname{tr}\left(F_{t}\right)
\end{array}\right.
$$

with the initial conditions

$$
\left\{\begin{array}{l}
F_{t}\left(z_{0}\right)=\operatorname{adj}\left(D_{t} A-z_{0} I\right) \\
g_{t}\left(z_{0}\right)=\operatorname{det}\left(D_{t} A-z_{0} I\right)
\end{array}\right.
$$

where

$$
z_{0}<0,\left|z_{0}\right|<\min _{i \in S}\left|z_{i}\right|, S=\left\{i: z_{i} \neq 0 \text { is an eigenvalue of } D_{t} A\right\}
$$

By integrating this system from $z_{0}$ to $z=0$ and forming

$$
\frac{F_{t}(z)}{g_{t}(z)} D_{t}, \quad t=1,2, \cdots, 5
$$

we obtain, in the limit, $A_{(t)}$.

### 5.5 Finite Algorithms

Let $A \in \mathbb{C}_{n}^{n \times n}$ and the characteristic polynomial of $A$ be

$$
g(\lambda)=\operatorname{det}(\lambda I-A)=\lambda^{n}+g_{1} \lambda^{n-1}+\cdots+g_{n-1} \lambda+g_{n}
$$

where $I$ denotes the identity matrix of order $n$. Let the adjoint of $\lambda I-A$ be

$$
F(\lambda)=\operatorname{adj}(\lambda I-A)=F_{1} \lambda^{n-1}+F_{2} \lambda^{n-2}+\cdots+F_{n-1} \lambda+F_{n}
$$

where $F_{1}=I$, then

$$
\begin{equation*}
(\lambda I-A)^{-1}=\frac{F(\lambda)}{g(\lambda)} \tag{5.5.1}
\end{equation*}
$$

A well-known finite algorithm attributed to Le Verrier [26] and Fadeev [27] permits simultaneous determination of the coefficients $g_{i}$ and $F_{i}$ by means of the formula

$$
\begin{aligned}
& F_{1}=I, \quad g_{1}=-\operatorname{tr}(A), \\
& F_{i}=A F_{i-1}+g_{i-1} I, \quad g_{i}=-i^{-1} \operatorname{tr}\left(A F_{i}\right), \quad i=2,3, \cdots, n .
\end{aligned}
$$

When $\lambda=0$ in (5.5.1), then

$$
\begin{equation*}
A^{-1}=-\frac{F_{n}}{g_{n}} \tag{5.5.2}
\end{equation*}
$$

The above algorithm is also called Le Verrier algorithm.
This scheme finds applications in linear control theory [28]. Using an extension of this scheme, a finite algorithm for computing the Moore-Penrose inverse is given by Decell [29], and a new proof of Decell's finite algorithm for the generalized inverse is given in [30]. The finite algorithm for computing the weighted MoorePenrose inverse $A_{M N}^{\dagger}$ is given in [31]. A uniform formula for the finite algorithms for computing the generalized inverses $A_{M N}^{\dagger}, A^{\dagger}, A_{d}, A_{g}$, and regular inverse $A^{-1}$ using the embedding method is given in [25].

Theorem 5.5.1 For $A \in \mathbb{C}_{r}^{m \times n}$, let $M$ and $N$ be Hermitian positive definite matrices of orders $m$ and $n$ respectively and denote

$$
A_{(1)}=A_{M N}^{\dagger}, \quad A_{(2)}=A^{\dagger}, \quad D_{1}=N^{-1} A^{*} M, \quad D_{2}=A^{*}
$$

For $A \in \mathbb{C}_{r}^{n \times n}$ with $\operatorname{Ind}(A)=k$, denote

$$
\begin{aligned}
& A_{(3)}=A_{d}, A_{(4)}=A_{g}, A_{(5)}=A^{-1} \\
& D_{3}=A^{k}, \quad D_{4}=A, \quad D_{5}=I
\end{aligned}
$$

and let

$$
\operatorname{rank}\left(D_{t}\right)=r \leq n, t=1,2,3,4, \quad \operatorname{rank}\left(D_{5}\right)=n
$$

and

$$
\begin{align*}
F_{t}(\lambda) & =\operatorname{adj}\left(D_{t} A-\lambda I\right)  \tag{5.5.3}\\
& =(-1)^{n-1}\left(F_{1}^{(t)} \lambda^{n-1}+F_{2}^{(t)} \lambda^{n-2}+\cdots+F_{n-1}^{(t)} \lambda+F_{n}^{(t)}\right) \\
g_{t}(\lambda) & =\operatorname{det}\left(D_{t} A-\lambda I\right)  \tag{5.5.4}\\
& =(-1)^{n}\left(g_{0}^{(t)} \lambda^{n}+g_{1}^{(t)} \lambda^{n-1}+\cdots+g_{n-1}^{(t)} \lambda+g_{n}^{(t)}\right),
\end{align*}
$$

where $F_{1}^{(t)}, F_{2}^{(t)}, \cdots, F_{n}^{(t)}$ are $n \times n$ constant matrices and $g_{0}^{(t)}=1$, and $g_{1}^{(t)}, \cdots, g_{n}^{(t)}$ are scalars, then

$$
A_{(t)}=-\frac{F_{r}^{(t)}}{g_{r}^{(t)}} D_{t}, \quad t=1,2,3,4,5
$$

Proof From (5.4.1), (5.4.2), (5.4.3), (5.4.5), (5.4.6), (5.5.3) and (5.5.4), we have

$$
\begin{equation*}
\left(D_{t} A-\lambda I\right)^{-1}=\frac{F_{t}(\lambda)}{g_{t}(\lambda)} . \tag{5.5.5}
\end{equation*}
$$

Hence

$$
\begin{aligned}
A_{(t)} & =\lim _{\lambda \rightarrow 0^{-}}\left(D_{t} A-\lambda I\right)^{-1} D_{t} \\
& =\lim _{\lambda \rightarrow 0^{-}}\left(-\frac{F_{1}^{(t)} \lambda^{n-1}+F_{2}^{(t)} \lambda^{n-2}+\cdots+F_{n-1}^{(t)} \lambda+F_{n}^{(t)}}{g_{0}^{(t)} \lambda^{n}+g_{1}^{(t)} \lambda^{n-1}+\cdots+g_{n-1}^{(t)} \lambda+g_{n}^{(t)}}\right) D_{t} .
\end{aligned}
$$

When $g_{n}^{(t)} \neq 0$, then

$$
A_{(t)}=-\frac{F_{n}^{(t)}}{g_{n}^{(t)}} D_{t} .
$$

Next, consider the case when $g_{n}^{(t)}=0$ but $g_{n-1}^{(t)} \neq 0$. Since the above limit exists, according to Theorems 5.4.1 and 5.4.2 and Corollaries 5.4.1 and 5.4.2, we must have $F_{n}^{(t)} D_{t}=0$, and then

$$
A_{(t)}=-\frac{F_{n-1}^{(t)}}{g_{n-1}^{(t)}} D_{t}
$$

We know

$$
\operatorname{rank}\left(D_{2} A\right)=\operatorname{rank}\left(A^{*} A\right)=\operatorname{rank}\left(A^{*}\right)=\operatorname{rank}\left(D_{2}\right)=r
$$

Similarly, we have

$$
\begin{aligned}
\operatorname{rank}\left(D_{1} A\right) & =\operatorname{rank}\left(N^{-1} A^{*} M A\right) \\
& =\operatorname{rank}\left(N^{1 / 2}\left(N^{-1} A^{*} M A\right) N^{-1 / 2}\right) \\
& =\operatorname{rank}\left(\left(M^{1 / 2} A N^{-1 / 2}\right)^{*}\left(M^{1 / 2} A N^{-1 / 2}\right)\right) \\
& =\operatorname{rank}\left(M^{1 / 2} A N^{-1 / 2}\right) \\
& =\operatorname{rank}(A) \\
& =\operatorname{rank}\left(D_{1}\right) \\
& =r
\end{aligned}
$$

Since $\operatorname{Ind}(A)=k$, we obtain

$$
\begin{aligned}
& \operatorname{rank}\left(D_{3} A\right)=\operatorname{rank}\left(A^{k+1}\right)=\operatorname{rank}\left(A^{k}\right)=\operatorname{rank}\left(D_{3}\right)=r, \\
& \operatorname{rank}\left(D_{4} A\right)=\operatorname{rank}\left(A^{2}\right)=\operatorname{rank}(A)=\operatorname{rank}\left(D_{4}\right)=r, \\
& \operatorname{rank}\left(D_{5} A\right)=\operatorname{rank}(A)=\operatorname{rank}\left(D_{5}\right)=n
\end{aligned}
$$

So the number of the nonzero eigenvalues of $D_{t} A$ should be $r$, and we that assume $\lambda_{1}, \lambda_{2}, \cdots, \lambda_{r}$ are nonzero and $\lambda_{r+1}=\lambda_{r+2}=\cdots=\lambda_{n}=0$. Since $g_{t}(\lambda)$ is the characteristic polynomial of $D_{t} A$, according to Vieta's relations between the roots and coefficients of a polynomial, we have

$$
g_{r}^{(t)} \neq 0 \quad \text { and } \quad g_{r+1}^{(t)}=g_{r+2}^{(t)}=\cdots=g_{n}^{(t)}=0
$$

Therefore

$$
A_{(t)}=-\frac{F_{r}^{(t)}}{g_{r}^{(t)}} D_{t} .
$$

The proof is completed.
Now we have the following finite algorithm for computing $A_{(t)}$.
Theorem 5.5.2 The coefficients $F_{i}^{(t)}$ and $g_{i}^{(t)}$ in (5.5.3) and (5.5.4) are determined by the recurrence relations:

$$
\begin{align*}
F_{i+1}^{(t)}= & D_{t} A F_{i}^{(t)}+g_{i}^{(t)} I,  \tag{5.5.6}\\
g_{i+1}^{(t)}= & -(i+1)^{-1} \operatorname{tr}\left(D_{t} A F_{i+1}^{(t)}\right)  \tag{5.5.7}\\
& i=1,2, \cdots, r-1 \tag{5.5.8}
\end{align*}
$$

The initial conditions are

$$
\begin{aligned}
F_{1}^{(t)} & =I \\
g_{1}^{(t)} & =-\operatorname{tr}\left(D_{t} A\right)
\end{aligned}
$$

Proof From (5.5.5), we have

$$
\begin{align*}
& \left(F_{1}^{(t)} \lambda^{n-1}+F_{2}^{(t)} \lambda^{n-2}+\cdots+F_{n-1}^{(t)} \lambda+F_{n}^{(t)}\right)\left(D_{t} A-\lambda I\right) \\
= & -\left(\lambda^{n}+g_{1}^{(t)} \lambda^{n-1}+\cdots+g_{n-1}^{(t)} \lambda+g_{n}^{(t)}\right) I . \tag{5.5.9}
\end{align*}
$$

From Theorem 5.5.1, we have

$$
g_{r+1}^{(t)}=\cdots=g_{n}^{(t)}=0 \quad \text { and } \quad F_{j}^{(t)} D_{t}=\mathrm{O}, j=r+1, \cdots, n .
$$

So

$$
D_{t} A F_{j}^{(t)}=F_{j}^{(t)} D_{t} A=\mathrm{O}, \quad j=r+1, \cdots, n
$$

By comparing the identical powers of $\lambda$ on both side of (5.5.9), we see that (5.5.6) holds and

$$
F_{r+2}^{(t)}=F_{r+3}^{(t)}=\cdots=F_{n}^{(t)}=\mathrm{O}
$$

To obtain (5.5.7), from (5.4.18) we have

$$
\begin{aligned}
& (-1)^{n}\left(n \lambda^{n-1}+(n-1) g_{1}^{(t)} \lambda^{n-2}+\cdots+(n-r) g_{r}^{(t)} \lambda^{n-r-1}\right) \\
= & -(-1)^{n-1}\left(\lambda^{n-1} \operatorname{tr}\left(F_{1}^{(t)}\right)+\cdots+\lambda^{n-r} \operatorname{tr}\left(F_{r}^{(t)}\right)+\lambda^{n-r-1} \operatorname{tr}\left(F_{r+1}^{(t)}\right)\right) .
\end{aligned}
$$

Equating the coefficients of the like power of $\lambda$, we see that

$$
(n-i) g_{i}^{(t)}=\operatorname{tr}\left(F_{i+1}^{(t)}\right)
$$

Now take the trace of both sides of (5.5.6) to obtain

$$
\operatorname{tr}\left(F_{i+1}^{(t)}\right)=\operatorname{tr}\left(D_{t} A F_{i}^{(t)}\right)+n g_{i}^{(t)}
$$

It then follows that

$$
g_{i+1}^{(t)}=-(i+1)^{-1} \operatorname{tr}\left(D_{t} A F_{i+1}^{(t)}\right),
$$

which completes the proof.

## Remarks

As for the numerical computation of the generalized inverses, the book [13] gives useful suggestions and a list of direct and iterative methods for computing the $\{1\}$ inverse, $\{1,2\}$-inverse, $\{1,4\}$-inverse, Moore-Penrose inverse $A^{\dagger}$, Drazin inverse $A_{d}$, and group inverse $A_{g}$. But no perturbation analysis is given there. This chapter is based on the computational methods for the regular inverse, we derive the numerical methods for computing the four important generalized inverses: $A^{\dagger}, A_{M N}^{\dagger}, A_{d}$ and $A_{g}$. There are embedding method and finite algorithm for computing the generalized inverse $A_{T, S}^{(2)}[32,33]$. The finite algorithm can also be used to compute the inverse of matrix polynomial $\lambda^{N} I_{n}-\lambda^{N-1} A_{1}-\cdots-\lambda A_{N-1}$ and the inverses of the singular pencils $\mu E-A$ and $\mu^{2} E-\mu A_{1}-A_{2}$ [34-36]. The Rump's method for computing the Moore-Penrose inverse is described in [37]. The gradient methods for computing the Drazin inverse are presented in [38].

The Moore-Penrose inverse and the Drazin inverse of a $2 \times 2$ block matrix, the weighted generalized inverse of a partitioned matrix, the Moore-Penrose inverse of a rank-1 modified matrix, the Drazin inverse of a modified matrix, and the Drazin inverse of a Hessenberg matrix are discussed in [8, 11, 39-44]. The algebraic perturbation method for the generalized inverse can be found in [45].

The limit representations of the generalized inverses and the alternative limit expression of the Drazin inverse are given in [46, 47].

Recursive least squares (RLS) algorithm and fast RLS algorithm for linear prediction problems are given in [48, 49]. The iterative methods are referred to Chap. 11 and [50].

It is well-known that the important generalized inverses $A_{M N}^{\dagger}, A^{\dagger}, A_{d}, A_{g}, A_{d, W}$, $A_{(L)}^{(-1)}$ and $A_{(L)}^{(\dagger)}$ can be described as the generalized inverse $A_{T, S}^{(2)}$, which has the prescribed range $T$ and null space $S$, and is the outer inverse of $A$. A unified method for computing the generalized inverse $A_{T, S}^{(2)}$ such as the embedding method, ( $T-S$ ) splitting method, or iterative method can be found in [32,51-58]. A limit representation of the outer inverse is given in [59].

The inverse and generalized inverse of a matrix polynomial often occur in the control theory (see [60]). The finite algorithm in Sect. 5.5 also can be applied to the computation of such kind of generalized inverse [61], since this kind of matrices is a special case of block-matrices whose blocks can commute each other [62].

The representations and approximations of the Drazin inverse, weighted MoorePenrose inverse, and generalized inverse $A_{T, S}^{(2)}$ are given in [53, 63-65].

Neural networks have been used for computing regular inverse [66], MoorePenrose inverse [67], outer inverse [68], Drazin inverse [69], weighted Drazin inverse [70], and time-varying Drazin inverse [71].

Symbolic computation of the generalized inverses using Maple is presented in [72].
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## Chapter 6 <br> Structured Matrices and Their Generalized Inverses

A matrix is considered structured if its structure can be exploited to obtain efficient algorithms. Examples of structured matrices include Toeplitz, Hankel, circulant, Vandermonde, Cauchy, sparse. A matrix is called Toeplitz if its entries on the same diagonal are equal. For example,

$$
A=\left[\begin{array}{lll}
3 & 2 & 1  \tag{6.0.1}\\
4 & 3 & 2 \\
5 & 4 & 3 \\
6 & 5 & 4
\end{array}\right]
$$

is a Toeplitz matrix. Thus an $m \times n$ Toeplitz matrix is determined by its first row and first column, total of $m+n-1$ entries. In comparison, a general $m \times n$ matrix is determined by $m n$ parameters. Thus, fast algorithms are expected for Toeplitz matrices and other structured matrices. This chapter includes two aspects of structured matrices and generalized inverses. One is about computing the generalized inverses of structured matrices. Particularly, we present a fast algorithm for computing the Moore-Penrose inverse of a Toeplitz matrix. The ideas can be applied to other generalized inverses of other structured matrices such as Hankel and sparse. The other aspect is about the structure of the generalized inverses of structured matrices.

### 6.1 Computing the Moore-Penrose Inverse of a Toeplitz Matrix

This section describes a Newton's method for computing the Moore-Penrose inverse of a Toeplitz matrix presented in [1]. How do we define the structure of a Toeplitz matrix so that it can be exploited to develop fast algorithms? The displacement struc-
ture, defined as follows, is commonly exploited in the computation of the generalized inverses. A matrix $A$ is said to have the displacement structure if we can find two dimensionally compatible matrices $U$ and $V$ such that the rank of the Sylvester displacement $A U-V A$ or the Stein displacement $A-V A U$ is much smaller than the size of $A$ [2]. For example, denoting the $n \times n$ shift-down (or shift-left) matrix

$$
Z_{n}=\left[\begin{array}{cccc}
0 & & 0 &  \tag{6.1.1}\\
1 & 0 & & \\
& \ddots & \ddots & \\
0 & & 1 & 0
\end{array}\right]
$$

for the matrix $A$ in (6.0.1), the rank of the Sylvester displacement

$$
\begin{aligned}
A Z_{3}-Z_{4} A & =\left[\begin{array}{lll}
2 & 1 & 0 \\
3 & 2 & 0 \\
4 & 3 & 0 \\
5 & 4 & 0
\end{array}\right]-\left[\begin{array}{lll}
0 & 0 & 0 \\
3 & 2 & 1 \\
4 & 3 & 2 \\
5 & 4 & 3
\end{array}\right] \\
& =\left[\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right]\left[\begin{array}{lll}
2 & 1 & 0
\end{array}\right]-\left[\begin{array}{l}
0 \\
1 \\
2 \\
3
\end{array}\right]\left[\begin{array}{lll}
0 & 0 & 1
\end{array}\right]
\end{aligned}
$$

is two, called the Sylvester displacement rank of A. Also, the rank of the Stein displacement

$$
\begin{aligned}
A-Z_{4}^{T} A Z_{3} & =\left[\begin{array}{lll}
3 & 2 & 1 \\
4 & 3 & 2 \\
5 & 4 & 3 \\
6 & 5 & 4
\end{array}\right]-\left[\begin{array}{lll}
3 & 2 & 0 \\
4 & 3 & 0 \\
5 & 4 & 0 \\
6 & 5 & 0
\end{array}\right] \\
& =\left[\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right]\left[\begin{array}{lll}
6 & 5 & 4
\end{array}\right]+\left[\begin{array}{l}
1 \\
2 \\
3 \\
0
\end{array}\right]\left[\begin{array}{lll}
0 & 0 & 1
\end{array}\right]
\end{aligned}
$$

is two. In fact, as shown above, it can be proved that the displacement rank of a Toeplitz matrix is at most two. This low displacement rank property can be exploited to develop fast algorithms for triangular factorization, inversion, among others [2]. In [1], Wei, Cai, and Ng present a fast Newton's method for computing the MoorePenrose inverse of a Toeplitz matrix by exploiting the displacement structure.

For an $m \times n$ Toeplitz matrix $A$, defining the Sylvester displacement operator

$$
\Delta(A)=Z_{m} A-A Z_{n},
$$

we have $\operatorname{rank}(\Delta(A)) \leq 2$. The following theorem shows that $A$ can be expressed as a sum of $k \leq 2$ structured matrices.

Theorem 6.1.1 ([3]) Suppose that $k=\operatorname{rank}(\Delta(A))$ and $\Delta(A)=\sum_{i=1}^{k} \mathbf{g}_{i} \mathbf{h}_{i}^{*}, \mathbf{g}_{i} \in$ $\mathbb{R}^{m}$ and $\mathbf{h}_{i} \in \mathbb{R}^{n}$, then $A$ can be expressed as

$$
A=L\left(A \mathbf{e}_{1}\right)+\sum_{i=1}^{k} L\left(\mathbf{g}_{i}\right) U\left(-Z_{n} \mathbf{h}_{i}\right),
$$

where $\mathbf{e}_{1}$ is the first unit vector in $\mathbb{R}^{n}, L(\mathbf{x})$ is the $m \times p, p=\min (m, n)$, lower triangular Toeplitz matrix whose first column is $\mathbf{x}$ and $U(\mathbf{y})$ is the $p \times n, p=\min (m, n)$, upper triangular Toeplitz matrix whose first row is $\mathbf{y}^{\mathrm{T}}$.

In particular, when $\Delta(A)=\sum_{i=1}^{k} \sigma_{i} \mathbf{u}_{i} \mathbf{v}_{i}^{*}$, where $\sigma_{i}, \mathbf{u}_{i}$, and $\mathbf{v}_{i}$ are respectively the $i$ th singular value, left singular vector, and right singular vector, then

$$
A=L\left(A \mathbf{e}_{1}\right)+\sum_{i=1}^{k} \sigma_{i} L\left(\mathbf{u}_{i}\right) U\left(-Z_{n} \mathbf{v}_{i}\right),
$$

called the orthogonal displacement representation of $A$.
Note that $L(\mathbf{x})$ and $U(\mathbf{y})$ are Toeplitz matrices and Toeplitz matrix-vector multiplication can be efficiently computed by two FFTs, a componentwise multiplication and one inverse FFT [4]. Thus the low displacement rank combined with the fast Toeplitz-vector multiplication can be exploited to develop fast algorithms for computing the Moore-Penrose inverse of a Toeplitz matrix. The method for computing the Moore-Penrose inverse considered in [1] is the Newton's iteration:

$$
X_{i+1}=2 X_{i}-X_{i} A X_{i}, \quad i=0,1,2, \ldots
$$

In [1], $X_{0}$ is initialized to $\rho^{-1} A^{*} A A^{*}$, where $\rho$ is the spectral radius of $A A^{*} A A^{*}$, which can be estimated by a few power iterations [5]:

$$
\begin{aligned}
& \mathbf{q}_{i}=\left(A A^{*} A A^{*}\right) \mathbf{x}_{i-1} ; \\
& \mathbf{x}_{i}=\mathbf{q}_{i} /\left\|\mathbf{q}_{i}\right\|_{2} ; \quad i=1,2, \ldots \\
& \lambda_{i}=\mathbf{x}_{i}^{*}\left(A A^{*} A A^{*}\right) \mathbf{x}_{i} ;
\end{aligned}
$$

with a random initial $\mathbf{x}_{0}$. It is proved in [1] that with the above initial $X_{0}$, the Newton's method converges to the Moore-Penrose inverse $A^{\dagger}$.

Although $A$ can be expressed as a sum of at most three terms, the number of terms in the intermediate $X_{i}$ grows quickly, as the Newton's iteration proceeds. To control the number of terms in the intermediate results, the idea of the truncated singular value decomposition is applied. Specifically, the singular value decomposition of $W_{i}=2 X_{i}-X_{i} A X_{i}$ is truncated, that is, its small singular values are set to zero, before being set to the next $X_{i+1}$. We refer the details to [1]. For example, for
efficiency, instead of $X_{i}$, the factor $Y_{i}$ in $X_{i}=A^{*} Y_{i} A^{*}$ is used. Moreover, instead of explicitly computing $Y_{i}$, the factors in the orthogonal displacement representation of $Y_{i}$ are computed and updated.

> Algorithm 6.1.1 ([1]) Newton's method for computing the Moore-Penrose inverse of a Toeplitz matrix using the displacement structure.
> Input: The first column and first row of the Toeplitz matrix.
> Output: An approximation of the Moore-Penrose inverse.

1. Compute the factors in the orthogonal displacement representation of $A^{*} A A^{*}$;
2. Estimate the spectral radius $\rho$ of $A A^{*} A A^{*}$;
3. Set $Y_{0}=\rho^{-1} A$;
$i=0$;
repeat
4. Compute the factors in the truncated orthogonal displacement representation of $Y_{i+1}$ by updating those in the orthogonal displacement representation of $Y_{i}$;
5. $X_{i+1}=A^{*} Y_{i+1} A^{*}$;
$i=i+1$ until $X_{i}$ satisfies a predetermined tolerance.
The experimental results presented in [1] show that the method achieves high accuracy and performance. The running time grows linearly as the size of $A$ increases. This Newton's method is applicable to any low displacement rank matrix. Example of such matrices can be found in [2]. For more on the Newton's iteration for the generalized inverses of structured matrices, see [6, 7].

### 6.2 Displacement Structure of the Generalized Inverses

As pointed out in the previous section, the displacement rank of a Toeplitz matrix is at most two. Is the inverse of a nonsingular Toeplitz matrix also structured with respect to the displacement rank? The answer is: Yes. Indeed, the Sylvester displacement rank of a nonsingular matrix $A$ equals that of its inverse $A^{-1}$, since, for two dimensionally compatible matrices $U$ and $V, A U-V A=A\left(U A^{-1}-A^{-1} V\right) A$. In other words, if $A$ is structured with respect to the Sylvester displacement rank associated with $(U, V)$, then its inverse $A^{-1}$ is also structured with respect to the Sylvester displacement rank associated with $(V, U)$. In particular, the Sylvester displacement rank of the inverse of a nonsingular Toeplitz matrix is also at most two. How about the generalized inverses? In [8], an upper bound for the displacement rank of the group inverse is presented.

Theorem 6.2.1 ([8]) Let $A, U, V \in \mathbb{C}^{n \times n}$ and $\operatorname{Ind}(A)=1$, then, for the group inverse $A_{g}$ of $A$, the Sylvester displacement rank is bounded by

$$
\operatorname{rank}\left(A_{g} V-U A_{g}\right) \leq \operatorname{rank}(A U-V A)+\operatorname{rank}(A V-U A)
$$

Proof Recall that if $\operatorname{Ind}(A)=1$, then there exists a nonsingular $R$ of order $n$ such that

$$
A=R\left[\begin{array}{ll}
C & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] R^{-1}
$$

where $C$ is a nonsingular matrix and its group inverse $A_{g}$ is given by

$$
A_{g}=R\left[\begin{array}{cc}
C^{-1} & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] R^{-1}
$$

Defining the two projections

$$
Q=A A_{g}=R\left[\begin{array}{cc}
I & \mathrm{O}  \tag{6.2.1}\\
\mathrm{O} & \mathrm{O}
\end{array}\right] R^{-1} \text { and } P=I-A A_{g}=R\left[\begin{array}{cc}
\mathrm{O} & \mathrm{O} \\
\mathrm{O} & I
\end{array}\right] R^{-1}
$$

we have

$$
A_{g}(A U-V A) A_{g}=Q U A_{g}-A_{g} V Q
$$

It then follows that the Sylvester displacement of $A_{g}$

$$
\begin{aligned}
& A_{g} V-U A_{g} \\
= & A_{g} V P+A_{g} V Q-P U A_{g}-Q U A_{g} \\
= & A_{g} V P-P U A_{g}-A_{g}(A U-V A) A_{g},
\end{aligned}
$$

implying that

$$
\operatorname{rank}\left(A_{g} V-U A_{g}\right) \leq \operatorname{rank}(A U-V A)+\operatorname{rank}(Q V P)+\operatorname{rank}(P U Q)
$$

by the definitions of $Q$ and $P$ in (6.2.1). It then remains to show that

$$
\begin{equation*}
\operatorname{rank}(Q V P)+\operatorname{rank}(P U Q) \leq \operatorname{rank}(A V-U A) \tag{6.2.2}
\end{equation*}
$$

Indeed, partitioning

$$
R^{-1} U R=\left[\begin{array}{ll}
U_{11} & U_{12}  \tag{6.2.3}\\
U_{21} & U_{22}
\end{array}\right] \quad \text { and } \quad R^{-1} V R=\left[\begin{array}{ll}
V_{11} & V_{12} \\
V_{21} & V_{22}
\end{array}\right]
$$

accordingly, we have

$$
Q V P=R\left[\begin{array}{cc}
\mathrm{O} & V_{12} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] R^{-1} \text { and } P U Q=R\left[\begin{array}{cc}
\mathrm{O} & \mathrm{O} \\
U_{12} \mathrm{O}
\end{array}\right] R^{-1},
$$

implying that

$$
\begin{equation*}
\operatorname{rank}(Q V P)+\operatorname{rank}(P U Q)=\operatorname{rank}\left(V_{12}\right)+\operatorname{rank}\left(U_{21}\right) \tag{6.2.4}
\end{equation*}
$$

On the other hand, applying the partitions (6.2.3), we have

$$
\operatorname{rank}(A V-U A)=\operatorname{rank}\left(\left[\begin{array}{cc}
C V_{11}-U_{11} C & C V_{12} \\
-U_{21} C & \mathrm{O}
\end{array}\right]\right)
$$

Comparing the above with (6.2.4) gives (6.2.2), which completes the proof, recalling that $C$ is nonsingular.

This theorem says that the Sylvester displacement rank of $A_{g}$ associated with ( $V, U$ ) is bounded above by the sum of the Sylvester displacement ranks of $A$ associated with $(U, V)$ and $(V, U)$. In particular, when $A$ is a Toeplitz matrix of index one, then the displacement rank of its group inverse $A_{g}$ is at most four.

The above result is generalized to the Drazin inverse [9]:

$$
\operatorname{rank}\left(A_{d} V-U A_{d}\right) \leq \operatorname{rank}(A U-V A)+\operatorname{rank}\left(A^{k} V-U A^{k}\right)
$$

where $k$ is the index of $A$. In [9], the above upper bound is applied to structured matrices such as Toeplitz, close-to-Toeplitz, generalize Cauchy, among others.

An analogous upper bound for the Sylvester displacement rank of the weighted Moore-Penrose inverse is presented in [10]:

$$
\operatorname{rank}\left(A_{M N}^{\dagger} V-U A_{M N}^{\dagger}\right) \leq \operatorname{rank}(A U-V A)+\operatorname{rank}\left(A U^{\#}-V^{\#} A\right)
$$

recalling that $U^{\#}=N^{-1} U^{*} N$ and $V^{\#}=M^{-1} V^{*} M$ are the weighted conjugate transposes of $U$ and $V$ respectively.

## Remarks

Heinig and Hellinger [11] unified and generalized the Sylvester displacement and the Stein displacement. The upper bounds for the Sylvester displacement rank of various generalized inverses presented in Sect. 6.2 are all generalized to this generalized displacement [8-10].

As we know, the Moore-Penrose inverse $A^{\dagger}$ and the Drazin inverse $A_{d}$ are both special cases of $A_{T S}^{(2)}$, the $\{2\}$-inverse with prescribed range $T$ and null space $S$. In [12], an upper bound for the Sylvester displacement rank as well as the generalized displacement rank of $A_{T S}^{(2)}$ is established.

As shown in [9], by applying the upper bounds, the group inverse of some structured matrices, such as close-to-Toeplitz, generalized Cauchy, and Toeplitz-plusHankel, have low displacement ranks. Thus the Newton's method for the MoorePenrose inverse of a Toeplitz matrix described in Sect. 6.1 can be modified for the group inverse of matrices of low displacement rank. For more on the Moore-Penrose and group inverses of a Teoplitz matrix, see [13, 14].
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## Chapter 7 <br> Parallel Algorithms for Computing the Generalized Inverses

The UNIVersal Automatic Computer (UNIVAC I) and the machines built in 1940s and mid 1950s are often referred to as the first generation of computers.

From 1958 to 1964, the second generation of computers was developed based on transistor technology. During this phase, IBM reengineered its 709 to use transistor technology and named it the IBM7090. It was able to calculate close to 500,000 additions per second.

In 1964, the third generation of computer was born. The new generation was based on integrated circuit (IC) technology, which was invented in 1957. An IC device is a tiny clip of silicon that hosts many transistors and other circuit components.

The Large-Scale Integration (LSI) and the Very Large-Scale Integration (VLSI) technologies have moved computers from the third to new generations. The computers developed from 1972 to 1990 are referred to as the forth generation of computers; from 1991 to present is referred to as the fifth generation.

The progress in increasing the number of transistors on single chip continues to augment the computational power of computer systems, in particular that of the small systems (personal computer and workstations). Today, multiprocessor systems are common. When a computer has multiple processors, multiple instructions can be executed on multiple processors in parallel. The processors can work independently on multiple tasks or process different parts of a same task simultaneously. Such a computer is referred to as a parallel computer.

Algorithms in which operations must be executed step by step are called serial or sequential. Algorithms in which several operations may be executed simultaneously are referred to as parallel.

Various approaches may be taken to design a parallel algorithm for a given problem. One approach is to attempt to convert a sequential algorithm to a parallel algorithm. If a sequential algorithm exists for the problem, then inherent parallelism in that algorithm may be recognized and implemented. It should be noted that exploiting inherent parallelism in a sequential algorithm might not always lead to an efficient
parallel algorithm. Another approach is to design a totally new parallel algorithm that is more efficient than the existing one.

It follows from the unceasing progress of parallel computers, the research of the parallel algorithms for many problems get rapid development (see [1-4]).

In recent years, the research of the parallel computation of the generalized inverses is discussed in [5-9]. Some of our results are given in this chapter.

The model of parallel processors are briefly introduced as follows. The detail can be found in [3, 10-13].

### 7.1 The Model of Parallel Processors

The parallel processors were constructed in 1970s. According to the computer architecture systems, there are array processor, pipeline processor and multiprocessor and so on. Brief examples of them are given as follows.

### 7.1.1 Array Processor

The first parallel array computer Illiac IV was constructed in 1972. Illiac IV consisted of $N=64$ fast processors, with memories of 2048 64bit words connected in an $8 \times 8$ array as illustrated in Fig. 7.1. The individual processors were controlled by a separate control unit and all processors did the same instruction (or nothing) at a given time.

### 7.1.2 Pipeline Processor

Pipelining is one way of improving the overall processing performance of a processor. This architectural approach allows the simultaneous execution of several instructions. The pipeline processor Cray I was constructed in 1976.

The pipeline design technique decomposes a sequential process into several subprocesses, called stages or segments. A stage performs a particular function and produces an intermediate result. It consists of an input latch, also called a register, followed by a processing circuit. The processing circuit of a given stage is connected to the input latch of the next stage (see Fig. 7.2).

An arithmetic pipeline is used for implementing complex arithmetic functions. These functions can be decomposed into consecutive subfunctions. For example the floating-point addition can be divided into three stages: mantissa alignment, mantissa addition, and result normalization.

Figure 7.3 depicts a pipeline architecture for floating-point addition of two numbers.


Fig. 7.1 An $8 \times 8$ array processor


Fig. 7.2 Pipeline

### 7.1.3 Multiprocessor

A multiprocessor architecture has a memory system that is addressable by each processor. As such, the memory system consists of one or more memory modules whose address space is shared by all the processors.

In addition to the central memory system, each processor might also have a small cache memory. These cache also help reduce memory contention and make the system more efficient.

A multiprocessor computer has one operating system used by all processors. The operating system provides interaction between processors and their tasks at the


Fig. 7.3 A pipeline architecture for floating-point addition
process and data element level. (The term process may be defined as a part of program that can run on a processor.) Each processor is capable of doing a large task on its own.

A taxonomy of computer architectures was given by Flynn in 1966. He divided machines into four categories: SISD (single instruction stream/single data stream), SIMD (single instruction stream/multiple data stream), MISD (multiple instruction stream/single data stream), and MIMD (multiple instruction stream/multiple data stream).

Traditional sequential computers belong to SISD, since instructions are processed sequentially and result in the movement of data from memory to functional unit and back to memory; Array processors and pipeline processors belong to SIMD. Since each processor executes the same instruction (or no instruction) at the same time but on different data; Multiprocessors belong to MIMD, since the instructions may differ across the processors, which need not operate synchronously.

Although these categories give a helpful coarse division, the current situation is more complicated, with some architectures exhibiting aspects of more than one category. Indeed, many of today's machines are really a hybrid design.

The design of parallel algorithms faces the SIMD or MIMD type machines. The number of parallel processors $p$ is an important parameter in a parallel system. On SIMD machines, $p$ processors can execute the same instruction at the same time but on different data. On MIMD machines, instructions may differ across $p$ processors, which need not operate synchronously.

The parallel algorithms facing the SIMD and MIMD machines are the algorithms based on " $p$ processors execute the same instruction at the same time but on different data" and "instructions may differ across $p$ processors, which need not operate synchronously" respectively.

For convenience, three ideal assumptions for the model of parallel computers are proposed as follows.
(1) The model has an arbitrary number of identical processors with independent control at any time.
(2) The model has an arbitrary large memory with unrestricted access in any time.
(3) Each processor in the model is capable of taking its operands from the memory, performing any one of the binary operations,,$+- \times, \div$ and storing the result in the memory in unit time. This unit time is called a step (the bookkeeping overhead is ignored). Before starting the computation, the input data is stored in the memory.

The SIMD and MIMD models can be constructed by SIMD and MIMD system in addition to the above three ideal assumptions.

### 7.2 Measures of the Performance of Parallel Algorithms

A mathematical problem can be solved by several parallel algorithms, it is important to analyze which algorithm is better than the others. This work is both practical and theoretical.

Next we introduce some criteria for measuring the performance of parallel algorithms.

The problem size $n$ is the amount of computer storage required to store all the data that define the problem instance. By the time complexity of an algorithm is meant the worst case number of steps required for its execution, we assume that it is a function of $n$, denoted by $T(n)$. If the time required for computing $n$ numbers using some algorithm is $c n^{2}$ steps, where $c$ is a constant, then $T(n)=O\left(n^{2}\right)$. By the space complexity of an algorithm is meant the upper bound of the processors required for its execution, denoted by $P(n)$. If the time and space complexity of two different
parallel algorithms for solving same problem are $T_{1}(n), P_{1}(n)$ and $T_{2}(n), P_{2}(n)$ respectively, and their products (cost-optimality) satisfy

$$
T_{1}(n) \cdot P_{1}(n)<T_{2}(n) \cdot P_{2}(n)
$$

then the former is better than the latter.
After one has obtained a parallel algorithm for the problem of size $n$, it is important to measure its performance in some way. The most commonly accepted measurement is speedup.

Let $T_{p}(n)$ denote the execution time using the parallel algorithm on $p(\geq 1)$ processors, $T_{1}(n)$ denote the execution time using the fastest sequential algorithm on one processor. Then

$$
S_{p}(n)=\frac{T_{1}(n)}{T_{p}(n)}
$$

is called the speedup.
An algorithm with excellent parallel characteristics, that is, a high speedup factor $S_{p}$, still might not yield much actual improvement on $p$ processors as $S_{p}$ would indicate. Thus we have the following measurement.

The efficiency $E_{p}(n)$ of $p$-processor system is defined by

$$
E_{p}(n)=\frac{S_{p}(n)}{p}
$$

The value of $E_{p}(n)$ expresses, in a relative sense, how busy the processors are kept. Evidently

$$
0 \leq E_{p}(n) \leq 1
$$

If the speedup and efficiency of two different parallel algorithms for solving some problem are $S_{p_{1}}(n), E_{p_{1}}(n)$ and $S_{p_{2}}(n), E_{p_{2}}(n)$ respectively, and their products satisfy

$$
S_{p_{1}}(n) \cdot E_{p_{1}}(n)>S_{p_{2}}(n) \cdot E_{p_{2}}(n)
$$

then the former is more efficient than the latter.

### 7.3 Parallel Algorithms

Some basic parallel algorithms are first given before we discuss the parallel algorithms for computing the generalized inverses. In the following the logarithm $\log p$ denotes $\log _{2} p,\lceil x\rceil$ denotes an integer such that

$$
x \leq\lceil x\rceil<x+1
$$

and $\lfloor x\rfloor$ denotes an integer such that

$$
x-1<\lfloor x\rfloor \leq x
$$

### 7.3.1 Basic Algorithms

(1) The sum of $n$ numbers

To compute the sum

$$
\begin{equation*}
S=\sum_{i=1}^{n} b_{i} \tag{7.3.1}
\end{equation*}
$$

a common parallel method is the binary tree method. For example, when $n=8$, the process is shown in Fig. 7.4.

This takes $\log 8=3$ steps and 4 processors. In general, the model of parallel computation assumes an arbitrary number of identical processors. The binary tree method for computing the sum of (7.3.1) takes

$$
T(n)=\lceil\log n\rceil
$$

steps and

$$
P(n)=\left\lceil\frac{n}{2}\right\rceil
$$

processors.
(2) The product of two matrices

Let $A=\left[a_{i j}\right]$ be an $m \times p$ matrix and $B=\left[b_{i j}\right]$ be a $p \times n$ matrix. The product of $A$ and $B$ is the $m \times n$ matrix $C=\left[c_{i j}\right]$ whose elements are given by

$$
\begin{equation*}
c_{i j}=\sum_{k=1}^{p} a_{i k} b_{k j} . \tag{7.3.2}
\end{equation*}
$$



Fig. 7.4 Binary tree method

Let the $i$ th row of $A$ and the $j$ th column of $B$ be

$$
\mathbf{a}_{i,:}=\left[\begin{array}{llll}
a_{i 1} & a_{i 2} & \cdots & a_{i p}
\end{array}\right] \quad \text { and } \quad \mathbf{b}_{j}=\left[\begin{array}{llll}
b_{1 j} & b_{2 j} & \cdots & b_{p j}
\end{array}\right]^{T}
$$

respectively, then

$$
c_{i j}=\mathbf{a}_{i,:} \mathbf{b}_{j}, \quad i=1,2, \cdots, m, j=1,2, \cdots, n,
$$

is called the inner product of $\mathbf{a}_{i,:}$ and $\mathbf{b}_{j}$.
To compute $a_{i k} b_{k j}(k=1,2, \cdots, p)$ in parallel, it takes one step and $p$ processors. The algorithm for parallelly computing the sum (7.3.2) takes $\lceil\log p\rceil$ steps and $p$ processors.

If using $m n p$ processors, then the inner product algorithm for parallelly computing the product of two matrices takes $\lceil\log p\rceil+1$ steps.

In the special case when $m=n=p$, the inner product algorithm for parallelly computing the product $C$ of the matrices $A$ and $B$ of order $n$ takes $\lceil\log n\rceil+1=$ $O(\log n)$ steps and $O\left(n^{3}\right)$ processors.

The multiplication of two $n \times n$ matrices can be done in parallel in time $O(\log n)$ using $n^{\alpha} / \log n$ processors, for some real $\alpha$ satisfying the obvious bounds $2 \leq \alpha \leq 3$. The smallest feasible value of $\alpha$ is $\log 7$. The details can be found in [14].

The middle product algorithm for computing the product of $m \times p$ matrix $A$ and $p \times n$ matrix $B$ is described as follows. Let

$$
\begin{aligned}
C & =A B \\
& =A\left[\begin{array}{llll}
\mathbf{b}_{1} & \mathbf{b}_{2} & \cdots & \mathbf{b}_{n}
\end{array}\right] \\
& =\left[\begin{array}{llll}
A \mathbf{b}_{1} & A \mathbf{b}_{2} & \cdots & A \mathbf{b}_{n}
\end{array}\right] \\
& =\left[\begin{array}{llll}
\sum_{j=1}^{p} b_{j 1} \mathbf{a}_{j} & \sum_{j=1}^{p} b_{j 2} \mathbf{a}_{j} & \cdots & \sum_{j=1}^{p} b_{j n} \mathbf{a}_{j}
\end{array}\right],
\end{aligned}
$$

where $\mathbf{a}_{j}$ denotes the $j$ th column of $A$.
The following is the dual-middle product algorithm for computing $C=A B$ :

$$
C=\left[\begin{array}{c}
\mathbf{a}_{1,:} B \\
\mathbf{a}_{2,:}: B \\
\vdots \\
\mathbf{a}_{m,:} B
\end{array}\right]=\left[\begin{array}{c}
\sum_{j=1}^{p} a_{1 j} \mathbf{b}_{j,:} \\
\sum_{j=1}^{p} a_{2 j} \mathbf{b}_{j,:} \\
\vdots \\
\sum_{j=1}^{p} a_{m j} \mathbf{b}_{j,:}
\end{array}\right],
$$

where $\mathbf{b}_{j,:}$ denotes the $j$ th row of $B$.

The outer product algorithm for computing the product $C$ of $m \times p$ matrix $A$ and $p \times n$ matrix $B$ is given as the following:

$$
\begin{aligned}
C & =A B \\
& =\left[\begin{array}{llll}
\mathbf{a}_{1} & \mathbf{a}_{2} & \cdots & \mathbf{a}_{p}
\end{array}\right]\left[\begin{array}{c}
\mathbf{b}_{1,:} \\
\mathbf{b}_{2,:} \\
\vdots \\
\mathbf{b}_{p,:}
\end{array}\right] \\
& =\sum_{i=1}^{p} \mathbf{a}_{i} \mathbf{b}_{i,:} \\
& =\sum_{i=1}^{p}\left[\begin{array}{llll}
b_{i 1} \mathbf{a}_{i} & b_{i 2} \mathbf{a}_{i} & \cdots, b_{i n} \mathbf{a}_{i}
\end{array}\right] .
\end{aligned}
$$

The following is the dual-outer product algorithm for computing $C=A B$ :

$$
C=\sum_{i=1}^{p} \mathbf{a}_{i} \mathbf{b}_{i,:}=\sum_{i=1}^{p}\left[\begin{array}{c}
a_{1 i} \mathbf{b}_{i,:} \\
a_{2 i} \mathbf{b}_{i,:} \\
\vdots \\
a_{m i} \mathbf{b}_{i,:}
\end{array}\right] .
$$

The steps and the number of processors required by the above algorithms are left to the reader as an exercise.
(3) The powers of an $n \times n$ matrix

The parallel algorithm for computing the set $\left\{B^{j} \mid j=1,2, \cdots, w\right\}$ of powers of a given $n \times n$ matrix $B$ is given in [15].

Procedure $\operatorname{POWERS}(B, w)$
Input: An $n \times n$ matrix $B$ and a positive integer $w$
Output: $\left\{B^{j} \mid j=1,2, \cdots, w\right\}$
begin
if $w=1$,
return $B$;
else
$q \leftarrow\lceil w / 2\rceil ;$
POWERS $(B, q)$;
$B^{i}=B^{[i / 2\rfloor} B^{[i / 2\rceil}, i=q+1, q+2, \cdots, w ;$
end.
We denote by $P_{1}(w)$ and $T_{1}(w)$ respectively the number of processors and steps required by $\operatorname{POWERS}(B, w)$.

Let

$$
T=O(\log n) \quad \text { and } \quad P=\frac{n^{\alpha}}{\log n}, \quad 2 \leq \alpha \leq 3,
$$

be the steps and the number of processors required for multiplying two $n \times n$ matrices respectively, then

$$
T_{1}(w)=O(\log w \log n)
$$

and

$$
P_{1}(w)=\left\lfloor\frac{w}{2}\right\rfloor \frac{n^{\alpha}}{\log n} .
$$

Notice that all the $\lfloor w / 2\rfloor$ matrix multiplications in step 6 can be executed in parallel, given sufficient number of processors. Therefore, since $q \approx\lfloor w / 2\rfloor$, we obtain the simple recurrence:

$$
\begin{aligned}
T_{1}(w) & =T_{1}(w / 2)+T \\
& =T_{1}(w / 4)+2 T \\
& =T_{1}(w / 4)+(\log 4) T \\
& =\cdots \\
& =(\log w) T
\end{aligned}
$$

Thus, $\operatorname{POWERS}(B, w)$ runs in time

$$
T_{1}(w)=\log w O(\log n)=O(\log w \log n)
$$

with

$$
P_{1}(w)=\left\lfloor\frac{w}{2}\right\rfloor P=\left\lfloor\frac{w}{2}\right\rfloor \frac{n^{\alpha}}{\log n}
$$

processors.
By using POWERS $(B, w)$, an improved parallel algorithm for computing the powers of $n \times n$ matrices is given in [15].

Procedure SUPERPOWERS $(B, t)$
Input: An $n \times n$ matrix $B$ and a positive integer $t$
Output: $\left\{B^{j} \mid j=1,2, \cdots, t\right\}$

```
begin
        if \(t=1\)
            return \(B\);
        else
            \(a \leftarrow\lceil\log t\rceil ;\)
            \(b \leftarrow\lfloor t / a\rfloor ; c \leftarrow t-\lfloor t / a\rfloor a ;\)
            POWERS \((B, b)\);
            for \(i \leftarrow 1\) step 1 until \(a-1\) do
                        \(B^{b i+j} \leftarrow B^{b(i-1)+j} B^{b}, \quad j=1,2, \cdots, b ;\)
            \(B^{b a+k} \leftarrow B^{b(a-1)+k} B^{b}, \quad k=1,2, \cdots, c ;\)
    end.
```

We denote by $P_{2}(t)$ the number of processors and $T_{2}(t)$ the number of steps required by $\operatorname{SUPERPOWERS}(B, t)$. It is easy to show that

$$
T_{2}(t) \leq O(\log w \log n)
$$

and

$$
P_{2}(t)=t \frac{n^{\alpha}}{\log t \log n} .
$$

Notice that the steps required by $\operatorname{SUPERPOWERS}(B, t)$ satisfies the inequality

$$
T_{2}(t) \leq T_{1}(t)+a T,
$$

where the first term on the right side is due to step 6 and the second is due to steps 7 and 8. Since $a \approx \log t, b \approx t / \log t$ and $T=O(\log n)$, we obtain

$$
T_{2}(t) \leq T_{1}\left(\frac{t}{\log t}\right)+\log t O(\log n)=O(\log t \log n)
$$

As the number of processors, step 6 requires

$$
\left\lfloor\frac{b}{2}\right\rfloor \frac{n^{\alpha}}{\log n} .
$$

Steps 7 and 8 jointly involve the parallel execution, $a \approx \log t$ steps, of $b$ matrix-matrix multiplications, thereby requiring

$$
b \frac{n^{\alpha}}{\log n}
$$

processors. It follows that

$$
\begin{aligned}
P_{2}(t) & =b \frac{n^{\alpha}}{\log n} \\
& =\left\lfloor\frac{t}{a}\right\rfloor \frac{n^{\alpha}}{\log n} \\
& \approx \frac{t n^{\alpha}}{\log t \log n} .
\end{aligned}
$$

(4) The solution of a lower triangular system

We now turn to the problem of solving the lower triangular linear system

$$
\begin{equation*}
L \mathbf{x}=\mathbf{f}, \tag{7.3.3}
\end{equation*}
$$



Fig. 7.5 Computation of $\mathbf{x}=M_{n} M_{n-1} \cdots M_{1} \mathbf{f}$
where $L=\left[l_{i j}\right]$ is a nonsingular lower triangular matrix of order $n$. It follows from Sect. 5.1.2, the inverse of a lower triangular matrix $L$ can be written in the form

$$
L^{-1}=M_{n} M_{n-1} \cdots M_{1}
$$

where

$$
M_{i}=\left[\begin{array}{cccccc}
1 & & & & &  \tag{7.3.4}\\
& \ddots & & & & \\
& & 1 & & & \\
& & & l_{i i}^{-1} & & \\
& & & -l_{i i}^{-1} l_{i+1, i} & 1 & \\
& & & \vdots & \ddots & \\
& & & -l_{i i}^{-1} l_{n i} & & 1
\end{array}\right], \quad i=1,2, \cdots n .
$$

Thus

$$
\mathbf{x}=M_{n} M_{n-1} \cdots M_{1} \mathbf{f}
$$

We introduce the following notations for computing $\mathbf{x}$ in parallel. Set $s=2^{j}$ and $\mu=\log n$, assuming, without loss of generality, $n=2^{\mu}$. Initially, $M_{i}^{(0)}=M_{i}, i=$ $1,2, \cdots, n-1$, and $\mathbf{f}^{(0)}=\mathbf{f}$. For example, for $n=8$, the computation process is shown in Fig. 7.5.

It is easy to obtain a general computation process:

$$
\begin{aligned}
M_{i}^{(j+1)} & =M_{2 i+1}^{(j)} M_{2 i}^{(j)}, \quad j=0,1, \cdots, \mu-2, i=1,2, \cdots, \frac{n}{2 s}-1, \\
\mathbf{f}^{(j+1)} & =M_{1}^{(j)} \mathbf{f}^{(j)}, \quad j=0,1, \cdots, \mu-1, \\
\mathbf{x} & =M_{n} \mathbf{f}^{(\mu)} .
\end{aligned}
$$



Fig. 7.6 Multiplication of $M_{2 i+1}^{(j)}$ and $M_{2 i}^{(j)}$

The above matrix $M_{i}^{(j)}$ can be written as a $3 \times 3$ block matrix of the form:

$$
M_{i}^{(j)}=\left[\begin{array}{ccc}
I_{i}^{(j)} & \mathrm{O} & \mathrm{O} \\
\mathrm{O} & \widehat{L}_{i}^{(j)} & \mathrm{O} \\
\mathrm{O} & S_{i}^{(j)} & \widehat{I}_{i}^{(j)}
\end{array}\right]
$$

where $\widehat{L}_{i}^{(j)}$ is a lower triangular matrix of order $s=2^{j}, I_{i}^{(j)}$ and $\widehat{I}_{i}^{(j)}$ are two identity matrices of orders $q_{i}^{(j)}=i s-1$ and $r_{i}^{(j)}=(n+1)-(i+1) s$ respectively. It is clear that

$$
\widehat{L}_{i}^{(0)}=\frac{1}{l_{i i}} \quad \text { and } \quad S_{i}^{(0)}=-\frac{1}{l_{i i}}\left[\begin{array}{llll}
l_{i+1, i} & l_{i+2, i} & \cdots & l_{n, i}
\end{array}\right]^{T} .
$$

Partition

$$
S_{i}^{(j)}=\left[\begin{array}{c}
U_{i}^{(j)} \\
V_{i}^{(j)}
\end{array}\right] \in \mathbb{R}^{r_{j}^{(i)} \times s},
$$

where $U_{i}^{(j)}$ is an $s \times s$ matrix.
Multiplying the two partitioned matrices $M_{2 i+1}^{(j)}$ and $M_{2 i}^{(j)}$, shown in Fig. 7.6, we have

$$
\widehat{L}_{i}^{(j+1)}=\left[\begin{array}{ll}
\widehat{L}_{2 i}^{(j)} & \mathrm{O} \\
\widehat{L}_{2 i+1}^{(j)} U_{2 i}^{(j)} & \widehat{L}_{2 i+1}^{(j)}
\end{array}\right]
$$

and

$$
S_{i}^{(j+1)}=\left[S_{2 i+1}^{(j)} U_{2 i}^{(j)}+V_{2 i}^{(j)} S_{2 i+1}^{(j)}\right] .
$$

Let

$$
\mathbf{f}^{(j)}=\left[\begin{array}{l}
\mathbf{g}_{1}^{(j)} \\
\mathbf{g}_{2}^{(j)} \\
\mathbf{g}_{3}^{(j)}
\end{array}\right],
$$

where $\mathbf{g}_{1}^{(j)}$ and $\mathbf{g}_{2}^{(j)}$ are $(s-1)$-vector and $s$-vector respectively, then

$$
\mathbf{f}^{(j+1)}=\left[\begin{array}{l}
\mathbf{g}_{1}^{(j+1)} \\
\mathbf{g}_{2}^{(j+1)} \\
\mathbf{g}_{3}^{(j+1)}
\end{array}\right]=\left[\begin{array}{l}
\mathbf{g}_{1}^{(j)} \\
\widehat{L}_{1}^{(j)} \mathbf{g}_{2}^{(j)} \\
S_{1}^{(j)} \mathbf{g}_{2}^{(j)}+\mathbf{g}_{3}^{(j)}
\end{array}\right]
$$

where the two leading vectors $\mathbf{g}_{1}^{(j)}$ and $\mathbf{g}_{2}^{(j)}$ form the leading $2 s-1$ components of the solution vector $\mathbf{x}$ of (7.3.3).

Next we discuss the number of processors and steps required by the above algorithm.
(1) Forming $M_{i}$ of (7.3.4) requires 2 steps, 1 step division and 1 step subtraction, using $n-i+1$ processors. Thus forming all $M_{i}$, for $i=1,2, \cdots, n$, requires 2 steps and

$$
\sum_{i=1}^{n}(n-i+1)=\frac{1}{2} n(n+1)
$$

processors.
The products $\widehat{L}_{2 i+1}^{(j)} U_{2 i}^{(j)}, S_{2 i+1}^{(j)} U_{2 i}^{(j)}, \widehat{L}_{1}^{(j)} g_{2}^{(j)}$ and $S_{1}^{(j)} g_{2}^{(j)}$ can be computed in parallel, requiring $1+\log s=1+j$ steps to compute the inner product of two $s$ vectors. The sums $S_{2 i+1}^{(j)} U_{2 i}^{(j)}+V_{2 i}^{(j)}$ and $S_{1}^{(j)} g_{2}^{(j)}+g_{3}^{(j)}$ can be computed in parallel requiring one step. Therefore at the $(j-1)$ st level we require

$$
\tau^{(j+1)}=2+j
$$

steps. In addition to the one step for computing $M_{n} f^{(\mu)}$, in total, we require

$$
T=3+\sum_{j=0}^{\mu-1} \tau^{(j+1)}=3+\frac{\mu(\mu+3)}{2}
$$

steps for solving the lower triangular linear system (7.3.3). Since $\mu=\log n$, we have

$$
T=O\left(\log ^{2} n\right)
$$

(2) First of all, we consider the processors for computing

$$
M_{i}^{(j+1)}=M_{2 i+1}^{(j)} M_{2 i}^{(j)}
$$

where $\widehat{L}_{2 i+1}^{(j)} U_{2 i}^{(j)}$ and $S_{2 i+1}^{(j)} U_{2 i}^{(j)}$ in the product can be computed in parallel. To form each column of $\widehat{L}_{2 i+1}^{(j)} U_{2 i}^{(j)}$, we use

$$
\sum_{k=1}^{s} k=\frac{s(s+1)}{2}
$$

processors to compute the $s$ inner products of 1 -vectors, 2 -vectors, $\cdots$, and $s$-vectors. Thus forming all columns of $\widehat{L}_{2 i+1}^{(j)} U_{2 i}^{(j)}$ requires $s^{2}(s+1) / 2$ processors.

At the same time, forming $S_{2 i+1}^{(j)} U_{2 i}^{(j)}$ uses $s^{2} r_{2 i+1}^{(j)}$ processors to compute $s r_{2 i+1}^{(j)}$ inner products of $s$-vectors. Therefore it requires

$$
\begin{aligned}
P^{\prime} & =\frac{1}{2} s^{2}(s+1)+s^{2} r_{2 i+1}^{(j)} \\
& =\frac{1}{2}(2 n+3) s^{2}-\frac{1}{2}(4 i+3) s^{3}
\end{aligned}
$$

processors.
Forming $S_{2 i+1}^{(j)} U_{2 i}^{(j)}+V_{2 i}^{(j)}$ uses $s r_{2 i+1}^{(j)}$, i.e.,

$$
P^{\prime \prime}=(n+1) s-2(i+1) s^{2}
$$

processors. Hence the processors required for computing $M_{i}^{(j+1)}$ is

$$
P_{i}^{(j+1)}=\max \left\{P^{\prime}, P^{\prime \prime}\right\}=P^{\prime}
$$

Similarly, we can show that the number of processors required for computing $\mathbf{f}^{(j+1)}$ is

$$
P_{0}^{(j+1)}=\frac{1}{2}(2 n+3) s-\frac{3}{2} s^{2} .
$$

Hence at the $(j+1)$ st level we require

$$
\begin{aligned}
P^{(j+1)} & =\sum_{k=0}^{n / 2 s-1} P_{k}^{(j+1)} \\
& =\frac{3}{2} s^{3}-\frac{1}{4}(5 n+12) s^{2}+\frac{1}{4}\left(n^{2}+7 n+6\right) s
\end{aligned}
$$

for $j=0,1, \cdots, \mu-2$, processors.
Therefore the processors required for solving the lower triangular linear system (7.3.3) is

$$
P=\max \left\{\max _{0 \leq j \leq \mu-2}\left(P^{(j+1)}\right), \frac{n(n+1)}{2}\right\}
$$

Set

$$
f(s)=\frac{3}{2} s^{3}-\frac{1}{4}(5 n+12) s^{2}+\frac{1}{4}\left(n^{2}+7 n+6\right) s
$$

Since the range of $s=2^{j}, j=0,1, \cdots, \mu-2$, is $\{1,2, \cdots, n / 4\}$, it is easy to show that if $n \geq 16$, the maximum value of $f(x)$ can be reached at $s=n / 8$. Thus

$$
\max _{0 \leq j \leq \mu-2} P^{(j+1)}=\frac{n}{64}\left(\frac{15}{16} n^{2}+11 n+12\right)
$$

and

$$
P=\frac{n}{64}\left(\frac{15}{16} n^{2}+11 n+12\right)=\frac{15}{1024} n^{3}+O\left(n^{2}\right)
$$

Let us summarize the above in the following theorem.
Theorem 7.3.1 ([16]) Let $L$ be a nonsingular lower triangular matrix of order $n$, then there exists an algorithm for computing the solution of the lower triangular linear system $L \mathbf{x}=\mathbf{f}$ in parallel requiring

$$
T=\frac{1}{2} \log ^{2} n+\frac{3}{2} \log n+3
$$

steps and

$$
P=\frac{15}{1024} n^{3}+O\left(n^{2}\right)
$$

processors.

### 7.3.2 Csanky Algorithms

In 1976 Csanky proposed an algorithm for computing the inverse of an $n \times n$ matrix in time $O\left(\log ^{2} n\right)$ using $O\left(n^{4}\right)$ processors.

Algorithm 7.3.1 ([17]) Let $A \in \mathbb{R}^{n \times n}, \operatorname{rank}(A)=n$. This algorithm computes the inverse of $A$.
(1) Parallelly compute $A^{k}=\left[a_{i j}^{(k)}\right], k=1,2, \cdots, n$.
(2) Let $\lambda_{1}, \lambda_{2}, \cdots, \lambda_{n}$ denote the roots of the characteristic polynomial $a(\lambda)$ of A , and the trace of $A^{k}$ be

$$
s_{k}=\sum_{i=1}^{n} \lambda_{i}^{k}, \quad k=1,2, \cdots, n
$$

Parallelly compute

$$
s_{k}=\operatorname{tr}\left(A^{k}\right)=\sum_{i=1}^{n} a_{i i}^{(k)}, \quad k=1,2, \cdots, n
$$

(3) Let the characteristic polynomial of $A$ be

$$
\begin{aligned}
a(\lambda) & =\operatorname{det}(\lambda I-A) \\
& =\prod_{i=1}^{n}\left(\lambda-\lambda_{i}\right) \\
& =\lambda^{n}+c_{1} \lambda^{n-1}+\cdots+c_{n-1} \lambda+c_{n} .
\end{aligned}
$$

From the Newton formula

$$
s_{k}+c_{1} s_{k-1}+\cdots+c_{k-1} s+k c_{k}=0, \quad k=1,2, \cdots, n,
$$

we have

$$
\left[\begin{array}{ccccc}
1 & & & & \\
s_{1} & 2 & & \\
s_{2} & s_{1} & 3 & & \\
\vdots & \vdots & \vdots & \ddots \\
s_{n-1} & s_{n-2} & s_{n-3} & \cdots & n
\end{array}\right]\left[\begin{array}{c}
c_{1} \\
c_{2} \\
c_{3} \\
\vdots \\
c_{n}
\end{array}\right]=-\left[\begin{array}{c}
s_{1} \\
s_{2} \\
s_{3} \\
\vdots \\
s_{n}
\end{array}\right] .
$$

Parallelly compute the solution of the above triangular system.
(4) It follows from the Cayley-Hamilton theorem that $a(A)=0$ and

$$
\begin{equation*}
A^{-1}=-\frac{1}{c_{n}}\left(A^{n-1}+c_{1} A^{n-2}+\cdots+c_{n-2} A+c_{n-1} I\right) . \tag{7.3.5}
\end{equation*}
$$

Parallelly compute $A^{-1}$ of (7.3.5).
Theorem 7.3.2 Let $A \in \mathbb{R}^{n \times n}, \operatorname{rank}(A)=n$, then Algorithm 7.3.1 for computing $A^{-1}$ can be implemented in

$$
I(n)=O\left(\log ^{2} n\right)
$$

steps using

$$
c P(n)=O\left(\frac{1}{2} n^{4}\right)
$$

processors.
Proof Suppose that the $i$ th stage of Algorithm 7.3.1 can be implemented in $T_{i}$ steps using $c P_{i}$ processors.
(1) The parallel computation of $A^{k}=\left[a_{i j}^{(k)}\right], k=1,2, \cdots, n$, by the algorithm $\operatorname{POWERS}(A, n)$ takes $T_{1}=O\left(\log ^{2} n\right)$ steps and

$$
c P_{1}=\frac{n}{2} \cdot \frac{n^{\alpha}}{\log n} \approx O\left(\frac{1}{2} n^{4}\right)
$$

processors.
(2) The parallel computation of $s_{k}=\sum_{i=1}^{n} a_{i i}^{(k)}, k=1,2, \cdots, n$ by the basic algorithm for sum in Sect.7.3.1 takes $T_{2}=\log n$ steps and $c P_{2}=n^{2} / 2$ processors.
(3) The parallel computation of $c_{i}, i=1,2, \cdots, n$ by the basic algorithm for solving lower triangular systems in Sect. 7.3.1 takes $T_{3}=O\left(\log ^{2} n\right)$ steps and $c P_{3}=O\left(n^{3}\right)$ processors.
(4) The parallel computation of $A^{-1}$ takes $T_{4}=\log n+2$ steps and $c P_{4}=n^{3} / 2$ processors.

Thus

$$
I(n)=T_{1}+T_{2}+T_{3}+T_{4}=O\left(\log ^{2} n\right)
$$

and

$$
c P(n)=\max _{1 \leq i \leq 4}\left\{c P_{i}\right\}=O\left(\frac{1}{2} n^{4}\right)
$$

which completes the proof.
It is easy to show that the formula (7.3.5) is the same as the finite algorithm formula (5.5.2) for computing $A^{-1}$. The finite algorithms for computing the generalized inverses $A_{M N}^{\dagger}, A^{\dagger}, A_{d}$ and $A_{g}$ are given in Chap. 5. Consequently we have the following parallel algorithms for the generalized inverses [6, 18].
Algorithm 7.3.2 Let $A \in \mathbb{R}^{m \times n}, \operatorname{rank}(A)=r$. This algorithm computes the MoorePenrose inverse $A^{\dagger}$ of A.
(1) Parallelly compute $B=A^{T} A$.
(2) Parallelly compute $B^{k}=\left[b_{i j}^{(k)}\right], k=1,2, \cdots, r$.
(3) Let $\lambda_{1}, \lambda_{2}, \cdots, \lambda_{n}$ denote the roots of the characteristic polynomial $b(\lambda)$ of $B$, and the trace of $B^{k}$ be

$$
s_{k}=\sum_{i=1}^{n} \lambda_{i}^{k}, \quad k=1,2, \cdots, r .
$$

Parallelly compute

$$
s_{k}=\operatorname{tr}\left(B^{k}\right)=\sum_{i=1}^{n} b_{i i}^{(k)}, \quad k=1,2, \cdots, r .
$$

(4) Let the characteristic polynomial of $B$ be

$$
\begin{aligned}
b(\lambda) & =\operatorname{det}(\lambda I-B) \\
& =\prod_{i=1}^{n}\left(\lambda-\lambda_{i}\right) \\
& =\lambda^{n}+c_{1} \lambda^{n-1}+\cdots+c_{n-1} \lambda+c_{n}
\end{aligned}
$$

Since $\operatorname{rank}(B)=\operatorname{rank}(A)=r, c_{r+1}=c_{r+2}=\cdots=c_{n}=0$.

From the Newton formula we have

$$
\left[\begin{array}{ccccc}
1 & & & \\
s_{1} & 2 & & \\
s_{2} & s_{1} & 3 & \\
\vdots & \vdots & \vdots & \ddots \\
s_{r-1} & s_{r-2} & s_{r-3} & \cdots & r
\end{array}\right]\left[\begin{array}{c}
c_{1} \\
c_{2} \\
c_{3} \\
\vdots \\
c_{r}
\end{array}\right]=-\left[\begin{array}{c}
s_{1} \\
s_{2} \\
s_{3} \\
\vdots \\
s_{r}
\end{array}\right] .
$$

Parallelly compute the solution of the above triangular system.
(5) Parallelly compute

$$
A^{\dagger}=-\frac{1}{c_{r}}\left(\left(A^{T} A\right)^{r-1}+c_{1}\left(A^{T} A\right)^{r-2}+\cdots+c_{r-1} I\right) A^{T} .
$$

The steps and processors required by Algorithm 7.3.2 are given in [6].
Theorem 7.3.3 Let $A \in \mathbb{R}^{m \times n}, \operatorname{rank}(A)=r$. Then Algorithm 7.3.2 for computing $A^{\dagger}$ can be implemented in

$$
G I(m, n)=O(\log r \cdot \log n)+\log m+2 \log n=O(f(m, n, r))
$$

steps using

$$
G c P(m, n)=\left\{\begin{array}{l}
\frac{n^{3} r}{2}, m<\frac{n r}{2}, \\
m n^{2}, m \geq \frac{n r}{2}
\end{array}\right.
$$

processors.
Proof Suppose that the $i$ th stage of Algorithm 7.3.2 can be implemented in $T_{i}$ steps using $G c P_{i}$ processors.
(1) The parallel computation of $B=A^{T} A$ takes $T_{1}=1+\log m$ steps, one step for multiplication, and $\log m$ steps for addition, using $G c P_{1}=m n^{2}$ processors.
(2) The parallel computation of $B^{k}, k=1,2, \cdots, r$, takes

$$
T_{2}=\log r(\log n+1)=O(\log r \cdot \log n)
$$

steps using $G c P_{2}=O\left(r n^{3} / 2\right)$ processors.
(3) The parallel computation of $s_{k}=\sum_{i=1}^{n} b_{i i}^{(k)}, k=1,2, \cdots, r$, by the basic algorithm for sum in Sect.7.3.1 takes $T_{3}=\log n$ steps and $G c P_{3}=r n / 2$ processors.
(4) The parallel computation of $c_{k}, k=1,2, \cdots, r$, by the basic algorithm for solving lower triangular systems in Sect.7.3.1 takes

$$
T_{4}=\frac{1}{2} \log ^{2} r+\frac{3}{2} \log r=O\left(\log ^{2} r\right)
$$

steps and $G c P_{4}=O\left(r^{3}\right)$ processors.
(5) Since $B, B^{2}, \cdots, B^{r-1}$ are already available, the parallel computation of

$$
B^{r-1}+c_{1} B^{r-2}+\cdots+c_{r-1} I
$$

takes $1+\log r$ steps and $r n^{2} / 2$ processors. The parallel computation of $A^{\dagger}$ takes $\log n+2$ steps, one step for multiplication, $\log n$ steps for addition, and one step for division, using $n^{2} m$ processors. Thus

$$
T_{5}=\log n+\log r+3
$$

and $G c P_{5}=O\left(n^{2} m\right)$.
It follows that

$$
\begin{aligned}
G I(m, n) & =\sum_{i=1}^{5} T_{i} \\
& =\log r\left(\log n+\frac{7}{2}\right)+\frac{1}{2} \log ^{2} r+2 \log n+\log m+4 \\
& =O(\log r \cdot \log n)+\log m+2 \log n
\end{aligned}
$$

and

$$
G c P(m, n)=\max _{1 \leq i \leq 5}\left(G c P_{i}\right)=\left\{\begin{array}{l}
\frac{n^{3} r}{2}, m<\frac{n r}{2} \\
m n^{2}, m \geq \frac{n r}{2}
\end{array}\right.
$$

The proof is completed.
Algorithm 7.3.3 Let $A \in \mathbb{R}^{m \times n}, \operatorname{rank}(A)=r, M$ and $N$ be symmetric positive definite matrices of orders $m$ and $n$ respectively. This algorithm computes the weighted Moore-Penrose inverse $A_{M N}^{\dagger}$ of $A$.
(1) Parallelly compute $N^{-1}$.
(2) Parallelly compute $A^{\#}=N^{-1} A^{T} M$ and $B=A^{\#} A=\left(N^{-1} A^{T}\right)(M A)$.
(3) Parallelly compute $B^{k}=\left[b_{i j}^{(k)}\right], k=1,2, \cdots, r$.
(4) Let $\lambda_{1}, \lambda_{2}, \cdots, \lambda_{n}$ denote the roots of the characteristic polynomial of $B$, and the trace of $B^{k}$ be

$$
s_{k}=\sum_{i=1}^{n} \lambda_{i}^{k}, \quad k=1,2, \cdots, r
$$

Parallelly compute

$$
s_{k}=\operatorname{tr}\left(B^{k}\right)=\sum_{i=1}^{n} b_{i i}^{(k)}, \quad k=1,2, \cdots, r
$$

(5) Let the characteristic polynomial $b(\lambda)$ of $B$ be

$$
\begin{aligned}
b(\lambda) & =\operatorname{det}(\lambda I-B) \\
& =\lambda^{n}+c_{1} \lambda^{n-1}+\cdots+c_{n-1} \lambda+c_{n} .
\end{aligned}
$$

Since $\operatorname{rank}(B)=\operatorname{rank}(A)=r, c_{r+1}=c_{r+2}=\cdots=c_{n}=0$. From the Newton formula we have

$$
\left[\begin{array}{cccc}
1 & & & \\
s_{1} & 2 & & \\
s_{2} & s_{1} & 3 & \\
\vdots & \vdots & \vdots & \ddots \\
s_{r-1} & s_{r-2} & s_{r-3} & \cdots r
\end{array}\right]\left[\begin{array}{c}
c_{1} \\
c_{2} \\
c_{3} \\
\vdots \\
c_{r}
\end{array}\right]=-\left[\begin{array}{c}
s_{1} \\
s_{2} \\
s_{3} \\
\vdots \\
s_{r}
\end{array}\right]
$$

Parallelly compute the solution of the above triangular system.
(6) Parallelly compute

$$
A_{M N}^{\dagger}=-\frac{1}{c_{r}}\left(\left(A^{\#} A\right)^{r-1}+c_{1}\left(A^{\#} A\right)^{r-2}+\cdots+c_{r-1} I\right) A^{\#}
$$

The steps and processors required for Algorithm 7.3.3 are given in [6].
Theorem 7.3.4 Let $A \in \mathbb{R}^{m \times n}, \operatorname{rank}(A)=r$, then Algorithm 7.3.3 for computing $A_{M N}^{\dagger}$ can be implemented in

$$
W G I(m, n)=G I(m, n)+O\left(\log ^{2} n+\log m\right)
$$

steps using

$$
W G c P(m, n)= \begin{cases}\frac{n^{4}}{2}, & m \leq \frac{n}{2}(\sqrt{1+2 n}-1) \\ m^{2} n+m n^{2}, & m>\frac{n}{2}(\sqrt{1+2 n}-1)\end{cases}
$$

processors.
Proof Suppose that the $i$ th stage of Algorithm 7.3.3 can be implemented in $T_{i}$ steps using $W c P_{i}$ processors.
(1) It follows from Theorem 7.3.2 that the parallel computation of $N^{-1}$ takes $T_{1}=$ $O\left(\log ^{2} n\right)$ steps and $W c P_{1}=O\left(n^{4} / 2\right)$ processors.
(2) First, the parallel computation of $N^{-1} A^{T}$ and $M A$ takes $1+\log m$ or $1+\log n$ steps and $m^{2} n+m n^{2}$ processors. Then the parallel computation of $A^{\#}=\left(N^{-1} A^{T}\right) M$ and $B=\left(N^{-1} A^{T}\right)(M A)$ takes $1+\log m$ steps and $m^{2} n+m n^{2}$ processors. Thus the parallel computation of $A^{\#}$ and $B$ takes $T_{2}=2(1+\log m)$ or $2+\log m+\log n$ steps and $W c P_{2}=m^{2} n+m n^{2}$ processors.
(3) The parallel computation of $B^{k}, k=1,2, \cdots, r$ takes

$$
T_{3}=\log r(1+\log n)=O(\log r \cdot \log n)
$$

steps and $W c P_{3}=O\left(n^{3} r / 2\right)$ processors.
(4) The parallel computation of $s_{k}, k=1,2, \cdots, r$ takes $T_{4}=\log n$ steps and $W c P_{4}=r n / 2$ processors.
(5) The parallel computation of $c_{k}, k=1,2, \cdots, r$ takes

$$
T_{5}=\frac{1}{2} \log ^{2} r+\frac{3}{2} \log r=O\left(\log ^{2} r\right)
$$

steps and $W c P_{5}=O\left(r^{3}\right)$ processors.
(6) The parallel computation of $A_{M N}^{\dagger}$ takes

$$
T_{6}=\log r+\log n+3
$$

steps and $W c P_{6}=n^{2} m$ processors.
Thus

$$
\begin{aligned}
W G I(m, n) & =\sum_{i=1}^{6} T_{i} \\
& =G I(m, n)+O\left(\log ^{2} n+\log m\right)
\end{aligned}
$$

and

$$
W G c P(m, n)=\max _{1 \leq i \leq 6}\left(W c P_{i}\right)= \begin{cases}\frac{n^{4}}{2}, & m \leq \frac{n}{2}(\sqrt{1+2 n}-1) \\ m^{2} n+m n^{2}, & m>\frac{n}{2}(\sqrt{1+2 n}-1)\end{cases}
$$

The proof is completed.
Remark By using the algorithm SUPERPOWERS $(B, r)$ and some techniques, an improved parallel algorithm for the generalized inverse $A^{\dagger}$ is given in [8]. It shows that, under the same assumptions as in [15], the time complexity and the number of processors using the improved parallel algorithm are

$$
\widetilde{G I}(m, n)=O(\log r \cdot \log n)
$$

and

$$
\widetilde{G c P}(m, n)=\left\{\begin{array}{l}
\frac{2 r^{1 / 2} n^{\alpha}}{\log r \cdot \log n}, \frac{m}{n} \leq \frac{2 r^{1 / 2}}{\log r} \\
\frac{\lceil m / n\rceil n^{\alpha}}{\log n}, \\
\frac{m}{n}>\frac{2 r^{1 / 2}}{\log r}
\end{array}\right.
$$

respectively, and proves the cost-optimality

$$
\widetilde{G c P}(m, n) \widetilde{G I}(m, n)<G c P(m, n) G I(m, n) .
$$

By using the finite algorithms for the Drazin inverse and the group inverse, the corresponding parallel algorithms and their time complexities and the required numbers of processors can be obtained. It is omitted here.

### 7.4 Equivalence Theorem

In 1976, Csanky not only proposed the parallel algorithm for computing the inverse of an $n \times n$ matrix $A$ but also gave an important theoretical result [17].

Let $I(n), E(n), D(n)$, and $P(n)$ respectively denote the parallel arithmetic complexities of inverting a matrix of order $n$, solving a system $A \mathbf{x}=\mathbf{b}$ of $n$ linear equations with $n$ unknowns, computing an order $n$ determinant $\operatorname{det}(A)$, and finding the characteristic polynomial $a(\lambda)=\operatorname{det}(\lambda I-A)$ of an order $n$ matrix $A$, then $I(n), E(n), D(n)$ and $P(n)$ have the same growth rate as follows.

Lemma 7.4.1 $2 \log n \leq I(n), E(n), D(n), P(n)$.
Proof The proof follows directly from the fact that in each case, at least one partial result is a nontrivial function of at least $n^{2}$ variables and fan in argument.

## Theorem 7.4.1

$$
\begin{aligned}
\quad I(n) & =O(f(n)) \\
\Leftrightarrow & E(n)=O(f(n)) \\
\Leftrightarrow D(n) & =O(f(n)) \\
\Leftrightarrow P(n) & =O(f(n)) .
\end{aligned}
$$

Proof (1) $D(n) \leq E(n)+\log n+O(1)$.
Let $D_{t}$ denote an order $t$ determinant and $D_{n}$ be the determinant to be computed. Define

$$
x_{k}=\frac{D_{n-k}}{D_{n-k+1}},
$$

where $1 \leq k \leq n-1$ and $D_{n-k}$ is a properly chosen minor of $D_{n-k+1}$. Since $\prod_{k=1}^{n-1} x_{k}=D_{1} / D_{n}$,

$$
D_{n}=\frac{D_{1}}{\prod_{k=1}^{n-1} x_{k}}
$$

Thus to compute $D_{n}$, we compute $x_{k}$ for all $k$ in $E(n-k+1)$ parallel steps by solving the corresponding system of equations, then in $\log n+O(1)$ additional steps, we can compute $D_{n}$.
(2) $E(n) \leq I(n)+2$.

Transforming $A \mathbf{x}=\mathbf{b}$ into the form $A^{\prime} \mathbf{x}=(I)_{* 1}$ in two steps by row operations, where $(A)_{* j}$ denotes the $j$ th column of $A$. Then invert $A^{\prime}$ in $I(n)$ steps and $\mathbf{x}=$ $\left(\left(A^{\prime}\right)^{-1}\right)_{* 1}$.
(3) $I(n) \leq P(n)+1$.

It is well know that

$$
A^{-1}=\frac{\operatorname{adj}(A)}{\operatorname{det}(A)}, \quad \operatorname{adj}(A)=\left[A_{j i}\right]
$$

where $A_{j i}$ is the algebraic cofactor of $a_{j i}$, the $(j, i)$-element of $A=\left[a_{i j}\right]$. There are $n^{2}$ determinants of order $n-1$ and one determinant $\operatorname{det}(A)$ of order $n$ for computing $A^{-1}$. These $n^{2}+1$ determinants can be evaluated in parallel. Let the characteristic polynomial of any square matrix $B$ is

$$
b(\lambda)=\operatorname{det}(B-\lambda I),
$$

then $\operatorname{det}(B)=b(0)$.
(4) $P(n) \leq D(n)+\log n+O$ (1).

Let the characteristic polynomial of $A$ be

$$
a(\lambda)=\lambda^{n}+a_{1} \lambda_{n-1}+\cdots+a_{n-1} \lambda+a_{n}
$$

and $\omega$ a primitive $(n+1)$ st root of unity. First compute $a\left(\omega^{j}\right)$ for all distinct $\omega^{j}$ in parallel by using the algorithm for computing determinants. This computation takes $D(n)+1$ steps, including one step for computing the diagonal elements of $A-\omega^{j} I$. Let

$$
F=\left[\begin{array}{ccccc}
1 & 1 & 1 & \cdots & 1 \\
1 & \omega & \omega^{2} & \cdots & \omega^{n} \\
1 & \omega^{2} & \omega^{4} & \cdots & \omega^{2 n} \\
\vdots & \vdots & \vdots & & \vdots \\
1 & \omega^{n} & \omega^{2 n} & \cdots & \omega^{n^{2}}
\end{array}\right], \mathbf{a}=\left[\begin{array}{l}
a_{n} \\
a_{n-1} \\
\vdots \\
a_{1} \\
1
\end{array}\right], \mathbf{b}=\left[\begin{array}{l}
a(1) \\
a(\omega) \\
a\left(\omega^{2}\right) \\
\vdots \\
a\left(\omega^{n}\right)
\end{array}\right]
$$

then $F \mathbf{a}=\mathbf{b}$. The coefficients $a_{1}, a_{2}, \cdots, a_{n}$ of $a(\lambda)$ can be obtained by the fast Fourier transform [19]. This takes $\log n+O(1)$ steps.

From Lemma 7.4.1 and the four inequalities above, the theorem follows. For example, to prove $I(n) \Leftrightarrow E(n)$, we have

$$
\begin{aligned}
I(n) & \leq P(n)+1 \leq D(n)+\log n+O(1) \\
& \leq E(n)+2 \log n+O(1) \leq c_{1} E(n), \\
E(n) & \leq I(n)+2 \leq c_{2} I(n)
\end{aligned}
$$

where $c_{1}$ and $c_{2}$ are two nonzero constants. Hence $I(n) \Leftrightarrow E(n)$.

In the remaining of the section, we discuss the generalized matrix defined shortly, its parallel algorithm, relation with the generalized inverses, and equivalence theorems.

Let $A \in \mathbb{C}_{r}^{m \times n}$, and $U \in \mathbb{C}_{m-r}^{m \times(m-r)}$ and $V^{*} \in \mathbb{C}_{n-r}^{n \times(n-r)}$ be matrices whose columns form bases for $\mathcal{N}\left(A^{*}\right)$ and $\mathcal{N}(A)$ respectively. It follows from Corollary 3.1.1 that

$$
A_{1}=\left[\begin{array}{ll}
A & U \\
V & \mathrm{O}
\end{array}\right]
$$

is nonsingular and

$$
A_{1}^{-1}=\left[\begin{array}{cc}
A^{\dagger} & V^{\dagger} \\
U^{\dagger} & \mathrm{O}
\end{array}\right]
$$

For convenience, $A_{1}$ is called a generalized matrix (but not unique) of $A$. If $A$ is nonsingular, we adopt the convention $A_{1}=A$.

Let $\operatorname{adj}\left(A_{1}\right)$ be the common adjoint matrix of $A_{1}$. An $n \times m$ submatrix that lies in the upper left-hand corner of $\operatorname{adj}\left(A_{1}\right)$ is called a generalized adjoint matrix of $A$ and denoted by $\operatorname{Adj}\left(A_{1}\right)$. If $A$ is nonsingular, we adopt the convention $\operatorname{Adj}\left(A_{1}\right)=$ $\operatorname{adj}\left(A_{1}\right)$. It is clear that

$$
\begin{equation*}
A^{\dagger}=\frac{\operatorname{Adj}\left(A_{1}\right)}{\operatorname{det}\left(A_{1}\right)} \tag{7.4.1}
\end{equation*}
$$

The row echelon form of a matrix is given in Chap. 5. A form which is very closely related to the row echelon form is the Hermite echelon form. However, the Hermite echelon form is defined only for square matrices.

Definition 7.4.1 A matrix $H \in \mathbb{C}^{n \times n}$ is said to be in the Hermite echelon form if its elements $h_{i j}$ satisfy the following conditions:
(1) $H$ is an upper triangular matrix, i.e., $h_{i j}=0, i>j$.
(2) $h_{i i}$ is either 0 or 1 .
(3) If $h_{i i}=0$, then $h_{i k}=0$ for all $k, 1 \leq k \leq n$.
(4) If $h_{i i}=1$, then $h_{k i}=0$ for all $k \neq i$.

For example, the matrix

$$
H=\left[\begin{array}{llll}
1 & 2 & 0 & 2 \\
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0
\end{array}\right]
$$

is in the Hermite echelon form. Below are some facts about the Hermite echelon form, the proofs can be found in [20].
Let $A \in \mathbb{C}^{n \times n}$, then
(1) $A$ can always be row reduced to a Hermite echelon form. If $A$ is reduced to its row echelon form, then a permutation of rows can always be performed to obtain a Hermite echelon form.
(2) For a given matrix $A$, the Hermite echelon form $H_{A}$ obtained by row reducing $A$ is unique.
(3) $H_{A}^{2}=H_{A}$.
(4) $\mathcal{N}(A)=\mathcal{N}\left(H_{A}\right)=\mathcal{R}\left(I-H_{A}\right)$ and a basis for $\mathcal{N}(A)$ is the set of nonzero columns of $I-H_{A}$.

Algorithm 7.4.1 Let $A \in \mathbb{R}_{r}^{n \times n}$, this algorithm computes a generalized matrix $A_{1}$ of $A$.
(1) Row reduce $A$ to its Hermite echelon form $H_{A}$.
(2) Form $I-H_{A}$ and select its nonzero columns $\mathbf{v}_{1}, \mathbf{v}_{2}, \cdots, \mathbf{v}_{n-r}$ to form the matrix $V=\left[\begin{array}{llll}\mathbf{v}_{1} & \mathbf{v}_{2} & \cdots & \mathbf{v}_{n-r}\end{array}\right]^{\mathrm{T}}$.
(3) Row reduce $A^{*}$ to its Hermite echelon form $H_{A^{*}}$.
(4) Form $I-H_{A^{*}}$ and select its nonzero columns $\mathbf{u}_{1}, \mathbf{u}_{2}, \cdots, \mathbf{u}_{n-r}$ to form the matrix $U=\left[\begin{array}{llll}\mathbf{u}_{1} & \mathbf{u}_{2} & \cdots & \mathbf{u}_{n-r}\end{array}\right]$.
(5) Form the nonsingular matrix

$$
A_{1}=\left[\begin{array}{cc}
A & U \\
V & \mathrm{O}
\end{array}\right]
$$

Although the above algorithm is stated for square matrices, it is easy to modify it for non-square ones. If $A \in \mathbb{C}^{m \times n}$, then we pad zero rows or zero columns such that

$$
\left[\begin{array}{lll}
A & \mathrm{O}
\end{array}\right] \text { or }\left[\begin{array}{l}
A \\
\mathrm{O}
\end{array}\right]
$$

is square and use the identity

$$
\left[\begin{array}{ll}
A & \mathrm{O}
\end{array}\right]^{\dagger}=\left[\begin{array}{c}
A^{\dagger} \\
\mathrm{O}
\end{array}\right] \quad \text { or } \quad\left[\begin{array}{l}
A \\
\mathrm{O}
\end{array}\right]^{\dagger}=\left[\begin{array}{ll}
A^{\dagger} \mathrm{O}
\end{array}\right]
$$

Let $F(U, V)$ denote the parallel arithmetic complexity of computing the submatrices $U$ and $V$ in the generalized matrix $A_{1}$ of $A$, then we have the following bounds.

Lemma 7.4.2 ([6]) Let $A \in \mathbb{C}^{n \times n}, \operatorname{rank}(A)=r$, and the number of processors used in Algorithm 7.4.1 be

$$
(n-1)\left(2 n-j_{1}-j_{1}^{*}\right),
$$

where $j_{1}$ and $j_{1}^{*}$ are the indices of the first nonzero columns of $A$ and $A^{*}$ respectively, then

$$
4 r \leq F(U, V) \leq 2(n+r)
$$

Proof The proof is left to the reader as an exercise.
Let $A \in \mathbb{C}^{m \times n}, \operatorname{rank}(A)=r, \mathbf{b} \in \mathbb{C}^{m}$, and let $G I(m, n), G E(m, n), G P(m, n)$, and $G D(m, n)$ denote the parallel arithmetic complexity of computing $A^{\dagger}$, the
minimum-norm least-squares solution of the inconsistent linear equations $A \mathbf{x}=\mathbf{b}$, and the characteristic polynomial and the determinant of order $m+n-r$ generalized matrix $A_{1}$, respectively. The the following lemmas show that $G I(m, n), G E(m, n)$, $G P(m, n)$, and $G D(m, n)$ have the same growth rate.

Lemma 7.4.3 $G I(m, n)=D(m+n-r)+F(U, V)+O(1)$.
Proof From (7.4.1), there are $m n$ order $m+n-r-1$ determinants and one order $m+n-r$ determinant to be computed. They can be computed in parallel.

Lemma 7.4.4 $G E(m, n)=D(m+n-r)+F(U, V)+O(1)$.
Proof From Corollary 3.2.1, the components $x_{j}$ of the minimum-norm least-squares solution of the inconsistent linear equations $A \mathbf{x}=\mathbf{b}$ are given by

$$
\begin{equation*}
x_{j}=\frac{\operatorname{det}\left(A_{1}(j \rightarrow \widetilde{\mathbf{b}})\right)}{\operatorname{det}\left(A_{1}\right)}, \quad j=1,2, \cdots, n \tag{7.4.2}
\end{equation*}
$$

where $A_{1}$ is a generalized matrix of $A$, and

$$
\widetilde{\mathbf{b}}=\left[\begin{array}{l}
\mathbf{b} \\
\mathbf{0}
\end{array}\right]
$$

is an $(m+n-r)$-vector. From (7.4.2), there are $n+1$ order $m+n-r$ determinants to be computed. They can be computed in parallel.

The following results are obvious.

## Lemma 7.4.5

$$
\begin{aligned}
& G D(m, n)=D(m+n-r)+F(U, V), \\
& G P(m, n)=P(m+n-r)+F(U, V) .
\end{aligned}
$$

From Lemmas 7.4.3-7.4.5 and Theorems 7.4.1 and 7.3.4, we can immediately obtain the following important result.

## Theorem 7.4.2

$$
\begin{aligned}
G I(m, n) & =O(f(m, n, r)) \\
\Leftrightarrow G E(m, n) & =O(f(m, n, r)) \\
\Leftrightarrow G D(m, n) & =O(f(m, n, r)) \\
\Leftrightarrow G P(m, n) & =O(f(m, n, r)) .
\end{aligned}
$$

It follows from Theorem 3.1.1 that the matrix

$$
A_{2}=\left[\begin{array}{cc}
A & M^{-1} U \\
V N & \mathrm{O}
\end{array}\right]
$$

is nonsingular and

$$
A_{2}^{-1}=\left[\begin{array}{cc}
A_{M N}^{\dagger} & V^{*}\left(V N V^{*}\right)^{-1} \\
\left(U^{*} M^{-1} U\right)^{-1} U^{*} & \mathrm{O}
\end{array}\right]
$$

Let $W G I(m, n), W G E(m, n), W G P(m, n)$, and $W G D(m, n)$ denote the parallel arithmetic complexity of computing the weighted Moore-Penrose inverse $A_{M N}^{\dagger}$, the minimum-norm $(N)$ least-squares $(M)$ solution $\mathbf{x}=A_{M N}^{\dagger} \mathbf{b}$ of $A \mathbf{x}=\mathbf{b}$, and the characteristic polynomial and the determinant of order $m+n-r$ generalized matrix $A_{2}$, respectively. The following equivalence theorem is given in [6].

## Theorem 7.4.3

$$
\begin{aligned}
W G I(m, n) & =O(g(m, n, r)) \\
\Leftrightarrow W G E(m, n) & =O(g(m, n, r)) \\
\Leftrightarrow W G D(m, n) & =O(g(m, n, r)) \\
\Leftrightarrow W G P(m, n) & =O(g(m, n, r))
\end{aligned}
$$

## Remarks

Besides Algorithm 7.4.1 for computing the generalized inverse $A^{\dagger}$, Wang [9], Wang and Wei [21, 22] presented a parallel Cramer rule (PCR) for computing $A^{\dagger}, A_{d}$ and $A_{M N}^{\dagger}$, which is an extension of the parallel Cramer rule for computing $A^{-1}$ by Sridhar [23].

A parallel algorithm for computing the Moore-Penrose inverse of a bidiagonal matrix based on SIMD machines is given in [7]. It uses $n$ processors and $O(n\lceil\log n\rceil)$ iterations. Parallel $(M-N)$ SVD algorithm on the SIMD computers can be found in [24].

Parallel successive matrix squaring algorithms for computing the Moore-Penrose inverse, the Drazin inverse, and the weighted Moore-Penrose inverse are presented in [25-27]. Recurrent neural networks for computing the regular inverse, the MoorePenrose inverse, and the weighted Moore-Penrose inverse are given in [28-30].

An improved parallel method for computing the weighted Moore-Penrose inverse $A_{M N}^{\dagger}$ is discussed in [31].
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# Chapter 8 <br> Perturbation Analysis of the <br> Moore-Penrose Inverse and the Weighted Moore-Penrose Inverse 

Let $A$ be a given matrix. When computing a generalized inverse of $A$, due to rounding error, we actually obtain the generalized inverse of a perturbed matrix $B=A+E$ of $A$. It is natural to ask if the generalized inverse of $B$ is close to that of $A$ when the perturbation $E$ is sufficiently small. Thus, it becomes an important subject to study the perturbation analysis of the generalized inverses and find ways to reduce the effect of the perturbation.

### 8.1 Perturbation Bounds

Recall the perturbation bound of a nonsingular matrix $A[1]$. We start with the identity matrix.

Theorem 8.1.1 Let $P \in \mathbb{C}^{n \times n}$ and $\|P\|<1$, then $I-P$ is nonsingular and

$$
\begin{equation*}
\left\|I-(I-P)^{-1}\right\| \leq \frac{\|P\|}{1-\|P\|} \tag{8.1.1}
\end{equation*}
$$

The inequality (8.1.1) tells us that for an identity matrix $I$, if the perturbation $P$ is small, then the error in the inverse $(I-P)^{-1}$ is approximately of the size $\|P\|$. In other words, the error in the inverse of a perturbed identity matrix is about the same as the perturbation. Now, for a general nonsingular matrix we have the following theorem.

Theorem 8.1.2 (1) Let $A, B=A+E \in \mathbb{C}_{n}^{n \times n}$, then

$$
\frac{\left\|B^{-1}-A^{-1}\right\|}{\left\|A^{-1}\right\|} \leq\left\|B^{-1}\right\|\|E\|
$$

(2) If $A$ is nonsingular, $B=A+E$ and $\Delta=\left\|A^{-1}\right\|\|E\|<1$, then $B$ is also nonsingular and

$$
\left\|B^{-1}\right\| \leq \frac{\left\|A^{-1}\right\|}{1-\Delta}
$$

and

$$
\begin{align*}
\frac{\left\|B^{-1}-A^{-1}\right\|}{\left\|A^{-1}\right\|} & \leq \frac{\Delta}{1-\Delta} \\
& =\frac{\kappa(A)\|E\| /\|A\|}{1-\kappa(A)\|E\| /\|A\|} \tag{8.1.2}
\end{align*}
$$

where $\kappa(A)=\|A\|\left\|A^{-1}\right\|$.
The left side of the inequality (8.1.2) is the relative error in $B^{-1}$. If $E$ is sufficiently small, then the right side of the inequality (8.1.2) is about $\kappa(A)\|E\| /\|A\|$. Since $\|E\| /\|A\|$ is the relative error in $B=A+E$, the inequality (8.1.2) implies that the relative error in $B$ may be magnified by a factor of $\kappa(A)$ in the relative error in $B^{-1}$. We call $\kappa(A)$ the condition number with respect to the inversion of the matrix $A$. If $\kappa(A)$ is large, then the problem of inverting $A$ is sensitive to the perturbation in $A$. It is called ill-conditioned. Since

$$
\kappa(A)=\|A\|\left\|A^{-1}\right\| \geq\left\|A A^{-1}\right\|=\|I\|=1
$$

$\kappa(A)$ is indeed an enlargement constant.
It follows from (8.1.2) that $(A+E)^{-1}$ is close to $A^{-1}$ when the inversion of the matrix $A$ is not ill-conditioned and the perturbation $E$ is small enough. But it does not hold for the Moore-Penrose inverse. For example, let

$$
A=\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right], \quad F=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right], \quad \text { and } \quad G=\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right]
$$

then

$$
A^{\dagger}=A, \quad(A+\varepsilon F)^{\dagger}=\frac{1}{1+\varepsilon^{2}}\left[\begin{array}{ll}
1 & 0 \\
\varepsilon & 0
\end{array}\right], \quad(A+\varepsilon G)^{\dagger}=\left[\begin{array}{cc}
1 & 0 \\
0 & \varepsilon^{-1}
\end{array}\right]
$$

Clearly, $\lim _{\varepsilon \rightarrow 0}(A+\varepsilon F)^{\dagger}=A^{\dagger}$, however $\lim _{\varepsilon \rightarrow 0}(A+\varepsilon G)^{\dagger}$ does not exist.
The above example shows that the perturbation $\varepsilon F$ has little effect on the generalized inversion of $A$, but $\varepsilon G$ affects a big effect. Through direct observation, the possible reason is that $\operatorname{rank}(A+\varepsilon F)=\operatorname{rank}(A)$, whereas $\operatorname{rank}(A+\varepsilon G)>\operatorname{rank}(A)$. We will discuss the effect of the change of the rank on the Moore-Penrose inverse and the weighted Moore-Penrose inverse. In the following discussion, $M$ and $N$ represent Hermitian positive definite matrices of orders $m$ and $n$, respectively. First, we consider the weighted Moore-Penrose inverse.

Theorem 8.1.3 Let $A, E \in \mathbb{C}^{m \times n}, B=A+E$, and $\operatorname{rank}(A)=r$.
(1) If $\operatorname{rank}(B)>\operatorname{rank}(A)$, then

$$
\begin{equation*}
\left\|B_{M N}^{\dagger}\right\|_{N M} \geq \frac{1}{\|E\|_{M N}} \tag{8.1.3}
\end{equation*}
$$

(2) If $\left\|A_{M N}^{\dagger}\right\|_{N M}\|E\|_{M N}<1$, then

$$
\begin{equation*}
\operatorname{rank}(B) \geq \operatorname{rank}(A) \tag{8.1.4}
\end{equation*}
$$

Proof (1) Suppose $\operatorname{rank}(B)=p>r$, it follows from Lemma 5.2.2 that

$$
\mu_{p}(A+E) \leq\|E\|_{M N}+\mu_{p}(A)
$$

Since $\operatorname{rank}(A)=r$, we have $\mu_{p}(A)=0$. Using (5.2.5), we get

$$
\left\|(A+E)_{M N}^{\dagger}\right\|_{N M}=\frac{1}{\mu_{p}(A+E)}
$$

implying that (8.1.3) is true.
(2) If $\left\|A_{M N}^{\dagger}\right\|_{N M}\|E\|_{M N}<1$, then

$$
\frac{1}{\left\|A_{M N}^{\dagger}\right\|_{N M}}-\|E\|_{M N}>0
$$

and

$$
\mu_{r}(A)-\|E\|_{M N}>0
$$

From the $(M, N)$ singular value decomposition in Chap. 5,

$$
\mu_{r}(B) \geq \mu_{r}(A)-\|E\|_{M N}>0
$$

Consequently, (8.1.4) holds.
The Moore-Penrose inverse is a special case of the above theorem.
Corollary 8.1.1 Let $A \in \mathbb{C}_{r}^{m \times n}$ and $B=A+E$.
(1) If $\operatorname{rank}(B)>\operatorname{rank}(A)$, then

$$
\left\|B^{\dagger}\right\|_{2} \geq \frac{1}{\|E\|_{2}}
$$

(2) If $\left\|A^{\dagger}\right\|_{2}\|E\|_{2}<1$, then

$$
\operatorname{rank}(B) \geq \operatorname{rank}(A)
$$

Theorem 8.1.3 states that (1) if $\operatorname{rank}(B)>\operatorname{rank}(A)$, even for $B=A+E$ close to $A$, that is, the perturbation $E$ is small, $\left\|B_{M N}^{\dagger}\right\|_{N M}$ can be large and $B_{M N}^{\dagger}$ can be totally different from $A_{M N}^{\dagger}$; (2) if $\|E\|_{N M}$ is small enough, and $\left\|A_{M N}^{\dagger}\right\|_{N M}\|E\|_{M N}<1$, then the rank of the perturbed matrix $B=A+E$ will not decrease. If $\operatorname{rank}(B)>\operatorname{rank}(A)$, the above example tells us that $B^{\dagger}$ may not be close to $A^{\dagger}$, it may not even exist. Thus, in the following discussion, we assume that $\operatorname{rank}(B)=\operatorname{rank}(A)$, that is, the perturbation maintains the rank.

For convenience, the following conditions are called Conditions I and II.
Condition I Let $A, E \in \mathbb{C}^{m \times n}, B=A+E, \operatorname{rank}(B)=\operatorname{rank}(A)=r$, and $\Delta_{1}=$ $\left\|A_{M N}^{\dagger}\right\|_{N M}\|E\|_{M N}<1$.
Condition II Let $A, E \in \mathbb{C}^{m \times n}, B=A+E, \operatorname{rank}(B)=\operatorname{rank}(A)=r$, and $\Delta_{2}=$ $\left\|A^{\dagger}\right\|_{2}\|E\|_{2}<1$.

Theorem 8.1.4 If Condition I holds, then

$$
\begin{equation*}
\left\|B_{M N}^{\dagger}\right\|_{N M} \leq \frac{\left\|A_{M N}^{\dagger}\right\|_{N M}}{1-\Delta_{1}} \tag{8.1.5}
\end{equation*}
$$

Proof Suppose the non-zero $(M, N)$ singular values of $A$ and $B=A+E$ are $\mu_{1}(A) \geq \mu_{2}(A) \geq \cdots \geq \mu_{r}(A)>0 \quad$ and $\quad \mu_{1}(A+E) \geq \mu_{2}(A+E) \geq \cdots \geq$ $\mu_{r}(A+E)>0$, respectively. It follows from Theorem 5.2.2 and Lemma 5.2.2 that

$$
\begin{aligned}
\left\|B_{M N}^{\dagger}\right\|_{N M}^{-1} & =\mu_{r}(B) \\
& \geq \mu_{r}(A)-\|E\|_{M N} \\
& =\left\|A_{M N}^{\dagger}\right\|_{N M}^{-1}-\|E\|_{M N}
\end{aligned}
$$

implying that (8.1.5) holds.
The Condition II is a special case of Condition I.
Corollary 8.1.2 If Condition II holds, then

$$
\left\|B^{\dagger}\right\|_{2} \leq \frac{\left\|A^{\dagger}\right\|_{2}}{1-\Delta_{2}}
$$

In order to derive a bound for the relative error

$$
\frac{\left\|B_{M N}^{\dagger}-A_{M N}^{\dagger}\right\|_{N M}}{\left\|A_{M N}^{\dagger}\right\|_{N M}}
$$

we give a decomposition of $B_{M N}^{\dagger}-A_{M N}^{\dagger}$.

Lemma 8.1.1 Let $A, E \in \mathbb{C}^{m \times n}$, and $B=A+E$, then

$$
\begin{align*}
B_{M N}^{\dagger}-A_{M N}^{\dagger}= & -B_{M N}^{\dagger} E A_{M N}^{\dagger}+B_{M N}^{\dagger}\left(B_{M N}^{\dagger}\right)^{\#} E^{\#}\left(I-A A_{M N}^{\dagger}\right) \\
& -\left(I-B_{M N}^{\dagger} B\right) E^{\#}\left(A_{M N}^{\dagger}\right)^{\#} A_{M N}^{\dagger} . \tag{8.1.6}
\end{align*}
$$

Proof From the left side of (8.1.6),

$$
\begin{align*}
& B_{M N}^{\dagger}-A_{M N}^{\dagger} \\
= & -B_{M N}^{\dagger} E A_{M N}^{\dagger}+\left(B_{M N}^{\dagger}-A_{M N}^{\dagger}\right)+B_{M N}^{\dagger}(B-A) A_{M N}^{\dagger} \\
= & -B_{M N}^{\dagger} E A_{M N}^{\dagger}+B_{M N}^{\dagger}\left(I-A A_{M N}^{\dagger}\right)-\left(I-B_{M N}^{\dagger} B\right) A_{M N}^{\dagger} . \tag{8.1.7}
\end{align*}
$$

Using

$$
A^{*} M\left(I-A A_{M N}^{\dagger}\right)=A^{*} M-A^{*}\left(A_{M N}^{\dagger}\right)^{*} A^{*} M=\mathrm{O},
$$

we get

$$
\begin{aligned}
B_{M N}^{\dagger}\left(I-A A_{M N}^{\dagger}\right) & =B_{M N}^{\dagger} B B_{M N}^{\dagger}\left(I-A A_{M N}^{\dagger}\right) \\
& =B_{M N}^{\dagger} M^{-1}\left(M B B_{M N}^{\dagger}\right)^{*}\left(I-A A_{M N}^{\dagger}\right) \\
& =B_{M N}^{\dagger} M^{-1}\left(B_{M N}^{\dagger}\right)^{*}(A+E)^{*} M\left(I-A A_{M N}^{\dagger}\right) \\
& =B_{M N}^{\dagger} M^{-1}\left(B_{M N}^{\dagger}\right)^{*} E^{*} M\left(I-A A_{M N}^{\dagger}\right) \\
& =B_{M N}^{\dagger} M^{-1}\left(B_{M N}^{\dagger}\right)^{*} N N^{-1} E^{*} M\left(I-A A_{M N}^{\dagger}\right) \\
& =B_{M N}^{\dagger}\left(B_{M N}^{\dagger}\right)^{\#} E^{\#}\left(I-A A_{M N}^{\dagger}\right)
\end{aligned}
$$

Similarly, from

$$
\left(I-B_{M N}^{\dagger} B\right) N^{-1} B^{*}=\mathrm{O}
$$

we get

$$
\begin{equation*}
\left(I-B_{M N}^{\dagger} B\right) A_{M N}^{\dagger}=-\left(I-B_{M N}^{\dagger} B\right) E^{\#}\left(A_{M N}^{\dagger}\right)^{\#} A_{M N}^{\dagger} . \tag{8.1.8}
\end{equation*}
$$

Thus, (8.1.6) follows.
Lemma 8.1.2 If $\mathrm{O} \neq P \in \mathbb{C}^{n \times n}$ and $P^{2}=P=P^{\#}$, then

$$
\|P\|_{N N}=1
$$

Proof It follows from (1.4.11) that

$$
\|P\|_{N N}^{2}=\left\|P^{\#} P\right\|_{N N}=\left\|P^{2}\right\|_{N N}=\|P\|_{N N}
$$

thus

$$
\|P\|_{N N}\left(\|P\|_{N N}-1\right)=\mathrm{O}
$$

Since $P \neq \mathrm{O}$, we get $\|P\|_{N N}=1$.
Now, we have a bound for the relative error in the weighted Moore-Penrose inverse.

Theorem 8.1.5 If Condition I holds, then

$$
\begin{equation*}
\frac{\left\|B_{M N}^{\dagger}-A_{M N}^{\dagger}\right\|_{N M}}{\left\|A_{M N}^{\dagger}\right\|_{N M}} \leq\left(1+\frac{1}{1-\Delta_{1}}+\frac{1}{\left(1-\Delta_{1}\right)^{2}}\right) \Delta_{1} . \tag{8.1.9}
\end{equation*}
$$

Proof Since

$$
\left(I-A A_{M N}^{\dagger}\right)^{2}=I-A A_{M N}^{\dagger}=\left(I-A A_{M N}^{\dagger}\right)^{\#}
$$

and

$$
\left(I-B_{M N}^{\dagger} B\right)^{2}=I-B_{M N}^{\dagger} B=\left(I-B_{M N}^{\dagger} B\right)^{\#},
$$

from Lemma 8.1.2, we have

$$
\left\|I-A A_{M N}^{\dagger}\right\|_{M M}=1 \quad \text { and } \quad\left\|I-B_{M N}^{\dagger} B\right\|_{N N}=1
$$

It then follows from Lemma 8.1.1, (1.4.10), and (1.4.11) that

$$
\begin{aligned}
& \left\|B_{M N}^{\dagger}-A_{M N}^{\dagger}\right\|_{N M} \\
\leq & \left(\left\|A_{M N}^{\dagger}\right\|_{N M}\left\|B_{M N}^{\dagger}\right\|_{N M}+\left\|B_{M N}^{\dagger}\right\|_{N M}^{2}+\left\|A_{M N}^{\dagger}\right\|_{N M}^{2}\right)\|E\|_{M N} .
\end{aligned}
$$

From Theorem 8.1.4, we obtain

$$
\begin{aligned}
& \left\|B_{M N}^{\dagger}-A_{M N}^{\dagger}\right\|_{N M} \\
\leq & \left(\frac{\left\|A_{M N}^{\dagger}\right\|_{N M}^{2}}{1-\Delta_{1}}+\frac{\left\|A_{M N}^{\dagger}\right\|_{N M}^{2}}{\left(1-\Delta_{1}\right)^{2}}+\left\|A_{M N}^{\dagger}\right\|_{N M}^{2}\right)\|E\|_{M N},
\end{aligned}
$$

which implies (8.1.9).
The above theorem says that if $A$ has a small perturbation $E$ and $\operatorname{rank}(A+E)=$ $\operatorname{rank}(A)$, then the perturbation on $A_{M N}^{\dagger}$ is small.

Corollary 8.1.3 If Condition II holds, then

$$
\frac{\left\|B^{\dagger}-A^{\dagger}\right\|_{2}}{\left\|A^{\dagger}\right\|_{2}} \leq\left(1+\frac{1}{1-\Delta_{2}}+\frac{1}{\left(1-\Delta_{2}\right)^{2}}\right) \Delta_{2} .
$$

In this special case, if $A$ has a small perturbation $E, \operatorname{and} \operatorname{rank}(A+E)=\operatorname{rank}(A)$, then the perturbation on $A^{\dagger}$ is small.

In the following, we derive another bound for the relative error of the weighted Moore-Penrose inverse.

Lemma 8.1.3 If Condition I holds, then

$$
\begin{equation*}
\left\|B B_{M N}^{\dagger}\left(I-A A_{M N}^{\dagger}\right)\right\|_{M M}=\left\|A A_{M N}^{\dagger}\left(I-B B_{M N}^{\dagger}\right)\right\|_{M M} . \tag{8.1.10}
\end{equation*}
$$

Proof Suppose that the $(M, N)$ singular value decompositions of $A$ and $B$ are respectively:

$$
A=U_{1}\left[\begin{array}{cc}
D_{1} & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] V_{1}^{*}, \quad \text { and } \quad B=U_{2}\left[\begin{array}{cc}
D_{2} & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] V_{2}^{*}
$$

where $D_{1}=\operatorname{diag}\left(\mu_{1}(A), \ldots, \mu_{r}(A)\right), D_{2}=\operatorname{diag}\left(\mu_{1}(B), \ldots, \mu_{r}(B)\right)$, and

$$
\begin{aligned}
& U_{1}^{*} M U_{1}=I_{m} \quad V_{1}^{*} N^{-1} V_{1}=I_{n}, \\
& U_{2}^{*} M U_{2}=I_{m} \quad V_{2}^{*} N^{-1} V_{2}=I_{n} .
\end{aligned}
$$

Thus, we have

$$
\begin{aligned}
A_{M N}^{\dagger} & =N^{-1} V_{1}\left[\begin{array}{cc}
D_{1}^{-1} & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] U_{1}^{*} M \\
B_{M N}^{\dagger} & =N^{-1} V_{2}\left[\begin{array}{cc}
D_{2}^{-1} & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] U_{2}^{*} M \\
A A_{M N}^{\dagger} & =U_{1}\left[\begin{array}{cc}
I_{r} & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] U_{1}^{*} M=U_{1}\left[\begin{array}{c}
I_{r} \mathrm{O} \\
\mathrm{O} \\
\mathrm{O}
\end{array}\right] U_{1}^{-1}, \\
I-A A_{M N}^{\dagger} & =U_{1}\left[\begin{array}{cc}
\mathrm{O} & \mathrm{O} \\
\mathrm{O} & I_{m-r}
\end{array}\right] U_{1}^{-1}=U_{1}\left[\begin{array}{cc}
\mathrm{O} & \mathrm{O} \\
\mathrm{O} & I_{m-r}
\end{array}\right] U_{1}^{*} M, \\
B B_{M N}^{\dagger} & =U_{2}\left[\begin{array}{cc}
I_{r} & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] U_{2}^{*} M=U_{2}\left[\begin{array}{c}
I_{r} \\
\mathrm{O} \\
\mathrm{O} \\
\mathrm{O}
\end{array}\right] U_{2}^{-1} \\
I-B B_{M N}^{\dagger} & =U_{2}\left[\begin{array}{cc}
\mathrm{O} & \mathrm{O} \\
\mathrm{O} & I_{m-r}
\end{array}\right] U_{2}^{-1}=U_{2}\left[\begin{array}{ll}
\mathrm{O} & \mathrm{O} \\
\mathrm{O} & I_{m-r}
\end{array}\right] U_{2}^{*} M
\end{aligned}
$$

Let $\widehat{U}_{1}=M^{1 / 2} U_{1}$ and $\widehat{U}_{2}=M^{1 / 2} U_{2}$, then $\left(\widehat{U}_{1}\right)^{*} \widehat{U}_{1}=I_{m}$ and $\left(\widehat{U}_{2}\right)^{*} \widehat{U}_{2}=I_{m}$. Thus $\widehat{U}_{1}$ and $\widehat{U}_{2}$ are unitary matrices, and

$$
U_{2}^{*} M U_{1}=\left(\widehat{U}_{2}\right)^{*} \widehat{U}_{1} \equiv W
$$

is also unitary. Partitioning

$$
W=\left[\begin{array}{ll}
W_{11} & W_{12} \\
W_{21} & W_{22}
\end{array}\right] \begin{gathered}
r \\
r
\end{gathered},
$$

we have

$$
\begin{aligned}
& \left\|B B_{M N}^{\dagger}\left(I-A A_{M N}^{\dagger}\right)\right\|_{M M} \\
= & \left\|U_{2}\left[\begin{array}{cc}
I_{r} & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] U_{2}^{*} M U_{1}\left[\begin{array}{cc}
\mathrm{O} & \mathrm{O} \\
\mathrm{O} & I_{m-r}
\end{array}\right] U_{1}^{*} M\right\|_{M M} \\
= & \left\|M^{1 / 2} U_{2}\left[\begin{array}{ll}
I_{r} & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right]\left[\begin{array}{cc}
W_{11} & W_{12} \\
W_{21} & W_{22}
\end{array}\right]\left[\begin{array}{cc}
\mathrm{O} & \mathrm{O} \\
\mathrm{O} & I_{m-r}
\end{array}\right] U_{1}^{*} M^{1 / 2}\right\|_{2} \\
= & \left\|\left[\begin{array}{cc}
I_{r} & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right]\left[\begin{array}{ll}
W_{11} & W_{12} \\
W_{21} & W_{22}
\end{array}\right]\left[\begin{array}{cc}
\mathrm{O} & \mathrm{O} \\
\mathrm{O} & I_{m-r}
\end{array}\right]\right\|_{2} \\
= & \left\|\left[\begin{array}{cc}
\mathrm{O} & W_{12} \\
\mathrm{O} & \mathrm{O}
\end{array}\right]\right\|_{2} \\
= & \left\|W_{12}\right\|_{2} .
\end{aligned}
$$

Similarly, we obtain

$$
\left\|A A_{M N}^{\dagger}\left(I-B B_{M N}^{\dagger}\right)\right\|_{M M}=\left\|W_{21}\right\|_{2}
$$

To derive (8.1.10), it remains to show that $\left\|W_{21}\right\|_{2}=\left\|W_{12}\right\|_{2}$. For any $\mathbf{x} \in \mathbb{C}^{m-r}$ with $\|\mathbf{x}\|_{2}=1$, we set

$$
\mathbf{y}=\left[\begin{array}{l}
\mathbf{0} \\
\mathbf{x}
\end{array}\right] \begin{aligned}
& r \\
& m-r
\end{aligned},
$$

then, since $W$ is unitary, we obtain

$$
\|\mathbf{x}\|_{2}^{2}=\|\mathbf{y}\|_{2}^{2}=\|W \mathbf{y}\|_{2}^{2}=\left\|W_{12} \mathbf{x}\right\|_{2}^{2}+\left\|W_{22} \mathbf{x}\right\|_{2}^{2}
$$

Thus $\left\|W_{12} \mathbf{x}\right\|_{2}^{2}=\|\mathbf{x}\|_{2}^{2}-\left\|W_{22} \mathbf{x}\right\|_{2}^{2}$, consequently,

$$
\begin{aligned}
\left\|W_{12}\right\|_{2}^{2} & =\max _{\|\mathbf{x}\|_{2}=1}\left\|W_{12} \mathbf{x}\right\|_{2}^{2} \\
& =1-\min _{\|\mathbf{x}\|_{2}=1}\left\|W_{22} \mathbf{x}\right\|_{2}^{2} \\
& =1-\sigma_{m-r}^{2}\left(W_{22}\right)
\end{aligned}
$$

where $\sigma_{m-r}\left(W_{22}\right)$ is the smallest singular value of $W_{22}$.
Similarly, it follows from $\|\mathbf{x}\|_{2}^{2}=\|\mathbf{y}\|_{2}^{2}=\left\|W^{*} \mathbf{y}\right\|_{2}^{2}=\left\|W_{21}^{*} \mathbf{x}\right\|_{2}^{2}+\left\|W_{22}^{*} \mathbf{x}\right\|_{2}^{2}$ that

$$
\left\|W_{21}\right\|_{2}^{2}=\left\|W_{21}^{*}\right\|_{2}^{2}=1-\min _{\|\mathbf{x}\|_{2}=1}\left\|W_{22}^{*} \mathbf{x}\right\|_{2}^{2}=1-\sigma_{m-r}^{2}\left(W_{22}^{*}\right) .
$$

Since $\sigma_{m-r}\left(W_{22}\right)=\sigma_{m-r}\left(W_{22}^{*}\right)$, we have $\left\|W_{12}\right\|_{2}=\left\|W_{21}\right\|_{2}$.
Lemma 8.1.4 If Condition I holds, denoting $G=B_{M N}^{\dagger}\left(I-A A_{M N}^{\dagger}\right)$, then

$$
\begin{equation*}
\|G\|_{N M} \leq\left\|B_{M N}^{\dagger}\right\|_{N M}\left\|A_{M N}^{\dagger}\right\|_{N M}\|E\|_{M N} \tag{8.1.11}
\end{equation*}
$$

Proof It follows from $G=B_{M N}^{\dagger} B B_{M N}^{\dagger}\left(I-A A_{M N}^{\dagger}\right)$ that

$$
\|G\|_{N M} \leq\left\|B_{M N}^{\dagger}\right\|_{N M}\left\|B B_{M N}^{\dagger}\left(I-A A_{M N}^{\dagger}\right)\right\|_{M M}
$$

Notice that

$$
B^{*} M\left(I-B B_{M N}^{\dagger}\right)=\mathrm{O}
$$

and

$$
\left(I-B B_{M N}^{\dagger}\right)^{2}=I-B B_{M N}^{\dagger}=\left(I-B B_{M N}^{\dagger}\right)^{\#}
$$

From Lemma 8.1.2, we have $\left\|I-B B_{M N}^{\dagger}\right\|_{M M}=1$. Based on Lemma 8.1.3, we get

$$
\begin{aligned}
& \left\|B B_{M N}^{\dagger}\left(I-A A_{M N}^{\dagger}\right)\right\|_{M M} \\
= & \left\|A A_{M N}^{\dagger}\left(I-B B_{M N}^{\dagger}\right)\right\|_{M M} \\
= & \left\|M^{1 / 2} A A_{M N}^{\dagger}\left(I-B B_{M N}^{\dagger}\right) M^{-1 / 2}\right\|_{2} \\
= & \left\|M^{-1 / 2}\left(M A A_{M N}^{\dagger}\right)^{*}\left(I-B B_{M N}^{\dagger}\right) M^{-1 / 2}\right\|_{2} \\
= & \left\|M^{-1 / 2} A_{M N}^{\dagger}{ }^{*} E^{*} M^{1 / 2} M^{1 / 2}\left(I-B B_{M N}^{\dagger}\right) M^{-1 / 2}\right\|_{2} \\
\leq & \left\|M^{-1 / 2} A_{M N}^{\dagger}{ }^{*} E^{*} M^{1 / 2}\right\|_{2} \\
= & \left\|M^{1 / 2} E A_{M N}^{\dagger} M^{-1 / 2}\right\|_{2} \\
= & \left\|M^{1 / 2} E N^{-1 / 2} N^{1 / 2} A_{M N}^{\dagger} M^{-1 / 2}\right\|_{2} \\
\leq & \left\|M^{1 / 2} E N^{-1 / 2}\right\|_{2}\left\|N^{1 / 2} A_{M N}^{\dagger} M^{-1 / 2}\right\|_{2} \\
= & \|E\|_{M N}\left\|A_{M N}^{\dagger}\right\|_{N M} .
\end{aligned}
$$

Thus (8.1.11) follows.
From (8.1.7), (8.1.8), Theorem 8.1.4, and Lemma 8.1.4, we have the following relative perturbation bounds:

$$
\frac{\left\|B_{M N}^{\dagger}-A_{M N}^{\dagger}\right\|_{N M}}{\left\|A_{M N}^{\dagger}\right\|_{N M}} \leq\left(1+\frac{2}{1-\Delta_{1}}\right) \Delta_{1} \leq \frac{3 \Delta_{1}}{1-\Delta_{1}}
$$

and

$$
\frac{\left\|B^{\dagger}-A^{\dagger}\right\|_{2}}{\left\|A^{\dagger}\right\|_{2}} \leq\left(1+\frac{2}{1-\Delta_{2}}\right) \Delta_{2} \leq \frac{3 \Delta_{2}}{1-\Delta_{2}}
$$

If we study the perturbation analysis carefully, we can get some special results.
Theorem 8.1.6 If Condition I holds, then

$$
\begin{equation*}
\frac{\left\|B_{M N}^{\dagger}-A_{M N}^{\dagger}\right\|_{N M}}{\left\|A_{M N}^{\dagger}\right\|_{N M}} \leq C \frac{\Delta_{1}}{1-\Delta_{1}} \tag{8.1.12}
\end{equation*}
$$

where

$$
C= \begin{cases}(1+\sqrt{5}) / 2, & \text { if } \operatorname{rank}(A)<\min \{m, n\},  \tag{8.1.13}\\ \sqrt{2}, & \text { if } \operatorname{rank}(A)=\min \{m, n\}, \quad(m \neq n), \\ 1, & \text { if } \operatorname{rank}(A)=m=n\end{cases}
$$

Denote the three terms in (8.1.7) as

$$
\begin{aligned}
& F=-B_{M N}^{\dagger} E A_{M N}^{\dagger}, \\
& G=B_{M N}^{\dagger}\left(I-A A_{M N}^{\dagger}\right), \\
& H=-\left(I-B_{M N}^{\dagger} B\right) A_{M N}^{\dagger} .
\end{aligned}
$$

It follows from Theorem 8.1.4, Lemma 8.1.4, and (8.1.8) that

$$
\begin{aligned}
\|F\|_{N M},\|G\|_{N M} & \leq \frac{\Delta_{1}}{1-\Delta_{1}}\left\|A_{M N}^{\dagger}\right\|_{N M} \\
\|H\|_{N M} & \leq \Delta_{1}\left\|A_{M N}^{\dagger}\right\|_{N M},
\end{aligned}
$$

where

$$
\Delta_{1}=\left\|A_{M N}^{\dagger}\right\|_{N M}\|E\|_{M N}=\left\|\left(A_{M N}^{\dagger}\right)^{\#}\right\|_{M N}\left\|E^{\#}\right\|_{N M}
$$

Setting

$$
\alpha=\frac{\Delta_{1}}{1-\Delta_{1}},
$$

we have

$$
\|F\|_{N M},\|G\|_{N M},\|H\|_{N M} \leq \alpha\left\|A_{M N}^{\dagger}\right\|_{N M}
$$

Proof (1) For any $\mathbf{x} \in \mathbb{C}^{m}$ and $\|\mathbf{x}\|_{M}=1$, $\mathbf{x}$ can be decomposed as $\mathbf{x}=\mathbf{x}_{1}+\mathbf{x}_{2}$, where $\mathbf{x}_{1}=A A_{M N}^{\dagger} \mathbf{x}$ and $\mathbf{x}_{2}=\left(I-A A_{M N}^{\dagger}\right) \mathbf{x}$. clearly, $\mathbf{x}_{1}$ and $\mathbf{x}_{2}$ are $M$-orthogonal. Thus $1=\|\mathbf{x}\|_{M}^{2}=\left\|\mathbf{x}_{1}\right\|_{M}^{2}+\left\|\mathbf{x}_{2}\right\|_{M}^{2}$ and there exists a $\varphi$ such that $\cos \varphi=\left\|\mathbf{x}_{1}\right\|_{M}$ and $\sin \varphi=\left\|\mathbf{x}_{2}\right\|_{M}$. From (8.1.7), we have

$$
\left(B_{M N}^{\dagger}-A_{M N}^{\dagger}\right) \mathbf{x}=F \mathbf{x}_{1}+G \mathbf{x}_{2}+H \mathbf{x}_{1} \equiv \mathbf{y}_{1}+\mathbf{y}_{2}+\mathbf{y}_{3}
$$

Using $\left(I-B_{M N}^{\dagger} B\right)^{*} N B_{M N}^{\dagger}=\mathrm{O}$, it is easy to verify that $\mathbf{y}_{3}$ is $N$-orthogonal to both $\mathbf{y}_{1}$ and $\mathbf{y}_{2}$. So,

$$
\begin{align*}
& \left\|\left(B_{M N}^{\dagger}-A_{M N}^{\dagger}\right) \mathbf{x}\right\|_{N}^{2} \\
= & \left\|\mathbf{y}_{1}+\mathbf{y}_{2}\right\|_{N}^{2}+\left\|\mathbf{y}_{3}\right\|_{N}^{2} \\
\leq & \alpha^{2}\left\|A_{M N}^{\dagger}\right\|_{N M}^{2}\left(\left(\left\|\mathbf{x}_{1}\right\|_{M}+\left\|\mathbf{x}_{2}\right\|_{M}\right)^{2}+\left\|\mathbf{x}_{1}\right\|_{M}^{2}\right) \\
= & \alpha^{2}\left\|A_{M N}^{\dagger}\right\|_{N M}^{2}\left((\cos \varphi+\sin \varphi)^{2}+\cos ^{2} \varphi\right) \\
= & \alpha^{2}\left\|A_{M N}^{\dagger}\right\|_{N M}^{2}(3+2 \sin 2 \varphi+\cos 2 \varphi) / 2 \\
\leq & \alpha^{2}\left\|A_{M N}^{\dagger}\right\|_{N M}^{2}(3+\sqrt{5}) / 2 . \tag{8.1.14}
\end{align*}
$$

Thus

$$
\begin{aligned}
\left\|B_{M N}^{\dagger}-A_{M N}^{\dagger}\right\|_{N M} & =\max _{\|\mathbf{x}\|_{M}=1}\left\|\left(B_{M N}^{\dagger}-A_{M N}^{\dagger}\right) \mathbf{x}\right\|_{N} \\
& \leq \alpha\left\|A_{M N}^{\dagger}\right\|_{N M}(1+\sqrt{5}) / 2
\end{aligned}
$$

(2) When $\operatorname{rank}(B)=\operatorname{rank}(A)=n<m$, by $B_{M N}^{\dagger}=\left(B^{*} M B\right)^{-1} B^{*} M$, we have $I-$ $B_{M N}^{\dagger} B=\mathrm{O}$. Thus $H=\mathrm{O}$ and $\mathbf{y}_{3}=\mathbf{0}$.

When $\operatorname{rank}(B)=\operatorname{rank}(A)=m<n$, by $A_{M N}^{\dagger}=N^{-1} A^{*}\left(A N^{-1} A^{*}\right)^{-1}$, we have $I-A A_{M N}^{\dagger}=\mathrm{O}$. Thus $G=\mathrm{O}$ and $\mathbf{y}_{2}=\mathbf{0}$.

It follows from (8.1.14), where either $\mathbf{y}_{2}$ or $\mathbf{y}_{3}$ is zero, that

$$
\left\|\left(B_{M N}^{\dagger}-A_{M N}^{\dagger}\right) \mathbf{x}\right\|_{N}^{2} \leq 2 \alpha^{2}\left\|A_{M N}^{\dagger}\right\|_{N M}^{2} .
$$

Thus

$$
\begin{aligned}
\left\|B_{M N}^{\dagger}-A_{M N}^{\dagger}\right\|_{N M} & =\max _{\|\mathbf{x}\|_{M}=1}\left\|\left(B_{M N}^{\dagger}-A_{M N}^{\dagger}\right) \mathbf{x}\right\|_{N} \\
& \leq \sqrt{2} \alpha\left\|A_{M N}^{\dagger}\right\|_{N M} .
\end{aligned}
$$

(3) When $\operatorname{rank}(A)=m=n$ and $\operatorname{rank}(B)=m=n$. From the proof in (2), we know that $G=\mathrm{O}$ and $H=\mathrm{O}$. Thus the third case in (8.1.13) follows immediately.

Finally, the Moore-Penrose inverse is a special case of the weighted MoorePenrose inverse.

Corollary 8.1.4 If Condition II holds, then

$$
\frac{\left\|B^{\dagger}-A^{\dagger}\right\|_{2}}{\left\|A^{\dagger}\right\|_{2}} \leq C \frac{\Delta_{2}}{1-\Delta_{2}},
$$

where

$$
C= \begin{cases}(1+\sqrt{5}) / 2 & \text { if } \operatorname{rank}(A)<\min \{m, n\}, \\ \sqrt{2} & \text { if } \operatorname{rank}(A)=\min \{m, n\}, \quad(m \neq n), \\ 1 & \text { if } \operatorname{rank}(A)=m=n .\end{cases}
$$

The perturbation bound for the Moore-Penrose inverse can be found in [2, 3], the bound for the weighted Moore-Penrose inverse can be found in [4], on which this section is based.

### 8.2 Continuity

It follows from Theorem 8.1.2 that if $E \rightarrow \mathrm{O}$, i.e., $B \rightarrow A$, we have $\| B^{-1}-$ $A^{-1} \|_{2} \rightarrow 0$, i.e., $B^{-1} \rightarrow A^{-1}$. This implies that the inverse of a nonsingular matrix is a continuous function of the elements of the matrix. If we replace matrix $B$ with sequence $\left\{A_{k}\right\}$, we have the following conclusion.

Theorem 8.2.1 Let $A \in \mathbb{C}_{n}^{n \times n}, \lim _{k \rightarrow \infty} A_{k}=A$, then for sufficiently large $k, A_{k}$ is nonsingular and

$$
\begin{equation*}
\lim _{k \rightarrow \infty} A_{k}^{-1}=A^{-1} \tag{8.2.1}
\end{equation*}
$$

Proof Suppose $E_{k}=A_{k}-A$, then $\lim _{k \rightarrow \infty}\left\|E_{k}\right\|=0$. Thus for sufficiently large $k,\left\|A^{-1}\right\|\left\|E_{k}\right\|<1$. It follows from Theorem 8.1.2 that $A_{k}$ is nonsingular and $\lim _{k \rightarrow \infty}\left\|A_{k}^{-1}-A^{-1}\right\|=0$, thus (8.2.1) holds.

Just as the continuity of the inversion of nonsingular matrices, the Moore-Penrose inverse and the weighted Moore-Penrose inverse of full column rank or full row rank matrices are also continuous.

Theorem 8.2.2 Let $A \in \mathbb{C}_{n}^{m \times n}, M$ and $N$ be Hermitian positive definite matrices of orders $m$ and $n$, respectively, $\lim _{k \rightarrow \infty} A_{k}=A$, then for sufficiently large $k, A_{k}$ is of full column rank and

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left(A_{k}\right)_{M N}^{\dagger}=A_{M N}^{\dagger} \tag{8.2.2}
\end{equation*}
$$

Proof Suppose $E_{k}=A_{k}-A$, then $\lim _{k \rightarrow \infty}\left\|E_{k}\right\|=0$. Since $A \in \mathbb{C}_{n}^{m \times n}, A^{*} A$ is nonsingular and

$$
\begin{aligned}
A_{k}^{*} A_{k} & =\left(A+E_{k}\right)^{*}\left(A+E_{k}\right) \\
& =A^{*} A\left(I+\left(A^{*} A\right)^{-1}\left(\left(A+E_{k}\right)^{*} E_{k}+E_{k}^{*} A\right)\right) .
\end{aligned}
$$

Since $\left\|E_{k}\right\| \rightarrow 0$, we have $\left\|\left(A^{*} A\right)^{-1}\left(\left(A+E_{k}\right)^{*} E_{k}+E_{k}^{*} A\right)\right\|<1$, thus

$$
I+\left(A^{*} A\right)^{-1}\left(\left(A+E_{k}\right)^{*} E_{k}+E_{k}^{*} A\right)
$$

is nonsingular, and so is $A_{k}^{*} A_{k}$, i.e., $A_{k}$ is of full column rank. Also, it can be derived that $\widetilde{A}_{k}=M^{1 / 2} A_{k} N^{-1 / 2}$ is of full column rank. Denote

$$
\begin{aligned}
\widetilde{A}_{k} & =M^{1 / 2} A_{k} N^{-1 / 2} \\
& =M^{1 / 2} A N^{-1 / 2}+M^{1 / 2} E_{k} N^{-1 / 2} \\
& \equiv \widetilde{A}+\widetilde{E}_{k}
\end{aligned}
$$

Notice that $\widetilde{E}_{k} \rightarrow \mathrm{O}$, as $k \rightarrow \infty$,

$$
\begin{aligned}
& \lim _{k \rightarrow \infty}\left(\widetilde{A}+\widetilde{E}_{k}\right)^{*}=\widetilde{A}^{*} \\
& \lim _{k \rightarrow \infty}\left(\left(\widetilde{A}+\widetilde{E}_{k}\right)^{*}\left(\widetilde{A}+\widetilde{E}_{k}\right)\right)^{-1}=\left(\widetilde{A}^{*} \widetilde{A}\right)^{-1}
\end{aligned}
$$

Furthermore,

$$
\begin{aligned}
\lim _{k \rightarrow \infty} \widetilde{A}_{k}^{\dagger} & =\lim _{k \rightarrow \infty}\left(\left(\widetilde{A}+\widetilde{E}_{k}\right)^{*}\left(\widetilde{A}+\widetilde{E}_{k}\right)\right)^{-1}\left(\widetilde{A}+\widetilde{E}_{k}\right)^{*} \\
& =\left(\widetilde{A}^{*} \widetilde{A}\right)^{-1} \widetilde{A}^{*} \\
& =\widetilde{A}^{\dagger} \\
& =\left(M^{1 / 2} A N^{-1 / 2}\right)^{\dagger} .
\end{aligned}
$$

Thus

$$
\begin{aligned}
\left(A_{k}\right)_{M N}^{\dagger} & =N^{-1 / 2}\left(M^{1 / 2} A_{k} N^{-1 / 2}\right)^{\dagger} M^{1 / 2} \\
& =N^{-1 / 2} \widetilde{A}_{k}^{\dagger} M^{1 / 2} \\
& \rightarrow N^{-1 / 2}\left(M^{1 / 2} A N^{-1 / 2}\right)^{\dagger} M^{1 / 2} \\
& =A_{M N}^{\dagger}
\end{aligned}
$$

as $k \rightarrow \infty$.
Corollary 8.2.1 Let $A \in \mathbb{C}_{n}^{m \times n}, \lim _{k \rightarrow \infty} A_{k}=A$, then for sufficiently large $k, A_{k}$ is of full column rank and

$$
\lim _{k \rightarrow \infty} A_{k}^{\dagger}=A^{\dagger}
$$

Next we discuss the continuity of the Moore-Penrose inverse and the weighted Moore-Penrose inverse of a rank-deficient matrix.

Theorem 8.2.3 Let $A \in \mathbb{C}_{r}^{m \times n}, M$ and $N$ be Hermitian positive definite matrices of orders $m$ and $n$, respectively. Suppose $\left\{A_{k}\right\}$ is an $m \times n$ matrix sequence and $A_{k} \rightarrow A$, then the necessary and sufficient condition for $\left(A_{k}\right)_{M N}^{\dagger} \rightarrow A_{M N}^{\dagger}$ is

$$
\begin{equation*}
\operatorname{rank}\left(A_{k}\right)=\operatorname{rank}(A) \tag{8.2.3}
\end{equation*}
$$

for the sufficiently large $k$.
Proof Let $E_{k}=A_{k}-A$. If $A_{k} \rightarrow A$, then $E_{k} \rightarrow \mathrm{O}$.
Sufficiency: If $\operatorname{rank}\left(A_{k}\right)=\operatorname{rank}(A)$, then Condition I holds. It follows from Theorem 8.1.6 and $E_{k} \rightarrow \mathrm{O}$ that $\left\|\left(A_{k}\right)_{M N}^{\dagger}-A_{M N}^{\dagger}\right\|_{N M} \rightarrow 0$, thus $\left(A_{k}\right)_{M N}^{\dagger} \rightarrow A_{M N}^{\dagger}$.

Necessity: Suppose $\left(A_{k}\right)_{M N}^{\dagger} \rightarrow A_{M N}^{\dagger}$. If $\operatorname{rank}\left(A_{k}\right) \neq \operatorname{rank}(A)$, then we have $\operatorname{rank}(A)$ $<\operatorname{rank}\left(A+E_{k}\right)=\operatorname{rank}\left(A_{k}\right)$. It follows from Theorem 8.1.3 that $\left\|\left(A_{k}\right)_{M N}^{\dagger}\right\|_{N M} \geq$ $\left\|E_{k}\right\|_{M N}^{-1}$, which shows that if $E_{k} \rightarrow \mathrm{O}$, then $\left(A_{k}\right)_{M N}^{\dagger}$ does not exist.
Corollary 8.2.2 Suppose $A \in \mathbb{C}_{r}^{m \times n},\left\{A_{k}\right\}$ is an $m \times n$ matrix sequence. If $A_{k} \rightarrow A$, then the necessary and sufficient condition for $A_{k}^{\dagger} \rightarrow A^{\dagger}$ is

$$
\operatorname{rank}\left(A_{k}\right)=\operatorname{rank}(A)
$$

for the sufficiently large $k$.
The continuity of the Moore-Penrose inverse can be found in [1, 5], that of the weighted Moore-Penrose inverse can be found in [4], on which this section is based.

### 8.3 Rank-Preserving Modification

From the discussion in the previous section, we know that after the matrix $A$ is modified to $B=A+E$, if $\operatorname{rank}(B)>\operatorname{rank}(A)$, it will cause the discontinuity of the Moore-Penrose inverse or the weighted Moore-Penrose inverse. The modification $E$ can be computational errors. Therefore the computed result can be far from the true solution, which is an serious issue in scientific computing. So, we are interested in rank-preserving modifications. The rank-preserving modification of a rank deficient matrix is discussed in $[4,5]$, which can overcome the discontinuity problem.

The basic idea behind rank-preserving modification is to deal with $A+E$ suitably, specifically, to construct its rank-preserving matrix $A_{E}$ such that when $\|E\| \rightarrow 0$,
(1) $A_{E} \rightarrow A$;
(2) $\operatorname{rank}\left(A_{E}\right)=\operatorname{rank}(A)$.

The tool used is the full-rank decomposition. Let $A \in \mathbb{R}_{r}^{m \times n}$. Without loss of generality, suppose the first $r$ columns of $A$ are linearly independent. Let the fullrank factorization of $A$ be

$$
A=Q U
$$

where $Q$ is a product of orthogonal (or elementary lower triangular) matrices of order $m, U$ is an $m \times n$ upper echelon matrix.

Set

$$
Q=\left[\begin{array}{ll}
Q_{1} & Q_{2}
\end{array}\right] \text { and } U=\left[\begin{array}{ll}
R & S \\
\mathrm{O} & \mathrm{O}
\end{array}\right]
$$

where $Q_{1} \in \mathbb{R}^{m \times r}, Q_{2} \in \mathbb{R}^{m \times(m-r)}, R \in \mathbb{R}^{r \times r}$ an upper triangular matrix, and $S \in$ $\mathbb{R}^{r \times(n-r)}$, thus

$$
A=Q_{1}\left[\begin{array}{ll}
R & S
\end{array}\right] .
$$

Suppose that the full-rank decomposition of $B=A+E=\left[\mathbf{a}_{1}+\mathbf{e}_{1} \cdots \mathbf{a}_{n}+\mathbf{e}_{n}\right]$ is

$$
B=\widetilde{Q} \widetilde{U},
$$

where $\widetilde{Q}$ is a product of orthogonal (or elementary lower triangular) matrices of order $m$ and $\widetilde{U}$ is an $m \times n$ upper echelon matrix. Set

$$
\widetilde{Q}=\left[\begin{array}{ll}
\widetilde{Q}_{1} & \widetilde{Q}_{2}
\end{array}\right] \text { and } \widetilde{U}=\left[\begin{array}{cc}
\widetilde{R} & \widetilde{S} \\
\mathrm{O} & \widehat{S}
\end{array}\right],
$$

where $\widetilde{Q}_{1} \in \mathbb{R}^{m \times r}, \widetilde{Q}_{2} \in \mathbb{R}^{m \times(m-r)}, \widetilde{R} \in \mathbb{R}^{r \times r}$ an upper triangular matrix, $\widetilde{S} \in$ $\mathbb{R}^{r \times(n-r)}$, and $\widehat{S} \in \mathbb{R}^{(m-r) \times(n-r)}$. Construct

$$
\begin{equation*}
A_{E}=\widetilde{Q}_{1}[\widetilde{R} \widetilde{S}] . \tag{8.3.1}
\end{equation*}
$$

Obviously, when $\|E\| \rightarrow 0, \widetilde{Q}_{1} \rightarrow Q_{1}$ and $[\widetilde{R} \widetilde{S}] \rightarrow[R \quad S]$. Therefore $A_{E} \rightarrow A$. From the construction of the full-rank decomposition, when $E$ is sufficiently small, $\operatorname{rank}\left(A_{E}\right)=\operatorname{rank}(A)=r$. We call the definition (8.3.1) of $A_{E}$ the rank-preserving modification of $A+E$, that is, $A_{E}$ is a modification of $A+E$ that preserves the rank of $A$. From Theorem 8.2.3 and Corollary 8.2.2, we have

$$
\lim _{\|E\| \rightarrow 0}\left(A_{E}\right)_{M N}^{\dagger}=A_{M N}^{\dagger} \text { and } \lim _{\|E\| \rightarrow 0} A_{E}^{\dagger}=A^{\dagger}
$$

respectively.
Example Let

$$
A=\left[\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right], E=\left[\begin{array}{ll}
\epsilon & 0 \\
0 & 0
\end{array}\right], M=\left[\begin{array}{ll}
1 & 0 \\
0 & 4
\end{array}\right], \text { and } N=\left[\begin{array}{ll}
4 & 0 \\
0 & 1
\end{array}\right],
$$

then

$$
A_{M N}^{\dagger}=N^{1 / 2}\left(M^{1 / 2} A N^{-1 / 2}\right)^{\dagger} M^{1 / 2}=\frac{1}{25}\left[\begin{array}{cc}
1 & 4 \\
4 & 16
\end{array}\right]
$$

and

$$
(A+E)_{M N}^{\dagger}=\frac{1}{\epsilon}\left[\begin{array}{cc}
1 & -1 \\
-1 & 1+\epsilon
\end{array}\right] .
$$

When $\epsilon \rightarrow 0, B=A+E \rightarrow A$, however, $B_{M N}^{\dagger}=(A+E)_{M N}^{\dagger}$ does not exist. Now consider the full-rank decomposition

$$
A+E=\left[\begin{array}{cc}
1+\epsilon & 1 \\
1 & 1
\end{array}\right]=\left[\begin{array}{cc}
1 & 0 \\
\frac{1}{1+\epsilon} & 1
\end{array}\right]\left[\begin{array}{cc}
1+\epsilon & 1 \\
0 & \frac{\epsilon}{1+\epsilon}
\end{array}\right]
$$

and modify it into the full-rank decomposition

$$
A_{E}=\left[\begin{array}{c}
1 \\
\frac{1}{1+\epsilon}
\end{array}\right][1+\epsilon 1]=F G
$$

to reserve the rank of $A$. Then when $\epsilon \rightarrow 0$, we have

$$
\begin{aligned}
\left(A_{E}\right)_{M N}^{\dagger} & =N^{-1} G^{T}\left(F^{T} M A_{E} N^{-1} G^{T}\right)^{-1} F^{T} M \\
& =\frac{4(1+\epsilon)^{2}}{\left(4+(1+\epsilon)^{2}\right)^{2}}\left[\begin{array}{cc}
\frac{1+\epsilon}{4} & 1 \\
1 & \frac{4}{1+\epsilon}
\end{array}\right] \\
& \rightarrow \frac{1}{25}\left[\begin{array}{cc}
1 & 4 \\
4 & 16
\end{array}\right] \\
& =A_{M N}^{\dagger} .
\end{aligned}
$$

### 8.4 Condition Numbers

Based on the perturbation bounds presented in Sect.8.1, this section gives condition numbers. As before, we start with the nonsingular case. When $A \in \mathbb{C}_{n}^{n \times n}$, from (8.1.2), the perturbation bound for the inversion is

$$
\frac{\left\|(A+E)^{-1}-A^{-1}\right\|}{\left\|A^{-1}\right\|} \leq \frac{\kappa(A)\|E\| /\|A\|}{1-\kappa(A)\|E\| /\|A\|}
$$

where $\kappa(A)=\|A\|\left\|A^{-1}\right\|$ is the condition number with respect to the inversion of matrix $A$.

When $A \in \mathbb{C}_{r}^{m \times n}$, from (8.1.12), the perturbation bound for the weighted MoorePenrose inverse is

$$
\frac{\left\|(A+E)_{M N}^{\dagger}-A_{M N}^{\dagger}\right\|_{N M}}{\left\|A_{M N}^{\dagger}\right\|_{N M}} \leq C \frac{\left\|A_{M N}^{\dagger}\right\|_{N M}\|E\|_{M N}}{1-\left\|A_{M N}^{\dagger}\right\|_{N M}\|E\|_{M N}}
$$

Denoting

$$
\begin{equation*}
\kappa_{M N}(A)=\|A\|_{M N}\left\|A_{M N}^{\dagger}\right\|_{N M}, \tag{8.4.1}
\end{equation*}
$$

we have the following result.
Theorem 8.4.1 If Condition I holds, then

$$
\frac{\left\|(A+E)_{M N}^{\dagger}-A_{M N}^{\dagger}\right\|_{N M}}{\left\|A_{M N}^{\dagger}\right\|_{N M}} \leq C \frac{\kappa_{M N}(A)\|E\|_{M N} /\|A\|_{M N}}{1-\kappa_{M N}(A)\|E\|_{M N} /\|A\|_{M N}}
$$

This implies that if $\kappa_{M N}(A)$ is small, then the effect of the perturbation $E$ on $A_{M N}^{\dagger}$ is also small; if $\kappa_{M N}(A)$ is large, $E$ may have large effect on $A_{M N}^{\dagger}$. Therefore, $\kappa_{M N}(A)$ is called the condition number with respect to the weighted Moore-Penrose inverse.

It follows from Lemma 8.1.4 that the perturbation bound for the Moore-Penrose inverse is

$$
\frac{\left\|(A+E)^{\dagger}-A^{\dagger}\right\|_{2}}{\left\|A^{\dagger}\right\|_{2}} \leq C \frac{\left\|A^{\dagger}\right\|_{2}\|E\|_{2}}{1-\left\|A^{\dagger}\right\|_{2}\|E\|_{2}} .
$$

Denoting

$$
\kappa_{2}(A)=\|A\|_{2}\left\|A^{\dagger}\right\|_{2}
$$

we have the following result:
Corollary 8.4.1 If Condition II holds, then

$$
\frac{\left\|(A+E)^{\dagger}-A^{\dagger}\right\|_{2}}{\left\|A^{\dagger}\right\|_{2}} \leq C \frac{\kappa_{2}(A)\|E\|_{2} /\|A\|_{2}}{1-\kappa_{2}(A)\|E\|_{2} /\|A\|_{2}},
$$

and $\kappa_{2}(A)$ is called the condition number with respect to the Moore-Penrose inverse.
The classical normwise relative condition number measures the sensitivity of matrix inversion. In this section, we will discuss the normwise relative condition number for the weighted Moore-Penrose inverse and the Moore-Penrose inverse. First, for a nonsingular $A \in \mathbb{C}_{n}^{n \times n}$ with matrix norm $\|\cdot\|$, this normwise relative condition number is defined by

$$
\operatorname{cond}(A)=\lim _{\epsilon \rightarrow 0^{+}} \sup _{\|E\| \leq \epsilon\|A\|} \frac{\left\|(A+E)^{-1}-A^{-1}\right\|}{\epsilon\left\|A^{-1}\right\|}
$$

That is, we look at an upper bound for the relative change in $A^{-1}$ compared with a relative change in $A$ of size $\epsilon$. We take the limit as $\epsilon \rightarrow 0^{+}$. Hence a condition number records the worst case sensitivity to small perturbations. When the matrix norm is induced by a vector norm, cond $(A)$ can be expressed by

$$
\operatorname{cond}(A)=\kappa(A)=\|A\|\left\|A^{-1}\right\| .
$$

For more discussion of the condition numbers of nonsingular matrices, see [6].
Now, we give the normwise relative condition numbers for the weighted MoorePenrose inverse and the Moore-Penrose inverse.

Theorem 8.4.2 The condition number of the weighted Moore-Penrose inverse defined by

$$
\operatorname{cond}(A)=\lim _{\epsilon \rightarrow 0^{+}} \sup _{\substack{\|E\| M N \\ \mathcal{R}(E) \in \in\|A\| M N \\ \mathcal{R}\left(E^{*}\right) \subset \mathcal{R}\left(A^{*}\right)}} \frac{\left\|(A+E)_{M N}^{\dagger}-A_{M N}^{\dagger}\right\|_{N M}}{\epsilon\left\|A_{M N}^{\dagger}\right\|_{N M}}
$$

can be expressed by $\operatorname{cond}(A)=\|A\|_{M N}\left\|A_{M N}^{\dagger}\right\|_{N M}$.
Proof From [7], the conditions $\|E\|_{M N} \leq \epsilon\|A\|_{M N}, \mathcal{R}(E) \subset \mathcal{R}(A)$, and $\mathcal{R}\left(E^{*}\right) \subset$ $\mathcal{R}\left(A^{*}\right)$, neglecting $O\left(\epsilon^{2}\right)$ terms in a standard expansion, we get

$$
(A+E)_{M N}^{\dagger}-A_{M N}^{\dagger}=-A_{M N}^{\dagger} E A_{M N}^{\dagger} .
$$

Let $E=\epsilon\|A\|_{M N} \widehat{E}$, then we have $\|\widehat{E}\|_{M N} \leq 1$. Since

$$
\begin{aligned}
\left\|A_{M N}^{\dagger} \widehat{E} A_{M N}^{\dagger}\right\|_{N M} & \leq\left\|A_{M N}^{\dagger}\right\|_{N M}\|\widehat{E}\|_{M N}\left\|A_{M N}^{\dagger}\right\|_{N M} \\
& \leq\left\|A_{M N}^{\dagger}\right\|_{N M}^{2}
\end{aligned}
$$

the result follows if we can show that

$$
\begin{equation*}
\sup _{\substack{\|\widehat{E}\| M N \leq 1 \\ \mathcal{R}(\underline{E}) \subset \mathcal{R}(A) \\ \mathcal{R}\left(\mathbb{E}^{*}\right) \subset \mathcal{R}\left(A^{*}\right)}}\left\|A_{M N}^{\dagger} \widehat{E} A_{M N}^{\dagger}\right\|_{N M}=\left\|A_{M N}^{\dagger}\right\|_{N M}^{2} . \tag{8.4.2}
\end{equation*}
$$

From Theorem 5.2.2,

$$
A=U\left[\begin{array}{cc}
D & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] V^{*}, \quad A_{M N}^{\dagger}=N^{-1} V\left[\begin{array}{cc}
D^{-1} \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] U^{*} M
$$

and $M^{1 / 2} U, N^{-1 / 2} V, U^{*} M^{1 / 2}$, and $V^{*} N^{-1 / 2}$ are all unitary matrices. Let $\mathbf{e}_{i}$ be the $i$ th column of the identity matrix and $\widehat{E}=U \mathbf{e}_{r} \mathbf{e}_{r}^{*} V^{*}$, then

$$
\|\widehat{E}\|_{M N}=\left\|M^{1 / 2} U \mathbf{e}_{r} \mathbf{e}_{r}^{*} V^{*} N^{-1 / 2}\right\|_{2}=\left\|\mathbf{e}_{r} \mathbf{e}_{r}^{*}\right\|_{2}=1
$$

and

$$
\begin{aligned}
& \left\|A_{M N}^{\dagger} \widehat{E} A_{M N}^{\dagger}\right\|_{N M} \\
= & \left\|N^{-1} V\left[\begin{array}{cc}
D^{-1} & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] \mathbf{e}_{r} \mathbf{e}_{r}^{*}\left[\begin{array}{cc}
D^{-1} & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] U^{*} M\right\|_{N M} \\
= & \left\|N^{-1 / 2} V\left[\begin{array}{cc}
D^{-1} & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] \mathbf{e}_{r} \mathbf{e}_{r}^{*}\left[\begin{array}{cc}
D^{-1} & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] U^{*} M^{1 / 2}\right\|_{2} \\
= & \left\|\left[\begin{array}{cc}
D^{-1} & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] \mathbf{e}_{r} \mathbf{e}_{r}^{*}\left[\begin{array}{cc}
D^{-1} & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right]\right\|_{2} \\
= & \mu_{r}^{-2} \\
= & \left\|A_{M N}^{\dagger}\right\|_{N M}^{2}
\end{aligned}
$$

It is easy to see that $\mathcal{R}(\widehat{E}) \subset \mathcal{R}(A)$ and $\mathcal{R}\left(\widehat{E}^{*}\right) \subset \mathcal{R}\left(A^{*}\right)$ from the relations of $A$ and $\widehat{E}$. Thus, (8.4.2) is proved.

In the special case when $M=I \in \mathbb{C}^{m \times m}$ and $N=I \in \mathbb{C}^{n \times n}$, we have the following corollary.

Corollary 8.4.2 The condition number of the Moore-Penrose inverse defined by

$$
\operatorname{cond}(A)=\lim _{\epsilon \rightarrow 0^{+}} \sup _{\substack{\|E\| \geq \in\|A\|_{2} \\ \mathcal{R}(E) \\ \mathcal{R}\left(E^{*}\right) \subset \mathcal{R}\left(A^{*}\right)}} \frac{\left\|(A+E)^{\dagger}-A^{\dagger}\right\|_{2}}{\epsilon\left\|A^{\dagger}\right\|_{2}}
$$

satisfies $\operatorname{cond}(A)=\|A\|_{2}\left\|A^{\dagger}\right\|_{2}$.
Now we consider another weighted matrix norm:

$$
\|A\|_{M N}^{(F)}=\left\|M^{1 / 2} A N^{-1 / 2}\right\|_{F}, \quad \text { for } A \in \mathbb{C}^{m \times n}
$$

and

$$
\|B\|_{N M}^{(F)}=\left\|N^{1 / 2} B M^{-1 / 2}\right\|_{F}, \quad \text { for } B \in \mathbb{C}^{n \times m} .
$$

Then we have the following condition numbers.
Theorem 8.4.3 The condition number of the weighted Moore-Penrose inverse defined by

$$
\operatorname{cond}_{F}(A)=\lim _{\epsilon \rightarrow 0^{+}} \sup _{\substack{\|E\|\left\|_{M N}^{(F)} \leq \epsilon\right\| A\| \\\mathcal{R}(E) \subset \mathcal{R}\|(A) \\ \mathcal{R}\left(E^{*}\right) \subset \mathcal{R}\left(A^{*}\right)}} \frac{\left\|(A+E)_{M N}^{\dagger}-A_{M N}^{\dagger}\right\|_{N M}^{(F)}}{\epsilon\left\|A_{M N}^{\dagger}\right\|_{N M}^{(F)}}
$$

can be given by

$$
\operatorname{cond}_{F}(A)=\frac{\|A\|_{M N}^{(F)}\left\|A_{M N}^{\dagger}\right\|_{N M}^{2}}{\left\|A_{M N}^{\dagger}\right\|_{N M}^{(F)}}
$$

Proof Analogous to the proof of Theorem 8.4.2, we need to show that

$$
\begin{equation*}
\sup _{\substack{\|\widehat{E}\|^{(F)} \leq 1 \\ \text { R.E. } \\ \mathcal{R}\left(\widehat{E}^{*}\right) \subset \mathcal{R}(A)}}\left\|A_{M N}^{\dagger} \widehat{E} A_{M N}^{\dagger} A_{M N}^{\dagger}\right\|_{N M}^{(F)}=\left\|A_{M N}^{\dagger}\right\|_{N M}^{2} . \tag{8.4.3}
\end{equation*}
$$

The inequality $\|\widehat{E}\|_{M N}^{(F)} \leq 1$ in (8.4.3) implies

$$
\begin{aligned}
\left\|A_{M N}^{\dagger} \widehat{E} A_{M N}^{\dagger}\right\|_{N M}^{(F)} & =\left\|N^{1 / 2} A_{M N}^{\dagger} \widehat{E} A_{M N}^{\dagger} M^{-1 / 2}\right\|_{F} \\
& =\left\|N^{1 / 2} A_{M N}^{\dagger} M^{-1 / 2} M^{1 / 2} \widehat{E} N^{-1 / 2} N^{1 / 2} A_{M N}^{\dagger} M^{-1 / 2}\right\|_{F} \\
& \leq\left\|A_{M N}^{\dagger}\right\|_{N M}\|\widehat{E}\|_{M N}^{(F)}\left\|A_{M N}^{\dagger}\right\|_{N M} \\
& \leq\left\|A_{M N}^{\dagger}\right\|_{N M}^{2},
\end{aligned}
$$

where the inequalities $\|B C\|_{F} \leq\|B\|_{2}\|C\|_{F}$ and $\|B C\|_{F} \leq\|B\|_{F}\|C\|_{2}$ are used.
Let $\widehat{E}=U \mathbf{e}_{r} \mathbf{e}_{r}^{*} V^{*}$, we have

$$
\|\widehat{E}\|_{M N}^{(F)}=1
$$

and

$$
\left\|A_{M N}^{\dagger} \widehat{E} A_{M N}^{\dagger}\right\|_{N M}^{(F)}=\left\|A_{M N}^{\dagger}\right\|_{N M}^{2}
$$

It is easy to see that $\mathcal{R}(\widehat{E}) \subset \mathcal{R}(A)$ and $\mathcal{R}\left(\widehat{E^{*}}\right) \subset \mathcal{R}\left(A^{*}\right)$. So (8.4.3) is proved.
As a special case of Theorem 8.4.3, we have:
Corollary 8.4.3 The condition number of the Moore-Penrose inverse defined by

$$
\operatorname{cond}_{F}(A)=\lim _{\epsilon \rightarrow 0^{+}} \sup _{\substack{\|E\|, \leq \in \in A \|_{F} \\ \mathcal{R}(E) \\ \mathcal{R}\left(E^{*}\right) \subset \mathcal{R}\left(A^{*}\right)}} \frac{\left\|(A+E)^{\dagger}-A^{\dagger}\right\|_{F}}{\epsilon\left\|A^{\dagger}\right\|_{F}}
$$

satisfies

$$
\operatorname{cond}_{F}(A)=\frac{\|A\|_{F}\left\|A^{\dagger}\right\|_{2}^{2}}{\left\|A^{\dagger}\right\|_{F}}
$$

Note that from Corollary 8.4.3 $\operatorname{cond}_{F}(A) \neq\|A\|_{F}\left\|A^{\dagger}\right\|_{F}$.
This section is based on [8].

### 8.5 Expression for the Perturbation of Weighted Moore-Penrose Inverse

In this section, we consider a perturbation formula for the weighted Moore-Penrose inverse of a rectangular matrix and give an explicit expression for the weighted Moore-Penrose inverse of a perturbed matrix under the weakest rank condition.

Let $B=A+E \in \mathbb{C}^{m \times n}$. We know that $\operatorname{rank}(B)=\operatorname{rank}(A)$ is the necessary and sufficient condition for the continuity of the weighted Moore-Penrose inverse. We first present a condition that is equivalent to $\operatorname{rank}(B)=\operatorname{rank}(A)$.
Lemma 8.5.1 Let $A \in \mathbb{C}^{m \times n}$ with $\operatorname{rank}(A)=r$ and $B=A+E$ such that $I+$ $A_{M N}^{\dagger} E$ is nonsingular, then $\operatorname{rank}(B)=\operatorname{rank}(A)$ is equivalent to

$$
\begin{equation*}
\left(I-A A_{M N}^{\dagger}\right) E\left(I+A_{M N}^{\dagger} E\right)^{-1}\left(I-A_{M N}^{\dagger} A\right)=0 \tag{8.5.1}
\end{equation*}
$$

or

$$
\begin{equation*}
\left(I-A A_{M N}^{\dagger}\right)\left(I+E A_{M N}^{\dagger}\right)^{-1} E\left(I-A_{M N}^{\dagger} A\right)=\mathrm{O} \tag{8.5.2}
\end{equation*}
$$

Proof Denote $L=U^{*} M B N^{-1} V \in \mathbb{C}^{m \times n}$. It follows from the $(M, N)$ singular value decomposition Theorem 5.2.2 that $L$ can be written as

$$
L=\left[\begin{array}{ll}
L_{11} & L_{12}  \tag{8.5.3}\\
L_{21} & L_{22}
\end{array}\right]=\left[\begin{array}{cc}
D+P_{1} Q_{1} & P_{1} Q_{2} \\
P_{2} Q_{1} & P_{2} Q_{2}
\end{array}\right] \begin{aligned}
& r \\
& r \\
& r
\end{aligned}
$$

where $P_{i}=U_{i}^{*} M E$ and $Q_{i}=N^{-1} V_{i}, i=1,2$.
It is easy to show

$$
I+A_{M N}^{\dagger} E=I+N^{-1} V_{1} D^{-1} U_{1}^{*} M E=I+Q_{1} D^{-1} P_{1} .
$$

Thus, if $I+A_{M N}^{\dagger} E$ is nonsingular, then so is $D+P_{1} Q_{1}$. Therefore, $\operatorname{rank}(B)=$ $\operatorname{rank}(A)$ is equivalent to

$$
\begin{equation*}
\operatorname{rank}(L)=\operatorname{rank}\left(D+P_{1} Q_{1}\right)=\operatorname{rank}\left(L_{11}\right) \tag{8.5.4}
\end{equation*}
$$

From Lemma 4.1.3, we have

$$
\operatorname{rank}(L)=\operatorname{rank}\left(D+P_{1} Q_{1}\right)+\operatorname{rank}\left(P_{2} Q_{2}-P_{2} Q_{1}\left(D+P_{1} Q_{1}\right)^{-1} P_{1} Q_{2}\right)
$$

Combining (8.5.4) and the above equation, we see that $\operatorname{rank}(B)=\operatorname{rank}(A)$ is equivalent to

$$
\begin{equation*}
P_{2} Q_{2}-P_{2} Q_{1}\left(D+P_{1} Q_{1}\right)^{-1} P_{1} Q_{2}=\mathrm{O} . \tag{8.5.5}
\end{equation*}
$$

Multiplying (8.5.5) with $U_{2}$ on the left and $V_{2}^{*}$ on the right, (8.5.5) is equivalent to

$$
\begin{align*}
& \left(I-A A_{M N}^{\dagger}\right) E\left(I-N^{-1} V_{1}\left(D+U_{1}^{*} M E N^{-1} V_{1}\right)^{-1} U_{1}^{*} M E\right)\left(I-A_{M N}^{\dagger} A\right) \\
= & 0 . \tag{8.5.6}
\end{align*}
$$

Using the Scherman-Morrison-Woodburg formula, we have

$$
\begin{align*}
& N^{-1} V_{1}\left(D+U_{1}^{*} M E N^{-1} V_{1}\right)^{-1} U_{1}^{*} M \\
= & N^{-1} V_{1}\left(D^{-1}-D^{-1} U_{1}^{*} M E\left(I+N^{-1} V_{1} D^{-1} U_{1}^{*} M E\right)^{-1} N^{-1} V_{1} D^{-1}\right) \\
& U_{1}^{*} M \\
= & A_{M N}^{\dagger}-A_{M N}^{\dagger} E\left(I+A_{M N}^{\dagger} E\right)^{-1} A_{M N}^{\dagger} \\
= & \left(I+A_{M N}^{\dagger} E\right)^{-1} A_{M N}^{\dagger} . \tag{8.5.7}
\end{align*}
$$

Substituting (8.5.7) into (8.5.6), we get

$$
\left(I-A A_{M N}^{\dagger}\right) E\left(I-\left(I+A_{M N}^{\dagger} E\right)^{-1} A_{M N}^{\dagger} E\right)\left(I-A_{M N}^{\dagger} A\right)=\mathrm{O},
$$

that is,

$$
\left(I-A A_{M N}^{\dagger}\right) E\left(I+A_{M N}^{\dagger} E\right)^{-1}\left(I-A_{M N}^{\dagger} A\right)=\mathrm{O}
$$

Notice that $E\left(I+A_{M N}^{\dagger} E\right)=\left(I+E A_{M N}^{\dagger}\right) E$, the equivalence of (8.5.1) and (8.5.2) is obvious and the proof is completed.

Now, we are ready to give an expression of $B_{M N}^{\dagger}$, the main topic of this section.
Theorem 8.5.1 Let $B=A+E \in \mathbb{C}^{m \times n}$ with $\operatorname{rank}(B)=\operatorname{rank}(A)=r, M$ and $N$ be Hermitian positive definite matrices of orders $m$ and $n$ respectively. Assuming that $I+A_{M N}^{\dagger} E$ is nonsingular, we have

$$
\begin{align*}
& B_{M N}^{\dagger} \\
= & \left(A_{M N}^{\dagger} A+N^{-1} X^{*} N\right)\left(A_{M N}^{\dagger} A-X\left(N+X^{*} N X\right)^{-1} X^{*} N\right) \\
& \left(I+A_{M N}^{\dagger} E\right)^{-1} A_{M N}^{\dagger}\left(A A_{M N}^{\dagger}-M^{-1} Y^{*}\left(M^{-1}+Y M^{-1} Y^{*}\right)^{-1} Y\right) \\
& \left(A A_{M N}^{\dagger}+M^{-1} Y^{*} M\right), \tag{8.5.8}
\end{align*}
$$

where

$$
X=\left(I+A_{M N}^{\dagger} E\right)^{-1} A_{M N}^{\dagger} E\left(I-A_{M N}^{\dagger} A\right)
$$

and

$$
Y=\left(I-A A_{M N}^{\dagger}\right) E A_{M N}^{\dagger}\left(I+E A_{M N}^{\dagger}\right)^{-1}
$$

Proof It can be easily verified that $B_{M N}^{\dagger}=N^{-1} V L^{\dagger} U^{*} M$, where $L$ is given in (8.5.3). From [9, p. 34], we have

$$
\begin{aligned}
& L^{\dagger} \\
= & {\left[\begin{array}{l}
L_{11}^{*} \\
L_{12}^{*}
\end{array}\right]\left(L_{11}^{*}+L_{11}^{-1} L_{12} L_{12}^{*}\right)^{-1} L_{11}^{-1}\left(L_{11}^{*}+L_{21}^{*} L_{21} L_{11}^{-1}\right)^{-1}\left[\begin{array}{ll}
L_{11}^{*} & L_{21}^{*}
\end{array}\right] } \\
= & {\left[\begin{array}{c}
I \\
\left(L_{11}^{-1} L_{12}\right)^{*}
\end{array}\right]\left(I+L_{11}^{-1} L_{12}\left(L_{11}^{-1} L_{12}\right)^{*}\right)^{-1} L_{11}^{-1} } \\
& \left(I+\left(L_{21} L_{11}^{-1}\right)^{*} L_{21} L_{11}^{-1}\right)^{-1}\left[I\left(L_{21} L_{11}^{-1}\right)^{*}\right] .
\end{aligned}
$$

Denote $F=L_{11}^{-1} L_{12}$ and $G=L_{21} L_{11}^{-1}$. Then

$$
L^{\dagger}=\left[\begin{array}{c}
I \\
F^{*}
\end{array}\right]\left(I+F F^{*}\right)^{-1} L_{11}^{-1}\left(I+G^{*} G\right)^{-1}\left[\begin{array}{ll}
I & G^{*}
\end{array}\right]
$$

Hence, from $V_{1}^{*} N^{-1} V_{1}=U_{1}^{*} M U_{1}=I$, we have

$$
\begin{align*}
& B_{M N}^{\dagger} \\
= & \left(N^{-1} V_{1}+N^{-1} V_{2} F^{*}\right)\left(I+F F^{*}\right)^{-1} L_{11}^{-1}\left(I+G^{*} G\right)^{-1}\left(U_{1}^{*} M+G^{*} U_{2}^{*} M\right) \\
= & \left(N^{-1} V_{1}+N^{-1} V_{2} F^{*}\right) V_{1}^{*} N^{-1} V_{1}\left(I+F F^{*}\right)^{-1} V_{1}^{*} N^{-1} V_{1} L_{11}^{-1} \\
& U_{1}^{*} M U_{1}\left(I+G^{*} G\right)^{-1} U_{1}^{*} M U_{1}\left(U_{1}^{*} M+G^{*} U_{2}^{*} M\right) \\
= & \left(A_{M N}^{\dagger} A+N^{-1} V_{2} F^{*} V_{1}^{*}\right) N^{-1} V_{1}\left(I+F F^{*}\right)^{-1} V_{1}^{*} N^{-1} V_{1} L_{11}^{-1} \\
& U_{1}^{*} M U_{1}\left(I+G^{*} G\right)^{-1} U_{1}^{*} M\left(A A_{M N}^{\dagger}+U_{1} G^{*} U_{2}^{*} M\right) \\
= & \left(A_{M N}^{\dagger} A+B_{2}\right) B_{4} B_{1} B_{5}\left(A A_{M N}^{\dagger}+B_{3}\right), \tag{8.5.9}
\end{align*}
$$

where

$$
\begin{aligned}
& B_{1}=N^{-1} V_{1} L_{11}^{-1} U_{1}^{*} M \\
& B_{2}=N^{-1} V_{2} F^{*} V_{1}^{*}, \\
& B_{3}=U_{1} G^{*} U_{2}^{*} M \\
& B_{4}=N^{-1} V_{1}\left(I+F F^{*}\right)^{-1} V_{1}^{*},
\end{aligned}
$$

and

$$
B_{5}=U_{1}\left(I+G^{*} G\right)^{-1} U_{1}^{*} M .
$$

We now compute $B_{1}$ to $B_{5}$ individually. By (8.5.7), we get

$$
\begin{equation*}
B_{1}=\left(I+A_{M N}^{\dagger} E\right)^{-1} A_{M N}^{\dagger}=A_{M N}^{\dagger}\left(I+E A_{M N}^{\dagger}\right)^{-1} . \tag{8.5.10}
\end{equation*}
$$

Since

$$
\begin{align*}
F & =L_{11}^{-1} L_{12} \\
& =V_{1}^{*} N^{-1} V_{1} L_{11}^{-1} U_{1}^{*} M U_{1} U_{1}^{*} M E N^{-1} V_{2} \\
& =V_{1}^{*}\left(I+A_{M N}^{\dagger} E\right)^{-1} A_{M N}^{\dagger} A A_{M N}^{\dagger} E N^{-1} V_{2} \\
& =V_{1}^{*}\left(I+A_{M N}^{\dagger} E\right)^{-1} A_{M N}^{\dagger} E N^{-1} V_{2} . \tag{8.5.11}
\end{align*}
$$

Similarly,

$$
G=U_{2}^{*} M E A_{M N}^{\dagger}\left(I+E A_{M N}^{\dagger}\right)^{-1} U_{1} .
$$

For $B_{2}$ and $B_{3}$, we have

$$
\begin{align*}
B_{2} & =N^{-1} V_{2} V_{2}^{*} N^{-1}\left(A_{M N}^{\dagger} E\right)^{*}\left(I+\left(A_{M N}^{\dagger} E\right)^{*}\right)^{-1} V_{1} V_{1}^{*} \\
& =N^{-1}\left(I-A_{M N}^{\dagger} A\right)^{*}\left(A_{M N}^{\dagger} E\right)^{*}\left(I+\left(A_{M N}^{\dagger} E\right)^{*}\right)^{-1}\left(A_{M N}^{\dagger} A\right)^{*} N \\
& =N^{-1}\left(I-A_{M N}^{\dagger} A\right)^{*}\left(I+\left(A_{M N}^{\dagger} E\right)^{*}\right)^{-1}\left(A_{M N}^{\dagger} E\right)^{*}\left(A_{M N}^{\dagger} A\right)^{*} N \\
& =N^{-1}\left(I-A_{M N}^{\dagger} A\right)^{*}\left(A_{M N}^{\dagger} E\right)^{*}\left(I+\left(A_{M N}^{\dagger} E\right)^{*}\right)^{-1} N \\
& =N^{-1} X^{*} N, \tag{8.5.12}
\end{align*}
$$

where

$$
X=\left(I+A_{M N}^{\dagger} E\right)^{-1} A_{M N}^{\dagger} E\left(I-A_{M N}^{\dagger} A\right)
$$

and

$$
\begin{align*}
B_{3} & =M^{-1}\left(\left(I-A A_{M N}^{\dagger}\right) E A_{M N}^{\dagger}\left(I+E A_{M N}^{\dagger}\right)^{-1}\right)^{*} M \\
& =M^{-1} Y^{*} M \tag{8.5.13}
\end{align*}
$$

where

$$
Y=\left(I-A A_{M N}^{\dagger}\right) E A_{M N}^{\dagger}\left(I+E A_{M N}^{\dagger}\right)^{-1}
$$

From (8.5.11), we have

$$
\begin{aligned}
& F F^{*} \\
= & V_{1}^{*}\left(I+A_{M N}^{\dagger} E\right)^{-1} A_{M N}^{\dagger} E N^{-1} V_{2} V_{2}^{*} N^{-1}\left(\left(I+A_{M N}^{\dagger} E\right)^{-1} A_{M N}^{\dagger} E\right)^{*} V_{1} \\
= & V_{1}^{*}\left(I+A_{M N}^{\dagger} E\right)^{-1} A_{M N}^{\dagger} E\left(I-A_{M N}^{\dagger} A\right) N^{-1}\left(\left(I+A_{M N}^{\dagger} E\right)^{-1} A_{M N}^{\dagger} E\right)^{*} V_{1} \\
= & V_{1}^{*}\left(I+A_{M N}^{\dagger} E\right)^{-1} A_{M N}^{\dagger} E\left(I-A_{M N}^{\dagger} A\right) N^{-1}\left(I-A_{M N}^{\dagger} A\right)^{*} \\
& \left(\left(I+A_{M N}^{\dagger} E\right)^{-1} A_{M N}^{\dagger} E\right)^{*} V_{1} \\
= & V_{1}^{*} X N^{-1} X^{*} V_{1} .
\end{aligned}
$$

Likewise,

$$
G^{*} G=U_{1}^{*} Y_{1}^{*} M Y U_{1},
$$

using the Sherman-Morrison-Woodburg formula again, we have

$$
\begin{aligned}
\left(I+F F^{*}\right)^{-1} & =\left(I+V_{1}^{*} X N^{-1} X^{*} V_{1}\right)^{-1} \\
& =I-V_{1}^{*} X N^{-1}\left(I+X^{*} V_{1} V_{1}^{*} X N^{-1}\right)^{-1} X^{*} V_{1} \\
& =I-V_{1}^{*} X\left(N+X^{*} N X\right)^{-1} X^{*} V_{1} .
\end{aligned}
$$

As for $B_{4}$, we obtain

$$
\begin{equation*}
B_{4}=A_{M N}^{\dagger} A-X\left(N+X^{*} N X\right)^{-1} X^{*} N \tag{8.5.14}
\end{equation*}
$$

Finally,

$$
B_{5}=A A_{M N}^{\dagger}-M^{-1} Y^{*}\left(M^{-1}+Y M^{-1} Y^{*}\right)^{-1} Y
$$

Substituting Eqs. (8.5.10)-(8.5.14) into (8.5.9) leads to (8.5.8).
From Theorem 8.5.1, we can immediately obtain the following corollaries.
Corollary 8.5.1 Let $B=A+E \in \mathbb{C}^{m \times n}$ with $\operatorname{rank}(B)=\operatorname{rank}(A)=r$. If $I+A^{\dagger} E$ is nonsingular, then

$$
\begin{aligned}
B^{\dagger}= & \left(A^{\dagger} A+X^{*}\right)\left(A^{\dagger} A-X\left(I+X^{*} X\right)^{-1} X^{*}\right)\left(I+A^{\dagger} E\right)^{-1} A^{\dagger} \\
& \left(A A^{\dagger}-Y^{*}\left(I+Y Y^{*}\right)^{-1} Y\right)\left(A A^{\dagger}+Y^{*}\right),
\end{aligned}
$$

where

$$
X=\left(I+A^{\dagger} E\right)^{-1} A^{\dagger} E\left(I-A^{\dagger} A\right)
$$

and

$$
Y=\left(I-A A^{\dagger}\right) E A^{\dagger}\left(I+E A^{\dagger}\right)^{-1}
$$

Corollary 8.5.2 Let $B=A+E \in \mathbb{C}^{m \times n}$ and $I+A_{M N}^{\dagger} E$ be invertible.
(1) If $\mathcal{R}\left(E^{*}\right) \subset \mathcal{R}\left(A^{*}\right)$, then

$$
\begin{aligned}
& B_{M N}^{\dagger} \\
= & \left(I+A_{M N}^{\dagger} E\right)^{-1} A_{M N}^{\dagger}\left(A A_{M N}^{\dagger}-M^{-1} Y^{*}\left(M^{-1}+Y M^{-1} Y^{*}\right)^{-1} Y\right) \\
& \left(A A_{M N}^{\dagger}+M^{-1} Y^{*} M\right)
\end{aligned}
$$

(2) If $\mathcal{R}(E) \subset \mathcal{R}(A)$, then

$$
\begin{aligned}
& B_{M N}^{\dagger} \\
= & \left(A_{M N}^{\dagger} A+N^{-1} X^{*} N\right)\left(A_{M N}^{\dagger} A-X\left(N+X^{*} N X\right)^{-1} X^{*} N\right) \\
& \left(I+A_{M N}^{\dagger} E\right)^{-1} A_{M N}^{\dagger} .
\end{aligned}
$$

(3) [7] If $\mathcal{R}(E) \subset \mathcal{R}(A)$ and $\mathcal{R}\left(E^{*}\right) \subset \mathcal{R}\left(A^{*}\right)$, then

$$
B_{M N}^{\dagger}=\left(I+A_{M N}^{\dagger} E\right)^{-1} A_{M N}^{\dagger}=A_{M N}^{\dagger}\left(I+E A_{M N}^{\dagger}\right)^{-1}
$$

This section is based on [10].

## Remarks

It is difficult to compute the condition numbers $\kappa(A), \kappa_{2}(A)$ and $\kappa_{M N}(A)$. They involve $A^{-1}, A^{\dagger}$, and $A_{M N}^{\dagger}$ or the eigenvalues $\lambda_{1}(A)$ and $\lambda_{n}(A)$, singular values $\sigma_{1}(A)$ and $\sigma_{r}(A),(M, N)$ singular values $\mu_{1}(A)$ and $\mu_{r}(A)$. Many researchers have tried to alleviate the difficulty by defining new condition numbers that are related to the known condition numbers whereas easy to compute under certain circumstances. Readers interested in this topic are referred to [6, 11-13]. Other researchers also have investigated the minimal problem of condition numbers [7, 14, 15].

The condition numbers in this chapter are given in matrix norms. For more on the condition numbers for the Moore-Penrose inverse, see [16] for Frobenius normwise condition numbers, [17-19] for mixed and componentwise condition numbers, [20] for condition numbers involving Kronecker products, and [21] for optimal perturbation bounds.

The bounds for the difference between the generalized inverses $B^{\dagger}$ and $A^{\dagger}$ is discussed in $[2,22,23]$ when $B$ is an acute perturbation of $A(\mathcal{R}(A)$ and $\mathcal{R}(B)$ are acute, so are $\mathcal{R}\left(A^{*}\right)$ and $\mathcal{R}\left(B^{*}\right)$ ). More recent results on the acute perturbation of the weighted M-P inverse can be found in [24].

The perturbation bounds of weighted pseudoinverse and weighted least squares problem can be found in [25-27].

The continuity of the generalized inverse $A_{T, S}^{(2)}$ is given in [28] and the continuity of $\{1\}$ inverse is given in [29].

The condition numbers for the generalized inversion of structured matrices, such as symmetric, circulant, and Hankel, can be found in [30]. Wei and Zhang [31] presented a condition number related to the generalized inverse $A_{T, S}^{(2)}$. Condition numbers for the outer inverse can be found in [32].

There are more types of perturbation analysis, for example, smoothed analysis [33, 34], weighted acute perturbation [35], multiplicative perturbation [36], stable perturbation [37, 38], and level-2 condition number [39]. A study of null space perturbation with applications in presented in [40]. There is a book on the condition number for PDE [41].
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# Chapter 9 <br> Perturbation Analysis of the Drazin Inverse and the Group Inverse 

Having studied the perturbation of the M-P inverse and the weighted M-P inverse, we now turn to the perturbation analysis of the Drazin and group inverses. Let $A \in \mathbb{C}^{n \times n}$ with $\operatorname{Ind}(A)=k$. When $B=A+E$ and $E$ is small, we discuss whether the Drazin inverse of $B$ is close to that of $A$ and how to reduce the effect of the perturbation.

### 9.1 Perturbation Bound for the Drazin Inverse

When we derived the perturbation bounds for the M-P inverse and the weighted M-P inverse, we had $B^{\dagger} \rightarrow A^{\dagger}$ and $B_{M N}^{\dagger} \rightarrow A_{M N}^{\dagger}$ provided that $B \rightarrow A$ and $\operatorname{rank}(B)=$ $\operatorname{rank}(A)$. In this section, we study the perturbation analysis of the Drazin inverse. First, let us observe the following example. Let

$$
A=\left[\begin{array}{llll}
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0
\end{array}\right], \quad E=\left[\begin{array}{llll}
6 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right],
$$

and

$$
B=A+E=\left[\begin{array}{llll}
\epsilon & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0
\end{array}\right]
$$

then $B \rightarrow A$ as $\epsilon \rightarrow 0$. It can be verified that

$$
A_{d}=\left[\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right] \quad \text { and } \quad B_{d}=(A+E)_{d}=\left[\begin{array}{cccc}
\epsilon^{-1} & \epsilon^{-2} & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]
$$

This shows that although $\operatorname{rank}(B)=\operatorname{rank}(A)=2, B_{d} \nrightarrow A_{d}$ as $\epsilon \rightarrow 0$.
Now we give a perturbation bound for the Drazin inverse. For convenience, we denote the following condition as Condition (W).
Condition (W) $B=A+E$ with $\operatorname{Ind}(A)=k, E=A A_{d} E A A_{d}$, and $\Delta=\left\|A_{d} E\right\|<$ 1.

Lemma 9.1.1 If Condition (W) is satisfied, then $\mathcal{R}\left(B^{k}\right)=\mathcal{R}\left(A^{k}\right)$ and $\mathcal{N}\left(B^{k}\right)=$ $\mathcal{N}\left(A^{k}\right)$, where $\operatorname{Ind}(B)=k$.

Proof From the condition, we have

$$
\begin{align*}
B=A+E & =A+A A_{d} E=A\left(I+A_{d} E\right)  \tag{9.1.1}\\
& =A+E A_{d} A=\left(I+E A_{d}\right) A \tag{9.1.2}
\end{align*}
$$

in which, since $\Delta=\left\|A_{d} E\right\|<1, I+A_{d} E$ is nonsingular. Also, the eigenvalues of $A_{d} E$ are less than unity in absolute value, hence so are those of $E A_{d}$. Thus $I+E A_{d}$ is also nonsingular.

It follows from (9.1.1) and (9.1.2) that $\mathcal{R}(B)=\mathcal{R}(A)$ and $\mathcal{N}(B)=\mathcal{N}(A)$. It then remains to show that

$$
\operatorname{rank}\left(B^{i}\right)=\operatorname{rank}\left(A^{i}\right), \quad i=1, \ldots, k
$$

which follows by induction.
Likewise it follows by induction that

$$
\mathcal{R}\left(B^{i}\right) \subset \mathcal{R}\left(A^{i}\right), \quad i=1, \ldots, k
$$

from which we arrive at

$$
\mathcal{R}\left(B^{i}\right)=\mathcal{R}\left(A^{i}\right), \quad i=1, \ldots, k
$$

Similarly, we can obtain

$$
\mathcal{N}\left(B^{j}\right)=\mathcal{N}\left(A^{j}\right), \quad j=1, \ldots, k
$$

Thus

$$
\mathcal{R}\left(B^{k}\right) \oplus \mathcal{N}\left(B^{k}\right)=\mathcal{R}\left(A^{k}\right) \oplus \mathcal{N}\left(A^{k}\right)=\mathbb{C}^{n}
$$

and

$$
A A_{d}=B B_{d}
$$

from which the conclusion follows.
We are now ready to prove a theorem on a bound for $\left\|B_{d}-A_{d}\right\| /\left\|A_{d}\right\|$.
Theorem 9.1.1 Suppose $E=A A_{d} E A A_{d}$ and $\Delta=\left\|A_{d} E\right\|<1$, then

$$
B_{d}=\left(I+A_{d} E\right)^{-1} A_{d}=A_{d}\left(I+E A_{d}\right)^{-1}
$$

and

$$
\begin{equation*}
\frac{\left\|B_{d}-A_{d}\right\|}{\left\|A_{d}\right\|} \leq \frac{\Delta}{1-\Delta} \tag{9.1.3}
\end{equation*}
$$

Proof First, we have

$$
\begin{aligned}
B_{d}-A_{d} & =-A_{d} E B_{d}+B_{d}-A_{d}+A_{d}(B-A) B_{d} \\
& =-A_{d} E B_{d}+\left(B_{d}-A_{d} A B_{d}\right)+\left(A_{d} B B_{d}-A_{d}\right) \\
& =-A_{d} E B_{d} .
\end{aligned}
$$

The last equality follows from Lemma 9.1.1. Thus,

$$
\left(I+A_{d} E\right) B_{d}=A_{d} .
$$

Similarly, we can prove $B_{d}-A_{d}=-B_{d} E A_{d}$ and $B_{d}\left(I+E A_{d}\right)=A_{d}$. Since $\left\|A_{d} E\right\|<1$, both $I+A_{d} E$ and $I+E A_{d}$ are nonsingular and

$$
B_{d}=\left(I+A_{d} E\right)^{-1} A_{d}=A_{d}\left(I+E A_{d}\right)^{-1}
$$

Consequently,

$$
\left\|B_{d}\right\| \leq \frac{\left\|A_{d}\right\|}{1-\left\|A_{d} E\right\|}
$$

Next, applying the above inequality to

$$
\left\|B_{d}-A_{d}\right\| \leq\left\|A_{d} E\right\|\left\|B_{d}\right\|
$$

which can be obtained from $B_{d}-A_{d}=-A_{d} E B_{d}$, we get the inequality (9.1.3).
Corollary 9.1.1 If Condition (W) holds, then

$$
\frac{\left\|A_{d}\right\|}{1+\Delta} \leq\left\|B_{d}\right\| \leq \frac{\left\|A_{d}\right\|}{1-\Delta}
$$

Corollary 9.1.2 If, in addition to Condition (W), $\left\|A_{d}\right\|\|E\|<1$, then

$$
\frac{\left\|B_{d}-A_{d}\right\|}{\left\|A_{d}\right\|} \leq \frac{\kappa_{d}(A)\|E\| /\|A\|}{1-\kappa_{d}(A)\|E\| /\|A\|}
$$

where $\kappa_{d}(A)=\|A\|\left\|A_{d}\right\|$ is defined as the condition number with respect to the Drazin inverse.

This section is based on [1].

### 9.2 Continuity of the Drazin Inverse

The continuity of the Drazin inverse is discussed in [2]. Let $A \in \mathbb{C}^{n \times n}$ with $\operatorname{Ind}(A)=$ $k$. From Chap. 2, the core-nilpotent decomposition

$$
A=P\left[\begin{array}{ll}
C & \mathrm{O} \\
\mathrm{O} & N
\end{array}\right] P^{-1}
$$

can be written as

$$
\begin{equation*}
A=C_{A}+N_{A}, \tag{9.2.1}
\end{equation*}
$$

where

$$
C_{A}=P\left[\begin{array}{ll}
C & \mathrm{O}  \tag{9.2.2}\\
\mathrm{O} & \mathrm{O}
\end{array}\right] P^{-1}, \quad N_{A}=P\left[\begin{array}{cc}
\mathrm{O} & \mathrm{O} \\
\mathrm{O} & N
\end{array}\right] P^{-1}
$$

$P$ and $C$ are nonsingular matrices of orders $n$ and $r$, respectively, and $N$ is nilpotent matrix and $N^{k}=\mathrm{O}$. It is easy to see that $\operatorname{rank}\left(A^{k}\right)=\operatorname{rank}\left(C_{A}\right)=\operatorname{rank}\left(C^{k}\right)$, i.e., the rank of $A^{k}$ is the same as the rank of $C_{A}$, we call $\operatorname{rank}\left(A^{k}\right)$ as the core-rank of $A$ and denote it by Core-rank $(A)$. We will show how the continuity of $A_{d}$ is related to the core-rank of $A$.

First, we need the following two lemmas.
Lemma 9.2.1 Let $A \in \mathbb{C}_{r}^{n \times n}$ with $\operatorname{Ind}(A)=k$, then

$$
\begin{equation*}
\operatorname{rank}\left(A A_{d}\right)=\operatorname{Core-rank}(A) \tag{9.2.3}
\end{equation*}
$$

Proof It follows from the core-nilpotent decomposition (9.2.1)-(9.2.2) that

$$
A^{k}=P\left[\begin{array}{cc}
C^{k} & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] P^{-1}
$$

Thus

$$
\operatorname{Core-rank}(A)=\operatorname{rank}\left(A^{k}\right)=\operatorname{rank}\left(C^{k}\right)=r
$$

Since

$$
A_{d}=P\left[\begin{array}{cc}
C^{-1} & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] P^{-1} \quad \text { and } \quad A A_{d}=P\left[\begin{array}{cc}
I_{r} \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] P^{-1}
$$

where $I_{r}$ is the identity matrix of order $r$,

$$
\operatorname{rank}\left(A A_{d}\right)=\operatorname{rank}\left(I_{r}\right)=r
$$

Hence (9.2.3) holds.
Lemma 9.2.2 Suppose that the $P_{j}$ and $P$ are projectors, not necessarily orthogonal, on $\mathbb{C}^{n}$, and $P_{j} \rightarrow P$, then there exists a $j_{0}$ such that $\operatorname{rank}\left(P_{j}\right)=\operatorname{rank}(P)$ for $j \geq j_{0}$.

Proof Suppose that $P_{j} \rightarrow P$, where $P_{j}^{2}=P_{j}$ and $P^{2}=P$. Since $P_{j} \rightarrow P$, we have $\operatorname{rank}\left(P_{j}\right) \geq \operatorname{rank}(P)$ for large $j$ from Corollary 8.1.1. Let $E_{j}=P_{j}-P$, then $P_{j}=P+E_{j}$ and $E_{j} \rightarrow \mathrm{O}$, as $j \rightarrow \infty$. Suppose that there does not exist a $j_{0}$ such that $\operatorname{rank}\left(P_{j}\right)=\operatorname{rank}(P)$ for $j \geq j_{0}$. Then there is a subsequence $P_{j_{k}}=P+E_{j_{k}}$ such that $\operatorname{rank}\left(P_{j_{k}}\right)>\operatorname{rank}(P)$, i.e., $\operatorname{dim}\left(\mathcal{R}\left(P_{j_{k}}\right)\right)>\operatorname{dim}(\mathcal{R}(P))$. But $\mathcal{R}(P)$ is complementary to $\mathcal{N}(P)$. Hence for every $j_{k}$, there exists a vector $\mathbf{u}_{j_{k}} \neq \mathbf{0}$ such that $\mathbf{u}_{j_{k}} \in \mathcal{R}\left(P_{j_{k}}\right)$ and $\mathbf{u}_{j_{k}} \in \mathcal{N}(P)$, thus

$$
\mathbf{u}_{j_{k}}=P_{j_{k}} \mathbf{u}_{j_{k}}=\left(P+E_{j_{k}}\right) \mathbf{u}_{j_{k}}=E_{j_{k}} \mathbf{u}_{j_{k}} .
$$

Let $\|\cdot\|$ denote an operator norm on $\mathbb{C}^{n \times n}$, then $\left\|E_{j_{k}}\right\| \geq 1$ for all $j_{k}$, which contradicts the assumption that $E_{j_{k}} \rightarrow 0$. Thus the required $j_{0}$ exists.

Next we present a theorem on the continuity of the Drazin inverse.
Theorem 9.2.1 Let $A \in \mathbb{C}^{n \times n}, \operatorname{Ind}(A)=k$, and $\left\{A_{j}\right\}$ be a square matrix sequence and $\lim _{j \rightarrow \infty} A_{j}=A$, then $\left(A_{j}\right)_{d} \rightarrow A_{d}$ if and only if there exists an integer $j_{0}$ such that

$$
\begin{equation*}
\operatorname{Core-rank}\left(A_{j}\right)=\operatorname{Core-rank}(A) \quad \text { for all } j \geq j_{0} . \tag{9.2.4}
\end{equation*}
$$

Proof Sufficiency: Suppose that $A_{j}=A+E_{j}$ and $E_{j} \rightarrow$ O. If (9.2.4) holds, then the condition of Theorem 2 in [3] also holds. Thus if $\left\|E_{j}\right\| \rightarrow 0$, we have $\|\left(A_{j}\right)_{d}-$ $A_{d} \| \rightarrow 0$, therefore $\left(A_{j}\right)_{d} \rightarrow A_{d}$.
Necessity: Suppose that $\left(A_{j}\right)_{d} \rightarrow A_{d}$, then $\left(A_{j}\right)\left(A_{j}\right)_{d} \rightarrow A A_{d}$. Let $\operatorname{Ind}(A)=k$ and $\operatorname{Ind}\left(A_{j}\right)=k_{j}$, then

$$
P_{j}=\left(A_{j}\right)\left(A_{j}\right)_{d}=P_{\mathcal{R}\left(A_{j}^{k_{j}}\right), \mathcal{N}\left(A_{j}^{k_{j}}\right)} \text { and } \quad P=A A_{d}=P_{\mathcal{R}\left(A^{k}\right), \mathcal{N}\left(A^{k}\right)} .
$$

It follows Lemma 9.2.1 that

$$
\operatorname{rank}\left(\left(A_{j}\right)\left(A_{j}\right)_{d}\right)=\operatorname{Core-rank}\left(A_{j}\right), \quad \text { and } \operatorname{rank}\left(A A_{d}\right)=\operatorname{Core-rank}(A),
$$

which implies $\operatorname{Core-rank}\left(A_{j}\right)=\operatorname{Core-rank}(A)$ for large $j$ from Lemma 9.2.2.

### 9.3 Core-Rank Preserving Modification of Drazin Inverse

It follows from the discussion in the previous section that when a matrix $A$ is perturbed to $A+E$, if Core-rank $(A+E)>\operatorname{Core-rank}(A)$, discontinuity occurs and the computed solution can be far from the true solution, which is a serious problem. A core-rank preserving method is presented in [4], which alleviates the discontinuity problem.

First, we state that if $A_{j} \rightarrow A, j \rightarrow \infty$, then for sufficiently large $j$, we have

$$
\operatorname{Core-rank}\left(A_{j}\right) \geq \operatorname{Core-rank}(A)
$$

and
Core-rank $(A)=$ the number of the nonzero eigenvalues of $A$,
where repeated eigenvalues are counted repeatedly.
Suppose $\left\{A_{j}\right\}$ is a sequence of matrices of order $n, A_{j} \rightarrow A$, as $j \rightarrow \infty$, $\operatorname{Core-rank}(A)=l$, and

$$
W_{j} A_{j} W_{j}^{-1}=\left[\begin{array}{cc}
B_{j} & C_{j}  \tag{9.3.1}\\
\mathrm{O} & N_{j}
\end{array}\right]
$$

where, for each $j, W_{j}$ is a product of orthogonal or elementary lower triangular matrices, $N_{j}$ is a strictly upper triangular matrix, $B_{j}$ is a nonsingular matrix of order $l_{j}$. Let Core-rank $\left(A_{j}\right)=l_{j}$, and $l_{j} \geq l$ for sufficiently large $j$. Applying similarity transformation to $B_{j}$

$$
B_{j}=Q_{j} R_{j} Q_{j}^{-1}
$$

where $R_{j}$ is upper triangular and setting the $l_{j}-l$ small (in modular) diagonal elements in $R_{j}$ to zero, we can get another matrix $\widetilde{R}_{j}$. Thus $B_{j}$ is modified into $\widetilde{B}_{j}=Q_{j} \widetilde{R}_{j} Q_{j}^{-1}$. Denote the diagonal matrix $D_{j}=R_{j}-\widetilde{R}_{j}$, then we have

$$
\begin{equation*}
\lim _{j \rightarrow \infty} D_{j}=\mathrm{O} \tag{9.3.2}
\end{equation*}
$$

In fact, let $\lambda_{i}(A), i=1, \ldots, n$ be the eigenvalues of $A$ and

$$
\left|\lambda_{1}(A)\right| \geq\left|\lambda_{2}(A)\right| \geq \cdots \geq\left|\lambda_{l}(A)\right|>\left|\lambda_{l+1}(A)\right|=\cdots=\left|\lambda_{n}(A)\right|=0
$$

By the assumptions $A_{j} \rightarrow A$ and (9.3.1), when $j \rightarrow \infty$, we have

$$
\lambda_{i}\left(B_{j}\right)=\lambda_{i}\left(A_{j}\right) \rightarrow 0, \quad i=l+1, \ldots l_{j}
$$

Thus (9.3.2) holds.
We change $A_{j}$ to

$$
\widetilde{A}_{j}=W_{j}^{-1}\left[\begin{array}{cc}
\widetilde{B}_{j} & C_{j}  \tag{9.3.3}\\
\mathrm{O} & N_{j}
\end{array}\right] W_{j} .
$$

Next we will prove $A_{j} \rightarrow A$, as $j \rightarrow \infty$, then

$$
\begin{equation*}
\widetilde{A}_{j} \rightarrow A \tag{9.3.4}
\end{equation*}
$$

Indeed, from (9.3.1)-(9.3.3), we know that as $j \rightarrow \infty$,

$$
\widetilde{A}_{j}-A_{j}=W_{j}^{-1}\left[\begin{array}{cc}
\widetilde{B}_{j}-B_{j} & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] W_{j} \rightarrow \mathrm{O}
$$

and

$$
\widetilde{A}_{j}-A=\left(\widetilde{A}_{j}-A_{j}\right)+\left(A_{j}-A\right) \rightarrow \mathrm{O}
$$

that is, (9.3.4) holds.
It is easy to show that $\operatorname{Core-rank}\left(\widetilde{A}_{j}\right)=\operatorname{Core-rank}(A)$ for sufficiently large $j$. Thus $\widetilde{A}_{j}$ is called the core-rank preserving modification of $A_{j}$.

According to the continuity of the Drazin inverse, Theorem 9.2.1, we have

$$
\lim _{j \rightarrow \infty}\left(\widetilde{A}_{j}\right)_{d}=A_{d}
$$

It implies that the Drazin inverse is continuous after the core-rank preserving modification of $A_{j}$.

## Example Let

$$
A=\left[\begin{array}{cccc}
1 & 2 & 4 & 0 \\
0 & -1 & 1 & 1 \\
0 & -1 & 1 & 0 \\
0 & 0 & 0 & 0
\end{array}\right] \text { and } A+E=\left[\begin{array}{cccc}
1 & 2 & 4 & 0 \\
0-1+\epsilon & 1+\epsilon & 1 \\
0-1-\epsilon & 1+3 \epsilon & 0 \\
0 & 0 & 0 & 0
\end{array}\right]
$$

then

$$
A_{d}=\left[\begin{array}{cccc}
1 & -4 & 10 & -4 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]
$$

and $A+E \rightarrow A$, as $\epsilon \rightarrow 0$. But $(A+E)_{d}$ does not exist when $\epsilon \rightarrow 0$. Since $\operatorname{Core-rank}(A+E)=3>\operatorname{Core-rank}(A)=1$, we now make the core-rank preserving modification of $A+E$. Denote

$$
Q=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & \frac{\sqrt{2}}{2} & -\frac{\sqrt{2}}{2} & 0 \\
0 & \frac{\sqrt{2}}{2} & \frac{\sqrt{2}}{2} & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

then

$$
Q^{T}(A+E) Q=\left[\begin{array}{cccc}
1 & 3 \sqrt{2} & \sqrt{2} & 0 \\
0 & 2 \epsilon & 2+2 \epsilon & \frac{\sqrt{2}}{2} \\
0 & 0 & 2 \epsilon & -\frac{\sqrt{2}}{2} \\
0 & 0 & 0 & 0
\end{array}\right]
$$

Set

$$
\widetilde{A+E}=Q\left[\begin{array}{cccc}
1 & 3 \sqrt{2} & \sqrt{2} & 0 \\
0 & 0 & 2+2 \epsilon & \frac{\sqrt{2}}{2} \\
0 & 0 & 0 & -\frac{\sqrt{2}}{2} \\
0 & 0 & 0 & 0
\end{array}\right] Q^{T}
$$

Hence

$$
(\widetilde{A+E})_{d}=\left[\begin{array}{cccc}
1 & -4-6 \epsilon & 10+6 \epsilon-4-6 \epsilon \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right] \rightarrow A_{d}, \quad \text { as } \epsilon \rightarrow 0
$$

### 9.4 Condition Number of the Drazin Inverse

The following condition number of the Drazin inverse $A_{d}$ :

$$
\begin{equation*}
C(A)=\left(2 \sum_{i=0}^{k-1}\left\|A_{d}\right\|_{2}^{i+1}\left\|A^{i}\right\|_{2}\left(1+\|A\|_{2}\left\|A_{d}\right\|_{2}\right)+\left\|A_{d}\right\|_{2}\right)\|A\|_{2} \tag{9.4.1}
\end{equation*}
$$

and the perturbation bound

$$
\frac{\left\|B_{d}-A_{d}\right\|_{2}}{\left\|A_{d}\right\|_{2}} \leq C(A) \frac{\|E\|_{2}}{\|A\|_{2}}+O\left(\|E\|_{2}^{2}\right)
$$

can be found in [3]. This reflects that if the condition number $C(A)$ is small, the perturbation $E$ of $A$ has little effect on $A_{d}$; if the condition number $C(A)$ is large, the perturbation $E$ may have large effect on $A_{d}$.

In this section, we discuss the normwise relative condition number of the Drazin inverse. We assume that

$$
A=P\left[\begin{array}{ll}
C & \mathrm{O} \\
\mathrm{O} & N
\end{array}\right] P^{-1}
$$

is the Jordan canonical form of $A$ and define

$$
\|A\|_{P}=\left\|P^{-1} A P\right\|_{2} \quad \text { and } \quad\|A\|_{P}^{(F)}=\left\|P^{-1} A P\right\|_{F} .
$$

Theorem 9.4.1 Let $A, E \in \mathbb{C}^{n \times n}$ with $\operatorname{Ind}(A)=k$. The condition number defined by

$$
\operatorname{cond}_{P}(A)=\lim _{\epsilon \rightarrow 0^{+}} \sup _{\substack{\|E\| P \leq \epsilon\|A\|_{P} \\ \mathcal{R}(E) \subset \mathcal{R}\left(A^{k}\right) \\ \mathcal{R}\left(E^{*}\right) \subset \mathcal{R}\left(A^{k^{*}}\right)}} \frac{\left\|(A+E)_{d}-A_{d}\right\|_{P}}{\epsilon\left\|A_{d}\right\|_{P}}
$$

can be given by $\operatorname{cond}_{P}(A)=\|A\|_{P}\left\|A_{d}\right\|_{P}$.
Proof Following Theorem 9.1.1 and neglecting $O\left(\epsilon^{2}\right)$ and higher order terms in a standard expansion, we have

$$
(A+E)_{d}-A_{d}=-A_{d} E A_{d}
$$

Let $E=\epsilon\|A\|_{P} \widehat{E}$, where $\|\widehat{E}\|_{P} \leq 1$, then

$$
\left\|A_{d} \widehat{E} A_{d}\right\|_{P} \leq\left\|A_{d}\right\|_{P}\|\widehat{E}\|_{P}\left\|A_{d}\right\|_{P} \leq\left\|A_{d}\right\|_{P}^{2}
$$

It then remains to show that

$$
\sup _{\substack{\|\widehat{E}\|_{P} \leq 1 \\ \mathcal{R}\left(\mathbb{E} \|_{P} \subset \mathcal{R}\left(A^{k}\right) \\ \mathcal{R}\left(\widehat{E^{*}}\right) \subset \mathcal{R}\left(A^{k^{*}}\right)\right.}}\left\|A_{d} \widehat{E} A_{d}\right\|_{P}=\left\|A_{d}\right\|_{P}^{2}
$$

Indeed, set

$$
\widehat{E}=P\left[\begin{array}{l}
\mathbf{y} \\
\mathbf{0}
\end{array}\right]\left[\begin{array}{ll}
\mathbf{x}^{*} & \mathbf{0}^{T}
\end{array}\right] P^{-1}
$$

where $\left\|C^{-1} \mathbf{y}\right\|_{2}=\left\|\mathbf{x}^{*} C^{-1}\right\|_{2}=\left\|C^{-1}\right\|_{2}$ and $\|\mathbf{x}\|_{2}=\|\mathbf{y}\|_{2}=1$. Thus

$$
\begin{aligned}
& \left\|A_{d} \widehat{E} A_{d}\right\|_{P} \\
= & \left\|P\left[\begin{array}{cc}
C^{-1} & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] P^{-1} P\left[\begin{array}{l}
\mathbf{y} \\
\mathbf{0}
\end{array}\right]\left[\begin{array}{cc}
\mathbf{x}^{*} & \mathbf{0}^{T}
\end{array}\right] P^{-1} P\left[\begin{array}{cc}
C^{-1} & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] P^{-1}\right\|_{P} \\
= & \|\left[\begin{array}{cc}
C^{-1} & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right]\left[\begin{array}{l}
\mathbf{y} \\
\mathbf{0}
\end{array}\right]\left[\begin{array}{ll}
\mathbf{x}^{*} & \left.\mathbf{0}^{T}\right]\left[\begin{array}{cc}
C^{-1} & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] \|_{2} \\
= & \left\|C^{-1} \mathbf{y}\right\|_{2}\left\|\mathbf{x}^{*} C^{-1}\right\|_{2} \\
= & \left\|C^{-1}\right\|_{2}^{2} \\
= & \left\|A_{d}\right\|_{P}^{2}
\end{array}\right.
\end{aligned}
$$

Since

$$
\widehat{E}=P\left[\begin{array}{l}
\mathbf{y} \\
\mathbf{0}
\end{array}\right]\left[\begin{array}{ll}
\mathbf{x}^{*} & \mathbf{0}^{T}
\end{array}\right] P^{-1}=P\left[\begin{array}{cc}
\mathbf{y} \mathbf{x}^{*} & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] P^{-1}
$$

it is easy to check that $\mathcal{R}(\widehat{E}) \subset \mathcal{R}\left(A^{k}\right)$ and $\mathcal{R}\left(\widehat{E}^{*}\right) \subset \mathcal{R}\left(A^{k^{*}}\right)$. The proof is completed.

Next we characterize the condition number of the $F$-norm.
Theorem 9.4.2 Let $A, E \in \mathbb{C}^{n \times n}$ with $\operatorname{Ind}(A)=k$. The condition number defined by
can be given by

$$
\operatorname{cond}_{P}^{(F)}(A)=\frac{\|A\|_{P}^{(F)}\left\|A_{d}\right\|_{P}^{2}}{\left\|A_{d}\right\|_{P}^{(F)}}
$$

Proof The proof is similar to that of Theorem 9.4.1.
This section is adopted from [5].

### 9.5 Perturbation Bound for the Group Inverse

In this section, we present a perturbation bound for the group inverse. The details can be found in $[6,7]$.

Lemma 9.5.1 Suppose that $B=A+E$ with $\operatorname{Ind}(A) \leq 1$ and $\operatorname{rank}(B)=\operatorname{rank}(A)$. If

$$
\begin{equation*}
\left\|A_{g}\right\|\|E\|<\frac{1}{1+\operatorname{Ind}(A) \sqrt{\left\|A A_{g}\right\|}} \tag{9.5.1}
\end{equation*}
$$

then

$$
\operatorname{Ind}(B)=\operatorname{Ind}(A) \text { and }\|Y\|<1,
$$

where

$$
\begin{equation*}
Y=A_{g}\left(I+E A_{g}\right)^{-1} E\left(I-A A_{g}\right) E\left(I+A_{g} E\right)^{-1} A_{g} \tag{9.5.2}
\end{equation*}
$$

Proof Without loss of generality, we assume that $\operatorname{Ind}(A)=1$ because $\operatorname{Ind}(A)=0$ implies that $A+E$ is nonsingular and $Y=\mathrm{O}$.

It follows from (9.5.1) that $\left\|A_{g} E\right\| \leq\left\|A_{g}\right\|\|E\|<1$ and

$$
\left\|A_{g}\right\|\|E\| \operatorname{Ind}(A) \sqrt{\left\|A A_{g}\right\|}<1-\left\|A_{g}\right\|\|E\| .
$$

Thus

$$
\|Y\| \leq \frac{\left\|A_{g}\right\|^{2}\|E\|^{2} \operatorname{Ind}(A)\left\|A A_{g}\right\|}{\left(1-\left\|A_{g}\right\|\|E\|\right)^{2}}<1
$$

Next we will show that $\operatorname{Ind}(A+E)=1$. Since $\operatorname{Ind}(A)=1$, there is a nonsingular matrix $P$ such that

$$
A=P\left[\begin{array}{ll}
D & \mathrm{O} \\
\mathrm{O} & \mathrm{O}
\end{array}\right] P^{-1}
$$

where $D$ is a nonsingular matrix. Partition

$$
P=\left[\begin{array}{ll}
P_{1} & P_{2}
\end{array}\right] \quad \text { and } \quad P^{-1}=\left[\begin{array}{l}
Q_{1} \\
Q_{2}
\end{array}\right]
$$

where $P_{1}$ and $Q_{1}^{*}$ have the same column dimensions as $D$. Let

$$
P^{-1} E P=\left[\begin{array}{ll}
F_{11} & F_{12} \\
F_{21} & F_{22}
\end{array}\right]
$$

As shown in [6, Theorem 4.1], $D+F_{11}$ is nonsingular and therefore we have

$$
P^{-1}(A+E) P=\left[\begin{array}{cc}
D+F_{11} & F_{12}  \tag{9.5.3}\\
F_{21} & F_{22}
\end{array}\right]=\left[\begin{array}{c}
I \\
S
\end{array}\right]\left(D+F_{11}\right)\left[\begin{array}{ll}
I & T
\end{array}\right],
$$

where $T$ and $S$ are defined and expressed as

$$
\begin{align*}
& T=\left(D+F_{11}\right)^{-1} F_{12}=Q_{1} A_{g} E\left(I+A_{g} E\right)^{-1} P_{2},  \tag{9.5.4}\\
& S=F_{21}\left(D+F_{11}\right)^{-1}=Q_{2}\left(I+E A_{g}\right)^{-1} E A_{g} P_{1} . \tag{9.5.5}
\end{align*}
$$

It follows that $T S=Q_{1} Y P_{1}$ and

$$
\rho(T S)=\rho\left(Y P_{1} Q_{1}\right) \leq \rho(Y) \leq\|Y\|<1,
$$

which implies that $I+T S$ is nonsingular. It follows from (9.5.3) and [2, Corollary 7.7.5] that

$$
\operatorname{Ind}(B)=\operatorname{Ind}\left(P^{-1}(A+E) P\right)=1,
$$

which completes the proof.
The following theorem gives a new general upper bound for the relative error $\| B_{g}-$ $A_{g}\|/\| A_{g} \|$.

Theorem 9.5.1 Let $B=A+E$ such that $\operatorname{Ind}(A) \leq 1$ and $\operatorname{rank}(B)=\operatorname{rank}(A)$. If (9.5.1) holds, then

$$
\begin{align*}
& \frac{\left\|B_{g}-A_{g}\right\|}{\left\|A_{g}\right\|} \\
\leq & \frac{\left(1-\left\|A_{g}\right\|\|E\|\right)\left(1-\left\|A_{g}\right\|\|E\|+\left\|A_{g}\right\|\left\|\left(I-A A_{g}\right) E\right\|\right)}{\left(\left(1-\left\|A_{g}\right\|\|E\|\right)^{2}-\left\|A_{g}\right\|^{2}\left\|E\left(I-A A_{g}\right) E\right\|\right)^{2}} \\
& \cdot\left(1-\left\|A_{g}\right\|\|E\|+\left\|A_{g}\right\|\left\|E\left(I-A A_{g}\right)\right\|\right)-1 . \tag{9.5.6}
\end{align*}
$$

Proof We give an outline of the proof and refer the details to [6, 7].
From (9.5.3), we have

$$
B_{g}=P\left[\begin{array}{l}
I  \tag{9.5.7}\\
S
\end{array}\right](I+T S)^{-1}\left(D+F_{11}\right)^{-1}(I+T S)^{-1}[I T] P^{-1}
$$

By the Eqs. (9.5.4) and (9.5.5) and the definition (9.5.2) of $Y$, we get $I+T S=$ $Q_{1}(1+Y) P_{1}$. Consequently,

$$
(I+T S)^{-1}=Q_{1}(1+Y)^{-1} P_{1}
$$

Applying the above equation and

$$
\left(D+F_{11}\right)^{-1}=Q_{1} A_{g}\left(I+E A_{g}\right)^{-1} P_{1}=Q_{1}\left(I+A_{g} E\right)^{-1} A_{g} P_{1}
$$

to (9.5.7), we obtain

$$
\begin{aligned}
& B_{g} \\
= & P\left[\begin{array}{c}
I \\
S
\end{array}\right] Q_{1}(1+Y)^{-1} P_{1} Q_{1} A_{g}\left(I+E A_{g}\right)^{-1} P_{1} Q_{1}(1+Y)^{-1} P_{1}[I T] P^{-1} \\
= & \left(P_{1}+P_{2} S\right) Q_{1}(1+Y)^{-1} A_{g}\left(I+E A_{g}\right)^{-1}(1+Y)^{-1} P_{1}\left(Q_{1}+T Q_{2}\right) .
\end{aligned}
$$

Expanding the right-hand side of the above equation, we get

$$
\begin{align*}
B_{g}= & (I+Y)^{-1}\left(I+A_{g} E\right)^{-1} A_{g}(I+Y)^{-1} \\
& +\left(I-A A_{g}\right)\left(I+E A_{g}\right)^{-1} E A_{g}(I+Y)^{-1}\left(I+A_{g} E\right)^{-1} A_{g}(I+Y)^{-1} \\
& +(I+Y)^{-1} A_{g}\left(I+E A_{g}\right)^{-1}(I+Y)^{-1} A_{g} E\left(I+A_{g} E\right)^{-1}\left(I-A A_{g}\right) \\
& +\left(I-A A_{g}\right)\left(I+E A_{g}\right)^{-1} E A_{g}(I+Y)^{-1} A_{g}\left(I+E A_{g}\right)^{-1}(I+Y)^{-1} \\
& \cdot A_{g} E\left(I+A_{g} E\right)^{-1}\left(I-A A_{g}\right) . \tag{9.5.8}
\end{align*}
$$

where $Y$ is given in (9.5.2).

Let the four terms in the summation on the right-hand side of (9.5.8) be denoted by $t_{1}, t_{2}, t_{3}$ and $t_{4}$. Then

$$
\begin{equation*}
B_{g}-A_{g}=t_{1}-A_{g}+t_{2}+t_{3}+t_{4} \tag{9.5.9}
\end{equation*}
$$

Now,

$$
\begin{aligned}
t_{1}-A_{g}= & (I+Y)^{-1}\left(\left(I+A_{g} E\right)^{-1}-I\right) A_{g}(I+Y)^{-1} \\
& -(I+Y)^{-1} A_{g} Y(I+Y)^{-1}-(I+Y)^{-1} Y A_{g}
\end{aligned}
$$

then

$$
\begin{aligned}
\frac{\left\|t_{1}-A_{g}\right\|}{\left\|A_{g}\right\|} & \leq \frac{\left\|A_{g}\right\|\|E\|}{(1-\|Y\|)^{2}\left(1-\left\|A_{g}\right\|\|E\|\right)}+\frac{2\|Y\|-\|Y\|^{2}}{(1-\|Y\|)^{2}} \\
& =\frac{1}{(1-\|Y\|)^{2}\left(1-\left\|A_{g}\right\|\|E\|\right)}-1
\end{aligned}
$$

Similarly, we have

$$
\begin{aligned}
\frac{\left\|t_{2}\right\|}{\left\|A_{g}\right\|} & \leq \frac{\left\|A_{g}\right\|\left\|\left(I-A A_{g}\right) E\right\|}{\left(1-\|Y\|^{2}\left(1-\left\|A_{g}\right\|\|E\|\right)^{2}\right.} \\
\frac{\left\|t_{3}\right\|}{\left\|A_{g}\right\|} & \leq \frac{\left\|A_{g}\right\|\left\|E\left(I-A A_{g}\right)\right\|}{(1-\|Y\|)^{2}\left(1-\left\|A_{g}\right\|\|E\|\right)^{2}} \\
\frac{\left\|t_{3}\right\|}{\left\|A_{g}\right\|} & \leq \frac{\left\|A_{g}\right\|^{2}\left\|\left(I-A A_{g}\right) E\right\|\left\|E\left(I-A A_{g}\right)\right\|}{(1-\|Y\|)^{2}\left(1-\left\|A_{g}\right\|\|E\|\right)^{3}}
\end{aligned}
$$

Applying the above four inequalities to (9.5.9), we have

$$
\begin{aligned}
& \frac{\left\|B_{g}-A_{g}\right\|}{\left\|A_{g}\right\|} \\
\leq & \frac{1}{(1-\|Y\|)^{2}\left(1-\left\|A_{g}\right\|\|E\|\right)}+\frac{\left\|A_{g}\right\|\left\|\left(I-A A_{g}\right) E\right\|}{\left(1-\|Y\|^{2}\left(1-\left\|A_{g}\right\|\|E\|\right)^{2}\right.} \\
& +\frac{\left\|A_{g}\right\|\left\|E\left(I-A A_{g}\right)\right\|}{(1-\|Y\|)^{2}\left(1-\left\|A_{g}\right\|\|E\|\right)^{2}} \\
& +\frac{\left\|A_{g}\right\|^{2}\left\|\left(I-A A_{g}\right) E\right\|\left\|E\left(I-A A_{g}\right)\right\|}{(1-\|Y\|)^{2}\left(1-\left\|A_{g}\right\|\|E\|\right)^{3}}-1 .
\end{aligned}
$$

Simplifying the right-hand side of the above inequality, we obtain

$$
\begin{align*}
& \frac{\left\|B_{g}-A_{g}\right\|}{\left\|A_{g}\right\|} \\
\leq & \frac{\left(1-\left\|A_{g}\right\|\|E\|+\left\|A_{g}\right\|\left\|\left(I-A A_{g}\right) E\right\|\right)}{(1-\|Y\|)^{2}\left(1-\left\|A_{g}\right\|\|E\|\right)^{3}} \\
& \left(1-\left\|A_{g}\right\|\|E\|+\left\|A_{g}\right\|\left\|E\left(I-A A_{g}\right)\right\|\right)-1 . \tag{9.5.10}
\end{align*}
$$

It is shown in [6] that

$$
\frac{1}{1-\|Y\|} \leq \frac{\left(1-\left\|A_{g} E\right\|\right)\left(1-\left\|E A_{g}\right\|\right)}{\left(1-\left\|A_{g}\right\|\|E\|\right)^{2}-\left\|A_{g}\right\|^{2}\left\|E\left(I-A A_{g}\right) E\right\|}
$$

The upper bound (9.5.6) then follows from the above inequality and (9.5.10).

## Remarks

The condition number $C(A)$ in (9.4.1) is more complicated than those of regular inverse, the M-P inverse, and the weighted M-P inverse: $\|A\|\left\|A^{-1}\right\|,\|A\|_{2}\left\|A^{\dagger}\right\|_{2}$, and $\|A\|_{M N}\left\|A_{M N}^{\dagger}\right\|_{N M}$. In 1979, Campbell and Meyer discussed this problem in [2] and pointed out:

If $A=P J P^{-1}$ is the Jordan canonical form of $A, P$ is nonsingular, and $\operatorname{Ind}(A)=$ $k$, and we compute $A_{d}$ by $A_{d}=A^{k}\left(A^{2 k+1}\right)^{\dagger} A^{k}$, then $\|A\|\left(\left\|A_{d}\right\|+1\right)$ or

$$
C(A)=\|P\|\left\|P^{-1}\right\|\left(\|J\|^{k}+\left\|J^{\dagger}\right\|^{k}\right)
$$

can be regarded as the condition number.
More results on the continuity and perturbation analysis of the matrix Drazin inverse and W -weighted Drazin inverse can be found in [8-17]. The sign analysis of Drazin and group inverses is presented in [18, 19]. Some additive properties of the Drazin inverse are given in [20,21]. The stable perturbation of the Drazin inverse is discussed in [16, 22] and acute perturbation of the group inverse in [23]. In [24], perturbation bounds are derived by the separation of simple invariant subspaces.

Condition numbers of the Bott-Duffin inverse and their condition numbers are presented in [25].

The perturbation theories of the Bott-Duffin inverse, the generalized Bott-Duffin inverse, the W -weighted Drazin inverse and the generalized inverse $A_{T, S}^{(2)}$ are presented in [26-30].

Index splitting for the Drazin inverse and the singular linear system can be found in [31-38].

The perturbation and subproper splitting for the generalized inverse $A_{T, S}^{(2)}$ are discussed in [39, 40].
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# Chapter 10 <br> Generalized Inverses of Polynomial Matrices 

A polynomial matrix is a matrix whose entries are polynomials. Equivalently, a polynomial matrix can be expressed as a polynomial with matrix coefficients. Formally speaking, in the univariable case, $(\mathbb{R}[x])^{m \times n}$ and $\left(\mathbb{R}^{m \times n}\right)[x]$ are isomorphic. In other words, extending the entries of matrices to polynomials is the same as extending the coefficients of polynomials to matrices. An example of a $3 \times 2$ polynomial matrix of degree 2 :

$$
\left[\begin{array}{cc}
1 & x^{2} \\
x & 0 \\
x+1 & x^{2}-1
\end{array}\right]=\left[\begin{array}{ll}
0 & 1 \\
0 & 0 \\
0 & 1
\end{array}\right] x^{2}+\left[\begin{array}{ll}
0 & 0 \\
1 & 0 \\
1 & 0
\end{array}\right] x+\left[\begin{array}{cc}
1 & 0 \\
0 & 0 \\
1 & -1
\end{array}\right]
$$

In this chapter, we study the Moore-Penrose and Drazin inverses of a polynomial matrix and algorithms for computing the generalized inverses.

### 10.1 Introduction

We start with the scalar nonsingular case. Let $A \in \mathbb{R}^{n \times n}$ be nonsingular and

$$
\begin{equation*}
p(\lambda)=\operatorname{det}(\lambda I-A)=c_{0} \lambda^{n}+c_{1} \lambda^{n-1}+\cdots+c_{n-1} \lambda+c_{n} \tag{10.1.1}
\end{equation*}
$$

where $c_{0}=1$, be the characteristic polynomial of $A$. The Cayley-Hamilton theorem says

$$
c_{0} A^{n}+c_{1} A^{n-1}+\cdots+c_{n-1} A+c_{n} I=\mathrm{O}
$$

Thus, we have

$$
A^{-1}=-c_{n}^{-1} P_{n}=(-1)^{n-1} \frac{P_{n}}{\operatorname{det}(A)}
$$

where

$$
P_{n}=c_{0} A^{n-1}+c_{1} A^{n-2}+\cdots c_{n-2} A+c_{n-1} I
$$

which can be efficiently computed using the iterative Horner's Rule:

$$
P_{0}=\mathrm{O} ; \quad c_{0}=1 ; \quad P_{i}=A P_{i-1}+c_{i-1} I, i=1, \ldots, n
$$

How can the coefficients $c_{i}, i=1, \ldots, n$ be obtained efficiently? It turns out that

$$
c_{i}=-\frac{\operatorname{tr}\left(A P_{i}\right)}{i}, \quad i=1, \ldots n
$$

Putting all things together, the following algorithm, known as the Faddeev-LeVerrier algorithm [1,2] and presented in Sect. 5.5, efficiently computes the coefficients $c_{i}$, $i=1, \ldots, n$, of the characteristic polynomial of $A$.

Algorithm 10.1.1 Given a nonsingular matrix $A \in \mathbb{C}^{n \times n}$, this algorithm computes the coefficients $c_{i}, i=1, \ldots, n$, of its characteristic polynomial (10.1.1) and its inverse $A^{-1}$.

1. $P_{0}=\mathrm{O} ; c_{0}=1$;
2. for $i=1$ to $n$

$$
\begin{aligned}
& P_{i}=A P_{i-1}+c_{i-1} I \\
& c_{i}=-\operatorname{tr}\left(A P_{i}\right) / i
\end{aligned}
$$

3. $A^{-1}=-c_{n}^{-1} P_{n}=(-1)^{n-1} P_{n} / \operatorname{det}(A)$;

As pointed out in Sect. 5.5, Decell generalized the above algorithm to general scalar matrices and the Moore-Penrose inverse [3]. Let $B=A A^{*}$ and

$$
\begin{equation*}
f(\lambda)=\operatorname{det}(\lambda I-B)=a_{0} \lambda^{n}+a_{1} \lambda^{n-1}+\cdots+a_{n-1} \lambda+a_{n}, \quad a_{0}=1, \tag{10.1.2}
\end{equation*}
$$

be the characteristic polynomial of $B$. If $k>0$ is the largest integer such that $a_{k} \neq 0$, then the Moore-Penrose inverse of $A$ is given by

$$
A^{\dagger}=-a_{k}^{-1} A^{*}\left(B^{k-1}+a_{1} B^{k-2}+\cdots+a_{k-1} I\right)
$$

If $k=0$ is the largest integer such that $a_{k} \neq 0$, that is, $a_{0}$ is the only nonzero coefficient, then $A^{\dagger}=\mathrm{O}$.

Analogous to Algorithm 10.1.1, the following Decell's algorithm computes $A^{\dagger}$.
Algorithm 10.1.2 [3] Given $A \in \mathbb{C}^{m \times n}$ and $k$ the largest integer such that $a_{k}$ in (10.1.2) is nonzero, this algorithm computes the Moore-Penrose inverse of $A$.

1. if $k=0$ return $A^{\dagger}=\mathrm{O}$;
2. $B=A A^{*}$;
3. $P_{0}=\mathrm{O} ; A_{0}=\mathrm{O} ; a_{0}=1$;
4. for $i=1$ to $k$

$$
\begin{aligned}
& P_{i}=A_{i-1}+a_{i-1} I \\
& A_{i}=B P_{i} \\
& a_{i}=-\operatorname{tr}\left(A_{i}\right) / i
\end{aligned}
$$

5. $A^{\dagger}=-a_{k}^{-1} A^{*} P_{k}$;

In the following sections, we generalize the above algorithm to polynomial matrices and their generalized inverses.

### 10.2 Moore-Penrose Inverse of a Polynomial Matrix

The definition of the Moore-Penrose inverse of a polynomial matrix is the same as the scalar case, that is, it is the polynomial matrix satisfying the four Penrose conditions.

The Decell's Algorithm 10.1.2 for computing the Moore-Penrose inverse is generalized to polynomial matrices [4]. Consider the polynomial matrix

$$
A(x)=A_{0} x^{n}+A_{1} x^{n-1}+\cdots+A_{n-1} x+A_{n}
$$

where $A_{i} \in \mathbb{R}^{m \times n}, i=0,1, \ldots, n$. Let $B(x)=A(x) A(x)^{T}$ and

$$
\begin{align*}
p(\lambda, x) & =\operatorname{det}(\lambda I-B(x)) \\
& =a_{0}(x) \lambda^{n}+a_{1} \lambda^{n-1}+\cdots+a_{n-1}(x) \lambda+a_{n}(x), \tag{10.2.1}
\end{align*}
$$

where $a_{0}(x)=1$, be the characteristic polynomial of $B(x)$. It is shown in [4] that if $k$ is the largest integer such that $a_{k}(x) \neq 0$ and $\mathbb{Z}$ is the set containing the zeros of $a_{k}(x)$, then the Moore-Penrose inverse $A(x)^{\dagger}$ of $A(x)$ for $x \in \mathbb{R} \backslash \mathbb{Z}$ is given by

$$
A(x)^{\dagger}=-a_{k}(x)^{-1} A(x)^{T}\left(B(x)^{k-1}+a_{1}(x) B(x)^{k-2}+\cdots+a_{k-1}(x) I\right)
$$

If $k=0$ is the largest integer such that $a_{k}(x) \neq 0$, then $A(x)^{\dagger}=\mathrm{O}$. Moreover, for each $x_{i} \in \mathbb{Z}$, if $k_{i}<k$ is the largest integer such that $a_{k_{i}}\left(x_{i}\right) \neq 0$, then the MoorePenrose inverse $A\left(x_{i}\right)^{\dagger}$ of $A\left(x_{i}\right)$ is given by

$$
\begin{aligned}
& A\left(x_{i}\right)^{\dagger} \\
= & -a_{k_{i}}\left(x_{i}\right)^{-1} A\left(x_{i}\right)^{T}\left(B\left(x_{i}\right)^{k_{i}-1}+a_{1}\left(x_{i}\right) B\left(x_{i}\right)^{k_{i}-2}+\cdots+a_{k_{i}-1}\left(x_{i}\right) I\right) .
\end{aligned}
$$

The algorithm for computing the polynomial matrix $A(x)^{\dagger}$ is completely analogous to Algorithm 10.1.2, replacing the scalar matrices $A, A_{i}, B$, and $P_{i}$ with the polynomial matrices $A(x), A_{i}(x), B(x)$, and $P(x)$ respectively and the scalars $a_{i}$ with the polynomials $a_{i}(x)$. Obviously, the algorithm involves symbolic computation. Also in [4], a two-dimensional algorithm that avoids symbolic computation is presented.

From the definition $B(x)=A(x) A(x)^{T}$, the degree of $B(x)$ can be as high as $2 n$. Consequently, $A_{i}(x), a_{i}(x)$, and $P_{i+1}(x)$ are of degrees up to $2 i n$. Let

$$
a_{i}(x)=\sum_{j=0}^{2 i n} a_{i, j} x^{j}, \quad i=1, \ldots, k
$$

where $a_{i, j}$ are scalars, and

$$
P_{i}(x)=\sum_{j=0}^{2(i-1) n} P_{i, j} x^{j}, \quad i=1, \ldots, k
$$

where $P_{i, j}$ are scalar matrices, then $A(x)^{\dagger}$ can be written as

$$
\begin{align*}
A(x)^{\dagger} & =-\left(\sum_{j=0}^{2 k n} a_{k, j} x^{j}\right)^{-1}\left(\sum_{j=0}^{n} A_{j}^{T} x_{j}\right)\left(\sum_{j=0}^{2(k-1) n} P_{k, j} x^{j}\right) \\
& =-\left(\sum_{j=0}^{2 k n} a_{k, j} x^{j}\right)^{-1}\left(\sum_{j=0}^{(2 k-1) n} \sum_{l=0}^{j}\left(A_{j-l}^{T} P_{k, l}\right) x^{j}\right) . \tag{10.2.2}
\end{align*}
$$

Now we derive $a_{i, j}$ and $P_{i, j}$. Following Algorithm 10.1.2, first we have

$$
\begin{aligned}
A_{i}(x) & =B(x) P_{i}(x) \\
& =\left(\sum_{j=0}^{n} A_{j} x_{j}\right)\left(\sum_{j=0}^{n} A_{j}^{T} x_{j}\right)\left(\sum_{j=0}^{2(i-1) n} P_{i, j} x^{j}\right) \\
& =\left(\sum_{j=0}^{2 n}\left(\sum_{p=0}^{j} A_{j-p} A_{p}^{T}\right) x^{j}\right)\left(\sum_{j=0}^{2(i-1) n} P_{i, j} x^{j}\right) \\
& =\sum_{j=0}^{2 i n}\left(\sum_{p=0}^{j}\left(\sum_{l=0}^{j-p}\left(A_{j-p-l} A_{l}^{T}\right)\right) P_{i, p}\right) x^{j} .
\end{aligned}
$$

It then follows that

$$
\begin{aligned}
a_{i}(x) & =-i^{-1} \operatorname{tr}\left(A_{i}(x)\right) \\
& =-i^{-1} \sum_{j=0}^{2 i n} \operatorname{tr}\left(\sum_{p=0}^{j}\left(\sum_{l=0}^{j-p}\left(A_{j-p-l} A_{l}^{T}\right)\right) P_{i, p}\right) x^{j},
\end{aligned}
$$

which gives

$$
\begin{equation*}
a_{i, j}=-\frac{1}{i} \operatorname{tr}\left(\sum_{p=0}^{j}\left(\sum_{l=0}^{j-p}\left(A_{j-p-l} A_{l}^{T}\right)\right) P_{i, p}\right), \quad j=0, \ldots, 2 i n \tag{10.2.3}
\end{equation*}
$$

Moreover,

$$
\begin{aligned}
P_{i}(x) & =A_{i-1}(x)-a_{i-1}(x) I \\
& =\sum_{j=0}^{2(i-1) n}\left(\sum_{p=0}^{j}\left(\sum_{l=0}^{j-p}\left(A_{j-p-l} A_{l}^{T}\right)\right) P_{i-1, p}\right) x^{j}+\sum_{j=0}^{2(i-1) n} a_{i-1, j} x^{j} \\
& =\sum_{j=0}^{2(i-1) n}\left(\left(\sum_{p=0}^{j}\left(\sum_{l=0}^{j-p}\left(A_{j-p-l} A_{l}^{T}\right) P_{i-1, p}\right)\right)+a_{i-1, j} I\right) x^{j},
\end{aligned}
$$

which gives

$$
\begin{equation*}
P_{i, j}=\left(\sum_{p=0}^{j}\left(\sum_{l=0}^{j-p}\left(A_{j-p-l} A_{l}^{T}\right) P_{i-1, p}\right)\right)+a_{i-1, j} I \tag{10.2.4}
\end{equation*}
$$

for $j=0, \ldots, 2(i-1) n$.
Finally, we have the following two-dimensional algorithm for computing $A(x)^{\dagger}$.
Algorithm 10.2.1 [4] Given a polynomial matrix $A(x) \in \mathbb{R}^{m \times n}[x]$ and $k$, the largest integer such that $a_{k}(x)$ in (10.2.1) is nonzero, this algorithm computes the MoorePenrose inverse of $A(x)$.

1. if $k=0$ return $A(x)^{\dagger}=\mathrm{O}$;
2. $P_{0,0}=\mathrm{O} ; a_{0,0}=1$;
3. for $i=1$ to $k$
$\begin{array}{ll}\text { compute } P_{i, j}, & j=0, \ldots, 2(i-1) n, \text { by (10.2.4); } \\ \text { compute } a_{i, j}, & j=0, \ldots, 2 \text { in, by }(10.2 .3) ;\end{array}$
compute $a_{i, j}, \quad j=0, \ldots, 2 i n$, by (10.2.3);
4. compute $A(x)^{\dagger}$ by (10.2.2).

Note that in the above algorithm it is assumed that $P_{i, j}=\mathrm{O}$ when $j>2(i-1) n$. This algorithm is called two-dimensional, since it involves the computation of twodimensional variables $a_{i, j}$ and $P_{i, j}$.

### 10.3 Drazin Inverse of a Polynomial Matrix

The definition of the Drazin inverse $A(x)_{d}$ of a polynomial matrix $A(x) \in \mathbb{R}^{n \times n}[x]$ is defined as the same as the scalar case, that is, $A(x)_{d}$ is the matrix satisfying the three conditions:

$$
\begin{aligned}
A(x)^{k+1} A(x)_{d} & =A(x)^{k}, \\
A(x)_{d} A(x) A(x)_{d} & =A(x)_{d}, \\
A(x) A(x)_{d} & =A(x)_{d} A(x),
\end{aligned}
$$

where $k=\operatorname{ind}(A(x))$, the index of $A(x)$, defined as the smallest integer such that $\operatorname{rank}\left(A(x)^{k}\right)=\operatorname{rank}\left(A(x)^{k+1}\right)$.

Let

$$
\begin{aligned}
p(\lambda, x) & =\operatorname{det}(\lambda I-A(x)) \\
& =a_{0}(x) \lambda^{n}+a_{1}(x) \lambda^{n-1}+\cdots+a_{n-1}(x) \lambda+a_{n}(x)
\end{aligned}
$$

where $a_{0}(x)=1$, be the characteristic polynomial of $A(x)^{k+1}$, then

$$
a_{r+1}(x)=\ldots=a_{n}(x)=0, \quad \text { and } \quad a_{r}(x) \neq 0
$$

where $r=\operatorname{rank}\left(A(x)^{k+1}\right)$. Let $\mathbb{Z}$ be the set containing the zeros of $a_{r}(x)$, then the Drazin inverse $A(x)_{d}$ of $A(x)$ for $x \in \mathbb{R} \backslash \mathbb{Z}$ is given by

$$
\begin{aligned}
A(x)_{d}= & -a_{r}(x)^{-1} A(x)^{k}\left(\left(A(x)^{k+1}\right)^{r-1}+a_{1}(x)\left(A(x)^{k+1}\right)^{r-2}+\cdots\right. \\
& \left.+a_{r-2}(x) A(x)^{k+1}+a_{r-1}(x) I\right)
\end{aligned}
$$

If $r=0$, then $A(x)_{d}=\mathrm{O}$.
Following the Decell's Algorithm 10.1.2, we have the following finite algorithm for computing the Drazin inverse $A(x)_{d}$ of $A(x)[5,6]$.

Algorithm 10.3.1 [5] Given $\quad A(x) \in \mathbb{R}^{n \times n}[x], \quad k=\operatorname{Ind}(A(x)) \quad$ and $r=\operatorname{rank}\left(A(x)^{k+1}\right)$, this algorithm computes the Drazin inverse $A(x)_{d}$ of $A(x)$.

1. if $r=0$ return $A(x)_{d}=\mathrm{O}$;
2. $B(x)=A(x)^{k+1}$;
3. $P_{0}(x)=\mathrm{O} ; a_{0}(x)=1$;
4. for $i=1$ to $r$

$$
\begin{aligned}
& P_{i}(x)=B(x) P_{i-1}(x)+a_{i-1}(x) I ; \\
& a_{i}=-\operatorname{tr}\left(B(x) P_{i}(x)\right) / i
\end{aligned}
$$

5. $A(x)_{d}=-a_{r}(x)^{-1} A(x)^{k} P_{r}(x)$.

Following derivation of the two-dimensional Algorithm 10.2.1, we can obtain a two-dimensional algorithm for computing the Drazin inverse of a polynomial matrix [5, 6].

Notice that the degrees of $B(x)=A(x)^{k+1}, A(x)^{k}, P_{i}(x)$, and $a_{i}(x)$ are respectively $(k+1) n, k n,(i-1)(k+1) n$, and $i(k+1) n$. Let

$$
B(x)=\sum_{j=0}^{(k+1) n} B_{j} x^{j}, \quad A(x)^{k}=\sum_{j=0}^{k n} \widehat{A_{j}} x^{j}, \quad P_{i}(x)=\sum_{j=0}^{(i-1)(k+1) n} P_{i, j} x^{j}
$$

where $B_{j}, \widehat{A_{j}}$, and $P_{i, j}$ are scalar matrices, and

$$
a_{i}(x)=\sum_{j=0}^{i(k+1) n} a_{i, j} x^{j}
$$

where $a_{i, j}$ are scalars, then

$$
\begin{align*}
& A(x)_{d} \\
= & -\left(\sum_{j=0}^{r(k+1) n} a_{r, j} x^{j}\right)^{-1}\left(\sum_{j=0}^{k n} \widehat{A_{j}} x^{j}\right)\left(\sum_{j=0}^{(r-1)(k+1) n} P_{r, j} x^{j}\right) \\
= & -\left(\sum_{j=0}^{r(k+1) n} a_{r, j} x^{j}\right)^{-1}\left(\sum_{j=0}^{(k r+r-1) n}\left(\sum_{l=0}^{j}\left(\widehat{A_{j-l}} P_{r, l}\right)\right) x^{j}\right) . \tag{10.3.1}
\end{align*}
$$

Now we derive $a_{i, j}$ and $P_{i, j}$. Firstly,

$$
\begin{aligned}
a_{i}(x) & =-i^{-1} \operatorname{tr}\left(B(x) P_{i}(x)\right) \\
& =-i^{-1} \operatorname{tr}\left(\left(\sum_{j=0}^{(k+1) n} B_{j} x^{j}\right)\left(\sum_{j=0}^{(i-1)(k+1) n} P_{i, j}(x) x^{j}\right)\right) \\
& =-i^{-1} \operatorname{tr}\left(\sum_{j=0}^{i(k+1) n}\left(\sum_{l=0}^{j} B_{j-l} P_{i, l}\right) x^{j}\right),
\end{aligned}
$$

implying that

$$
\begin{equation*}
a_{i, j}=-\frac{1}{i} \operatorname{tr}\left(\sum_{l=0}^{j} B_{j-l} P_{i, l}\right) . j=0, \ldots, i(k+1) n . \tag{10.3.2}
\end{equation*}
$$

Secondly,

$$
\begin{aligned}
P_{i}(x) & =B(x) P_{i-1}(x)-a_{i-1}(x) I \\
& =\left(\sum_{j=0}^{(k+1) n} B_{j} x^{j}\right)\left(\sum_{j=0}^{(i-2)(k+1) n} P_{i-1, j} x^{j}\right)+\sum_{j=0}^{(i-1)(k+1) n} a_{i-1, j} I x^{j} \\
& =\sum_{j=0}^{(i-1)(k+1) n}\left(\sum_{l=0}^{j} B_{j-l} P_{i-1, l}\right) x^{j}+\sum_{j=0}^{(i-1)(k+1) n} a_{i-1, j} x^{j} \\
& =\sum_{j=0}^{(i-1)(k+1) n}\left(\left(\sum_{l=0}^{j} B_{j-l} P_{i-1, l}\right) a_{i-1, j} I\right) x^{j},
\end{aligned}
$$

implying that

$$
\begin{equation*}
P_{i, j}=\left(\sum_{l=0}^{j} B_{j-l} P_{i-1, l}\right)+a_{i-1, j} I, \quad j=0, \ldots,(i-1)(k+1) n . \tag{10.3.3}
\end{equation*}
$$

Finally, we have the following two-dimensional algorithm for computing the Drazin inverse $A(x)_{d}$ of $A(x)$. Comparing with Algorithm 10.3.1, this algorithm avoids symbolic computation.

Algorithm 10.3.2 [5] Given $\quad A(x) \in \mathbb{R}^{n \times n}[x], \quad k=\operatorname{Ind}(A(x)) \quad$ and $r=\operatorname{rank}\left(A(x)^{k+1}\right)$, this algorithm computes the Drazin inverse $A(x)_{d}$ of $A(x)$.

1. if $k=0$ return $A(x)_{d}=\mathrm{O}$;
2. $P_{0,0}=\mathrm{O} ; a_{0,0}=1$;
3. for $i=1$ to $k$

$$
\begin{array}{ll}
\text { compute } P_{i, j}, & j=0, \ldots,(i-1)(k+1) n \text {, by (10.3.3); } \\
\text { compute } a_{i, j}, & j=0, \ldots, i(k+1) n, \text { by }(10.3 .2)
\end{array}
$$

4. compute $A(x)_{d}$ by (10.3.1).

In the algorithm, it is assumed that $B_{j}=\mathrm{O}$, when $j>(k+1) n$, and $P_{i, j}=\mathrm{O}$, when $j>(i-1)(k+1) n$.

Example 10.3.1 [5] Let

$$
A(x)=\left[\begin{array}{cccc}
x-1 & 1 & 0 & 0 \\
0 & 1 & x & 0 \\
0 & 0 & 0 & x \\
0 & 0 & 0 & 0
\end{array}\right]
$$

then $n=1$.
It can be determined

$$
\operatorname{rank}\left(A(x)^{2}\right)=\operatorname{rank}\left(A(x)^{3}\right)=2, \quad \text { when } x \neq 1
$$

Thus $r=k=2$. Initially, we have

$$
P_{0,0}=\mathrm{O} \quad \text { and } \quad a_{0,0}=1
$$

When $i=1, P_{1,0}=I$ and

$$
\begin{aligned}
& a_{1,0}=-\operatorname{tr}\left(B_{0} P_{1,0}\right)=0 \\
& a_{1,1}=-\operatorname{tr}\left(B_{1} P_{1,0}\right)=-3, \\
& a_{1,2}=-\operatorname{tr}\left(B_{2} P_{1,0}\right)=3, \\
& a_{1,3}=-\operatorname{tr}\left(B_{3} P_{1,0}\right)=-1 .
\end{aligned}
$$

When $i=2$,

$$
\begin{aligned}
& P_{2,0}=B_{0} P_{1,0}+a_{1,0} I=\left[\begin{array}{rrrr}
-1 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right] \\
& P_{2,1}=B_{1} P_{1,0}+a_{1,1} I=\left[\begin{array}{rrrr}
0 & -1 & 0 & 0 \\
0 & -3 & 1 & 0 \\
0 & 0 & -3 & 0 \\
0 & 0 & 0 & -3
\end{array}\right] \\
& P_{2,2}=B_{2} P_{1,0}+a_{1,2} I=\left[\begin{array}{llll}
0 & 1 & 1 & 1 \\
0 & 3 & 0 & 1 \\
0 & 0 & 3 & 0 \\
0 & 0 & 0 & 3
\end{array}\right] \\
& P_{2,3}=B_{3} P_{1,0}+a_{1,3} I=\left[\begin{array}{rrrr}
0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1
\end{array}\right]
\end{aligned}
$$

and

$$
\begin{aligned}
& a_{2,0}=-\frac{1}{2} \operatorname{tr}\left(B_{0} P_{2,0}\right)=-1 \\
& a_{2,1}=-\frac{1}{2} \operatorname{tr}\left(B_{1} P_{2,0}+B_{0} P_{2,1}\right)=3 \\
& a_{2,2}=-\frac{1}{2} \operatorname{tr}\left(B_{2} P_{2,0}+B_{1} P_{2,1}+B_{0} P_{2,2}\right)=-3 \\
& a_{2,3}=-\frac{1}{2} \operatorname{tr}\left(B_{3} P_{2,0}+B_{2} P_{2,1}+B_{1} P_{2,2}+B_{0} P_{2,3}\right)=1 \\
& a_{2,4}=-\frac{1}{2} \operatorname{tr}\left(B_{3} P_{2,1}+B_{2} P_{2,2}+B_{1} P_{2,3}\right)=0 \\
& a_{2,5}=-\frac{1}{2} \operatorname{tr}\left(B_{3} P_{2,2}+B_{2} P_{2,3}\right)=0 \\
& a_{2,6}=-\frac{1}{2} \operatorname{tr}\left(B_{3} P_{2,3}\right)=0
\end{aligned}
$$

Finally, we obtain

$$
A(x)_{d}=-\frac{1}{(x-1)^{3}}\left[\begin{array}{cccc}
-(x-1)^{2} & (x-1)^{2} & x^{2}(x-1) & x^{2}\left(x^{2}-x+1\right) \\
0 & -(x-1)^{3} & -x(x-1)^{3} & -x^{2}(x-1)^{3} \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]
$$

for $x \neq 1$. The case when $x=1$ can be dealt with as a special case.

## Remarks

An algorithm for computing the Moore-Penrose inverse of a polynomial matrix with two variables is presented in [4]. In [7], Karampetakis and Tzekis improved Algorithm 10.2.1 for the case when there are big gaps between the powers of $x$, for example, $A(x)=A_{0} x^{80}+A_{79} x+A_{80}$. The above algorithms can be generalized to rational matrices by using the least common denominator of $P_{i}(x)$ [6].
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# Chapter 11 <br> Moore-Penrose Inverse of Linear Operators 

Before Moore introduced the generalized inverse of matrices by algebraic methods, Fredholm, Hilbert, Schmidt, Bounitzky, Hurwitz and other mathematicians had studied the generalized inverses of integral operators and differential operators. Recently, due to the development of science and technology and the need for practical problems, researchers are very interested in the study of the generalized inverses of linear operators in abstract spaces.

In this and the following chapter, we will introduce the concepts, properties, representation theorems and computational methods for the generalized inverses of bounded linear operators in Hilbert spaces. This chapter is based on [1], Chap. 12 contains our recent research results [2, 3].

We introduce the following notations used in these two chapters: $X_{1}$ and $X_{2}$ are Hilbert spaces over the same field; $B\left(X_{1}, X_{2}\right)$ denotes the set of bounded linear operators from $X_{1}$ to $X_{2} ; \mathcal{R}(T)$ and $\mathcal{N}(T)$ represent the range and null space of the operator $T$, respectively; $\sigma(T)$ and $\sigma_{r}(T)$ stand for the spectrum and spectral radius of the operator $T ; T^{*}$ is the conjugate operator of the operator $T ;\left.T\right|_{S}$ is the restriction of $T$ on the subspace $S ; M^{\perp}$ represents the orthogonal complement of $M$.

### 11.1 Definition and Basic Properties

Suppose that $X_{1}$ and $X_{2}$ are Hilbert spaces over the same field of scalars. We consider the fundamental problem of solving a general linear equation of the type

$$
\begin{equation*}
T \mathbf{x}=\mathbf{b} \tag{11.1.1}
\end{equation*}
$$

where $\mathbf{b} \in X_{2}$ and $T \in B\left(X_{1}, X_{2}\right)$.

The most prevalent example of an equation of the type (11.1.1) is obtained when $X_{1}=\mathbb{R}^{n}, X_{2}=\mathbb{R}^{m}$ and $T$ is an $m$-by- $n$ matrix. If $X_{1}=X_{2}=L^{2}[0,1]$, then the integral operator defined by

$$
(T \mathbf{x})(s)=\int_{0}^{1} k(s, t) \mathbf{x}(t) d t, \quad s \in[0,1]
$$

where $k(s, t) \in L^{2}([0,1] \times[0,1])$, provides another important example.
If the inverse $T^{-1}$ of the operator $T$ exists, then the Eq. (11.1.1) always has the unique solution $\mathbf{x}=T^{-1} \mathbf{b}$. But in general such a linear equation may have more than one solution when $\mathcal{N}(T) \neq\{\mathbf{0}\}$, or may have no solution at all when $\mathbf{b} \notin \mathcal{R}(T)$. Even if the equation has no solution in the traditional meaning, it is still possible to assign what is in a sense of a "best possible" solution to the problem. In fact, if we let $P$ denote the projection of $X_{2}$ onto $\mathcal{R}(T)$, then $P \mathbf{b}$ is the vector in $\mathcal{R}(T)$ which is closest to $\mathbf{b}$ and it is reasonable to consider a solution $\mathbf{u} \in X_{1}$ of the equation

$$
\begin{equation*}
T \mathbf{x}=P \mathbf{b} \tag{11.1.2}
\end{equation*}
$$

as a generalized solution of (11.1.1).
Another natural approach to assigning generalized solutions to the Eq. (11.1.1) is to find a $\mathbf{u} \in X_{1}$ which "comes closest" to solving (11.1.1) in the sense that

$$
\|T \mathbf{u}-\mathbf{b}\| \leq\|T \mathbf{x}-\mathbf{b}\|
$$

for any $\mathbf{x} \in X_{1}$.
The next theorem shows the equivalence between (11.1.2) and the above problem.
Theorem 11.1.1 Suppose $T \in B\left(X_{1}, X_{2}\right)$ has closed range $\mathcal{R}(T)$ and $\mathbf{b} \in X_{2}$, then the following conditions on $\mathbf{u} \in X_{1}$ are equivalent.
(1) $T \mathbf{u}=P \mathbf{b}$;
(2) $\|T \mathbf{u}-\mathbf{b}\| \leq\|T \mathbf{x}-\mathbf{b}\|$ for any $\mathbf{x} \in X_{1}$;
(3) $T^{*} T \mathbf{u}=T^{*} \mathbf{b}$.

Proof (1) $\Rightarrow$ (2): Suppose $T \mathbf{u}=P \mathbf{b}$. Then by applying the Pythagorean theorem and the fact that $P \mathbf{b}-\mathbf{b} \in \mathcal{R}(T)^{\perp}$, we have

$$
\begin{aligned}
\|T \mathbf{x}-\mathbf{b}\|^{2} & =\|T \mathbf{x}-P \mathbf{b}\|^{2}+\|P \mathbf{b}-\mathbf{b}\|^{2} \\
& =\|T \mathbf{x}-P \mathbf{b}\|^{2}+\|T \mathbf{u}-\mathbf{b}\|^{2} \\
& \geq\|T \mathbf{u}-\mathbf{b}\|^{2}
\end{aligned}
$$

for any $\mathbf{x} \in X_{1}$.
(2) $\Rightarrow$ (3): If $\|T \mathbf{u}-\mathbf{b}\| \leq\|T \mathbf{x}-\mathbf{b}\|$ for all $\mathbf{x} \in X_{1}$, then again by applying the Pythagorean theorem and the equality $P \mathbf{b}=T \mathbf{x}$ for some $\mathbf{x} \in X_{1}$, we have

$$
\begin{aligned}
& \|T \mathbf{u}-\mathbf{b}\|^{2} \\
= & \|T \mathbf{u}-P \mathbf{b}\|^{2}+\|P \mathbf{b}-\mathbf{b}\|^{2} \\
= & \|T \mathbf{u}-P \mathbf{b}\|^{2}+\|T \mathbf{x}-\mathbf{b}\|^{2} \\
\geq & \|T \mathbf{u}-P \mathbf{b}\|^{2}+\|T \mathbf{u}-\mathbf{b}\|^{2} .
\end{aligned}
$$

Therefore $T \mathbf{u}-P \mathbf{b}=\mathbf{0}$ and

$$
T \mathbf{u}-\mathbf{b}=P \mathbf{b}-\mathbf{b} \in \mathcal{R}(T)^{\perp}=\mathcal{N}\left(T^{*}\right)
$$

implying that $T^{*}(T \mathbf{u}-\mathbf{b})=\mathbf{0}$.
(3) $\Rightarrow$ (1): If $T^{*} T \mathbf{u}=T^{*} \mathbf{b}$, then $T \mathbf{u}-\mathbf{b} \in \mathcal{R}(T)^{\perp}$, therefore

$$
\mathbf{0}=P(T \mathbf{u}-\mathbf{b})=T \mathbf{u}-P \mathbf{b}
$$

This completes the proof.
Definition 11.1.1 A vector $\mathbf{u} \in X_{1}$ satisfying one of the three equivalent conditions (1) to (3) of Theorem 11.1.1 is called a least squares solution of the equation $T \mathbf{x}=\mathbf{b}$.

Remark: Since $\mathcal{R}(T)$ is closed, a least squares solution of (11.1.1) exists for each $\mathbf{b} \in X_{2}$. Also, if $\mathcal{N}(T) \neq\{\mathbf{0}\}$, then there are infinitely many least squares solutions of (11.1.1), since if $\mathbf{u}$ is a least squares solution, then so is $\mathbf{u}+\mathbf{v}$ for any $\mathbf{v} \in \mathcal{N}(T)$.

It follows from Theorem 11.1.1 that the set of least squares solutions of (11.1.1) can be written as

$$
\left\{\mathbf{u} \in X_{1}: T^{*} T \mathbf{u}=T^{*} \mathbf{b}\right\}
$$

which, by the continuity and linearity of $T$ and $T^{*}$, is a closed convex set. This set contains a unique vector of minimal norm and we choose this vector to be the least squares solution uniquely associated with $\mathbf{b}$ by way of the generalized inversion process.
Definition 11.1.2 Let $T \in B\left(X_{1}, X_{2}\right)$ have closed range $\mathcal{R}(T)$. The mapping $T^{\dagger}$ : $X_{2} \rightarrow X_{1}$ defined by $T^{\dagger} \mathbf{b}=\mathbf{u}$, where $\mathbf{u}$ is the minimal norm least squares solution of the equation $T \mathbf{x}=\mathbf{b}$, is called the generalized inverse of $T$.

We will refer to Definition 11.1.2 above as the variational definition, and denote it by definition (V). Note that if the operator $T$ is invertible, then we certainly have $T^{\dagger}=T^{-1}$.

The generalized inverse $T^{\dagger}$ has the following basic properties.
Theorem 11.1.2 If $T \in B\left(X_{1}, X_{2}\right)$ has closed range $\mathcal{R}(T)$, then

$$
\mathcal{R}\left(T^{\dagger}\right)=\mathcal{R}\left(T^{*}\right)=\mathcal{R}\left(T^{\dagger} T\right)
$$

Proof Let $\mathbf{b} \in X_{2}$. First, we show that $T^{\dagger} \mathbf{b} \in \mathcal{N}(T)^{\perp}=\mathcal{R}\left(T^{*}\right)$. Suppose

$$
T^{\dagger} \mathbf{b}=\mathbf{u}_{1}+\mathbf{u}_{2} \in \mathcal{N}(T)^{\perp} \oplus \mathcal{N}(T)
$$

then $\mathbf{u}_{1}$ is a least squares solution of $T \mathbf{x}=\mathbf{b}$, since

$$
T \mathbf{u}_{1}=T\left(\mathbf{u}_{1}+\mathbf{u}_{2}\right)=T T^{\dagger} \mathbf{b}=P \mathbf{b}
$$

Also, if $\mathbf{u}_{2} \neq \mathbf{0}$, By the Pythagorean theorem, we have

$$
\left\|\mathbf{u}_{1}\right\|^{2}<\left\|\mathbf{u}_{1}+\mathbf{u}_{2}\right\|^{2}=\left\|T^{\dagger} \mathbf{b}\right\|^{2}
$$

contradicting the fact that $T^{\dagger} \mathbf{b}$ is the least squares solution of minimal norm. Therefore $T^{\dagger} \mathbf{b}=\mathbf{u}_{1} \in \mathcal{N}(T)^{\perp}=\mathcal{R}\left(T^{*}\right)$.

Second, suppose that $\mathbf{u} \in \mathcal{N}(T)^{\perp}$. Let $\mathbf{b}=T \mathbf{u}$. We claim that $T \mathbf{u}=P T \mathbf{u}=P \mathbf{b}$. Thus $\mathbf{u}$ is the least squares solution. Indeed, if $\mathbf{x}$ is another least squares solution, then

$$
T \mathbf{x}=P \mathbf{b}=T \mathbf{u}
$$

and hence $\mathbf{x}-\mathbf{u}=\widehat{\mathbf{u}} \in \mathcal{N}(T)$. It then follows that

$$
\|\mathbf{x}\|^{2}=\|\mathbf{x}-\mathbf{u}+\mathbf{u}\|^{2}=\|\widehat{\mathbf{u}}\|^{2}+\|\mathbf{u}\|^{2} \geq\|\mathbf{u}\|^{2}
$$

Hence $\mathbf{u}$ is the least squares solution of minimal norm, that is, $\mathbf{u}=T^{\dagger} \mathbf{b} \in \mathcal{R}\left(T^{\dagger}\right)$ Thus we see that $\mathcal{R}\left(T^{\dagger}\right)=\mathcal{R}\left(T^{*}\right)$.

Note that for any $\mathbf{b} \in X_{2}, T^{\dagger} \mathbf{b}=T^{\dagger} P \mathbf{b} \in \mathcal{R}\left(T^{\dagger} T\right)$, thus $\mathcal{R}\left(T^{\dagger}\right) \subset \mathcal{R}\left(T^{\dagger} T\right)$. It is obvious that $\mathcal{R}\left(T^{\dagger} T\right) \subset \mathcal{R}\left(T^{\dagger}\right)$ and hence $\mathcal{R}\left(T^{\dagger}\right)=\mathcal{R}\left(T^{\dagger} T\right)$.

Corollary 11.1.1 If $T \in B\left(X_{1}, X_{2}\right)$ has closed range $\mathcal{R}(T)$, then $T^{\dagger} \in B\left(X_{2}, X_{1}\right)$.
Proof First we prove that $T^{\dagger}$ is linear. Let $\mathbf{b}, \overline{\mathbf{b}} \in X_{2}$, then

$$
T T^{\dagger} \mathbf{b}=P \mathbf{b} \quad \text { and } \quad T T^{\dagger} \overline{\mathbf{b}}=P \overline{\mathbf{b}}
$$

Therefore

$$
T T^{\dagger} \mathbf{b}+T T^{\dagger} \overline{\mathbf{b}}=P(\mathbf{b}+\overline{\mathbf{b}})=T T^{\dagger}(\mathbf{b}+\overline{\mathbf{b}})
$$

and hence, by Theorem 11.1.2,

$$
T^{\dagger} \mathbf{b}+T^{\dagger} \overline{\mathbf{b}}-T^{\dagger}(\mathbf{b}+\overline{\mathbf{b}}) \in \mathcal{N}(T)^{\perp} \cap \mathcal{N}(T)=\{\mathbf{0}\} .
$$

Similarly, it can be shown that for any scalar $\alpha, T^{\dagger}(\alpha \mathbf{b})=\alpha T^{\dagger}(\mathbf{b})$.

Next we show that $T^{\dagger}$ is bounded. Since $\mathcal{R}\left(T^{\dagger}\right)=\mathcal{R}\left(T^{*}\right)=\mathcal{N}(T)^{\perp}$, there exists a positive number $m$ such that

$$
\left\|T T^{\dagger} \mathbf{b}\right\| \geq m\left\|T^{\dagger} \mathbf{b}\right\|,
$$

for all $\mathbf{b} \in X_{2}$. Since $T T^{\dagger} \mathbf{b}=P \mathbf{b}$, it follows that

$$
\|\mathbf{b}\| \geq\|P \mathbf{b}\| \geq m\left\|T^{\dagger} \mathbf{b}\right\|, \quad \text { that is, } \quad \frac{\left\|T^{\dagger} \mathbf{b}\right\|}{\|\mathbf{b}\|} \leq \frac{1}{m}
$$

and hence $T^{\dagger}$ is bounded.
Next we give some alternative definitions of the generalized inverse $T^{\dagger}$ and prove their equivalence.

Definition 11.1.3 If $T \in B\left(X_{1}, X_{2}\right)$ has closed range $\mathcal{R}(T)$, then $T^{\dagger}$ is the unique operator in $B\left(X_{2}, X_{1}\right)$ satisfying
(1) $T T^{\dagger}=P_{\mathcal{R}(T)}$;
(2) $T^{\dagger} T=P_{\mathcal{R}\left(T^{\dagger}\right)}$.

Definition 11.1.4 If $T \in B\left(X_{1}, X_{2}\right)$ has closed range $\mathcal{R}(T)$, then $T^{\dagger}$ is the unique operator in $B\left(X_{2}, X_{1}\right)$ satisfying
(1) $T T^{\dagger} T=T$;
(2) $T^{\dagger} T T^{\dagger}=T^{\dagger}$;
(3) $\left(T T^{\dagger}\right)^{*}=T T^{\dagger}$;
(4) $\left.T^{\dagger} T\right)^{*}=T^{\dagger} T$.

Definition 11.1.5 If $T \in B\left(X_{1}, X_{2}\right)$ has closed range $\mathcal{R}(T)$, then $T^{\dagger}$ is the unique operator in $B\left(X_{2}, X_{1}\right)$ satisfying
(1) $T^{\dagger} T \mathbf{x}=\mathbf{x}, \mathbf{x} \in \mathcal{N}(T)^{\perp}$;
(2) $T^{\dagger} \mathbf{y}=\mathbf{0}, \quad \mathbf{y} \in \mathcal{R}(T)^{\perp}$.

We call Definitions 11.1.3, 11.1.4, and 11.1 .5 as the Moore definition, Penrose definition, and Desoer-Whalen definition, and denote them by definitions (M), (P) and (D-W), respectively. Next we will prove the uniqueness of $T^{\dagger}$.

Theorem 11.1.3 There can be at most one operator $T^{\dagger} \in B\left(X_{2}, X_{1}\right)$ satisfying the definition (P).

Proof From (2) and (3) of the definition (P), we have

$$
\begin{equation*}
T^{\dagger}=T^{\dagger}\left(T T^{\dagger}\right)^{*}=T^{\dagger} T^{\dagger *} T^{*} \tag{11.1.3}
\end{equation*}
$$

It follows from (2) and (4) of the definition (P) that

$$
\begin{equation*}
T^{\dagger}=\left(T^{\dagger} T\right)^{*} T^{\dagger}=T^{*} T^{\dagger^{*}} T^{\dagger} \tag{11.1.4}
\end{equation*}
$$

By (1) and (3) of the definition (P), we have

$$
\begin{equation*}
T=\left(T T^{\dagger}\right)^{*} T=T^{\dagger^{*}} T^{*} T \tag{11.1.5}
\end{equation*}
$$

and therefore,

$$
\begin{equation*}
T^{*}=T^{*} T T^{\dagger} \tag{11.1.6}
\end{equation*}
$$

Finally, by (1) and (4) of the definition (P), we see that

$$
T=T T^{\dagger} T=T T^{*} T^{\dagger^{*}}
$$

Therefore,

$$
\begin{equation*}
T^{*}=T^{\dagger} T T^{*} \tag{11.1.7}
\end{equation*}
$$

Suppose now that $X$ and $Y$ are two operators in $B\left(X_{2}, X_{1}\right)$ satisfying the definition $(\mathrm{P})$, then

$$
\begin{array}{rlrl}
X & =X X^{*} T^{*} & \text { by (11.1.3) } \\
& =X X^{*} T^{*} T Y & \text { by (11.1.6) } \\
& =X T Y & \text { by (11.1.5) } \\
& =X T T^{*} Y^{*} Y \text { by (11.1.4) } \\
& =T^{*} Y^{*} Y & & \text { by (11.1.7) } \\
& =Y & & \text { by (11.1.4). }
\end{array}
$$

The proof is completed.
Theorem 11.1.4 The definitions $(\mathrm{M})$ and $(\mathrm{P})$ are equivalent.
Proof If $T^{\dagger}$ satisfies the definition (M), then we see that $T T^{\dagger}$ and $T^{\dagger} T$ are selfadjoint. Also,

$$
T T^{\dagger} T=P_{\mathcal{R}(T)} T=T
$$

and

$$
T^{\dagger} T T^{\dagger}=P_{\mathcal{R}\left(T^{\dagger}\right)} T^{\dagger}=T^{\dagger}
$$

Hence $T^{\dagger}$ satisfies the definition (P).
Conversely, if $T^{\dagger}$ satisfies the definition (P), then

$$
\left(T T^{\dagger}\right)\left(T T^{\dagger}\right)=T\left(T^{\dagger} T T^{\dagger}\right)=T T^{\dagger} .
$$

Therefore $T T^{\dagger}$ is a self-adjoint idempotent operator and hence is a projection operator onto the subspace $S=\left\{\mathbf{y}: T T^{\dagger} \mathbf{y}=\mathbf{y}\right\}$. Since $T T^{\dagger} T=T$, it follows that $\mathcal{R}(T) \subset$ $S$. Also, if $\mathbf{y} \in S$, then for any $\mathbf{z} \in \mathcal{N}\left(T^{*}\right)$,

$$
(\mathbf{y}, \mathbf{z})=\left(T T^{\dagger} \mathbf{y}, \mathbf{z}\right)=\left(T^{\dagger} \mathbf{y}, T^{*} \mathbf{z}\right)=\mathbf{0}
$$

hence $\mathbf{y} \in \mathcal{N}\left(T^{*}\right)^{\perp}=\mathcal{R}(T)$ and $S \subset \mathcal{R}(T)$. It follows that

$$
T T^{\dagger}=P_{\mathcal{R}(T)}
$$

It remains to show that if $T^{\dagger}$ satisfies the definition (P), then $T^{\dagger} T=P_{\mathcal{R}\left(T^{\dagger}\right)}$. Its proof is left as an exercise.

It follows from Theorem 11.1.4 that the definitions $(\mathrm{M})$ and $(\mathrm{P})$ are equivalent and we refer to these definitions as the Moore-Penrose inverse definition, denoted by definition (M-P).

Theorem 11.1.5 The definitions (V), (M-P) and (D-W) are equivalent.
Proof $(\mathrm{D}-\mathrm{W}) \Rightarrow(\mathrm{V})$ : Suppose that $T^{\dagger}$ satisfies the definition (D-W). Let

$$
\mathbf{b}=\mathbf{b}_{1}+\mathbf{b}_{2} \in \mathcal{R}(T) \oplus \mathcal{R}(T)^{\perp}=X_{2},
$$

then $T T^{\dagger} \mathbf{b}=T T^{\dagger} \mathbf{b}_{1}$. Since $\mathbf{b}_{1} \in \mathcal{R}(T)$, we have $T \mathbf{x}=\mathbf{b}_{1}$ for some $\mathbf{x} \in \mathcal{N}(T)^{\perp}$, therefore

$$
T T^{\dagger} \mathbf{b}=T T^{\dagger} T \mathbf{x}=T \mathbf{x}=\mathbf{b}_{1}=P_{\mathcal{R}(T)} \mathbf{b}
$$

That is, $T^{\dagger} \mathbf{b}$ is a least squares solution. Suppose that $\mathbf{u}$ is another least squares solution, then $\mathbf{u}-T^{\dagger} \mathbf{b} \in \mathcal{N}(T)$. Also, since $\mathbf{b}=\mathbf{b}_{1}+\mathbf{b}_{2} \in \mathcal{R}(T) \oplus \mathcal{R}(T)^{\perp}$ and $T^{\dagger} \mathbf{b}_{2}=\mathbf{0}$, from (2) of the definition (D-W), we have

$$
T^{\dagger} \mathbf{b}=T^{\dagger} \mathbf{b}_{1}=T^{\dagger} T \mathbf{x}=\mathbf{x}
$$

for some $\mathbf{x} \in \mathcal{N}(T)^{\perp}$. Therefore, $T^{\dagger} \mathbf{b} \in \mathcal{N}(T)^{\perp}$, implying that $T^{\dagger} \mathbf{b} \perp\left(\mathbf{u}-T^{\dagger} \mathbf{b}\right)$. By the Pythagorean theorem, we have $\left\|T^{\dagger} \mathbf{b}\right\|^{2} \leq\|\mathbf{u}\|^{2}$ and hence $T^{\dagger} \mathbf{b}$ is the minimal norm least squares solution, that is, $T^{\dagger}$ satisfies the definition (V).
$(\mathrm{V}) \Rightarrow(\mathrm{M}-\mathrm{P})$ : If $T^{\dagger}$ satisfies the definition (V), then clearly $T T^{\dagger}=P_{\mathcal{R}(T)}$. Also for any $\mathbf{x} \in X_{1}$, by Theorem 11.1.2, we have

$$
\mathbf{x}=\mathbf{x}_{1}+\mathbf{x}_{2} \in \mathcal{N}(T)^{\perp} \oplus \mathcal{N}(T)=\mathcal{R}\left(T^{\dagger}\right) \oplus \mathcal{N}(T)
$$

Therefore

$$
T T^{\dagger} T \mathbf{x}=T T^{\dagger} T \mathbf{x}_{1}=P_{\mathcal{R}(T)} T \mathbf{x}_{1}=T \mathbf{x}_{1}
$$

and hence

$$
T^{\dagger} T \mathbf{x}-\mathbf{x}_{1} \in \mathcal{N}(T) \cap \mathcal{N}(T)^{\perp}=\{\mathbf{0}\}
$$

that is,

$$
T^{\dagger} T \mathbf{x}=\mathbf{x}_{1}=P_{\mathcal{R}\left(T^{\dagger}\right)} \mathbf{x}
$$

which implies that $T^{\dagger} T=P_{\mathcal{R}\left(T^{\dagger}\right)}$. Thus $T^{\dagger}$ satisfies the definition (M-P).
(M-P) $\Rightarrow(\mathrm{D}-\mathrm{W}):$ Suppose that $T^{\dagger}$ satisfies the definition (M-P) and $\mathbf{y} \in \mathcal{R}(T)^{\perp}$, then

$$
T^{\dagger} \mathbf{y}=T^{\dagger} T T^{\dagger} \mathbf{y}=T^{\dagger} P_{\mathcal{R}(T)} \mathbf{y}=\mathbf{0}
$$

It remains to show that $T^{\dagger} T \mathbf{x}=\mathbf{x}$ for $\mathbf{x} \in \mathcal{N}(T)^{\perp}$. Indeed, since $T T^{\dagger} T=T$, it follows that $T^{\dagger} T \mathbf{x}-\mathbf{x} \in \mathcal{N}(T)$ for any $\mathbf{x} \in X_{1}$. Now if $\mathbf{x} \in \mathcal{N}(T)^{\perp}$, by the Pythagorean theorem, we have

$$
\begin{aligned}
\|\mathbf{x}\|^{2} & \geq\left\|P_{\mathcal{R}\left(T^{\dagger}\right)} \mathbf{x}\right\|^{2}=\left\|T^{\dagger} T \mathbf{x}\right\|^{2}=\left\|T^{\dagger} T \mathbf{x}-\mathbf{x}+\mathbf{x}\right\|^{2} \\
& =\left\|T^{\dagger} T \mathbf{x}-\mathbf{x}\right\|+\|\mathbf{x}\|^{2} .
\end{aligned}
$$

Therefore $T^{\dagger} T \mathbf{x}-\mathbf{x}=\mathbf{0}$ for $\mathbf{x} \in \mathcal{N}(T)^{\perp}$, that is, $T^{\dagger} T \mathbf{x}=\mathbf{x}$. Hence $T^{\dagger}$ satisfies the definition (D-W).

Since $\mathcal{R}\left(T^{\dagger}\right)=\mathcal{N}(T)^{\perp}$, if $\mathbf{u}$ is a least squares solution and $\mathbf{v} \in \mathcal{N}(T)$, then $\mathbf{u}+\mathbf{v}$ is also a least squares solution. Thus the set of the least squares solution of (11.1.1) is $T^{\dagger} \mathbf{b}+\mathcal{N}(T)$.

If $\mathcal{R}(T)$ is closed, it is well known that $\mathcal{R}\left(T^{*}\right)$ is also closed. Suppose $\widetilde{T}=$ $\left.T^{*} T\right|_{\mathcal{R}\left(T^{*}\right)}$, we have

$$
(\tilde{T} \mathbf{x}, \mathbf{x})=\|T \mathbf{x}\|^{2} \geq m^{2}\|\mathbf{x}\|^{2} \quad(m>0)
$$

for $\mathbf{x} \in \underset{\sim}{\mathcal{T}}\left(T^{*}\right)$. Thus we can define $\widetilde{T}^{-1}$ on $\mathcal{R}(\widetilde{T})$, and $\mathcal{R}(\widetilde{T})=\mathcal{R}\left(T^{*} T\right)=\mathcal{R}\left(T^{*}\right)$. Thus $\widetilde{T}^{-1} \in B\left(\mathcal{R}\left(T^{*}\right), \mathcal{R}\left(T^{*}\right)\right)$, from which it is easy to prove the following theorem.

Theorem 11.1.6 Suppose that $T \in B\left(X_{1}, X_{2}\right)$ has closed range $\mathcal{R}(T)$ and $\widetilde{T}=$ $\left.T^{*} T\right|_{\mathcal{R}\left(T^{*}\right)}$, then

$$
\begin{equation*}
T^{\dagger}=\widetilde{T}^{-1} T^{*} \tag{11.1.8}
\end{equation*}
$$

Proof $\operatorname{From}\left(\widetilde{T}^{-1} T^{*}\right) T \mathbf{x}=\underset{\sim}{\mathbf{x}}$, for $\mathbf{x} \in \mathcal{N}(T)^{\perp}=\mathcal{R}\left(T^{*}\right)$, and $\left(\widetilde{T}^{-1} T^{*}\right) \mathbf{y}=\mathbf{0}$, for $\mathbf{y} \in$ $\mathcal{R}(T)^{\perp}=\mathcal{N}\left(T^{*}\right)$, we have $\widetilde{T}^{-1} T^{*}=T^{\dagger}$ by the definition (D-W).

### 11.2 Representation Theorem

In this section, we will present the representation theorem of the generalized inverse $T^{\dagger}$ of a bounded linear operator. It states that $T^{\dagger}$ can be represented as the limit of a sequence of operators.

Before the representation theorem, we provide some necessary background [4].
Suppose $A \in B(X, X)$ and self-adjoint, $A^{*}=A$, let

$$
m=\inf _{\|\mathbf{x}\|=1}(A \mathbf{x}, \mathbf{x}) \quad \text { and } \quad M=\sup _{\|\mathbf{x}\|=1}(A \mathbf{x}, \mathbf{x})
$$

If $S_{n}(x)$ is a continuous real valued function on $[m, M]$, then

$$
\left\|S_{n}(x)\right\|=\max _{x \in \sigma(A)}\left|S_{n}(x)\right|=\sigma_{r}\left(S_{n}(A)\right)
$$

where $\sigma(A) \subset \Omega \subset(-\infty,+\infty)$. Let $\left\{S_{n}(x)\right\}$ be a sequence of continuous real valued functions on $\Omega$ with $\lim _{n \rightarrow \infty} S_{n}(x)=S(x)$ uniformly on $\sigma(A)$, then $\lim _{n \rightarrow \infty}$ $S_{n}(A)=S(A)$ uniformly on $B(X, X)$.

Suppose $T \in B\left(X_{1}, X_{2}\right)$ and $\mathcal{R}(T)$ is closed. Let $H=\mathcal{R}\left(T^{*}\right)$, then $H$ is a Hilbert space. Define the operator $\widetilde{T}=\left.T^{*} T\right|_{H}$. The spectrum of the operator $\widetilde{T} \in B(H, H)$ satisfies $\sigma(\widetilde{T}) \subset(0,+\infty)$. Indeed, $H=\mathcal{R}\left(T^{*}\right)=\mathcal{N}(T)^{\perp}$, for every $\mathbf{x} \in H$, we have

$$
\left(\left(\left.T^{*} T\right|_{H}\right) \mathbf{x}, \mathbf{x}\right)=\|T \mathbf{x}\|^{2} \geq m^{2}\|\mathbf{x}\|^{2}, \quad m>0
$$

Thus $\left.T^{*} T\right|_{H}$ is a self-adjoint positive operator, and $\sigma(\widetilde{T}) \subset(0,+\infty)$ holds.
Theorem 11.2.1 (Representation theorem) Suppose that the range $\mathcal{R}(T)$ of $T \in$ $B\left(X_{1}, X_{2}\right)$ is closed and let $\widetilde{T}=\left.T^{*} T\right|_{H}$, where $H=\mathcal{R}\left(T^{*}\right)$. If $\Omega$ is an open set such that $\sigma(\widetilde{T}) \subset \Omega \subset(0,+\infty)$ and $\left\{S_{n}(x)\right\}$ is a sequence of continuous real valued functions on $\Omega$ with $\lim _{n \rightarrow \infty} S_{n}(x)=x^{-1}$ uniformly on $\sigma(\widetilde{T})$, then

$$
T^{\dagger}=\lim _{n \rightarrow \infty} S_{n}(\widetilde{T}) T^{*}
$$

where the convergence is in the uniform topology for $B\left(X_{2}, X_{1}\right)$. Furthermore,

$$
\left\|S_{n}(\widetilde{T}) T^{*}-T^{\dagger}\right\| \leq \sup _{x \in \sigma(\widetilde{T})}\left|x S_{n}(x)-1\right|\left\|T^{\dagger}\right\| .
$$

Proof Using the spectral theorem for self-adjoint linear operators, we have

$$
\lim _{n \rightarrow \infty} S_{n}(\widetilde{T})=\widetilde{T}^{-1}
$$

uniformly in $B(H, H)$. It follows from (11.1.8) that

$$
\lim _{n \rightarrow \infty} S_{n}(\widetilde{T}) T^{*}=\widetilde{T}^{-1} T^{*}=T^{\dagger}
$$

To obtain the error bound, we note that $T^{*}=\widetilde{T} T^{\dagger}$ and therefore

$$
S_{n}(\widetilde{T}) T^{*}-T^{\dagger}=\left(S_{n}(\widetilde{T}) \widetilde{T}-I\right) T^{\dagger}
$$

Since $\underset{\widetilde{T}}{\widetilde{T}}$ is self-adjoint and $S_{n}(x) x$ is a real-valued continuous function on $\sigma(\widetilde{T})$, $S_{n}(\widetilde{T}) \widetilde{T}$ is also self-adjoint. Using the spectral radius formula for self-adjoint operators and the spectral mapping theorem, we have

$$
\begin{aligned}
\left\|S_{n}(\widetilde{T}) \widetilde{T}-I\right\| & =\left|\sigma_{r}\left(S_{n}(\widetilde{T}) \widetilde{T}-I\right)\right| \\
& =\sup _{x \in \sigma(\widetilde{T})}\left|S_{n}(x) x-1\right|
\end{aligned}
$$

and hence

$$
\left\|S_{n}(\widetilde{T}) T^{*}-T^{\dagger}\right\| \leq \sup _{x \in \sigma(\widetilde{T})}\left|S_{n}(x) x-1\right|\left\|T^{\dagger}\right\| .
$$

The proof is completed.
This theorem suggests that we construct an iterative process of computing a sequence that converges to the generalized inverse. This is the basis for the computational methods in the next section. Before that, we present the following bound for $\sigma(\widetilde{T})$ to be used in the computational formulas in the next section.
Theorem 11.2.2 Suppose $T \in B\left(X_{1}, X_{2}\right)$ has closed range $\mathcal{R}(T)$ and let $\widetilde{T}=$ $\left.T^{*} T\right|_{H}$, where $H=\mathcal{R}\left(T^{*}\right)$, then for each $\lambda \in \sigma(\widetilde{T})$, we have

$$
\left\|T^{\dagger}\right\|^{-2} \leq \lambda \leq\|T\|^{2} .
$$

Proof Since in the Hilbert space $H=\mathcal{R}\left(T^{*}\right)$,

$$
\left\|\left.T^{*} T\right|_{H}\right\| \leq\left\|T^{*} T\right\|,
$$

we have

$$
\|\widetilde{T}\| \leq\left\|T^{*} T\right\| \leq\left\|T^{*}\right\|\|T\|=\|T\|^{2}
$$

Thus

$$
\lambda \leq\|\widetilde{T}\| \leq\|T\|^{2}
$$

On the other hand, if $\mathbf{x} \in H=\mathcal{R}\left(T^{*}\right)$, then

$$
\begin{aligned}
\|\mathbf{x}\|^{2} & =\left\|P_{\mathcal{R}\left(T^{*}\right)} \mathbf{x}\right\|^{2}=\left\|T^{\dagger} T \mathbf{x}\right\|^{2} \\
& \leq\left\|T^{\dagger}\right\|^{2}\|T \mathbf{x}\|^{2}=\left\|T^{\dagger}\right\|^{2}(\widetilde{T} \mathbf{x}, \mathbf{x})
\end{aligned}
$$

Therefore

$$
(\widetilde{T} \mathbf{x}, \mathbf{x})-\left\|T^{\dagger}\right\|^{-2}(\mathbf{x}, \mathbf{x}) \geq 0
$$

that is,

$$
\widetilde{T} \geq\left\|T^{\dagger}\right\|^{-2} I,
$$

from which the result follows.

### 11.3 Computational Methods

In this section, we will describe Euler-Knopp methods, Newton methods, hyperpower methods and the methods based on interpolating function theory for computing the generalized inverse $T^{\dagger}$. These methods are based on Theorem 11.2.1 (the Representation theorem).

### 11.3.1 Euler-Knopp Methods

Let

$$
\begin{equation*}
S_{n}(x)=\alpha \sum_{k=0}^{n}(1-\alpha x)^{k} \tag{11.3.1}
\end{equation*}
$$

be the Euler-Knopp transformation of the series $\sum_{k=0}^{\infty}(1-x)^{k}$ [5], where $\alpha$ is a fixed parameter. Clearly,

$$
\lim _{n \rightarrow \infty} S_{n}(x)=\frac{1}{x}
$$

uniformly on compact subsets of the set

$$
E_{\alpha}=\{x:|1-\alpha x|<1\}=\{x: 0<x<2 / \alpha\} .
$$

It follows from Theorem 11.2.2 that $\sigma(\widetilde{T}) \subset\left[\left\|T^{\dagger}\right\|^{-2},\|T\|^{2}\right] \subset\left(0,\|T\|^{2}\right]$, if we choose the parameter $\alpha$ such that $0<\alpha<2\|T\|^{-2}$, then $\sigma(\widetilde{T}) \subset\left(0,\|T\|^{2}\right] \subset E_{\alpha}$. For such a parameter, applying the Representation theorem, we obtain

$$
T^{\dagger}=\lim _{n \rightarrow \infty} S_{n}(\widetilde{T}) T^{*}=\alpha \sum_{k=0}^{\infty}\left(I-\alpha T^{*} T\right)^{k} T^{*}
$$

Note that if we set $T_{n}=\alpha \sum_{k=0}^{n}\left(I-\alpha T^{*} T\right)^{k} T^{*}$, then we get the iterative process:

$$
\left\{\begin{array}{l}
T_{0}=\alpha T^{*}  \tag{11.3.2}\\
T_{n+1}=\left(I-\alpha T^{*} T\right) T_{n}+\alpha T^{*}
\end{array}\right.
$$

Therefore $\lim _{n \rightarrow \infty} T_{n}=T^{\dagger}$. In order to apply Theorem 11.2.1 to estimate the error between $T_{n}$ and $T^{\dagger}$, we first estimate $\left|x S_{n}(\mathbf{x})-1\right|$. From (11.3.1),

$$
\left\{\begin{array}{l}
S_{0}(x)=\alpha  \tag{11.3.3}\\
S_{n+1}(x)=(1-\alpha x) S_{n}(x)+\alpha
\end{array}\right.
$$

Thus we have

$$
S_{n+1}(x) x-1=(1-\alpha x)\left(S_{n}(x) x-1\right) .
$$

Therefore

$$
\left|S_{n}(x) x-1\right|=|1-\alpha x|^{n+1}
$$

It follows from Theorem 11.2.2 that $\left\|T^{\dagger}\right\|^{-2} \leq x \leq\|T\|^{2}$ for $x \in \sigma(\widetilde{T})$ and $0<$ $\alpha<2\|T\|^{-2}$, thus

$$
|1-\alpha x| \leq \beta
$$

where

$$
\begin{equation*}
\beta=\max \left\{\left|1-\alpha\|T\|^{2}\right|,\left|1-\alpha\left\|T^{\dagger}\right\|^{-2}\right|\right\} . \tag{11.3.4}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\left|S_{n}(x) x-1\right| \leq \beta^{n+1} \tag{11.3.5}
\end{equation*}
$$

Since $\|T\|\left\|T^{\dagger}\right\| \geq\left\|T T^{\dagger}\right\|=\|P\|=1$, we have $2>\alpha\|T\|^{2} \geq \alpha\left\|T^{\dagger}\right\|^{-2}>0$, which implies $0<\beta<1$. By Theorem 11.2.1 and (11.3.5), we get the estimate of the error

$$
\left\|T_{n}-T^{\dagger}\right\| \leq\left\|T^{\dagger}\right\| \beta^{n+1}
$$

which implies that the Euler-Knopp method defined by (11.3.2) is a first order iterative method. Next we will present a faster convergent iterative sequence.

### 11.3.2 Newton Methods

Suppose that for $\alpha>0$, we define a sequence of functions $\left\{S_{n}(x)\right\}$ by

$$
\left\{\begin{array}{l}
S_{0}(x)=\alpha  \tag{11.3.6}\\
S_{n+1}(x)=S_{n}(x)\left(2-x S_{n}(x)\right)
\end{array}\right.
$$

We will show that (11.3.6) converges to $x^{-1}$ uniformly on the compact subset $\sigma(\widetilde{T})$ of the set $E_{\alpha}=\{x: 0<x<2 / \alpha\}$. Specifically,

$$
\begin{aligned}
x S_{n+1}(x)-1 & =x S_{n}(x)\left(2-x S_{n}(x)\right)-1 \\
& =-\left(x S_{n}(x)-1\right)^{2} .
\end{aligned}
$$

Furthermore

$$
\left|x S_{n}(x)-1\right|=\left|x S_{n-1}(x)-1\right|^{2}=\cdots=|\alpha x-1|^{2^{n}}
$$

It follows from Theorem 11.2.2 that $\left\|T^{\dagger}\right\|^{-2} \leq x \leq\|T\|^{2}$ for $x \in \sigma(\widetilde{T})$. Choose $\alpha$ such that $0<\alpha<2\|T\|^{-2}$, then

$$
|\alpha x-1| \leq \beta<1
$$

where $\beta$ is given by (11.3.4). Thus

$$
\begin{equation*}
\left|x S_{n}(x)-1\right|=|\alpha x-1|^{2^{n}} \leq \beta^{2^{n}} \rightarrow 0 \quad \text { as } n \rightarrow \infty \tag{11.3.7}
\end{equation*}
$$

Therefore $\lim _{n \rightarrow \infty} S_{n}(x)=x^{-1}$ uniformly on $\sigma(\widetilde{T})$.
Let the sequence of operators $\left\{S_{n}(\widetilde{T})\right\}$ defined by (11.3.6) be

$$
\left\{\begin{array}{l}
S_{0}(\widetilde{T})=\alpha I \\
S_{n+1}(\widetilde{T})=S_{n}(\widetilde{T})\left(2 I-T^{*} T S_{n}(\widetilde{T})\right)
\end{array}\right.
$$

then $\left\{S_{n}(\widetilde{T})\right\} \subset B(H, H), H=\mathcal{R}\left(T^{*}\right)$. Applying Theorem 11.2.1, we have

$$
T^{\dagger}=\lim _{n \rightarrow \infty} S_{n}(\widetilde{T}) T^{*}
$$

uniformly on $B\left(X_{2}, X_{1}\right)$.
Setting $T_{n}=S_{n}(\widetilde{T}) T^{*}$, we obtain the iterative process

$$
\left\{\begin{array}{l}
T_{0}=\alpha T^{*}  \tag{11.3.8}\\
T_{n+1}=T_{n}\left(2 I-T T_{n}\right)
\end{array}\right.
$$

Therefore $\lim _{n \rightarrow \infty} T_{n}=T^{\dagger}$. Applying Theorem 11.2.1 and (11.3.7), we get the following bound for the difference between $T_{n}$ and $T^{\dagger}$ :

$$
\left\|T_{n}-T^{\dagger}\right\|=\left\|T^{\dagger}\right\| \sup _{x \in \sigma(\widetilde{T})}\left|x S_{n}(x)-1\right| \leq\left\|T^{\dagger}\right\| \beta^{2^{n}}
$$

Thus the Newton method determined by (11.3.8) is a second order iterative method.

### 11.3.3 Hyperpower Methods

The so-called hyperpower method is a technique for extrapolating on the desirable quadratic convergence property of the Newton methods. It has the $p$ th order convergence rate. But each iteration requires more computation than the Newton method when $p>2$.

Given an integer $p \geq 2$, define a sequence of functions $\left\{S_{n}^{p}(x)\right\}$ by

$$
\left\{\begin{array}{l}
S_{0}^{p}(x)=\alpha>0  \tag{11.3.9}\\
S_{n+1}^{p}(x)=S_{n}^{p}(x) \sum_{k=0}^{p-1}\left(1-x S_{n}^{p}(x)\right)^{k}
\end{array}\right.
$$

If $p=2$, (11.3.9) coincides (11.3.6). Noting that

$$
\left|x S_{n+1}^{p}(x)-1\right|=\left|x S_{n}^{p}(x)-1\right|^{p}
$$

we get

$$
\left|x S_{n}^{p}(x)-1\right|=|\alpha x-1|^{p^{n}}
$$

It follows from Theorem 11.2.2 that $\left\|T^{\dagger}\right\|^{-2} \leq x \leq\|T\|^{2}$ for $x \in \sigma(\widetilde{T})$. Choose $\alpha$ such that $0<\alpha<2\|T\|^{-2}$, then

$$
|\alpha x-1| \leq \beta<1,
$$

where $\beta$ is the same as in (11.3.4). Thus

$$
\begin{equation*}
\left|x S_{n}^{p}(x)-1\right|=|\alpha x-1|^{p^{n}} \leq \beta^{p^{n}} \rightarrow 0 \quad \text { as } n \rightarrow \infty \tag{11.3.10}
\end{equation*}
$$

Therefore $\lim _{n \rightarrow \infty} S_{n}^{p}(x)=x^{-1}$ uniformly on $\sigma(\widetilde{T})$.
Let the sequence of operators $\left\{S_{n}^{p}(\widetilde{T})\right\}$ defined by (11.3.9) be

$$
\left\{\begin{array}{l}
S_{0}^{p}(\widetilde{T})=\alpha I, \\
S_{n+1}^{p}(\widetilde{T})=S_{n}^{p}(\widetilde{T}) \sum_{k=0}^{p-1}\left(I-T^{*} T S_{n}^{p}(\widetilde{T})\right)^{k}
\end{array}\right.
$$

Then $\left\{S_{n}^{p}(\widetilde{T})\right\} \subset B(H, H)$, where $H=\mathcal{R}\left(T^{*}\right)$. Applying Theorem 11.2.1, we have

$$
\lim _{n \rightarrow \infty} S_{n}^{p}(\widetilde{T}) T^{*}=T^{\dagger}
$$

uniformly on $B\left(X_{2}, X_{1}\right)$. Note that

$$
\begin{aligned}
S_{n+1}^{p}(\widetilde{T}) T^{*} & =S_{n}^{p}(\widetilde{T}) \sum_{k=0}^{p-1}\left(I-T^{*} T S_{n}^{p}(\widetilde{T})\right)^{k} T^{*} \\
& =S_{n}^{p}(\widetilde{T}) T^{*} \sum_{k=0}^{p-1}\left(I-T S_{n}^{p}(\widetilde{T}) T^{*}\right)^{k}
\end{aligned}
$$

Thus, defining $T_{n}^{p}=S_{n}^{p}(\widetilde{T}) T^{*}$, we get the iterative process

$$
\left\{\begin{array}{l}
T_{0}^{p}=\alpha T^{*} \\
T_{n+1}^{p}=T_{n}^{p} \sum_{k=0}^{p-1}\left(I-T T_{n}^{p}\right)^{k}
\end{array}\right.
$$

Therefore $\lim _{n \rightarrow \infty} T_{n}^{p}=T^{\dagger}$. Applying Theorem 11.2.1 and (11.3.10), we obtain the following bound for the difference between $T_{n}^{p}$ and $T^{\dagger}$ :

$$
\left\|T_{n}^{p}-T^{\dagger}\right\| \leq\left\|T^{\dagger}\right\| \sup _{x \in \sigma(\widetilde{T})}\left|x S_{n}^{p}(x)-1\right| \leq\left\|T^{\dagger}\right\| \beta^{p^{n}}
$$

It is easy to see that the hyperpower method is a $p$ th order iterative method.

### 11.3.4 Methods Based on Interpolating Function Theory

In this subsection, we shall use the Representation theorem and the Newton interpolation and the Hermite interpolation for the function $f(x)=1 / x$ to approximate the generalized inverse $T^{\dagger}$ and present its error bound.

First we introduce the Newton interpolation method. If $p_{n}(x)$ denotes the unique polynomial of degree $n$ which interpolates the function $f(x)=1 / x$ at the points $x=$ $1,2, \ldots, n+1$, then the Newton interpolation formula [6] gives the interpolating polynomial

$$
p_{n}(x)=\sum_{j=0}^{n}\binom{x-1}{j} \Delta^{j} f(1)
$$

where $\Delta$ is the forward difference operator defined by

$$
\Delta f(x)=f(x+1)-f(x), \quad \Delta^{j} f(x)=\Delta\left(\Delta^{j-1} f\right)(x)
$$

and

$$
\binom{x-1}{j}=\frac{(x-1)(x-2) \cdots(x-j)}{j!}
$$

It is easy to verify that $\Delta^{j} f(1)=(-1)^{j}(j+1)^{-1}$, which gives

$$
\begin{equation*}
p_{n}(x)=\sum_{j=0}^{n} \frac{1}{j+1} \prod_{l=0}^{j-1}\left(1-\frac{x}{l+1}\right) . \tag{11.3.11}
\end{equation*}
$$

Here the product from 0 to -1 by convention is defined to be 1 . A simple induction argument shows that

$$
\begin{equation*}
1-x p_{n}(x)=\prod_{l=0}^{n}\left(1-\frac{x}{l+1}\right), \quad n=0,1,2, \cdots \tag{11.3.12}
\end{equation*}
$$

This statement is clearly true for $n=0$. Assuming that it is true for $n$, we have

$$
\begin{aligned}
1-x p_{n+1}(x) & =1-x p_{n}(x)-\frac{x}{n+2} \prod_{l=0}^{n}\left(1-\frac{x}{l+1}\right) \\
& =\left(1-\frac{x}{n+2}\right) \prod_{l=0}^{n}\left(1-\frac{x}{l+1}\right) \\
& =\prod_{l=0}^{n+1}\left(1-\frac{x}{l+1}\right) .
\end{aligned}
$$

Thus (11.3.12) holds for $n+1$. Therefore we can prove that the sequence of polynomials $\left\{p_{n}(x)\right\}$ satisfies $\lim _{n \rightarrow \infty} p_{n}(x)=1 / x$ uniformly on compact subsets of $(0,+\infty)$.

If $x>0$, then by (11.3.12)

$$
1-x p_{n}(x)=\prod_{l=0}^{n}\left(1-\frac{x}{l+1}\right)
$$

Hence it suffices to show that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \prod_{l=0}^{n}\left(1-\frac{x}{l+1}\right)=0 \tag{11.3.13}
\end{equation*}
$$

uniformly on compact subsets of $(0,+\infty)$.
If $x$ lies in a fixed compact subset of $(0,+\infty)$, then there is a constant $K>0$ such that

$$
0<1-\frac{x}{l+1}<1-\frac{K}{l+1}
$$

therefore to establish (11.3.13) it suffices to show that

$$
\prod_{l=0}^{\infty}\left(1-\frac{x}{l+1}\right)=0
$$

Indeed this is a consequence of a well-known fact about infinite products. Namely, if $\left\{a_{l}\right\}$ is a sequence of numbers with $0<a_{l}<1$ and $\sum_{j=0}^{\infty} a_{j}=\infty$, then the sequence $\prod_{j=0}^{n}\left(1-a_{j}\right)$ is non-increasing and positive and therefore has a limit $a \geq 0$. It is easy to show by induction that

$$
a_{0}+\sum_{i=0}^{n} a_{i+1} \prod_{l=0}^{i}\left(1-a_{l}\right)=1-\prod_{l=0}^{n+1}\left(1-a_{l}\right)
$$

and hence

$$
1 \geq 1-\prod_{l=0}^{n+1}\left(1-a_{l}\right)=a_{0}+\sum_{i=0}^{n} a_{i+1} \prod_{l=0}^{i}\left(1-a_{l}\right) \geq a \sum_{i=0}^{n} a_{i}
$$

But it follows from $\sum_{j=0}^{\infty} a_{j}=\infty$ that $a=0$, and so (11.3.13) holds.
Applying the Representation theorem, we conclude that

$$
\lim _{n \rightarrow \infty} p_{n}(\widetilde{T}) T^{*}=T^{\dagger}
$$

where $\widetilde{T}=\left.T^{*} T\right|_{\mathcal{R}\left(T^{*}\right)}$. To phrase this result in a form suitable for computation, from (11.3.11) and (11.3.12), we note that

$$
\begin{aligned}
p_{0}(x) & =1, \\
p_{n+1}(x) & =p_{n}(x)+\frac{1}{n+2} \prod_{l=0}^{n}\left(1-\frac{x}{l+1}\right) \\
& =p_{n}(x)+\frac{1}{n+2}\left(1-x p_{n}(x)\right) .
\end{aligned}
$$

Therefore, setting $T_{n}=p_{n}(\widetilde{T}) T^{*}$, we have the following Newton interpolation method

$$
\begin{aligned}
T_{0} & =T^{*} \\
T_{n+1} & =p_{n+1}(\widetilde{T}) T^{*} \\
& =p_{n}(\widetilde{T}) T^{*}+\frac{1}{n+2}\left(T^{*}-\widetilde{T} p_{n}(\widetilde{T}) T^{*}\right) \\
& =T_{n}+\frac{1}{n+2}\left(T^{*}-T^{*} T T_{n}\right) .
\end{aligned}
$$

Thus $\lim _{n \rightarrow \infty} T_{n}=T^{\dagger}$. To obtain an asymptotic error bound for this method, we estimate $\left|1-x p_{n}(x)\right|$. Note that for

$$
x \in \sigma(\widetilde{T}) \subset\left[\left\|T^{\dagger}\right\|^{-2},\|T\|^{2}\right]
$$

and $l \geq L=\left[\|T\|^{2}\right]$, we have

$$
1-\frac{x}{l+1} \leq \exp \left(-\frac{x}{l+1}\right)
$$

Therefore

$$
\prod_{l=L}^{n}\left(1-\frac{x}{l+1}\right) \leq \exp \left(-x \sum_{l=L}^{n} \frac{1}{l+1}\right), \quad n \geq L
$$

Also,

$$
\sum_{l=L}^{n} \frac{1}{l+1} \geq \int_{L+1}^{n+2} \frac{d t}{t}=\ln (n+2)-\ln (L+1)
$$

and hence

$$
\begin{aligned}
\exp \left(-x \sum_{l=L}^{n} \frac{1}{l+1}\right) & \leq(L+1)^{x}(n+2)^{-x} \\
& =\left(\|T\|^{2}+1\right)^{x}(n+2)^{-x}
\end{aligned}
$$

Therefore, if we set

$$
c=\max _{x \in \sigma(\widetilde{T})}\left|\left(1+\|T\|^{2}\right)^{x} \prod_{l=0}^{L-1}\left(1-\frac{x}{l+1}\right)\right|,
$$

then it follows from (11.3.12) that

$$
\left|1-x p_{n}(x)\right| \leq c(n+2)^{-x} .
$$

Applying the Representation theorem, we get the following bound for the difference between $T_{n}$ and $T^{\dagger}$ :

$$
\left\|T_{n}-T^{\dagger}\right\| \leq c\left\|T^{\dagger}\right\|(n+2)^{-\left\|T^{\dagger}\right\|^{-2}}
$$

We now take the next natural step of investigating the use of the Hermite interpolation of the function $f(x)=1 / x$ [7]. We seek the unique polynomial $q_{n}(x)$ of degree $2 n+1$ which satisfies $q_{n}(x)=1 / x$ and $q_{n}^{\prime}(x)=-1 / x^{2}$ at the points $x=1,2, \cdots, n+1$. By the Hermite interpolation formula [6]

$$
\begin{equation*}
q_{n}(x)=\sum_{i=0}^{n}(2(i+1)-x) \prod_{l=1}^{i}\left(\frac{l-x}{l+1}\right)^{2} \tag{11.3.14}
\end{equation*}
$$

Here the product from 1 to 0 , by convention, is defined to be 1 . We first show that

$$
\begin{equation*}
1-x q_{n}(x)=\prod_{l=0}^{n}\left(1-\frac{x}{l+1}\right)^{2}, \quad n=0,1,2, \cdots \tag{11.3.15}
\end{equation*}
$$

This statement is clearly true for $n=0$. The left-hand side of (11.3.15) equals $1-x q_{0}(x)=1-x(2-x)=(1-x)^{2}$, which is the right-hand side of (11.3.15). Assuming the conclusion holds for $n$, we have

$$
\begin{aligned}
& 1-x q_{n+1}(x) \\
= & 1-x q_{n}(x)-x(2(n+2)-x) \prod_{l=1}^{n+1}\left(\frac{l-x}{l+1}\right)^{2} \\
= & \prod_{l=0}^{n}\left(\frac{l+1-x}{l+1}\right)^{2}-\left((2 n+4) x-x^{2}\right) \prod_{l=0}^{n}\left(\frac{((l+1-x) /(l+1))^{2}}{(n+2)^{2}}\right) \\
= & \prod_{l=0}^{n}\left(\frac{l+1-x}{l+1}\right)^{2}\left(1-\frac{(2 n+4) x-x^{2}}{(n+2)^{2}}\right) \\
= & \prod_{l=0}^{n+1}\left(1-\frac{x}{l+1}\right)^{2} .
\end{aligned}
$$

Next, similar to the sequence of polynomials $\left\{p_{n}(x)\right\}$, we can show that the sequence of polynomials $\left\{q_{n}(x)\right\}$ satisfies

$$
\lim _{n \rightarrow \infty} q_{n}(x)=\frac{1}{x}
$$

uniformly on the compact subsets of $(0,+\infty)$.
Applying the Representation theorem, we have

$$
\lim _{n \rightarrow \infty} q_{n}(\widetilde{T}) T^{*}=T^{\dagger}
$$

where $\widetilde{T}=\left.T^{*} T\right|_{\mathcal{R}\left(T^{*}\right)}$. To get the recurrence formula, by (11.3.14) and (11.3.15), we get

$$
\begin{aligned}
q_{0}(x) & =2-x \\
q_{n+1}(x) & =q_{n}(x)+(2(n+2)-x) \prod_{l=1}^{n+1}\left(\frac{l-x}{l+1}\right)^{2} \\
& =q_{n}(x)+(2(n+2)-x) \prod_{l=0}^{n}\left(\frac{((l+1-x) /(l+1))^{2}}{(n+2)^{2}}\right) \\
& =q_{n}(x)+\frac{1}{n+2}\left(2-\frac{x}{n+2}\right)\left(1-x q_{n}(x)\right) .
\end{aligned}
$$

Setting $T_{n}=q_{n}(\widetilde{T}) T^{*}$, we have the following Hermite interpolation method:

$$
\left\{\begin{array}{l}
T_{0}=2 T^{*}-T^{*} T T^{*} \\
T_{n+1}=T_{n}+\frac{1}{n+2}\left(2 I-\frac{1}{n+2} T^{*} T\right) T^{*}\left(I-T T_{n}\right)
\end{array}\right.
$$

Thus $\lim _{n \rightarrow \infty} T_{n}=T^{\dagger}$. Similar to the Newton interpolation we can show that

$$
\prod_{l=L}^{n}\left(1-\frac{x}{l+1}\right)^{2} \leq\left(1+\|T\|^{2}\right)^{2 x}(n+2)^{-2 x}
$$

If we set

$$
d=\max _{x \in \sigma(\widetilde{T})}\left|\left(1+\|T\|^{2}\right)^{2 x} \prod_{l=0}^{L-1}\left(1-\frac{x}{l+1}\right)^{2}\right|
$$

then

$$
\left|1-x q_{n}(x)\right| \leq d(n+2)^{-2 x} .
$$

Applying the Representation theorem, we get the following bound for the difference between $T_{n}$ and $T^{\dagger}$ :

$$
\left\|T_{n}-T^{\dagger}\right\| \leq d\left\|T^{\dagger}\right\|(n+2)^{-\left\|T^{\dagger}\right\|^{-2}}
$$

## Remarks

The steepest descent method, conjugate gradient method and Tikhonov regularization method for computing the generalized inverse $T^{\dagger}$ of a bounded linear operator with closed range can be found in [1]. A method for approximating infinite-dimensional Moore-Penrose inverses by finite-dimensional settings is presented in [8] and generally [9] gives various approximation methods for the generalized inverses of operators.

For a general perturbation theory of linear operators, there is an excellent book [10]. In particular, the books [11, 12] are about the generalized inverses of linear operators in Banach spaces. Perturbation analysis of the generalized inverse $T^{\dagger}$ and
least squares solution in Hilbert space and Banach space can be found in [13-20] and perturbation analysis of oblique projections of operators can be found in [21].

Stable perturbations of operators are studied in [22]. In particular, the MoorePenrose inverses of stable perturbation of Hilbert $C^{*}$-module operators are presented in [23].

A semi-continuity of generalized inverses in Banach algebras is presented in [24]. In [25], generalized condition numbers of bounded linear operators in Banach spaces are proposed.

Inner, outer and generalized inverses in Banach and Hilbert spaces are given in [26]. A more recent study of the outer inverse in Banach spaces can be found in [27]. The metric generalized inverses of linear operators in Banach spaces and their perturbation analysis are presented in [28, 29].
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## Chapter 12 <br> Operator Drazin Inverse

Let $X$ be a Hilbert space and $L(X)$ be the vector space of the linear operators from $X$ into $X$. We denote the set of bounded linear operators from $X$ into $X$ by $B(X)$. In this chapter, we will investigate the definition, basic properties, representation theorem and computational methods for the Drazin inverse of an operator $T \in B(X), \mathcal{R}\left(T^{k}\right)$ is closed, where $k=\operatorname{Ind}(T)$ is the index of $T$.

### 12.1 Definition and Basic Properties

This section introduces the definition of the Drazin inverse of an operator, its uniqueness, existence, and some basic properties.

Definition 12.1.1 Let $T \in L(X)$. If for some nonnegative integer $k \geq 0$, there exists $S \in L(X)$ such that

$$
\begin{align*}
T S T^{k} & =T^{k}  \tag{12.1.1}\\
S T S & =S  \tag{12.1.2}\\
S T & =T S \tag{12.1.3}
\end{align*}
$$

then $S$ is called the Drazin inverse of $T$ and denoted by $T^{D}$. If $k=1$, then $S$ is called the group inverse of $T$ and denoted by $T_{g}$.

It is easy to prove the uniqueness of the Drazin inverse of $T$.
Theorem 12.1.1 If there exists the Drazin inverse of $T$, then it is unique.

Proof Suppose both $S$ and $S^{\prime}$ satisfy (12.1.1)-(12.1.3), then

$$
\begin{aligned}
S & =T S^{2}=T^{k} S^{k+1}=S^{\prime} T^{k+1} S^{k+1} \\
& =\left(S^{\prime}\right)^{k+1} T^{2 k+1} S^{k+1}=\left(S^{\prime}\right)^{k+1} T^{k+1} S=\left(S^{\prime}\right)^{k+1} T^{k} \\
& =S^{\prime}
\end{aligned}
$$

which proves the uniqueness.
In order to show the existence of the Drazin inverse of an operator, we need the concepts of the ascent and descent of an operator [1].

Definition 12.1.2 Let $T \in L(X)$. If there exists the smallest nonnegative integer $n$ such that $\mathcal{N}\left(T^{n}\right)=\mathcal{N}\left(T^{n+1}\right)$, then this $n$ is called the ascending index of $T$, denoted by $\alpha(T)$. If no such integer exists, then $\alpha(T)=\infty$.

If $\alpha(T)=n$, it is obvious that

$$
\mathcal{N}(T) \subset \mathcal{N}\left(T^{2}\right) \subset \cdots \subset \mathcal{N}\left(T^{n}\right)=\mathcal{N}\left(T^{n+1}\right)=\mathcal{N}\left(T^{n+2}\right)=\cdots,
$$

where $\subset$ denotes strict inclusion.
If $\mathbf{x} \in \mathcal{N}\left(T^{n+2}\right)$ then $T \mathbf{x} \in \mathcal{N}\left(T^{n+1}\right)=\mathcal{N}\left(T^{n}\right)$, thus $\mathbf{x} \in \mathcal{N}\left(T^{n+1}\right)$ and $\mathcal{N}\left(T^{n+2}\right) \subset \mathcal{N}\left(T^{n+1}\right)$, while $\mathcal{N}\left(T^{n+1}\right) \subset \mathcal{N}\left(T^{n+2}\right)$ is obvious, therefore $\mathcal{N}\left(T^{n+1}\right)$ $=\mathcal{N}\left(T^{n+2}\right)$.

Definition 12.1.3 Let $T \in L(X)$. If there exists the smallest nonnegative integer $n$ such that $\mathcal{R}\left(T^{n}\right)=\mathcal{R}\left(T^{n+1}\right)$, then this $n$ is called the descending index of $T$, denoted by $\delta(T)$. If no such integer exists, then $\delta(T)=\infty$.

When $\delta(T)=n$, it is obvious that

$$
\mathcal{R}(T) \supset \mathcal{R}\left(T^{2}\right) \supset \cdots \supset \mathcal{R}\left(T^{n}\right)=\mathcal{R}\left(T^{n+1}\right)=\mathcal{R}\left(T^{n+2}\right)=\cdots .
$$

Some properties of $\alpha(T)$ and $\delta(T)$ are listed in the following theorem.
Theorem 12.1.2 Let $T \in L(X)$, then
(1) $\alpha(T)=0$ if and only if $T^{-1}$ exists;
(2) $\delta(T)=0$ if and only if $\mathcal{R}(T)=X$;
(3) If $\alpha(T)<\infty$ and $\delta(T)<\infty$, then $\alpha(T)=\delta(T)=p$, and $X$ has the direct sum decomposition $X=\mathcal{R}\left(T^{p}\right) \oplus \mathcal{N}\left(T^{p}\right)$;
(4) If $X$ is finite dimensional, then $\alpha(T)=\delta(T)=p$ and $X=\mathcal{R}\left(T^{p}\right) \oplus \mathcal{N}\left(T^{p}\right)$.

Proof See [1].
Definition 12.1.4 Let $T \in L(X), \alpha(T)<\infty$, and $\delta(T)<\infty$, then the nonnegative integer $k=\alpha(T)=\delta(T)$ is called the index of the operator $T$, denoted by $\operatorname{Ind}(T)=$ $k$. In particular, if $T$ is invertible, then $\operatorname{Ind}(T)=0$. For the zero operator 0 , we adopt $\operatorname{Ind}(0)=1$ by convention.

Now that we have defined the index of an operator, we are ready for the existence theorem of the Drazin inverse of an operator.

Theorem 12.1.3 Let $T \in B(X)$, if $\operatorname{Ind}(T)=k<\infty$, then there exists the Drazin inverse $T^{D} \in L(X)$. Moreover, if $\mathcal{R}\left(T^{k}\right)$ is closed, then $T^{D} \in B(X)$.

Proof Since $\operatorname{Ind}(T)=k, \underset{\sim}{X}$ has the algebraic direct sum decomposition $X=\mathcal{R}\left(T^{k}\right) \oplus \mathcal{N}\left(T^{k}\right)$. Set $\widetilde{T}=\left.T\right|_{\mathcal{R}\left(T^{k}\right)}$, then $\widetilde{T}$ is a one-to-one mapping from $\mathcal{R}\left(T^{k}\right)$ onto $\mathcal{R}\left(T^{k}\right)$. If $\widetilde{T} \mathbf{x}=\mathbf{0}$, where $\mathbf{x} \in \mathcal{R}\left(T^{k}\right)$, then $\mathbf{x} \in \mathcal{N}\left(T^{k+1}\right) \cap \mathcal{R}\left(T^{k}\right)$, however $\mathcal{N}\left(T^{k+1}\right)=\mathcal{N}\left(T^{k}\right)$, thus $\mathbf{x}=\mathbf{0}$. On the other hand, for any $\mathbf{y} \in \mathcal{R}\left(T^{k}\right)$, since $\mathcal{R}\left(T^{k+1}\right)=\mathcal{R}\left(T^{k}\right)$, there exists some $\mathbf{x} \in X$ such that

$$
\mathbf{y}=T T^{k} \mathbf{x}=\widetilde{T}\left(T^{k} \mathbf{x}\right) \in \widetilde{T} \mathcal{R}\left(T^{k}\right)
$$

which proves the existence of $\widetilde{T}^{-1}$ and $\widetilde{T}^{-1} \in L\left(\mathcal{R}\left(T^{k}\right)\right)$. Set

$$
\begin{equation*}
T^{D}=\widetilde{T}^{-1} Q, \tag{12.1.4}
\end{equation*}
$$

where $Q$ is the projector along $\mathcal{N}\left(T^{k}\right)$ onto $\mathcal{R}\left(T^{k}\right)$. Next we will show that $T^{D}$ is the Drazin inverse of $T$. Since any $\mathbf{x} \in X$ can be uniquely decomposed as

$$
\mathbf{x}=\mathbf{x}_{1}+\mathbf{x}_{2} \in \mathcal{R}\left(T^{k}\right) \oplus \mathcal{N}\left(T^{k}\right)
$$

by (12.1.4), we have

$$
T^{D} \mathbf{x}_{1}=\widetilde{T}^{-1} Q \mathbf{x}_{1}=\widetilde{T}^{-1} \mathbf{x}_{1} \quad \text { and } \quad T^{D} \mathbf{x}_{2}=\widetilde{T}^{-1} Q \mathbf{x}_{2}=\mathbf{0} .
$$

Consequently,

$$
T^{D} \mathbf{x}=\widetilde{T}^{-1} \mathbf{x}_{1}
$$

It then follows that

$$
\begin{aligned}
T T^{D} T^{k} \mathbf{x} & =T \widetilde{T}^{-1} T^{k} \mathbf{x}_{1}=T^{k} \mathbf{x}_{1}=T^{k} \mathbf{x}, \\
T^{D} T T^{D} \mathbf{x} & =T^{D} T \widetilde{T}^{-1} \mathbf{x}_{1}=T^{D} \mathbf{x}_{1}=T^{D} \mathbf{x}, \\
T T^{D} \mathbf{x} & =T \widetilde{T}^{-1} \mathbf{x}_{1}=\mathbf{x}_{1}=\widetilde{T}^{-1} T \mathbf{x}_{1}=\widetilde{T}^{-1} Q T \mathbf{x}_{1}=T^{D} T \mathbf{x}
\end{aligned}
$$

Thus $T^{D}=\widetilde{T}^{-1} Q$ is the Drazin inverse of $T$. If $\mathcal{R}\left(T^{k}\right)$ is closed, then $\widetilde{T}^{-1}$ is bounded and $T^{D} \in B(X)$.

From the above proof, we can deduce that

$$
\mathcal{R}\left(T^{D}\right)=\mathcal{R}\left(T^{k}\right) \quad \text { and } \quad \mathcal{N}\left(T^{D}\right)=\mathcal{N}\left(T^{k}\right) .
$$

The proof is left as an exercise.

Corollary 12.1.1 Let $T \in B(X)$. If there exists the Drazin inverse $T^{D}$, for some nonnegative integer $k$, satisfying (12.1.1)-(12.1.3), then the smallest $k$ is the index of $T$.

Proof For $\mathbf{x} \in \mathcal{R}\left(T^{k}\right)$, there exists some $\mathbf{y} \in X$ such that $\mathbf{x}=T^{k} \mathbf{y}$. Due to the existence of the Drazin inverse of $T$, which satisfies (12.1.1)-(12.1.3), we know $\mathbf{x}=$ $T^{k} \mathbf{y}=T^{k+1} T^{D} \mathbf{y} \in \mathcal{R}\left(T^{k+1}\right)$, therefore $\mathcal{R}\left(T^{k}\right)=\mathcal{R}\left(T^{k+1}\right)$. On the other hand, for $\mathbf{x} \in \mathcal{N}\left(T^{k+1}\right), T^{k} \mathbf{x}=T^{D} T^{k+1} \mathbf{x}=\mathbf{0}$, that is, $\mathbf{x} \in \mathcal{N}\left(T^{k}\right)$, thus $\mathcal{N}\left(T^{k}\right)=\mathcal{N}\left(T^{k+1}\right)$.

It follows from Definition 12.1.4 that $\operatorname{Ind}(T) \leq k$, but $\operatorname{Ind}(T)$ cannot be less than $k$. Indeed, if $\operatorname{Ind}(T)=l<k$, by Theorem 12.1.3, there exists a Drazin inverse of $T$ satisfying (12.1.1)-(12.1.3), which contradicts the assumption that $k$ is the smallest, so we have $\operatorname{Ind}(T)=k$.

Corollary 12.1.2 Let $T \in B(X)$ and $\operatorname{Ind}(T)=k$, then the Drazin inverse of $T$ is the unique linear operator satisfying

$$
\begin{align*}
T^{D} T \mathbf{x} & =T T^{D} \mathbf{x}=\mathbf{x}, \quad \mathbf{x} \in \mathcal{R}\left(T^{k}\right)  \tag{12.1.5}\\
T^{D} \mathbf{y} & =\mathbf{0}, \quad \mathbf{y} \in \mathcal{N}\left(T^{k}\right) \tag{12.1.6}
\end{align*}
$$

Proof In fact, (12.1.5) is equivalent to $T^{D}=\left(\left.T\right|_{\mathcal{R}\left(T^{k}\right)}\right)^{-1}$ on $\mathcal{R}\left(T^{k}\right)$ and (12.1.6) means that $T^{D}$ maps $\mathcal{N}\left(T^{k}\right)$ into the zero element. Since $X=\mathcal{R}\left(T^{k}\right) \oplus \mathcal{N}\left(T^{k}\right)$, such $T^{D}$ is consistent with the $T^{D}$ in Theorem 12.1.3.

Now, we present some basic properties of the Drazin inverse of an operator.
Theorem 12.1.4 Let $T \in B(X), \operatorname{Ind}(T)=k$, and $\mathcal{R}\left(T^{k}\right)$ be closed, then $T^{D} T=$ $T T^{D}$ is the projector along $\mathcal{N}\left(T^{k}\right)=\mathcal{N}\left(T^{D}\right)$ onto $\mathcal{R}\left(T^{k}\right)=\mathcal{R}\left(T^{D}\right)$, that is,

$$
T^{D} T=T T^{D}=P_{\mathcal{R}\left(T^{k}\right), \mathcal{N}\left(T^{k}\right)}=P_{\mathcal{R}\left(T^{D}\right), \mathcal{N}\left(T^{D}\right)}
$$

Proof Since $T^{D}$ satisfies (12.1.2), $T^{D} T=T T^{D}$ is idempotent and

$$
T^{D} T=T T^{D}=P_{\mathcal{R}\left(T T^{D}\right), \mathcal{N}\left(T T^{D}\right)}
$$

Since $T^{D}=\left(T^{D} T\right) T^{D}$, we have $\mathcal{R}\left(T^{D}\right) \subset \mathcal{R}\left(T^{D} T\right)$, while $\mathcal{R}\left(T^{D} T\right) \subset \mathcal{R}\left(T^{D}\right)$ is obvious, thus $\mathcal{R}\left(T^{D}\right)=\mathcal{R}\left(T^{D} T\right)=\mathcal{R}\left(T T^{D}\right)$. Similarly, we can prove $\mathcal{N}\left(T^{D}\right)=$ $\mathcal{N}\left(T T^{D}\right)$.

Definition 12.1.5 Let $T \in B(X), \operatorname{Ind}(T)=k$, and $\mathcal{R}\left(T^{k}\right)$ be closed, we call the product $T T^{D} T$ the core part of $T$, denoted by $C_{T}$. Let $N_{T}=T-C_{T}$, then

$$
T=C_{T}+N_{T}
$$

is the core-nilpotent decomposition of $T$.

It follows from Definition 12.1.5 that $N_{T}$ is the nilpotent operator with index $k$, since

$$
\left(N_{T}\right)^{k}=\left(T-T T^{D} T\right)^{k}=T^{k}\left(I-T^{D} T\right)=\mathrm{O}
$$

and

$$
\left(N_{T}\right)^{l}=T^{l}\left(I-T T^{D}\right) \neq \mathrm{O}, \quad \text { for } l<k .
$$

Theorem 12.1.5 Let $T \in B(X), \operatorname{Ind}(T)=k$, and $\mathcal{R}\left(T^{k}\right)$ be closed, then
(1) $\operatorname{Ind}\left(T^{D}\right)=\operatorname{Ind}\left(C_{T}\right)=1$, when $\operatorname{Ind}(T) \geq 1 ; 0$, when $\operatorname{Ind}(T)=0$;
(2) $N_{T} C_{T}=C_{T} N_{T}=\mathrm{O}$;
(3) $N_{T} T^{D}=T^{D} N_{T}=\mathrm{O}$;
(4) $C_{T} T T^{D}=T T^{D} C_{T}=C_{T}$;
(5) $\left(T^{D}\right)^{D}=C_{T}$;
(6) $T=C_{T}$ if and only if $\operatorname{Ind}(T) \leq 1$;
(7) $\left(\left(T^{D}\right)^{D}\right)^{D}=T^{D}$;
(8) $T^{D}=\left(C_{T}\right)^{D}$;
(9) $\left(T^{D}\right)^{p}=\left(T^{p}\right)^{D}$, where $p$ is an arbitrary positive integer;
(10) $\left(T^{D}\right)^{*}=\left(T^{*}\right)^{D}$.

Proof It is left as an exercise. See [2].
The above content is presented in [2], which introduces the concept of the Drazin inverse of a linear operator, discusses the existence and uniqueness and some basic properties, also studies its relationship with other generalized inverses, however, it does not include the corresponding representation theorem and computational methods presented in the following sections. In [3], these problems are partially addressed.

### 12.2 Representation Theorem

In [4], a unified representation theorem of the Drazin inverse of a linear operator in Hilbert space is given. First, we give an expression for $T^{D}$, which is different from (12.1.4).

Theorem 12.2.1 Let $T \in B(X)$ with $\operatorname{Ind}(T)=k$ and $\mathcal{R}\left(T^{k}\right)$ be closed, then

$$
T^{D}=\widetilde{T}^{-1} T^{k} T^{* 2 k+1} T^{k}
$$

where $\widetilde{T}=\left.\left(T^{k} T^{* 2 k+1} T^{k+1}\right)\right|_{\mathcal{R}\left(T^{k}\right)}$ is the restriction of $T^{k} T^{* 2 k+1} T^{k+1}$ on $\mathcal{R}\left(T^{k}\right)$.

Proof It follows from [5, p. 247] that

$$
T^{D}=T^{k}\left(T^{2 k+1}\right)^{\dagger} T^{k}
$$

where $\left(T^{2 k+1}\right)^{\dagger}$ is the Moore-Penrose inverse of $T^{2 k+1}$. Also, it is easy to prove that

$$
\mathcal{R}\left(T^{k} T^{* 2 k+1} T^{k}\right)=\mathcal{R}\left(T^{D}\right) \quad \text { and } \quad \mathcal{N}\left(T^{k} T^{* 2 k+1} T^{k}\right)=\mathcal{N}\left(T^{D}\right)
$$

The conclusion then follows from [6, Theorem 2] and [7, Lemma 3.1].
Remark The above theorem is a generalization of a result in [3] in that the conditions $\mathcal{N}\left(T^{k}\right) \subset \mathcal{N}\left(T^{k^{*}}\right)$ and $\mathcal{R}\left(T^{k}\right) \subset \mathcal{R}\left(T^{k^{*}}\right)$ required in [3] are removed. Also, this theorem generalizes Corollary 2.1 in [8] from matrices to linear operators.

Now we are ready to give the representation theorem.
Theorem 12.2.2 Let $T \in B(X)$ with $\operatorname{Ind}(T)=k$ and $\mathcal{R}\left(T^{k}\right)$ be closed, and define $\widetilde{T}=\left.\left(T^{k} T^{* 2 k+1} T^{k+1}\right)\right|_{\mathcal{R}\left(T^{k}\right)}$. If $\Omega$ is an open set such that $\sigma(\widetilde{T}) \subset \Omega \subset(0, \infty)$ and $\left\{S_{n}(x)\right\}$ is a sequence of continuous real valued functions on $\Omega$ with $\lim _{n \rightarrow \infty} S_{n}(x)=$ $1 / x$ uniformly on $\sigma(\widetilde{T})$, then

$$
T^{D}=\lim _{n \rightarrow \infty} S_{n}(\widetilde{T}) T^{k} T^{* 2 k+1} T^{k}
$$

Furthermore, for any $\epsilon>0$, there is an operator norm $\|\cdot\|_{*}$ on $X$ such that

$$
\begin{equation*}
\frac{\left\|S_{n}(\widetilde{T}) T^{k} T^{* 2 k+1} T^{k}-T^{D}\right\|_{*}}{\left\|T^{D}\right\|_{*}} \leq \max _{x \in \sigma(\widetilde{T})}\left|S_{n}(x) x-1\right|+O(\epsilon) \tag{12.2.1}
\end{equation*}
$$

Proof It follows from [9] that

$$
\sigma\left(T^{k} T^{* 2 k+1} T^{k+1}\right)=\sigma\left(\left(T^{2 k+1}\right)^{*}\left(T^{2 k+1}\right)\right)
$$

is nonnegative. Thus the spectrum of $\widetilde{T}$ is positive since $\widetilde{T}$ is nonsingular. Using [10, Theorem 10.27], we have

$$
\lim _{n \rightarrow \infty} S_{n}(\widetilde{T})=\widetilde{T}^{-1}
$$

uniformly in $B\left(\mathcal{R}\left(T^{k}\right)\right)$. It then follows from Theorem 12.2.1 that

$$
\lim _{n \rightarrow \infty} S_{n}(\widetilde{T}) T^{k} T^{* 2 k+1} T^{k}=\widetilde{T}^{-1} T^{k} T^{* 2 k+1} T^{k}=T^{D}
$$

To obtain the error bound (12.2.1), we note that $T^{k} T^{* 2 k+1} T^{k}=\widetilde{T} T^{D}$. Therefore,

$$
S_{n}(\widetilde{T}) T^{k} T^{* 2 k+1} T^{k}-T^{D}=\left(S_{n}(\widetilde{T}) \widetilde{T}-I\right) T^{D}
$$

Also, for any $\epsilon>0$, there is an operator norm $\|\cdot\|_{*}$ such that $\|T\|_{*} \leq \rho(T)+\epsilon$, see [11, p. 77]. Thus

$$
\begin{aligned}
& \left\|S_{n}(\widetilde{T}) T^{k} T^{* 2 k+1} T^{k}-T^{D}\right\|_{*} \\
\leq & \left\|S_{n}(\widetilde{T}) \widetilde{T}-I\right\|_{*}\left\|T^{D}\right\|_{*} \\
\leq & \left(\max _{x \in \sigma(\widetilde{T})}\left|S_{n}(x) x-1\right|+O(\epsilon)\right)\left\|T^{D}\right\|_{*},
\end{aligned}
$$

which completes the proof.
To derive the specific error bounds, we need lower and upper bounds for $\sigma(\widetilde{T})$ given by the following theorem.
Theorem 12.2.3 Let $T \in B(X)$ with $\operatorname{Ind}(T)=k$ and $\mathcal{R}\left(T^{k}\right)$ be closed. Define $\widetilde{T}=$ $\left.\left(T^{k} T^{* 2 k+1} T^{k+1}\right)\right|_{\mathcal{R}\left(T^{k}\right)}$, then, for any $\lambda \in \sigma(\widetilde{T})$,

$$
\left\|\left(T^{2 k+1}\right)^{\dagger}\right\|^{-2} \leq \lambda \leq\|T\|^{4 k+2}
$$

Proof For any $\lambda \in \sigma(\widetilde{T})$,

$$
0<\lambda \in \sigma(\widetilde{T}) \subset \sigma\left(T^{k} T^{* 2 k+1} T^{k+1}\right)=\sigma\left(\left(T^{2 k+1}\right)^{*}\left(T^{2 k+1}\right)\right)
$$

It is obvious that

$$
\operatorname{Ind}\left(\left(T^{2 k+1}\right)^{*} T^{2 k+1}\right)=1
$$

and

$$
\begin{aligned}
\lambda^{-1} \in \sigma\left(\left(\left(T^{2 k+1}\right)^{*} T^{2 k+1}\right)_{g}\right) & =\sigma\left(\left(\left(T^{2 k+1}\right)^{*} T^{2 k+1}\right)^{\dagger}\right) \\
& =\sigma\left(\left(T^{2 k+1}\right)^{\dagger}\left(T^{2 k+1}\right)^{\dagger *}\right) .
\end{aligned}
$$

It then follows that

$$
\lambda^{-1} \leq\left\|\left(T^{2 k+1}\right)^{\dagger}\left(T^{2 k+1}\right)^{\dagger *}\right\|=\left\|\left(T^{2 k+1}\right)^{\dagger}\right\|^{2}
$$

that is,

$$
\lambda \geq\left\|\left(T^{2 k+1}\right)^{\dagger}\right\|^{-2}
$$

On the other hand, since

$$
\left\|T^{k} T^{* 2 k+1} T^{k+1}\right\| \geq\left\|\left.\left(T^{k} T^{* 2 k+1} T^{k+1}\right)\right|_{\mathcal{R}\left(T^{k}\right)}\right\|,
$$

we get $\|\widetilde{T}\| \leq\|T\|^{4 k+2}$. Thus $\lambda \leq\|T\|^{4 k+2}$, for all $\lambda \in \sigma(\widetilde{T})$.

### 12.3 Computational Procedures

In this section, we apply Theorem 12.2.2 to five specific cases to derive five specific representations and five computational procedures for the Drazin inverse of a linear operator in Hilbert space and their corresponding error bounds.

### 12.3.1 Euler-Knopp Method

Consider the following sequence:

$$
S_{n}(x)=\alpha \sum_{j=0}^{n}(1-\alpha x)^{j}
$$

which can be viewed as the Euler-Knopp transform of the series $\sum_{n=0}^{\infty}(1-x)^{n}$. Clearly $\lim _{n \rightarrow \infty} S_{n}(x)=1 / x$ uniformly on any compact subset of the set

$$
E_{\alpha}=\{x:|1-\alpha x|<1\}=\{x: 0<x<2 / \alpha\} .
$$

By Theorem 12.2.3, we get

$$
\sigma(\widetilde{T}) \subset\left[\left\|\left(T^{2 k+1}\right)^{\dagger}\right\|^{-2},\|T\|^{4 k+2}\right] \subset\left(0,\|T\|^{4 k+2}\right]
$$

If we choose the parameter $\alpha, \quad 0<\alpha<2\|T\|^{-(4 k+2)}$, such that $\sigma(\widetilde{T}) \subset\left(0,\|T\|^{4 k+2}\right] \subset E_{\alpha}$, then we have the following representation of the Drazin inverse:

$$
T^{D}=\alpha \sum_{n=0}^{\infty}\left(I-\alpha T^{k} T^{* 2 k+1} T^{k+1}\right)^{n} T^{k} T^{* 2 k+1} T^{k}
$$

Setting

$$
T_{n}=\alpha \sum_{j=0}^{n}\left(I-\alpha T^{k} T^{* 2 k+1} T^{k+1}\right)^{j} T^{k} T^{* 2 k+1} T^{k}
$$

we have the following iterative procedure for the Drazin inverse:

$$
\left\{\begin{aligned}
T_{0} & =\alpha T^{k} T^{* 2 k+1} T^{k}, \\
T_{n+1} & =\left(I-\alpha T^{k} T^{* 2 k+1} T^{k+1}\right) T_{n}+\alpha T^{k} T^{* 2 k+1} T^{k}
\end{aligned}\right.
$$

Therefore $\lim _{n \rightarrow \infty} T_{n}=T^{D}$. For the error bound, we note that the sequence $\left\{S_{n}(x)\right\}$ satisfies

$$
S_{n+1}(x) x-1=(1-\alpha x)\left(S_{n}(x) x-1\right)
$$

Thus

$$
\left|S_{n}(x) x-1\right|=|1-\alpha x|^{n}\left|S_{0}(x) x-1\right|=|1-\alpha x|^{n+1} .
$$

If $x \in \sigma(\widetilde{T})$ and $0<\alpha<2 /\|T\|^{4 k+2}$, then we see that $|1-\alpha x| \leq \beta<1$, where

$$
\begin{equation*}
\beta=\max \left\{\left|1-\alpha\|T\|^{4 k+2}\right|,\left|1-\alpha\left\|\left(T^{2 k+1}\right)^{\dagger}\right\|^{-2}\right|\right\} . \tag{12.3.1}
\end{equation*}
$$

Therefore,

$$
\left|S_{n}(x) x-1\right| \leq \beta^{n+1} \rightarrow 0, \quad \text { as } n \rightarrow \infty
$$

It follows from the above inequality and Theorem 12.2.2 that the error bound is

$$
\frac{\left\|T_{n}-T^{D}\right\|_{*}}{\left\|T^{D}\right\|_{*}} \leq \beta^{n+1}+O(\epsilon)
$$

### 12.3.2 Newton Method

Suppose that for $\alpha>0$, we define a sequence $\left\{S_{n}(x)\right\}$ of functions by

$$
\left\{\begin{align*}
S_{0}(x) & =\alpha  \tag{12.3.2}\\
S_{n+1}(x) & =S_{n}(x)\left(2-x S_{n}(x)\right)
\end{align*}\right.
$$

Clearly, the sequence (12.3.2) satisfies

$$
x S_{n+1}(x)-1=-\left(x S_{n}(x)-1\right)^{2}
$$

Iterating on the above equality, we have

$$
\left|x S_{n}(x)-1\right|=|\alpha x-1|^{2^{n}} \leq \beta^{2^{n}} \rightarrow 0, \quad \text { as } n \rightarrow \infty,
$$

for $0<\alpha<2 /\|T\|^{4 k+2}$, where $\beta$ is given by (12.3.1).
One attractive feature of the Newton method is its quadratic rate of convergence in general. Using the above argument combined with Theorem 12.2.2, we see that the sequence $\left\{S_{n}(\widetilde{T})\right\}$ defined by

$$
\left\{\begin{aligned}
S_{0}(\widetilde{T}) & =\alpha I, \\
S_{n+1}(\widetilde{T}) & =S_{n}(\widetilde{T})\left(2 I-\widetilde{T} S_{n}(\widetilde{T})\right)
\end{aligned}\right.
$$

has the property that

$$
\lim _{n \rightarrow \infty} S_{n}(\widetilde{T}) T^{k} T^{* 2 k+1} T^{k}=T^{D}
$$

Setting $T_{n}=S_{n}(\widetilde{T}) T^{k} T^{* 2 k+1} T^{k}$, we have the following iterative procedure for the Drazin inverse:

$$
\left\{\begin{aligned}
T_{0} & =\alpha T^{k} T^{* 2 k+1} T^{k} \\
T_{n+1} & =T_{n}\left(2 I-T T_{n}\right)
\end{aligned}\right.
$$

For the error bound, we have

$$
\frac{\left\|T_{n}-T^{D}\right\|_{*}}{\left\|T^{D}\right\|_{*}} \leq \beta^{2^{n}}+O(\epsilon)
$$

### 12.3.3 Limit Expression

We give another limit expression of the Drazin inverse given by Meyer [12]. Specifically, for $k=\operatorname{Ind}(T)$,

$$
T^{D}=\lim _{t \rightarrow 0^{+}}\left(t I+T^{k+1}\right)^{-1} T^{k}
$$

It can be rewritten as

$$
T^{D}=\lim _{t \rightarrow 0^{+}}\left(t I+T^{k} T^{* 2 k+1} T^{k+1}\right)^{-1} T^{k} T^{* 2 k+1} T^{k}
$$

Setting $S_{t}(x)=(t+x)^{-1}(t>0)$, for $x \in \sigma(\widetilde{T})$, we can derive the following error bound for this method:

$$
\left|x S_{t}(x)-1\right|=\frac{t}{x+t} \leq \frac{t}{\left\|\left(T^{2 k+1}\right)^{\dagger}\right\|^{-2}+t}=\frac{\left\|\left(T^{2 k+1}\right)^{\dagger}\right\|^{2} t}{1+\left\|\left(T^{2 k+1}\right)^{\dagger}\right\|^{2} t}
$$

Therefore, from Theorem 12.2.2, we have the error bound for the limit expression of the Drazin inverse

$$
\begin{aligned}
& \frac{\left\|\left(t I+T^{k} T^{* 2 k+1} T^{k+1}\right)^{-1} T^{k} T^{* 2 k+1} T^{k}-T^{D}\right\|_{*}}{\left\|T^{D}\right\|_{*}} \\
\leq & \frac{\left\|\left(T^{2 k+1}\right)^{\dagger}\right\|^{2} t}{1+\left\|\left(T^{2 k+1}\right)^{\dagger}\right\|^{2} t}+O(\epsilon) .
\end{aligned}
$$

The methods we have considered so far are based on approximating the function $f(x)=1 / x$. Next, we will apply Theorem 12.2 .2 to polynomial interpolations of the function $f(x)=1 / x$ to derive iterative methods for computing $T^{D}$ and their corresponding asymptotic error bounds.

### 12.3.4 Newton Interpolation

Let $P_{n}(x)$ denote the unique polynomial of degree $n$ which interpolates the function $f(x)=1 / x$ at the points $x=1,2, \ldots, n+1$.

Just as discussed in Sect. 11.3.4, we have

$$
\begin{equation*}
P_{n}(x)=\sum_{j=0}^{n} \frac{1}{j+1} \prod_{l=0}^{j-1}\left(1-\frac{x}{l+1}\right) . \tag{12.3.3}
\end{equation*}
$$

It is easy to verify that

$$
\begin{equation*}
1-x P_{n}(x)=\prod_{l=0}^{n}\left(1-\frac{x}{l+1}\right), \quad n=0,1,2, \ldots, \tag{12.3.4}
\end{equation*}
$$

and the polynomials $\left\{P_{n}(x)\right\}$ in (12.3.3) satisfy $\lim _{n \rightarrow \infty} P_{n}(x)=1 / x$ uniformly on any compact subset of $(0, \infty)$. It follows from Theorem 12.2.2 that

$$
\lim _{n \rightarrow \infty} P_{n}(\widetilde{T}) T^{k} T^{* 2 k+1} T^{k}=T^{D}
$$

where $\widetilde{T}=\left.\left(T^{k} T^{* 2 k+1} T^{k+1}\right)\right|_{\mathcal{R}\left(T^{k}\right)}$.
In order to phrase this result in a form suitable for computation, we derive

$$
\left\{\begin{aligned}
P_{0}(x) & =1 \\
P_{n+1}(x) & =P_{n}(x)+\frac{1}{n+2}\left(1-x P_{n}(x)\right) .
\end{aligned}\right.
$$

Therefore, setting $T_{n}=P_{n}(\widetilde{T}) T^{k} T^{* 2 k+1} T^{k}$, we have the following iterative method for computing the Drazin inverse $T^{D}$ :

$$
\left\{\begin{aligned}
T_{0} & =T^{k} T^{* 2 k+1} T^{k}, \\
T_{n+1} & =P_{n+1}(\widetilde{T}) T^{k} T^{* 2 k+1} T^{k}=T_{n}+\frac{T_{0}}{n+2}\left(I-T T_{n}\right) .
\end{aligned}\right.
$$

So, $\lim _{n \rightarrow \infty} T_{n}=T^{D}$.
To derive an asymptotic error bound for this method, note that for

$$
x \in \sigma(\widetilde{T}) \subset\left[\left\|\left(T^{2 k+1}\right)^{\dagger}\right\|^{-2},\|T\|^{4 k+2}\right]
$$

and for $l \geq L=\left[\|T\|^{4 k+2}\right]$, we have

$$
1-\frac{x}{l+1} \leq \exp \left(-\frac{x}{l+1}\right) \quad \text { for all } x \in \sigma(\widetilde{T})
$$

Therefore,

$$
\prod_{l=L}^{n}\left(1-\frac{x}{l+1}\right) \leq \exp \left(-x \sum_{l=L}^{n} \frac{1}{l+1}\right), \quad n \geq L
$$

Also,

$$
\begin{aligned}
\sum_{l=L}^{n} \frac{1}{l+1} & \geq \int_{L+1}^{n+2} \frac{d t}{t} \\
& =\ln (n+2)-\ln (L+1)
\end{aligned}
$$

and hence

$$
\begin{aligned}
\exp \left(-x \sum_{l=L}^{n} \frac{1}{l+1}\right) & \leq(L+1)^{x}(n+2)^{-x} \\
& =\left(1+\|T\|^{4 k+2}\right)^{x}(n+2)^{-x}
\end{aligned}
$$

If we set the constant

$$
C=\max _{x \in \sigma(\widetilde{T})}\left|\left(1+\|T\|^{4 k+2}\right)^{x} \prod_{l=0}^{L-1}\left(1-\frac{x}{l+1}\right)\right|,
$$

then from (12.3.3),

$$
\left|1-x P_{n}(x)\right| \leq C(n+2)^{-x}
$$

Finally, it follows from Theorem 12.2.2 that

$$
\frac{\left\|T_{n}-T^{D}\right\|_{*}}{\left\|T^{D}\right\|_{*}} \leq C(n+2)^{-\left\|\left(T^{2 k+1}\right)^{\star}\right\|^{-2}}+O(\epsilon)
$$

for sufficiently large $n$.

### 12.3.5 Hermite Interpolation

We consider approximating the Drazin inverse $T^{D}$ by the Hermite interpolation of the function $f(x)=1 / x$ and deriving its asymptotic error bound.

Consider the unique polynomial $q_{n}(x)$ of degree $2 n+1$ satisfying

$$
q_{n}(i)=\frac{1}{i} \quad \text { and } \quad q_{n}^{\prime}(i)=-\frac{1}{i^{2}}, \quad i=1,2, \ldots, n+1
$$

then the Hermite interpolation formula yields the representation

$$
\begin{equation*}
q_{n}(x)=\sum_{i=0}^{n}(2(i+1)-x) \prod_{l=1}^{i}\left(\frac{l-x}{l+1}\right)^{2} \tag{12.3.5}
\end{equation*}
$$

where, by convention, the product term equals 1 when $l=0$.
From the definition of $q_{n}(x)$ in (12.3.5), an inductive argument gives

$$
1-x q_{n}(x)=\prod_{i=0}^{n}\left(1-\frac{x}{l+1}\right)^{2}
$$

The polynomials $q_{n}(x)$ in (12.3.5) satisfy $\lim _{n \rightarrow \infty} q_{n}(x)=1 / x$ uniformly on any compact subset of $(0,+\infty)$. It follows from Theorem 12.2.2 that

$$
\lim _{n \rightarrow \infty} q_{n}(\widetilde{T}) T^{k} T^{* 2 k+1} T^{k}=T^{D},
$$

where $\widetilde{T}=\left.\left(T^{k} T^{* 2 k+1} T^{k+1}\right)\right|_{\mathcal{R}\left(T^{k}\right)}$.
Let

$$
\left\{\begin{aligned}
q_{0}(x) & =2-x \\
q_{n+1}(x) & =q_{n}(x)+\frac{1}{n+2}\left(2-\frac{x}{n+2}\right)\left(1-x q_{n}(x)\right),
\end{aligned}\right.
$$

and

$$
T_{n}=q_{n}(\widetilde{T}) T^{k} T^{* 2 k+1} T^{k}
$$

We obtain the following iterative method for computing the Drazin inverse $T^{D}$ :

$$
\left\{\begin{aligned}
T_{0} & =(2 I-M T) M \\
T_{n+1} & =T_{n}+\frac{1}{n+2}\left(2 I-\frac{1}{n+2} M T\right) M\left(I-T T_{n}\right),
\end{aligned}\right.
$$

where $M=T^{k} T^{* 2 k+1} T^{k}$ and $\widetilde{T}=M T$.
Similar to the Newton interpolation method, we can establish the error bound as follows. For

$$
l \geq L=\left[\|T\|^{4 k+2}\right] \quad \text { and } \quad x \in \sigma(\widetilde{T}) \subset\left[\left\|\left(T^{2 k+1}\right)^{\dagger}\right\|^{-2},\|T\|^{4 k+2}\right]
$$

we have

$$
\prod_{l=L}^{n}\left(1-\frac{x}{l+1}\right)^{2} \leq\left(1+\|T\|^{4 k+2}\right)^{2 x}(n+2)^{-2 x}
$$

Define the constant

$$
d=\max _{x \in \sigma(\widetilde{T})}\left(1+\|T\|^{4 k+2}\right)^{2 x} \prod_{l=0}^{L-1}\left(1-\frac{x}{l+1}\right)^{2}
$$

then

$$
\left|1-x q_{n}(x)\right| \leq d(n+2)^{-2 x}
$$

By Theorem 12.2.2, we arrive at the error bound

$$
\frac{\left\|T_{n}-T^{D}\right\|_{*}}{\left\|T^{D}\right\|_{*}} \leq d(n+2)^{-2\left\|\left(T^{2 k+1}\right)^{\dagger}\right\|^{-2}}+O(\epsilon)
$$

for sufficiently large $n$.

### 12.4 Perturbation Bound

The perturbation properties of the Drazin inverse of a matrix were investigated by Wei [13] and Wei and Wang [14] (see also Sects. 9.1 and 9.5 of Chap. 9).

In this section we study the perturbation of the generalized Drazin inverse introduced by Koliha [15]. We start with the Banach algebra setting, then move to bounded linear operators.

We denote by $\mathcal{A}$ a complex Banach algebra with identity 1 . For an element $a \in \mathcal{A}$ we denote by $\sigma(a)$ the spectrum of $a$. We write $\operatorname{acc} \sigma(a)$ for the set of all accumulation points of $\sigma(a)$. By $q \operatorname{Nil}(\mathcal{A})$ we denote the set of all quasi-nilpotent elements of $\mathcal{A}$. An element $x$ is called a quasinilpotent element of $\mathcal{A}$ if $x$ commutes with any $a \in \mathcal{A}$ and $1-x a \in \operatorname{Inv}(\mathcal{A})$, the set of all invertible elements in $\mathcal{A}$.

Definition 12.4.1 ([15]) Let $a \in \mathcal{A}$, we say that $a$ is Drazin invertible if there exists an element $b \in \mathcal{A}$ such that

$$
a b=b a, \quad a b^{2}=b, \quad \text { and } \quad a^{2} b-a \in q \operatorname{Nil}(\mathcal{A}) .
$$

If such $b$ exists, it is unique [15], it is called the generalized Drazin inverse of $a$, and denoted by $a^{D}$. If $a^{2} b-a$ is in fact nilpotent, then $a^{D}$ is the standard Drazin inverse of $a$. The Drazin index $\operatorname{ind}(a)$ of $a$ is equal to $k$ if $a^{2} b-a$ is nilpotent of index $k$, otherwise, $\operatorname{ind}(a)=\infty$. If $\operatorname{ind}(a)=1$, then $a^{D}$ is denoted by $a_{g}$ and called the group inverse of $a$. From this point on we use the term "Drazin inverse" for "generalized Drazin inverse". Recall [15] that $a$ has a Drazin inverse if and only if $0 \notin \operatorname{acc} \sigma(a)$.

Let $a \in \mathcal{A}$ be Drazin invertible. Following [14], we say that $b \in \mathcal{A}$ obeys Condition $(\mathcal{W})$ at $a$ if

$$
\begin{equation*}
b-a=a a^{D}(b-a) a a^{D} \quad \text { and }\left\|a^{D}(b-a)\right\|<1 . \tag{12.4.1}
\end{equation*}
$$

We remark that the condition

$$
b-a=a a^{D}(b-a) a a^{D}
$$

is equivalent to the condition

$$
\begin{equation*}
b-a=a a^{D}(b-a)=(b-a) a a^{D} . \tag{12.4.2}
\end{equation*}
$$

Basic auxiliary results are summarized in the following lemma (see also [14, Theorem 3.1 and 3.2]). For the sake of completeness we include a proof.

Lemma 12.4.1 Let $a \in \mathcal{A}$ be Drazin invertible and $b \in \mathcal{A}$ obey Condition ( $\mathcal{W}$ ) at a, then
(1) $b=a\left(1+a^{D}(b-a)\right)$;
(2) $b=\left(1+(b-a) a^{D}\right) a$;
(3) $1+a^{D}(b-a)$ and $1+(b-a) a^{D}$ are invertible, and

$$
\begin{equation*}
\left(1+a^{D}(b-a)\right)^{-1} a^{D}=a^{D}\left(1+(b-a) a^{D}\right)^{-1} \tag{12.4.3}
\end{equation*}
$$

Proof To prove (1) and (2) let us remark that by (12.4.2) we have

$$
b=a+(b-a)=a+a a^{D}(b-a)=a\left(1+a^{D}(b-a)\right)
$$

and

$$
b=a+(b-a)=a+(b-a) a^{D} a=\left(1+(b-a) a^{D}\right) a .
$$

Clearly, the condition $\left\|a^{D}(b-a)\right\|<1$ implies that $1+a^{D}(b-a)$ and $1+(b-$ a) $a^{D}$ are invertible. Finally, (12.4.3) follows by direct verification.

Now we show the main result of this section.
Theorem 12.4.1 Let $a \in \mathcal{A}$ be Drazin invertible and $b \in \mathcal{A}$ obey Condition (W) at $a$, then $b$ is Drazin invertible and

$$
b b^{D}=a a^{D}, \quad b^{D}=\left(1+a^{D}(b-a)\right)^{-1} a^{D}=a^{D}\left(1+(b-a) a^{D}\right)^{-1}
$$

and

$$
\operatorname{ind}(a)=\operatorname{ind}(b)
$$

Proof By Lemma 12.4.1 (3), we know that $1+a^{D}(b-a)$ and $1+(b-a) a^{D}$ are invertible and

$$
\left(1+a^{D}(b-a)\right)^{-1} a^{D}=a^{D}\left(1+(b-a) a^{D}\right)^{-1}
$$

Setting $\tilde{b}=\left(1+a^{D}(b-a)\right)^{-1} a^{D}=a^{D}\left(1+(\underset{\sim}{b}-a) a^{D}\right)^{-1}$, we prove that $b$ is Drazin invertible and $b^{D}=\widetilde{b}$. First we prove that $b$ and $\widetilde{b}$ are commutable. By Lemma 12.4.1 (1) we have

$$
\begin{equation*}
b \widetilde{b}=a\left(1+a^{D}(b-a)\right)\left(1+a^{D}(b-a)\right)^{-1} a^{D}=a a^{D} \tag{12.4.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\widetilde{b} b=a^{D}\left(1+(b-a) a^{D}\right)^{-1}\left(1+(b-a) a^{D}\right) a=a^{D} a \tag{12.4.5}
\end{equation*}
$$

Hence, we get

$$
b \widetilde{b}=\widetilde{b} b
$$

Therefore

$$
\begin{aligned}
\widetilde{b}-b \widetilde{b}^{2} & =\widetilde{b}(1-b \widetilde{b}) \\
& =\left(1+a^{D}(b-a)\right)^{-1} a^{D}\left(1-a^{D} a\right) \\
& =0
\end{aligned}
$$

and $b \widetilde{b}^{2}=\widetilde{b}$. Finally, using (12.4.2) and (12.4.4), we get

$$
\begin{align*}
b-b^{2} \widetilde{b} & =b(1-b \widetilde{b}) \\
& =b\left(1-a a^{D}\right) \\
& =a\left(1-a a^{D}\right)+(b-a)\left(1-a a^{D}\right) \\
& =a-a^{2} a^{D} \tag{12.4.6}
\end{align*}
$$

which is quasinilpotent. We conclude that $b$ is Drazin invertible with $b^{D}=\widetilde{b}$. The Eqs. (12.4.4) and (12.4.5) show that $b b^{D}=a a^{D}$. From (12.4.6) we conclude that $\operatorname{ind}(a)=\operatorname{ind}(b)$.

We remark that the known result for matrices [14, Theorem 3.2 and Corollaries 3.1 and 3.2] is a direct corollary of Theorem 12.4.1.

Corollary 12.4.1 Let $a \in \mathcal{A}$ be Drazin invertible and $b \in \mathcal{A}$ obey Condition (W) at $a$, then $b$ is Drazin invertible and

$$
\frac{\left\|b^{D}-a^{D}\right\|}{\left\|a^{D}\right\|} \leq \frac{\left\|a^{D}(b-a)\right\|}{1-\left\|a^{D}(b-a)\right\|}
$$

Corollary 12.4.2 Let $a \in \mathcal{A}$ be Drazin invertible and $b \in \mathcal{A}$ obey Condition ( $\mathcal{W}$ ) at $a$, then $b$ is Drazin invertible and

$$
\frac{\left\|a^{D}\right\|}{1+\left\|a^{D}(b-a)\right\|} \leq\left\|b^{D}\right\| \leq \frac{\left\|a^{D}\right\|}{1-\left\|a^{D}(b-a)\right\|}
$$

Corollary 12.4.3 Let $a \in \mathcal{A}$ be Drazin invertible, $b \in \mathcal{A}$ obey Condition (W) at $a$, and $\left\|a^{D}(b-a)\right\| \leq 1 / 2$, then $b$ is Drazin invertible and a obeys Condition $(\mathcal{W})$ at $b$.

Corollary 12.4.4 Let $a \in \mathcal{A}$ be Drazin invertible, $b \in \mathcal{A}$ obey Condition (W) at $a$, and $\left\|a^{D}\right\|\|b-a\|<1$, then $b$ is Drazin invertible and

$$
\frac{\left\|b^{D}-a^{D}\right\|}{\left\|a^{D}\right\|}<\frac{\kappa_{D}(a)\|b-a\| /\|a\|}{1-\kappa_{D}(a)\|b-a\| /\|a\|},
$$

where $\kappa_{D}(a)=\|a\|\left\|a^{D}\right\|$ is defined as the condition number with respect to the Drazin inverse.

This section is based on [16].

### 12.5 Weighted Drazin Inverse of an Operator

The operator Drazin inverse discussed in the previous sections can be generalized by introducing a weight operator, as in the matrix case. Cline and Greville [17] introduced the concept of the W -weighted Drazin inverse of a rectangular matrix. Qiao [18] proposed the concept of the W-weighted Drazin inverse of a bounded linear operator and proved its existence, uniqueness and gave some basic properties.

In this section, we first introduce the definition, basic properties, and representations of the weighted operator Drazin inverse, then we present computational methods and perturbation analysis.

Let $X_{1}$ and $X_{2}$ be Hilbert spaces and $W \in B\left(X_{2}, X_{1}\right)$ a weight operator, then the W-weighted Drazin inverse of a bounded linear operator $A$ is defined as follows.

Definition 12.5.1 Let $A \in B\left(X_{1}, X_{2}\right)$ and $W \in B\left(X_{2}, X_{1}\right)$. If for some nonnegative integer $k$, there exists $S \in L\left(X_{1}, X_{2}\right)$ satisfying

$$
\begin{align*}
(A W)^{k+1} S W & =(A W)^{k}  \tag{12.5.1}\\
S W A W S & =S  \tag{12.5.2}\\
A W S & =S W A \tag{12.5.3}
\end{align*}
$$

then $S$ is called the W-weighted Drazin inverse of $A$ and denoted by $S=A_{d, W}$.
By comparing with Definition 12.1.1, we can see that the regular operator Drazin inverse is a special case of the W-weighted operator Drazin inverse, where $X_{1}=$ $X_{2}=X, A \in B(X)$, and $W=I$.

The following theorem shows the uniqueness of the W-weighted Drazin inverse. Its proof is more involved than the proof of Theorem 12.1.1 of the uniqueness of the regular operator Drazin inverse, as we have to deal with two spaces $X_{1}$ and $X_{2}$.

Theorem 12.5.1 Let $A \in B\left(X_{1}, X_{2}\right)$. If for some $W \in B\left(X_{2}, X_{1}\right)$, there exists an $S \in L\left(X_{1}, X_{2}\right)$ satisfying the Eqs. (12.5.1)-(12.5.3), then it must be unique.

Proof Let $S_{1}, S_{2} \in L\left(X_{1}, X_{2}\right)$ satisfy the Eqs. (12.5.1)-(12.5.3) for $k_{1}$ and $k_{2}$, respectively. Set $k=\max \left\{k_{1}, k_{2}\right\}$, it follows from Definition 12.5.1 that

$$
\begin{aligned}
S_{1} & =(A W)^{2} S_{1}\left(W S_{1}\right)^{2} \\
& =\cdots \\
& =(A W)^{k} S_{1}\left(W S_{1}\right)^{k} \\
& =(A W)^{k+1} S_{2} W S_{1}\left(W S_{1}\right)^{k} \\
& =S_{2}(W A)^{k+1} W S_{1}\left(W S_{1}\right)^{k} \\
& =S_{2}(W A)^{k} W\left(A W S_{1} W S_{1}\right)\left(W S_{1}\right)^{k-1} \\
& =S_{2}(W A)^{k} W S_{1}\left(W S_{1}\right)^{k-1} \\
& =\cdots \\
& =S_{2} W A W S_{1} .
\end{aligned}
$$

Repeating the first part of the above deduction, we have

$$
S_{2}=(A W)^{k+1} S_{2}\left(W S_{2}\right)^{k+1}
$$

Using $A W S_{2} W=S_{2} W A W$, we obtain $S_{2} W=\left(S_{2} W\right)^{k+2}(A W)^{k+1}$. Thus

$$
\begin{aligned}
S_{1} & =S_{2} W A W S_{1} \\
& =\left(S_{2} W\right)^{k+2}(A W)^{k+1} A W S_{1} \\
& =\left(S_{2} W\right)^{k+2}(A W)^{k+1} S_{1} W A \\
& =\left(S_{2} W\right)^{k+2}(A W)^{k} A \\
& =S_{2}\left(W S_{2}\right)^{k+1}(W A)^{k+1} \\
& =\left(S_{2} W\right)^{k+1} S_{2}(W A)^{k+1} \\
& =\left(S_{2} W\right)^{k} S_{2} W S_{2} W A(W A)^{k} \\
& =\left(S_{2} W\right)^{k} S_{2} W A W S_{2}(W A)^{k} \\
& =\left(S_{2} W\right)^{k} S_{2}(W A)^{k} \\
& =\cdots \\
& =\left(S_{2} W\right) S_{2}(W A) \\
& =S_{2} W A W S_{2} \\
& =S_{2},
\end{aligned}
$$

which shows the uniqueness.

Next, we will establish a relation between the W-weighted Drazin inverse $A_{d, W}$ and the regular Drazin inverse $(A W)^{D}$. First, we derive some properties of $(A W)^{D}$.

Theorem 12.5.2 Let $A \in B\left(X_{1}, X_{2}\right)$ and $W \in B\left(X_{2}, X_{1}\right)$. If there exists the Drazin inverse of $W A$, then there exists the Drazin inverse of $A W$ and

$$
\begin{equation*}
(A W)^{D}=A\left((W A)^{D}\right)^{2} W \tag{12.5.4}
\end{equation*}
$$

and their indices have the relation:

$$
\operatorname{Ind}(A W) \leq \operatorname{Ind}(W A)+1
$$

Proof Since $(W A)^{D}$ exists, supposing $\operatorname{Ind}(W A)=k$, we have

$$
\begin{align*}
(W A)^{D}(W A)^{k+1} & =(W A)^{k}  \tag{12.5.5}\\
\left((W A)^{D}\right)^{2}(W A) & =(W A)^{D}  \tag{12.5.6}\\
(W A)^{D}(W A) & =(W A)(W A)^{D} \tag{12.5.7}
\end{align*}
$$

From the above Eqs. (12.5.5)-(12.5.7), it is easy to verify that

$$
\begin{align*}
& A\left((W A)^{D}\right)^{2} W(A W)^{k+2}=(A W)^{k+1}  \tag{12.5.8}\\
& A\left((W A)^{D}\right)^{2} W(A W) A\left((W A)^{D}\right)^{2} W=A\left((W A)^{D}\right)^{2} W  \tag{12.5.9}\\
& A\left((W A)^{D}\right)^{2} W(A W)=(A W) A\left((W A)^{D}\right)^{2} W \tag{12.5.10}
\end{align*}
$$

It then follows from Definition 12.1.1 and Theorem 12.1.1 that

$$
A\left((W A)^{D}\right)^{2} W=(A W)^{D}
$$

From Corollary 12.1.1, $\operatorname{Ind}(A W)$ is the smallest nonnegative integer satisfying (12.5.1)-(12.5.3). Thus from (12.5.8)-(12.5.10), we know

$$
\operatorname{Ind}(A W) \leq k+1=\operatorname{Ind}(W A)+1
$$

which completes the proof.
Theorem 12.5.3 Under the assumptions in Theorem 12.5.2, for any positive integer p, we have

$$
\begin{equation*}
W\left((A W)^{D}\right)^{p}=\left((W A)^{D}\right)^{p} W \tag{12.5.11}
\end{equation*}
$$

and

$$
\begin{equation*}
A\left((W A)^{D}\right)^{p}=\left((A W)^{D}\right)^{p} A \tag{12.5.12}
\end{equation*}
$$

Proof When $p=1$, it follows from (12.5.4), (12.5.6) and (12.5.7) that

$$
\begin{aligned}
W(A W)^{D} & =(W A)\left((W A)^{D}\right)^{2} W \\
& =\left((W A)^{D}\right)^{2} W A W \\
& =(W A)^{D} W
\end{aligned}
$$

By the induction, (12.5.11) holds. Similarly, we can prove (12.5.12).
The following theorem shows an explicit expression of the W-weighted operator Drazin inverse $A_{d, W}$ in terms of the regular operator Drazin inverse $(W A)^{D}$. Thus, it proves the existence of the W-weighted operator Drazin inverse.

Theorem 12.5.4 Let $A \in B\left(X_{1}, X_{2}\right), W \in B\left(X_{2}, X_{1}\right)$, and $\operatorname{Ind}(A W)=k$, then

$$
\begin{align*}
A_{d, W} & =A\left((W A)^{D}\right)^{2}  \tag{12.5.13}\\
& =\left((A W)^{D}\right)^{2} A \in L\left(X_{1}, X_{2}\right)
\end{align*}
$$

Furthermore, if $\mathcal{R}\left((A W)^{k}\right)$ is closed, then $A_{d, W} \in B\left(X_{1}, X_{2}\right)$.
Proof Since $\operatorname{Ind}(A W)=k$, it follows from Theorem 12.1.3 that there exists $(A W)^{D} \in L\left(X_{2}\right)$. By Theorems 12.5 .2 and 12.5 .3 , it is easy to verify that $A\left((W A)^{D}\right)^{2}$ satisfies

$$
\begin{aligned}
& (A W)^{k+1} A\left((W A)^{D}\right)^{2} W=(A W)^{k} \\
& A\left((W A)^{D}\right)^{2} W A W A\left((W A)^{D}\right)^{2}=A\left((W A)^{D}\right)^{2} \\
& A W A\left((W A)^{D}\right)^{2}=A\left((W A)^{D}\right)^{2} W A
\end{aligned}
$$

It follows from the above equations and Theorem 12.5.1 of the uniqueness of the W-weighted Drazin inverse that

$$
A_{d, W}=A\left((W A)^{D}\right)^{2} \in L\left(X_{1}, X_{2}\right)
$$

If $\mathcal{R}\left((A W)^{k}\right)$ is closed, by Theorem 12.1.3, we have $(A W)^{D} \in B\left(X_{2}\right)$. Similarly, we can show

$$
(W A)^{D}=W\left((A W)^{D}\right)^{2} A \in B\left(X_{1}\right)
$$

Thus

$$
A_{d, W}=A\left((W A)^{D}\right)^{2} \in B\left(X_{1}, X_{2}\right)
$$

The other expression of $A_{d, W}$ in (12.5.13) can be obtained similarly. The proof is omitted here.

Theorem 12.5.4 gives an expression of $A_{d, W}$ in terms of $(W A)^{D}$. In the following theorem, $A_{d, W}$ is expressed in terms of $A$ and $W$ [19]. The theorem itself is analogous
to Theorem 12.2.1, however, its proof is more involved than the proof of the regular case, because we have to deal with two spaces $X_{1}$ and $X_{2}$. So, we give the theorem and its proof.

Theorem 12.5.5 Suppose that $A \in B\left(X_{1}, X_{2}\right), \quad W \in B\left(X_{2}, X_{1}\right) \quad$ with $k=\max \{\operatorname{Ind}(A W), \operatorname{Ind}(W A)\}$ and $\mathcal{R}\left((A W)^{k}\right)$ is closed, then

$$
A_{d, W}=\tilde{A}^{-1} A(W A)^{k}\left(A(W A)^{2 k+2}\right)^{*} A(W A)^{k}
$$

where

$$
\widetilde{A}=\left.\left(A(W A)^{k}\left(A(W A)^{2 k+2}\right)^{*}(A W)^{k+2}\right)\right|_{\mathcal{R}\left(A(W A)^{k}\right)}
$$

is the restriction of $A(W A)^{k}\left(A(W A)^{2 k+2}\right)^{*}(A W)^{k+2}$ on $\mathcal{R}\left(A(W A)^{k}\right)$.
Proof Setting $G=A(W A)^{k}$, we know that $\mathcal{R}(G)$ is a closed subspace of $X_{2}$. It is obvious that $\mathcal{R}(G W A W G) \subset \mathcal{R}(G)$. Since

$$
\begin{aligned}
\mathcal{R}(G) & =\mathcal{R}\left(G W A W A_{d, W}\right)=\mathcal{R}\left(G W A W G G^{\dagger} A_{d, W}\right) \\
& \subset \mathcal{R}(G W A W G),
\end{aligned}
$$

we have $\mathcal{R}(G W A W G)=\mathcal{R}(G)$. Similarly, we get $\mathcal{N}(G W A W G)=\mathcal{N}(G)$.
Clearly, $\mathcal{R}\left(G^{\dagger} G W A W G G^{\dagger}\right) \subset \mathcal{R}\left(G^{\dagger}\right)$. Now,

$$
\begin{aligned}
\mathcal{R}\left(G^{\dagger}\right) & =\mathcal{R}\left(G^{\dagger} G\right)=\mathcal{R}\left(G^{\dagger} G W A W G\right)=\mathcal{R}\left(G^{\dagger} G W A W G G^{\dagger} G\right) \\
& \subset \mathcal{R}\left(G^{\dagger} G W A W G G^{\dagger}\right)
\end{aligned}
$$

implies $\mathcal{R}\left(G^{\dagger} G W A W G G^{\dagger}\right)=\mathcal{R}\left(G^{\dagger}\right)$. Now, it follows from [20, p. 70] that

$$
A_{d, W}=(W A W)_{\mathcal{R}(G), \mathcal{N}(G)}^{(2)}=\left(P_{\mathcal{N}(G)^{\perp}} W A W P_{\mathcal{R}(G)}\right)^{\dagger}=\left(G^{\dagger} G W A W G G^{\dagger}\right)^{\dagger} .
$$

Next, we prove that $A_{d, W}=G(G W A W G)^{\dagger} G$. Set $X=G(G W A W G)^{\dagger} G$. By direct computation, we have

$$
\begin{aligned}
G^{\dagger} G W A W G G^{\dagger} X & =G^{\dagger}\left(G W A W G(G W A W G)^{\dagger}\right) G \\
& =G^{\dagger} P_{\mathcal{R}(G W A W G)} G \\
& =G^{\dagger} G
\end{aligned}
$$

and

$$
\begin{aligned}
X G^{\dagger} G W A W G G^{\dagger} & =G\left((G W A W G)^{\dagger} G W A W G\right) G^{\dagger} \\
& =G P_{\mathcal{R}\left((G W A W G)^{*}\right)} G^{\dagger} \\
& =G G^{\dagger},
\end{aligned}
$$

that is

$$
G^{\dagger} G W A W G G^{\dagger} X=\left(G^{\dagger} G W A W G G^{\dagger} X\right)^{*}
$$

and

$$
X G^{\dagger} G W A W G G^{\dagger}=\left(X G^{\dagger} G W A W G G^{\dagger}\right)^{*}
$$

On the other hand,

$$
\left(G^{\dagger} G W A W G G^{\dagger}\right) X\left(G^{\dagger} G W A W G G^{\dagger}\right)=
$$

and

$$
X\left(G^{\dagger} G W A W G G^{\dagger}\right) X=G(G W A W G)^{\dagger} G=X
$$

Thus we arrive at $A_{d, W}=G(G W A W G)^{\dagger} G$.
Also, it is easy to prove

$$
\mathcal{R}\left(A(W A)^{k}\left(A(W A)^{2 k+2}\right)^{*} A(W A)^{k}\right)=\mathcal{R}\left(A_{d, W}\right)
$$

and

$$
\mathcal{N}\left(A(W A)^{k}\left(A(W A)^{2 k+2}\right)^{*} A(W A)^{k}\right)=\mathcal{N}\left(A_{d, W}\right)
$$

The conclusion then follows from [21, Theorem 2.2].
Remark The above theorem is a generalization of a result in [22] in that the conditions $\mathcal{N}\left((A W)^{k}\right) \subset \mathcal{N}\left((A W)^{k^{*}}\right)$ and $\mathcal{R}\left((A W)^{k}\right) \subset \mathcal{R}\left((A W)^{k^{*}}\right)$ are removed.

### 12.5.1 Computational Methods

The following theorem says that if we have a sequence of real valued functions that converges to $x^{-1}$ then we can represent $A_{d, W}$ as a limit of a sequence of operator functions.

Theorem 12.5.6 Suppose that $A \in B\left(X_{1}, X_{2}\right), W \in B\left(X_{2}, X_{1}\right)$ with $k=\max \{$ Ind ( $A W$ ), $\operatorname{Ind}(W A)\}$ and $\mathcal{R}\left((A W)^{k}\right)$ is closed. Define

$$
\widetilde{A}=\left.\left(A(W A)^{k}\left(A(W A)^{2 k+2}\right)^{*}(A W)^{k+2}\right)\right|_{\mathcal{R}\left(A(W A)^{k}\right)}
$$

If $\Omega$ is an open set such that $\sigma(\widetilde{A}) \subset \Omega \subset(0,+\infty)$ and $\left\{S_{n}(x)\right\}$ is a sequence of continuous real valued functions on $\Omega$ with $\lim _{n \rightarrow \infty} S_{n}(x)=1 / x$ uniformly on $\sigma(\widetilde{A})$, then

$$
A_{d, W}=\lim _{n \rightarrow \infty} S_{n}(\tilde{A}) A(W A)^{k}\left(A(W A)^{2 k+2}\right)^{*} A(W A)^{k}
$$

Furthermore, for any $\epsilon>0$, there is an operator norm $\|\cdot\|_{*}$ on $X_{1}$ such that

$$
\begin{align*}
& \frac{\left\|S_{n}(\widetilde{A}) A(W A)^{k}\left(A(W A)^{2 k+2}\right)^{*} A(W A)^{k}-A_{d, W}\right\|_{*}}{\left\|A_{d, W}\right\|_{*}}  \tag{12.5.14}\\
\leq & \max _{x \in \sigma(\widetilde{A})}\left|S_{n}(x) x-1\right|+O(\epsilon)
\end{align*}
$$

Proof Following the proof of Theorem 12.5 .5 and replacing $\widetilde{T}$ there with $\widetilde{A}$, we first can show that the spectrum of $\widetilde{A}$ is positive, then using [10, Theorem 10.27], we have

$$
\lim _{n \rightarrow \infty} S_{n}(\widetilde{A})=\widetilde{A}^{-1}
$$

uniformly in $B\left(\mathcal{R}\left(A(W A)^{k}\right)\right)$. It then follows from Theorem 12.5.5 that

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} S_{n}(\widetilde{A}) A(W A)^{k}\left(A(W A)^{2 k+2}\right)^{*} A(W A)^{k} \\
= & \widetilde{A}^{-1} A(W A)^{k}\left(A(W A)^{2 k+2}\right)^{*} A(W A)^{k} \\
= & A_{d, W}
\end{aligned}
$$

To obtain the error bound (12.5.14), we note that

$$
A(W A)^{k}\left(A(W A)^{2 k+2}\right)^{*} A(W A)^{k}=\tilde{A} A_{d, W}
$$

Therefore,

$$
S_{n}(\widetilde{A}) A(W A)^{k}\left(A(W A)^{2 k+2}\right)^{*} A(W A)^{k}-A_{d, W}=\left(S_{n}(\widetilde{A}) \widetilde{A}-I\right) A_{d, W} .
$$

Also, for any $\epsilon>0$, there is an operator norm $\|\cdot\|_{*}$ such that $\|\widetilde{A}\|_{*} \leq \rho(\widetilde{A})+\epsilon$, see [11, p. 77]. Thus

$$
\begin{aligned}
& \left\|S_{n}(\widetilde{A}) A(W A)^{k}\left(A(W A)^{2 k+2}\right)^{*} A(W A)^{k}-A_{d, W}\right\|_{*} \\
\leq & \left\|S_{n}(\widetilde{A}) \widetilde{A}-I\right\|_{*}\left\|A_{d, W}\right\|_{*} \\
\leq & \left(\max _{x \in \sigma(\widetilde{A})}\left|S_{n}(x) x-1\right|+O(\epsilon)\right)\left\|A_{d, W}\right\|_{*},
\end{aligned}
$$

which completes the proof.
Similarly, replacing $\widetilde{T}$ in Theorem 12.2 .3 with $\widetilde{A}$, we can derive lower and upper bounds for $\lambda \in \sigma(\widetilde{A})$ :

$$
\begin{equation*}
\left\|\left(A(W A)^{2 k+2}\right)^{\dagger}\right\|^{-2} \leq \lambda \leq\|A\|^{2}\|A W\|^{4 k+4} . \tag{12.5.15}
\end{equation*}
$$

Now, by using various sequences $\left\{S_{n}(x)\right\}$ that converge to $x^{-1}$, we can obtain various methods for computing $A_{d, W}$.

## Euler-Knopp Sequence:

$$
S_{n}(x)=\alpha \sum_{j=0}^{n}(1-\alpha x)^{j}
$$

For $\alpha \in\left(0,2 /\left(\|A\|^{-2}\|A W\|^{-(4 k+4)}\right)\right)$, we have

$$
\begin{gathered}
A_{d, W}=\alpha \sum_{n=0}^{\infty}\left(I-\alpha A(W A)^{k}\left(A(W A)^{2 k+2}\right)^{*}(A W)^{k+2}\right)^{n} \\
\cdot A(W A)^{k}\left(A(W A)^{2 k+2}\right)^{*} A(W A)^{k}
\end{gathered}
$$

Setting

$$
\begin{gathered}
A_{n}=\alpha \sum_{j=0}^{n}\left(I-\alpha A(W A)^{k}\left(A(W A)^{2 k+2}\right)^{*}(A W)^{k+2}\right)^{j} \\
\cdot A(W A)^{k}\left(A(W A)^{2 k+2}\right)^{*} A(W A)^{k}
\end{gathered}
$$

we have the following iterative procedure for computing the W-weighted Drazin inverse:

$$
\left\{\begin{aligned}
A_{0}= & \alpha A(W A)^{k}\left(A(W A)^{2 k+2}\right)^{*} A(W A)^{k}, \\
A_{n+1}= & \left(I-\alpha A(W A)^{k}\left(A(W A)^{2 k+2}\right)^{*}(A W)^{k+2}\right) A_{n} \\
& +\alpha A(W A)^{k}\left(A(W A)^{2 k+2}\right)^{*} A(W A)^{k}
\end{aligned}\right.
$$

For the error bound, we note that the sequence $\left\{S_{n}(x)\right\}$ satisfies

$$
S_{n+1}(x) x-1=(1-\alpha x)\left(S_{n}(x) x-1\right)
$$

Thus

$$
\left|S_{n}(x) x-1\right|=|1-\alpha x|^{n}\left|S_{0}(x) x-1\right|=|1-\alpha x|^{n+1}
$$

If $x \in \sigma(\widetilde{A})$ and

$$
0<\alpha<\frac{2}{\|A\|^{2}\|A W\|^{4 k+4}}
$$

then $|1-\alpha x| \leq \beta<1$, where

$$
\begin{equation*}
\beta=\max \left\{\left|1-\alpha\|A\|^{2}\|A W\|^{4 k+4}\right|,\left|1-\alpha\left\|\left(A(W A)^{2 k+2}\right)^{\dagger}\right\|^{-2}\right|\right\} . \tag{12.5.16}
\end{equation*}
$$

Therefore,

$$
\left|S_{n}(x) x-1\right| \leq \beta^{n+1} \rightarrow 0, \quad \text { as } n \rightarrow \infty
$$

It follows from the above limit and Theorem 12.5.6 that the error bound is

$$
\frac{\left\|A_{n}-A_{d, W}\right\|_{*}}{\left\|A_{d, W}\right\|_{*}} \leq \beta^{n+1}+O(\epsilon)
$$

## Newton's Iteration:

$$
\left\{\begin{aligned}
S_{0}(x) & =\alpha \\
S_{n+1}(x) & =S_{n}(x)\left(2-x S_{n}(x)\right)
\end{aligned}\right.
$$

for $\alpha>0$.
Applying Theorem 12.5.6, we get

$$
\lim _{n \rightarrow \infty} S_{n}(\tilde{A}) A(W A)^{k}\left(A(W A)^{2 k+2}\right)^{*} A(W A)^{k}=A_{d, W}
$$

Setting

$$
A_{n}=S_{n}(\tilde{A}) A(W A)^{k}\left(A(W A)^{2 k+2}\right)^{*} A(W A)^{k},
$$

we have the following Newton's iterative procedure for computing the W-weighted Drazin inverse:

$$
\left\{\begin{aligned}
A_{0} & =\alpha A(W A)^{k}\left(A(W A)^{2 k+2}\right)^{*} A(W A)^{k} \\
A_{n+1} & =A_{n}\left(2 I-W A W A_{n}\right)
\end{aligned}\right.
$$

for $\alpha \in\left(0,2 /\left(\|A\|^{2}\|A W\|^{4 k+4}\right)\right)$, and an error bound

$$
\frac{\left\|A_{n}-A_{d, W}\right\|_{*}}{\left\|A_{d, W}\right\|_{*}} \leq \beta^{2^{n}}+O(\epsilon)
$$

where $\beta$ is given by (12.5.16).
One attractive feature of the Newton method is its quadratic rate of convergence in general.

Considering an alternative real valued function $S_{t}(x)=(t+x)^{-1}, t>0$, for $x \in$ $\sigma(\widetilde{A})$, we have another limit representation of the W-weighted Drazin inverse [23]. Let $k=\max \{\operatorname{Ind}(A W), \operatorname{Ind}(W A)\}$, then

$$
A_{d, W}=\lim _{t \rightarrow 0^{+}}\left(t I+(A W)^{k+2}\right)^{-1}(A W)^{k} A,
$$

which can be rewritten as

$$
A_{d, W}=\lim _{t \rightarrow 0^{+}}\left(t I+X(A W)^{k+2}\right)^{-1} X A(W A)^{k}
$$

where

$$
X=A(W A)^{k}\left(A(W A)^{2 k+2}\right)^{*}
$$

Furthermore, from

$$
\begin{aligned}
\left|x S_{t}(x)-1\right| & =\frac{t}{x+t} \\
& \leq \frac{t}{\left\|\left(A(W A)^{2 k+2}\right)^{\dagger}\right\|^{-2}+t} \\
& =\frac{\left\|\left(A(W A)^{2 k+2}\right)^{\dagger}\right\|^{2} t}{1+\left\|\left(A(W A)^{2 k+2}\right)^{\dagger}\right\|^{2} t}
\end{aligned}
$$

and Theorem 12.5.6, we have the following error bound.

$$
\frac{\left\|\left(t I+X(A W)^{k+2}\right)^{-1} X A(W A)^{k}-A_{d, W}\right\|_{*}}{\left\|A_{d, W}\right\|_{*}} \leq \frac{\left\|\left(A(W A)^{2 k+2}\right)^{\dagger}\right\|^{2} t}{1+\left\|\left(A(W A)^{2 k+2}\right)^{\dagger}\right\|^{2} t}+O(\epsilon)
$$

Analogous to the regular Drazin inverse case, we can apply Theorem 12.5.6 to polynomial interpolations of the function $f(x)=1 / x$ to derive iterative methods for computing $A_{d, W}$ and their corresponding asymptotic error bounds.

## Newton's Polynomial Interpolation

Similar to Sect. 12.3.4, considering the Newton's polynomial interpolation

$$
P_{n}(x)=\sum_{j=0}^{n} \frac{1}{j+1} \prod_{l=0}^{j-1}\left(1-\frac{x}{l+1}\right)
$$

of $f(x)=x^{-1}$ at $x=1,2, \ldots, n+1$. It can be verified that

$$
1-x P_{n}(x)=\prod_{l=0}^{n}\left(1-\frac{x}{l+1}\right)
$$

Applying Theorem 12.5.6, we get

$$
\lim _{n \rightarrow \infty} P_{n}(\tilde{A}) A(W A)^{k}\left(A(W A)^{2 k+2}\right)^{*} A(W A)^{k}=A_{d, W}
$$

where

$$
\widetilde{A}=\left.\left(A(W A)^{k}\left(A(W A)^{2 k+2}\right)^{*}(A W)^{k+2}\right)\right|_{R\left(A(W A)^{k}\right)}
$$

Setting

$$
A_{n}=P_{n}(\widetilde{A}) A(W A)^{k}\left(A(W A)^{2 k+2}\right)^{*} A(W A)^{k},
$$

we have the following iterative method for computing the W-weighted Drazin inverse $A_{d, W}$ :

$$
\left\{\begin{aligned}
A_{0} & =A(W A)^{k}\left(A(W A)^{2 k+2}\right)^{*} A(W A)^{k}, \\
A_{n+1} & =P_{n+1}(\widetilde{A}) A(W A)^{k}\left(A(W A)^{2 k+2}\right)^{*} A(W A)^{k} \\
& =A_{n}+\frac{A_{0}}{n+2}\left(I-W A W A_{n}\right),
\end{aligned}\right.
$$

To derive an asymptotic error bound for this method, note that for

$$
x \in \sigma(\widetilde{A}) \subset\left[\left\|\left(A(W A)^{2 k+2}\right)^{\dagger}\right\|^{-2},\|A\|^{2}\|A W\|^{4 k+4}\right]
$$

and for $l \geq L$, where $L=\left[\|A\|^{2}\|A W\|^{4 k+4}\right]$ is the integer closest to $\|A\|^{2}\|A W\|^{4 k+4}$, we have

$$
1-\frac{x}{l+1} \leq \exp \left(-\frac{x}{l+1}\right) \quad \text { for all } x \in \sigma(\tilde{A})
$$

Therefore

$$
\prod_{l=L}^{n}\left(1-\frac{x}{l+1}\right) \leq \exp \left(-x \sum_{l=L}^{n} \frac{1}{l+1}\right), \quad n \geq L
$$

Also,

$$
\sum_{l=L}^{n} \frac{1}{l+1} \geq \int_{L+1}^{n+2} \frac{d t}{t}=\ln (n+2)-\ln (L+1)
$$

hence

$$
\begin{aligned}
\exp \left(-x \sum_{l=L}^{n} \frac{1}{l+1}\right) & \leq(L+1)^{x}(n+2)^{-x} \\
& =\left(1+\|A\|^{2}\|A W\|^{4 k+4}\right)^{x}(n+2)^{-x}
\end{aligned}
$$

If we set the constant

$$
C=\max _{x \in \sigma(\widetilde{A})}\left(1+\|A\|^{2}\|A W\|^{4 k+4}\right)^{x} \prod_{l=0}^{L-1}\left(1-\frac{x}{l+1}\right),
$$

where $L=\left[\|A\|^{2}\|A W\|^{4 k+4}\right]$ is the integer closest to $\|A\|^{2}\|A W\|^{4 k+4}$, then

$$
\left|1-x P_{n}(x)\right| \leq C(n+2)^{-x} .
$$

Finally, it follows from Theorem 12.5.6 that

$$
\frac{\left\|A_{n}-A_{d, W}\right\|_{*}}{\left\|A_{d, W}\right\|_{*}} \leq C(n+2)^{-\left\|\left(A(W A)^{2 k+2}\right)^{\star}\right\|^{-2}}+O(\epsilon)
$$

for sufficiently large $n$.

## Hermite Interpolation

Similar to Sect. 12.3.5, consider the unique polynomial $q_{n}(x)$ of degree $2 n+1$ which satisfies

$$
q_{n}(i)=\frac{1}{i} \quad \text { and } \quad q_{n}^{\prime}(i)=-\frac{1}{i^{2}}, \quad i=1,2, \ldots, n+1
$$

The Hermite interpolation formula yields the representation

$$
\begin{equation*}
q_{n}(x)=\sum_{i=0}^{n}(2(i+1)-x) \prod_{l=1}^{i}\left(\frac{l-x}{l+1}\right)^{2} \tag{12.5.17}
\end{equation*}
$$

where, by convention, the product term equals 1 when $l=0$.
Applying Theorem 12.5.6 to the polynomials $q_{n}(x)$ in (12.5.17), we have

$$
A_{d, W}=\lim _{n \rightarrow \infty} q_{n}(\tilde{A}) A(W A)^{k}\left(A(W A)^{2 k+2}\right)^{*} A(W A)^{k}
$$

Setting

$$
A_{n}=q_{n}(\tilde{A}) A(W A)^{k}\left(A(W A)^{2 k+2}\right)^{*} A(W A)^{k}
$$

we get the following iterative method for computing the W-weighted Drazin inverse $A_{d, W}$ :

$$
\left\{\begin{aligned}
A_{0} & =(2 I-M W A W) M \\
A_{n+1} & =A_{n}+\frac{1}{n+2}\left(2 I-\frac{1}{n+2} M W A W\right) M\left(I-W A W A_{n}\right),
\end{aligned}\right.
$$

where

$$
M=A(W A)^{k}\left(A(W A)^{2 k+2}\right)^{*} A(W A)^{k} .
$$

To derive an asymptotic error bound, for $l \geq L=\left[\|A\|^{2}\|A W\|^{4 k+4}\right]$ and

$$
x \in \sigma(\tilde{A}) \subset\left[\left(A(W A)^{2 k+2}\right)^{\dagger}\left\|^{-2},\right\| A\left\|^{2}\right\| A W \|^{4 k+4}\right]
$$

we have

$$
\prod_{l=L}^{n}\left(1-\frac{x}{l+1}\right)^{2} \leq\left(1+\|A\|^{2}\|A W\|^{4 k+4}\right)^{2 x}(n+2)^{-2 x}
$$

Let the constant

$$
d=\max _{x \in \sigma(\widetilde{A})}\left(1+\|A\|^{2}\|A W\|^{4 k+4}\right)^{2 x} \prod_{l=0}^{L-1}\left(1-\frac{x}{l+1}\right)^{2}
$$

then

$$
\left|1-x q_{n}(x)\right| \leq d(n+2)^{-2 x} .
$$

By Theorem 12.5.6, we arrive at the error bound:

$$
\frac{\left\|A_{n}-A_{d, W}\right\|_{*}}{\left\|A_{d, W}\right\|_{*}} \leq d(n+2)^{-2\left\|\left(A(W A)^{2 k+2}\right)^{\dagger}\right\|^{-2}}+O(\epsilon)
$$

for sufficiently large $n$.

### 12.5.2 Perturbation Analysis

In this section, we study the perturbation of the W-weighted Drazin inverse of a bounded linear operator between Banach spaces. Specifically, suppose $B=A+E$ is a perturbed $A$, we investigate the error in $B_{d, W}$ in terms of the perturbation $E$.

Fix $W \in B\left(X_{2}, X_{1}\right)$. For $A, B \in B\left(X_{1}, X_{2}\right)$, we define the W -product of $A$ and $B$ by

$$
A * B \equiv A W B
$$

Also, for $A \in B\left(X_{1}, X_{2}\right)$, we denote the W-product of $A$ with itself $m$ times by $A^{* m}$. For $A \in B\left(X_{1}, X_{2}\right)$, define

$$
\||A\|\mid \equiv\| A\|\|W\|
$$

then $\left(B\left(X_{1}, X_{2}\right), *,\||\cdot \||)\right.$ is a Banach algebra. If $W$ is a one-to-one map of $X_{2}$ to $X_{1}$, then $W^{-1} \in B\left(X_{1}, X_{2}\right)$ is the unit of this algebra. If the inverse of $W$ does not exist, then we adjoin a unit to the algebra. In either case, we may assume that we are working in a unital algebra. Now suppose that $A, B \in B\left(X_{1}, X_{2}\right)$ satisfy:
(1) $(A W)^{k+1} B W=(A W)^{k}$,
(2) $B W A W B=B$,
(3) $A W B=B W A$.

Postmultiplying (1) with $A$ and then using (3), we have
(1') $(A)^{* k+2} * B=(A)^{* k+1}$,
(2') $B * A * B=B$,
(3') $A * B=B * A$.

Conditions (2') and (3') are (2) and (3) written in terms of the W-product. Thus, $A$ has a Drazin inverse in the algebra constructed above. In this case, we write $B=A^{D}$ or more precisely $B=A_{d, W}$.

According to the matrix case [17], the unique solution, if it exists, of (1), (2) and (3) is called the W-weighted Drazin inverse of $A$. In this case we say that $A$ is W-Drazin invertible.

In the following proposition, we give several equivalent conditions for the existence of the W-Drazin inverse.

Proposition 12.5.1 Let $X_{1}$ and $X_{2}$ be Banach spaces, $A \in B\left(X_{1}, X_{2}\right)$ and $W \in$ $B\left(X_{2}, X_{1}\right)$, then the following five conditions are equivalent:
(1) $A$ is $W$-Drazin invertible, that is the three equations:
(a) $(A W)^{k+1} X W=(A W)^{k}$, for some nonnegative integer $k$,
(b) $X W A W X=X$,
(c) $A W X=X W A$.
have a common solution $X \in B\left(X_{2}, X_{1}\right)$;
(2) $A W$ is Drazin invertible;
(3) $W A$ is Drazin invertible;
(4) $\alpha(A W)=p<+\infty, \mathcal{R}\left((A W)^{p+k}\right)$ is closed for some $k \geq 1$, and $\delta(W A)<$ $+\infty$, recalling that $\alpha(T)$ is the ascending index of $T$ defined in Definition 12.1.2 and $\delta(T)$ is the descending index of $T$ defined in Definition 12.1.3;
(5) $\alpha(W A)=q<+\infty, \mathcal{R}\left((W A)^{q+l}\right)$ is closedfor somel $\geq 1$, and $\delta(A W)<+\infty$.

If any of the five conditions is satisfied, then the above three Eqs. (a)-(c) have a unique solution

$$
X=A_{d, W}=A\left((W A)^{D}\right)^{2}=\left((A W)^{D}\right)^{2} A
$$

Open problem. In connection with Proposition 12.5.1 and the characteristics of the Drazin inverse of a bounded operator on Banach space, it would be interesting to prove or disprove that $\alpha(A W)<+\infty$ and $\delta(W A)<+\infty$ imply that $A W$ is Drazin invertible.

Recalling (12.4.1), $b \in \mathcal{A}$ is said to obey Condition (W) at $a$ if

$$
b-a=a a^{D}(b-a) a a^{D} \text { and }\left\|a^{D}(b-a)\right\|<1 .
$$

For convenience, we state the main perturbation result from [16, Theorem 2.1].
Lemma 12.5.1 Let $a \in \mathcal{A}$ be Drazin invertible and $b \in \mathcal{A}$ obey Condition ( $\mathcal{W}$ ) at $a$, then $b$ is Drazin invertible,

$$
b b^{D}=a a^{D}, \quad b^{D}=\left(1+a^{D}(b-a)\right)^{-1} a^{D}=a^{D}\left(1+(b-a) a^{D}\right)^{-1},
$$

and

$$
\operatorname{ind}(a)=\operatorname{ind}(b)
$$

Now, let $A, B \in B\left(X_{1}, X_{2}\right)$ and $W \in B\left(X_{2}, X_{1}\right)$. Suppose that $A$ is W-Drazin invertible and $B$ satisfies Condition ( $\mathcal{W}$ ) at $A$, that is,

$$
B-A=A * A^{D} *(B-A) * A * A^{D} \text { and }\left\|\left|A^{D} *(B-A) \|\right|<1,\right.
$$

which can be rewritten as

$$
B-A=A W A_{d, W} W(B-A) W A W A_{d, W} \text { and }\left\|A_{d, W} W(B-A)\right\|\|W\|<1
$$

Set the perturbation $E=B-A$. Now, based on the above lemma, we have the following result

Theorem 12.5.7 Let $A, B \in B\left(X_{1}, X_{2}\right)$, $W \in B\left(X_{2}, X_{1}\right)$, $A$ be $W$-Drazin invertible and $B$ obey Condition $(\mathcal{W})$ at $A$, then $B$ is $W$-Drazin invertible and

$$
(B W)\left(B_{d, W} W\right)=(A W)\left(A_{d, W} W\right), \quad \operatorname{Ind}(B W)=\operatorname{Ind}(A W)
$$

and $B_{d, W}$ can be given by

$$
\begin{equation*}
B_{d, W}=\left(I+A_{d, W} W E W\right)^{-1} A_{d, W}=A_{d, W}\left(I+W E W A_{d, W}\right)^{-1} \tag{12.5.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{R}\left(B_{d, W}\right)=\mathcal{R}\left(A_{d, W}\right) \quad \text { and } \quad \mathcal{N}\left(B_{d, W}\right)=\mathcal{N}\left(A_{d, W}\right) \tag{12.5.19}
\end{equation*}
$$

Proof Note that (12.5.18) implies (12.5.19). Because $B$ obeys Condition (W) at $A$, we know that $I+A_{d, W} W E W$ and $I+W E W A_{d, W}$ are invertible. Now, from Lemma 12.5.1, we complete the proof of the theorem.

The next corollary gives absolute and relative perturbation errors and lower and upper bounds for $\left\|B_{d, W}\right\|$.

Corollary 12.5.1 Under the assumptions in Theorem 12.5.7, B is W-Drazin invertible and the absolute error

$$
B_{d, W}-A_{d, W}=-B_{d, W} W E W A_{d, W}=-A_{d, W} W E W B_{d, W},
$$

the relative error

$$
\frac{\left\|B_{d, W}-A_{d, W}\right\|}{\left\|A_{d, W}\right\|} \leq \frac{\left\|A_{d, W} W E W\right\|}{1-\left\|A_{d, W} W E W\right\|},
$$

and

$$
\frac{\left\|A_{d, W}\right\|}{1+\left\|A_{d, W} W E W\right\|} \leq\left\|B_{d, W}\right\| \leq \frac{\left\|A_{d, W}\right\|}{1-\left\|A_{d, W} W E W\right\|}
$$

Next, we present a condition number that measures the sensitivity of $B_{d, W}$ to the perturbation $E$.

Corollary 12.5.2 Under the assumptions in Theorem 12.5.7, we have
(1) if $\left\|A_{d, W}\right\|\|W E W\|<1$, then $B$ is $W$-Drazin invertible and

$$
\frac{\left\|B_{d, W}-A_{d, W}\right\|}{\left\|A_{d, W}\right\|} \leq \frac{\kappa_{d, W}(A)\|W E W\| /\|W A W\|}{1-\kappa_{d, W}(A)\|W E W\| /\|W A W\|},
$$

where $\kappa_{d, W}(A)=\|W A W\|\left\|A_{d, W}\right\|$ is the condition number of the $W$-weighted Drazin inverse of $A$;
(2) if $\left\|A_{d, W} W E W\right\|<1 / 2$, then $B$ is $W$-Drazin invertible and $A$ obeys Condition $(\mathcal{W})$ at $B$.

The following result is motivated by the index splitting of a matrix [24].
Theorem 12.5.8 Let $A, U, V \in B\left(X_{1}, X_{2}\right)$ and $W \in B\left(X_{2}, X_{1}\right)$. Suppose that $A=U-V$ is $W$-Drazin invertible, $U W$ is Drazin invertible, $\operatorname{Ind}(A W)=k_{1}$, $\operatorname{Ind}(W A)=k_{2}, \operatorname{Ind}(U W)=\operatorname{Ind}(W U)=1, U_{d, W} W V W$ is a compact operator, $\mathcal{R}\left((U W)^{D}\right)=\mathcal{R}\left((A W)^{k_{1}}\right)$ and $\mathcal{N}\left((W U)^{D}\right)=\mathcal{N}\left((W A)^{k_{2}}\right)$, then $I-U_{d, W} W V W$ is invertible and

$$
\begin{equation*}
A_{d, W}=\left(I-U_{d, W} W V W\right)^{-1} U_{d, W}=U_{d, W}\left(I-W V W U_{d, W}\right)^{-1} \tag{12.5.20}
\end{equation*}
$$

Proof To prove that $I-U_{d, W} W V W$ is invertible it suffices to show that $\mathcal{N}(I-$ $\left.U_{d, W} W V W\right)=\{\mathbf{0}\}$. Suppose that $\mathbf{x} \in \mathcal{N}\left(I-U_{d, W} W V W\right)$, which means that $U_{d, W} W V W \mathbf{x}=\mathbf{x}$. Since

$$
\begin{aligned}
& \left(U_{d, W} W V W\right)\left(U_{d, W} W V W\right) \mathbf{x} \\
= & U_{d, W} W(U-A) W U_{d, W} W V W \mathbf{x} \\
= & \left(U_{d, W} W U W U_{d, W}\right) W V W \mathbf{x}-U_{d, W} W A W\left(U_{d, W} W V W \mathbf{x}\right) \\
= & U_{d, W} W V W \mathbf{x}-U_{d, W} W A W \mathbf{x},
\end{aligned}
$$

we have

$$
\begin{aligned}
U_{d, W} W A W \mathbf{x} & =U_{d, W} W V W \mathbf{x}-\left(U_{d, W} W V W\right)\left(U_{d, W} W V W\right) \mathbf{x} \\
& =U_{d, W} W V W\left(I-U_{d, W} W V W\right) \mathbf{x} \\
& =\mathbf{0} .
\end{aligned}
$$

Thus we obtain

$$
W A W \mathbf{x} \in \mathcal{N}\left(U_{d, W}\right)=\mathcal{N}\left((W U)^{D}\right)=\mathcal{N}\left((W A)^{k_{2}}\right)=\mathcal{N}\left(A_{d, W}\right)
$$

and $A_{d, W} W A W \mathbf{x}=\mathbf{0}$, thus $\mathbf{x} \in \mathcal{N}\left(A_{d, W} W A W\right)=\mathcal{N}\left((A W)^{k_{1}}\right)$. However,

$$
\mathbf{x} \in \mathcal{R}\left((A W)^{k_{1}}\right) \cap \mathcal{N}\left((A W)^{k_{1}}\right)=\{\mathbf{0}\}
$$

Hence, $\mathbf{x}=\mathbf{0}$ and $I-U_{d, W} W V W$ is invertible. Notice that

$$
\begin{aligned}
& \left(I-U_{d, W} W V W\right) A_{d, W} \\
= & \left(I-U_{d, W}(W U W-W A W)\right) A_{d, W} \\
= & A_{d, W}-U_{d, W} W U W A_{d, W}+U_{d, W} W A W A_{d, W} \\
= & U_{d, W} .
\end{aligned}
$$

Thus, we get (12.5.20).
When $W=I$ and $A$ is a square matrix, Theorem 12.5.8 reduces to the results in [24].

Corollary 12.5.3 Let $A=U-V \in \mathbb{C}^{n \times n}$ and $\operatorname{Ind}(A)=k$. Suppose that $\mathcal{R}(U)=$ $\mathcal{R}\left(A^{k}\right)$ and $\mathcal{N}(U)=\mathcal{N}\left(A^{k}\right)$, then $I-U^{D} V$ is invertible and

$$
A^{D}=\left(I-U^{D} V\right)^{-1} U^{D}=U^{D}\left(I-V U^{D}\right)^{-1}
$$

This section is based on [21].

## Remarks

The representation theorem of the Drazin inverse of a linear operator in Banach space is given in $[2-4,7,25,26]$ and more recent results on representations, properties, and characterizations of the Drazin inverse of a linear operator are given in [26-28]. The necessary and sufficient condition for the existence of the Drazin inverse of a linear operator in Banach space and the applications in infinite-dimensional linear systems can be found in [29] and [30], respectively. The Drazin inverse of an element of a Banach algebra is given in [31, 32]. Additional results for the generalized Drazin inverse are presented in [33-35] and weighted g-Drazin in [36]. Wang [22, 37, 38] first studied the iterative methods, the representations and approximations of the operator W-weighted Drazin inverse in Banach space. Perturbation analysis of the weighted Drazin inverse of a linear operator can be found in [16, 19, 21, 39-41].
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## Index

## Symbols

( $M, N$ ) singular value decomposition, 187
0 -vector, 79
$A_{T, S}^{(1,2)}, 26$
$A_{T, S}^{(2)}, 31$
$L$-positive definite, 49, 50
$L$-positive semidefinite, 50
$\{1,4 N\}, 37$
$\{i, j, k\}$ inverse, 13
$\{1,3 M\}, 39$
$\{1,3\}$ inverse, 13
$\{1,4\}$ inverse, 12
$\{1\}$ inverse, 10

## A

Acute perturbation, 288, 304
Adjoint, 131
Array processor, 234

## B

Banach space, 337
Basic algorithm, 239
Best-approximate solution, 116
Bidiagonal matrix, 260
Block triangular, 190
Bordered matrix, 91, 92
Bott-Duffin inverse, 42
Bounded linear operator, 317

## C

Cauchy-Binet formula, 134
Cayley-Hamilton theorem, 249
Characteristic polynomial, 217

Cline's method, 203
Closed range, 318
Complementary subspace, 21
Complete pivoting, 180
Condensed Cramer's rule
restricted linear equation, 107
restricted matrix equation, 126
Condition (W), 292
Condition number, 304
Drazin inverse, 294
inversion, 264
Moore-Penrose inverse, 279
weighted Moore-Penrose inverse, 279
Conjugate operator, 317
Conjugate transpose matrix, 35
Continuity
$A_{T, S}^{(2)}, 288$
Drazin inverse, 295
inversion, 274
Moore-Penrose inverse, 275
weighted Moore-Penrose inverse, 275
Core inverse, 62, 63
Core-nilpotent decomposition, 74
Core-rank, 189
Core-rank preserving modification, 296
Cramer's rule, 91
Csanky algorithm, 248

## D

Decell's algorithm, 308
Desoer-Whalen definition, 321
Determinant, 99
Determinantal expression
generalized inverse, 129
projector, 131
Direct method, 175

Displacement rank, 226
Displacement structure, 225
Displacement structure of generalized inverses, 228
Drazin inverse, 67
Dual-middle product, 240
Dual-outer product, 241

## E

Efficiency, 238
Eigenvalue, 78
Eigenvector, 78
Elementary row operation, 177
Embedding method, 211
Equivalence theorem, 255
Euler-Knopp method
Moore-Penrose inverse, 327
operator Drazin inverse, 346
W-weighted operator Drazin inverse, 362

## F

Faddeev-LeVerrier algorithm, 308
Fast Fourier transform, 256
Fast recursive least squares algorithm, 221
Finite Markov chain, 89
Finite method, 176
Forward order law, 164
Full-rank factorization, 5

## G

Gaussian elimination, 180
Generalized Bott-Duffin inverse, 50, 51
Generalized displacement, 230
Generalized Drazin inverse, 371
Greville's method, 200
Group inverse, 76
Group inverse of M-matrix, 89

## H

Hermite echelon form, 257
Hermite interpolation
Moore-Penrose inverse, 336
operator Drazin inverse, 350
W-weighted operator Drazin inverse, 366
Hermitian positive definite matrix, 35
Hessenberg matrix, 221
Hilbert space, 317
Householder transformation, 182
Hyperpower, 330

## I

Idempotent matrix, 20
Index, 66
Inner inverse, 337
Inner product, 240
Iterative method
$p$ th order, 331
first order, 328
second order, 329

## J

Jacobi identity, 132

## K

Kronecker product, 116

## L

Laplace expansion, 133
Least-squares ( $M$ ) solution, 38
Least-squares solution, 7
Level-2 condition number, 288
Leverrier algorithm, 217
Limit expression
operator Drazin inverse, 348
W-weighted operator Drazin inverse, 363
Limit representation of generalized inverses, 221
Linear difference equation, 89
Linear differential equation, 89
Linear operator, 317
Lower trapezoidal, 181
Lower triangular, 180

## M

M-P inverse of Toeplitz, 225
Matrix equation, 14
Matrix norm, 34
Metric generalized inverse, 337
Middle product, 240
MIMD, 236
Minimum-norm $(N)$ least-squares $(M)$ solution, 40
Minimum-norm ( $N$ ) solution, 37
Minimum-norm least-squares solution, 7
Minimum-norm solution, 11
Minor
$A_{T, S}^{(2)}, 146,147$
Drazin inverse, 142
group inverse, 142
Moore-Penrose inverse, 134
weighted Moore-Penrose inverse, 137

Moore definition, 321
Moore-Penrose inverse(ab. M-P inverse), 3
Multiplicative perturbation, 288
Multiprocessor, 235

## N

Newton formula, 249
Newton interpolation
Moore-Penrose inverse, 333
operator Drazin inverse, 349
W-weighted operator Drazin inverse, 365
Newton method
Moore-Penrose inverse, 328
operator Drazin inverse, 347
W-weighted operator Drazin inverse, 363
Noble's method, 205
Norm
2-norm, 34
Frobenius-norm, 116
operator norm, 35
weighted norm, 34
Numerical computation of generalized inverses, 221

## 0

Operator
ascent, 340
descent, 340
index, 340
Operator Drazin inverse, 339
Orthogonal displacement representation, 227
Outer generalized inverse, 62, 63
Outer inverse, 221, 337
Outer product, 241

## P

Parallel ( $M-N$ )SVD algorithm, 260
Parallel algorithm, 233
Parallel arithmetic complexity, 255
Partitioned matrix, 193
Partitioned method, 176
Penrose conditions, 2
Penrose definition, 321
Perturbation
W-Weighted operator Drazin inverse, 367
Perturbation bound
Drazin inverse, 292
group inverse, 300
Moore-Penrose inverse, 274
nonsingular matrix, 263
weighted Moore-Penrose inverse, 278
Pipeline processor, 234
Polynomial matrix, 307
Drazin inverse, 2-D algorithm, 314
Drazin inverse, finite algorithm, 312
Drazin inverse, 311
M-P inverse, 309
M-P inverse, 2-D algorithm, 311
POWERS $(B, w), 242$
Prescribed range and null space, 19
Principal vector, 78
Projector, 21
difference, 23
product, 23
sum, 23
Pythagorean theorem, 7

## R

Randomized GSVD, 62, 63
Rank-one modified matrix, 194
Rank-preserving modification, 276
Rational matrix, 316
Recursive least squares algorithm, 221
Representation theorem
Moore-Penrose inverse, 325
operator Drazin inverse, 344
W-weighted operator Drazin inverse, 360
Restricted linear equation, 103
Restricted matrix equation, 120
Reverse order law, 154
Row echelon form, 178

## S

Scaled generalized inverse, 62, 63
Self-adjoint, 322
Shift-down matrix, 226
Sign analysis, 304
Signed generalized inverse, 62, 63
SIMD, 236
Singular linear equation, 101
Singular value decomposition, 185
Smoothed analysis, 288
Space complexity, 237
Spectral mapping theorem, 326
Spectral radius, 317
Spectrum, 317
Speedup, 238
Splitting method, 176
Stable perturbation, 288, 304
Stein displacement, 226

Successive matrix squaring algorithm, 260
SUPERPOWERS ( $B, t$ ), 242
Sylvester displacement, 226

## T

Tensor Moore-Penrose inverse, 62, 63
Time complexity, 237
Toeplitz matrix, 225

## U

Unitary matrix, 3
Upper trapezoidal, 180

Upper triangular, 180
Urquhart formula, 28

## V

Volume, 133

## W

W-weighted Drazin inverse, 83
W-Weighted operator Drazin inverse, 355
Weighted acute perturbation, 288
Weighted conjugate transpose matrix, 35
Weighted Moore-Penrose inverse, 40

