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Preface

Complexity occurs in biological and synthetic systems alike. This general
phenomenon has been addressed in recent publications by investigators in
disciplines ranging from chemistry and biology to psychology and philosophy.
Studies of complexity for molecular scientists have focused on breaking symmetry,
dissipative processes, and emergence. Investigators in the social and medical
sciences have focused on neurophenomenology, cognitive approaches and self-
consciousness. Complexity in both structure and function is inherent in many
scientific disciplines of current significance and also in technologies of current
importance that are rapidly evolving to address global societal needs. The classical
studies of complexity generally do not extend to the complicated molecular and
nanoscale structures that are of considerable focus at present in context with these
evolving technologies. This book reflects the presentations at a NATO-sponsored
conference on Complexity in Baku, Azerbaijan. It also includes some topics that
were not addressed at this conference, and most chapters have expanded coverage
relative to what was presented at the conference. The editors, participants and
authors thank funding from NATO for making this opus possible.

This book is a series of chapters that each addresses one or more of these
multifaceted scientific disciplines associated with the investigation of complex
systems. In addition, there is a general focus on large multicomponent molecular
or nanoscale species, including but not limited to polyoxometalates. The latter are
a class of compounds whose complicated and tunable properties have made them
some of the most studied species in the last 5 years (polyoxometalate publications
are increasing dramatically each year and are approaching 1,000 per year). This
book also seeks to bring together experimental and computational science to tackle
the investigation of complex systems for the simple reason that for such systems,
experimental and theoretical findings are now highly helpful guiding one other, and
in many instances, synergistic.

Chapters 1 and 2 by Mainzer and Dei, respectively, address “Complexity” from
the general and philosophical perspective and set up the subsequent chapters to
some extent. Chapter 3 by Gatteschi gives an overview of complexity in molecular
magnetism and Chap. 4 by Glaser provides limiting issues and design concepts for
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single molecule magnets. Chapter 5 by Cronin discusses the prospect of developing
emergent, complex and quasi-life-like systems with inorganic building blocks based
upon polyoxometalates, work that relates indirectly to research areas targeted in
the following two chapters. Chapter 6 by Diemann and Müller describes giant
polyoxometalates and the engaging history of the molybdenum blue solutions,
one of the most complex self assembling naturally occurring inorganic systems
known. Chapter 7 by Bo and co-workers discusses the computational investigation
of encapsulated water molecules in giant polyoxometalates via molecular dynamics,
studies that have implications for many other similar complex hydrated structures in
the natural and synthetic worlds. Chapter 8 by Astruc affords a view of another huge
field of complex structures, namely dendrimers, and in particular organometallic
ones and how to control their redox and catalytic properties. Chapter 9 by Farzaliyev
addresses an important, representative complicated solution chemistry with direct
societal implications: control and minimization of the free-radical chain chemistry
associated with the breakdown of lubricants, and by extension many other consumer
materials. Chapters 10 and 11 address computational challenges and case studies on
complicated molecular systems: Chap. 10 by Poblet and co-workers examines both
geometrical and electronic structures of polyoxometalates, and Chap. 11 by Maseras
and co-workers delves into the catalytic cross-coupling and other carbon-carbon
bond forming processes of central importance in organic synthesis. Chapter 12 by
Weinstock studies a classic case of a simple reaction (electron transfer) but in highly
complex molecular systems and Chap. 13 by Hill, Musaev and their co-workers
describes two types of complicated multi-functional material, those which detect
and decontaminate odorous or dangerous molecules in human environments and
catalysts for the oxidation of water, an essential and critical part of solar fuel
generation.

Craig L. Hill and Djamaladdin G. Musaev
Department of Chemistry, Emory University

Atlanta, Georgia, USA
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Virgili, Tarragona, Spain

Zhen Luo Department of Chemistry, Emory University, Atlanta, GA, USA

Hongjin Lv Department of Chemistry, Emory University, Atlanta, GA, USA

Klaus Mainzer Lehrstuhl für Philosophie und Wissenschaftstheorie, Munich Cen-
ter for Technology in Society (MCTS), Technische Universität München, Munich,
Germany

Feliu Maseras Institute of Chemical Research of Catalonia (ICIQ), Tarragona,
Catalonia, Spain

Unitat de Quı́mica Fı́sica, Edifici Cn, Universitat Autònoma de Barcelona,
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Chapter 1
Challenges of Complexity in Chemistry
and Beyond

Klaus Mainzer

I can hardly doubt
that when we have some control of the arrangement of things on
a small scale
we will get an enormously greater range of possible properties
that substances can have.

R.P. Feynman1

Abstract The theory of complex dynamical systems is an interdisciplinary method-
ology to model nonlinear processes in nature and society. In the age of globalization,
it is the answer to increasing complexity and sensitivity of human life and
civilization (e.g., life science, environment and climate, globalization, informa-
tion flood). Complex systems consist of many microscopic elements (molecules,
cells, organisms, agents, citizens) interacting in nonlinear manner and generating
macroscopic order. Self-organization means the emergence of macroscopic states
by the nonlinear interactions of microscopic elements. Chemistry at the boundary
between physics and biology analyzes the fascinating world of molecular self-
organization. Supramolecular chemistry describes the emergence of extremely
complex molecules during chemical evolution on Earth. Chaos and randomness,

1Interesting in this context is that nonlinear chemical, dissipative mechanisms (distinguished from
those of a physical origin) have been proposed as providing a possible underlying process for some
aspects of biological self-organization and morphogenesis. Nonlinearities during the formation of
microtubular solutions are reported to result in a chemical instability and bifurcation between
pathways leading to macroscopically self-organized states of different morphology (Tabony,
J. Science, 1994, 264, 245).

K. Mainzer (�)
Lehrstuhl für Philosophie und Wissenschaftstheorie, Munich Center for Technology in Society
(MCTS), Technische Universität München, Arcisstrasse 21, D-80333 Munich, Germany
e-mail: mainzer@tum.de

C. Hill and D.G. Musaev (eds.), Complexity in Chemistry and Beyond: Interplay
Theory and Experiment, NATO Science for Peace and Security Series B: Physics
and Biophysics, DOI 10.1007/978-94-007-5548-2 1,
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2 K. Mainzer

growth and innovations are examples of macroscopic states modeled by phase
transitions in critical states. The models aim at explaining and forecasting their
dynamics. Information dynamics is an important topic to understand molecular self-
organization. In the case of randomness and chaos, there are restrictions to compute
the macrodynamics of complex systems, even if we know all laws and conditions of
their local activities. Future cannot be forecast in the long run, but dynamical trends
(e.g., order parameters) can be recognized and influenced (“bounded rationality”).
Besides the methodology of mathematical and computer-assisted models, there are
practical and ethical consequences: Be sensible to critical equilibria in nature and
society (butterfly effect). Find the balance between self-organization, control, and
governance of complex systems in order to support a sustainable future of mankind.

1.1 General Aspects

Complexity is a modern science subject, sometimes quite difficult to define exactly
or to detail accurately its boundaries. Over the last few decades, astonishing
progress has been made in this field and, finally, an at least relatively unified
formulation concerning dissipative systems has gained acceptance. We recognize
complex processes in the evolution of life and in human society. We accept physico-
chemical and algorithmic complexity and the existence of archetypes in dissipative
systems. But we have to realize that a deeper understanding of many processes—in
particular those taking place in living organisms—demands also an insight into the
field of “molecular complexity” and, hence, that of equilibrium or near-equilibrium
systems, the precise definition of which has still to be given [1].

One of the most obvious and likewise most intriguing basic facts to be considered
is the overwhelming variety of structures that—due to combinatorial explosion—
can be formally built from only a (very) limited number of simple “building
blocks” according to a restricted number of straight-forward “matching rules”.
On the one hand, combinatorial theory is well-equipped and pleasant to live
with. Correspondingly, it is possible to some extent to explore, handle, and use
combinatorial explosion on the theoretical and practical experimental level. On the
other hand, the reductionist approach in the natural sciences has for a long time
focused rather on separating matter into its elementary building blocks than on
studying systematically the phenomena resulting from the cooperative behaviour of
these blocks when put together to form higher-order structures, a method chemists
may have to get accustomed to in the future in order to understand complex
structures [2].

Independent progress in many different fields—from algorithmic theory in
mathematics and computer science via physics and chemistry to materials science
and the biosciences—has made it possible and, hence, compels us to try to bridge
the gap between the micro- and the macro-level from a structural (as opposed to a
purely statistical, averaging) point of view and to address questions such as:
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1. What exactly is coded in the ingredients of matter (elementary particles, atoms,
simple molecular building blocks) with respect to the emergence of complex
systems and complex behaviour? The question could, indeed, be based on the
assumption that a “creatio ex nihilo” is not possible!

2. During the course of evolution, how and why did Nature form just those com-
plicated and—in most cases—optimally functioning, perfectionated molecular
systems we are familiar with? Are they (or at least some of them) appropriate
models for the design of molecular materials exhibiting all sorts of properties
and serving many specific needs?

3. While, on the one hand, a simple reductionist description of complex systems
in terms of less complex ones is not always meaningful, how significant are, on
the other hand, phenomena (properties) related to rather simple material systems
within the context of creating complex (e.g., biological) systems from simpler
ones?

4. In particular: Is it possible to find relations which exist between supramolecular
entities, synthesized by chemists and formed by conservative self-organization or
self-assembly processes, and the most simple biological entities? And how can
we elucidate such relations and handle their consequences? In any case, a pre-
condition for any attempt to answer these questions is a sufficient understanding
of the “Molecular World”, including its propensities or potentialities [2, 3].

5. Self-organizing processes are not only interesting from an epistemic point of
view, but for applications in materials, engineering, and life sciences. In an
article entitled “There’s Plenty of Room at the Bottom”, Richard Feynman
proclaimed his physical ideas of the complex nanoworld in the late 1950s [4].
How far can supramolecular systems in Nature be considered self-organizing
“nanomachines”? Molecular engineering of nanotechnology is inspired by the
self-organization of complex molecular systems. Is the engineering design
of smart nanomaterials and biological entities a technical co-evolution and
progression of natural evolution?

6. Supramolecular “transistors” are an example that may stimulate a revolutionary
new step in the technology of quantum computer. On the other side, can complex
molecular systems in nature be considered quantum computers with information
processing of qubits? [5].

From a philosophical point of view, the development of chemistry is toward
complex systems, from divided to condensed matter then to organized and adaptive
systems, on to living systems and thinking systems, up the ladder of complexity.

Complexity results from multiplicity of components, interaction between them,
coupling and (nonlinear) feedback. The properties defining a given level of com-
plexity result from the level below and their multibody interaction. Supramolecular
entities are explained in terms of molecules, cells in terms of supramolecular
entities, tissues and organs in terms of cells, organisms in terms of tissues and
organs, and so on up to social groups, societies, and ecosystems along a hierar-
chy of levels defining the taxonomy of complexity. At each level of increasing
complexity novel features emerge that do not exist at lower levels, which are
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explainable and deducible from but not reducible to those of lower levels. In this
sense, supramolecular chemistry builds up a supramolecular science whose already
remarkable achievements point to the even greater challenges of complexity in the
human organism, brain, society, and technology.

1.2 Complexity in Systems Far from Equilibrium

The theory of nonlinear complex systems [6] has become a successful and widely
used tool for studying problems in the natural sciences—from laser physics,
quantum chaos, and meteorology to molecular modeling in chemistry and computer
simulations of cell growth in biology. In recent years, these tools have been used
also—at least in the form of “scientific metaphors”—to elucidate social, ecological,
and political problems of mankind or aspects of the “working” of the human mind.

What is the secret behind the success of these sophisticated applications? The
theory of nonlinear complex systems is not a special branch of physics, although
some of its mathematical principles were discovered and first successfully applied
within the context of problems posed by physics. Thus, it is not a kind of traditional
“physicalism” which models the dynamics of lasers, ecological populations, or our
social systems by means of similarly structured laws. Rather, nonlinear systems
theory offers a useful and far-reaching justification for simple phenomenological
models specifying only a few relevant parameters relating to the emergence of
macroscopic phenomena via the nonlinear interactions of microscopic elements in
complex systems.

The behaviour of single elements in large composite systems (atoms, molecules,
etc.) with huge degrees of freedom can neither be forecast nor traced back.
Therefore, in statistical mechanics, the deterministic description of single elements
at the microscopic level is replaced by describing the evolution of probabilistic
distributions. At critical threshold values, phase transitions are analyzed in terms of
appropriate macrovariables—or “order parameters”—in combination with terms
describing rapidly fluctuating random forces due to the influence of additional
microvariables.

By now, it is generally accepted that this scenario, worked out originally for
systems in thermal equilibrium, can also be used to describe the emergence of order
in open dissipative systems far from thermal equilibrium (Landau, Prigogine, Thom,
Haken, etc. [6]; for some details see Sect. 1.5). Dissipative self-organization means
basically that the phase transition lies far from thermal equilibrium. Macroscopic
patterns arise in that case according to, say, Haken’s “slaving principle” from
the nonlinear interactions of microscopic elements when the interaction of the
dissipative (“open”) system with its environment reaches some critical value, e.g.,
in the case of the Bénard convection. In a qualitative way, we may say that old
structures become unstable and, finally, break down in response to a change of the
control parameters, while new structures are achieved. In a more mathematical way,
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the macroscopic view of a complex system is described by the evolution equation
of a global state vector where each component depends on space and time and
where the components may mean the velocity components of a fluid, its temperature
field, etc. At critical threshold values, formerly stable modes become unstable,
while newly established modes are winning the competition in a situation of high
fluctuations and become stable. These modes correspond to the order parameters
which describe the collective behaviour of macroscopic systems.

Yet, we have to distinguish between phase transitions of open systems with the
emergence of order far from thermal equilibrium and phase transitions of closed
systems with the emergence of structure in thermal equilibrium. Phase transitions in
thermal equilibrium are sometimes called “conservative” self-organization or self-
assembly (self-aggregation) processes creating ordered structures mostly, but not
necessarily, with low energy. Most of the contributions to this book deal with such
structures. In the case of a special type of self-assembly process, a kind of slaving
principle can also be observed: A template forces chemical fragments (“slaves”),
like those described in Sect. 1.3, to link in a manner determined by the conductor
(template) [7], whereby a well defined order/structure is obtained. Of particular
interest is the formation of a template from the fragments themselves [8].

1.3 Taking Complexity of Conservative Systems into Account
and a Model System Demonstrating the Creation
of Molecular Complexity by Stepwise Self-Assembly

A further reason for studying the emergence of structures in conservative systems
can be given as follows: The theory of nonlinear complex systems offers a basic
framework for gaining insight into the field of nonequilibrium complex systems
but, in general, it does not adequately cover the requirements necessary for the
adventurous challenge of understanding their specific architectures and, thus, must
be supported by additional experimental and theoretical work. An examination
of biological processes, for example those of a morphogenetic or, in particular,
of an epigenetic nature, leads to the conclusion that here the complexity of
molecular structures is deeply involved, and only through an incorporation of
the instruments and devices of the relevant chemistry is it possible to uncover
their secrets (footnote 1). Complex molecular structures exhibit multi-functionality
and are characterized by a correspondingly complex behaviour which does not
necessarily comply with the most simple principles of mono-causality nor with
those of a simple straightforward cause-effect relationship. The field of genetics
offers an appropriate example: One gene or gene product is often related not only
to one, but to different characteristic phenotype patterns (as the corresponding gene
product (protein) has often to fulfill several functions), a fact that is manifested even
in (the genetics of) rather simple procaryotes.
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Several nondissipative systems, which according to the definition of W. Ostwald
are metastable, show complex behaviour. For example, due to their complex
flexibility, proteins (or large biomolecules) are capable of adapting themselves
not only to varying conditions but also to different functions demanded by their
environment; the characteristics of noncrystalline solids (like glasses), as well
as of crystals grown under nonequilibrium conditions (like snow crystals) are
determined by their case history; spin-glasses exhibit complex magnetic behaviour
[9]; surfaces of solids with their inhomogeneities or disorders2 can, in principle,
be used for storing information; giant molecules (clusters) may exhibit fluctuations
of a structural type.3 Within the novel field of supramolecular magnetochemistry
[10], we can also anticipate complex behaviour, a fact which will require attention
in the future when a unified and interdisciplinarily accepted definition of complex
behaviour of conservative systems is to be formed.

But is elucidating complexity as a whole an unsolvable, inextricable problem,
leading to some type of a circulus vitiosus? Or is it possible to create a theory,
unifying the theories from all fields that would explain different types of self-
organization processes and complexity in general? The key to disentangle these
problems lies in the elucidation of the relation between conservative and dissipative
systems, which in turn is only possible through a clear identification of the relations
between multi-functionality, deterministic dynamics, and stochastic dynamics.4

2Defects, in general—not only those related to the surface—affect the physical and chemical (e.g.,
catalytical) properties of a solid and play a role in its history. They form the basis of its possible
complex behaviour.
3Fluctuation—static or nonstatic, equilibrium or nonequilibrium—usually means the deviation of
some quantity from its mean or most probable value. (They played a key role in the evolution.)
Most of the quantities that might be interesting for study exhibit fluctuations, at least on a
microscopic level. Fluctuations of macroscopic quantities manifest themselves in several ways.
They may limit the precision of measurements of the mean value of the quantity, or vice versa, the
identification of the fluctuation may be limited by the precision of the measurement. They are the
cause of some familiar features of our surroundings, or they may cause spectacular effects, such
as the critical opalescence and they play a key role in the nucleation phase of crystal growth (see
Sect. 1.8). Fluctuations or their basic principles which are relevant for chemistry have never been
discussed on a general basis, though they are very common—for example in the form of some
characteristic properties of the very large metal clusters and colloids.
4During cosmological, chemical, biological, as well as social and cultural evolution, information
increased parallel to the generation of structures of higher complexity. The emergence of relevant
information during the different stages of evolution is comparable with phase transitions during
which structure forms from unordered systems (with concomitant entropy export). Although we
can model certain collective features in natural and social sciences by the complex dynamics of
phase transitions, we have to pay attention to important differences (see Sect. 1.6).

In principle, any piece of information can be encoded by a sequence of zeros and ones, a
so-called f0,1g-sequence. Its (Kolmogorov) complexity can thus be defined as the length of the
minimal f0,1g-sequence in which all that is needed for its reconstruction is included (though,
according to well-known undecidability theorems, there is in general no algorithm to check
whether a given sequence with such a property is of minimal length). According to the broader
definition by C.F. von Weizsäcker, information is a concept intended to provide a scale for
measuring the amount of form encountered in a system, a structural unit, or any other information-
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For a real understanding of phase transitions, we have to deal not only with the
structure and function of elementary building blocks, but also with the properties
which emerge in consequence of the complex organization which such simple
entities may collectively yield when interacting cooperatively. And we have to
realize that such emergent high-level properties are properties which—even though
they can be exhibited by complex systems only and cannot be directly observed
in their component parts when taken individually—are still amenable to scientific
investigation.

These facts are generally accepted and easily recognized with respect to crystal-
lographic symmetry; here, the mathematics describing and classifying the emerging
structures (e.g., the 230 space groups) is readily available [11]. But the situation
becomes more difficult when complex biological systems are to be investigated
where no simple mathematical formalism yet exists to classify all global types of
interaction patterns and where molecular complexity plays a key role: The behaviour
of sufficiently large molecules like enzymes in complex systems can, as yet, not be
predicted computationally nor can it simply be deduced from that of their (simple
chemical) components.

Consequently, one of the most aspiring fields of research at present, offering
challenging and promising perspectives for the future [2] is to learn experimentally
and interpret theoretically how relevant global interaction patterns and the resulting
high-level properties of complex systems emerge by using ‘a’ stepwise procedure,
to build ever more complex systems from simple constituents. This approach
is used, in particular, in the field of supramolecular chemistry [12]—a basic
topic of this book—where some intrinsic propensities of material systems are
investigated. By focusing on phenomena like non-covalent interactions or multiple
weak attractive forces (especially in the case of molecular recognition, host/guest
complexation as well as antigene-antibody interactions), (template-directed) self-
assembly, autocatalysis, artificial, and/or natural self-replication, nucleation, and
control of crystal growth, supramolecular chemistry strives to elucidate strategies for
making constructive use of specific large-scale molecular interactions, characteristic
for mesoscopic molecular complexes and nanoscale architectures.

In order to understand more about related potentialities of material systems,
we should systematically examine, in particular, self-assembly processes. A system
of genuine model character [2,7,13], exhibiting a maximum of potentiality or
disposition “within” the relevant solution, contains very simple units with the shape
of Platonic solids [11]—or chemically speaking, simple mononuclear oxoanions
[14]—as building blocks from which an extremely wide spectrum of complex

carrying entity (“Information ist das Maß einer Menge von Form”). There exists, of course, a great
variety of other definitions of information which have been introduced within different theoretical
contexts and which relate to different scientific disciplines. Philosophically speaking, a qualitative
concept is needed which considers information to be a property neither of structure nor of function
alone, but of that inseparable unit called form, which mediates between both.
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polynuclear clusters can be formed according to a type of unit construction. In this
context, self-assembly or condensation processes can lead us to the fascinating area
of mesoscopic molecular systems.

A significant step forward in this field could be achieved by controlling or direct-
ing the type of linkage of the above-mentioned fragments (units), for instance by a
template, in order to obtain larger systems and then proceeding accordingly to get
even larger ones (with novel and perhaps unusual properties!) by linking the latter
again, and so on. This is possible within the mentioned model system. Basically, we
are dealing with a type of emergence due to the generation of ever more complex
systems. The concept of emergence should be based on a pragmatically restricted
reductionism. The dialectic unit of reduction and emergence can be considered as
a “guideline” when confronted with the task of examining processes which lead to
more and more complex systems, starting with the most simple (chemical) ones [2].

Fundamental questions we have to ask are whether complex near-equilibrium
systems were a necessary basis for the formation of dissipative structures during
evolution and whether it is possible to create molecular complexity stepwise by
a conservative growth process corresponding to the following schematic descrip-
tion [13]:

I III V VII .2N � 1/

2 4 6 .2n/

Here, the uneven Roman numerals, 2N � 1, represent a series of maturation steps
of a molecular system in growth or development and the even Arabic numerals 2n
stand for ingredients of the solution which react only with the relevant “preliminary”
or intermediate product, 2N � I. The species 2/1 can themselves be products of
self-assembly processes. The target molecule at the “end” of the growth process
would be formed by some kind of (near equilibrium) symmetry breaking steps. The
information it carries could, in principle, be transferred to other systems [13].

1.4 From Complex Molecular Systems to Quantum
Computing

In human technology, information processing is based on computers. In the twen-
tieth century, the invention of computers allowed complex information processing
to be performed outside human brains. The history of computer technology has
involved a sequence of changes from gears to relays to valves to transistors,
integrated circuits and so on. Advanced lithographic techniques can etch logical
gates and wires less than a micron across onto surfaces of silicon chips. Finally,
we will reach the point where logic gates are so small that they consist of only a
few atoms each. On the scale of human perception, classical (non-quantum) laws
of nature are good approximations. But on the atomic and molecular level the laws



1 Challenges of Complexity in Chemistry and Beyond 9

of quantum mechanics become dominant. If computers are to continue to become
faster and therefore smaller, quantum technology must replace or supplement
classical computational technology. Quantum information processing is connected
with new challenges of computational complexity [15].

The basic unit of classical information is the bit. From a physical point of view
a bit is a two-state system. It can be prepared in one of two distinguishable states
representing two logical values 0 or 1. In digital computers, the voltage between the
plates of a capacitor can represent a bit of information. A charge on the capacitor
denotes 1 and the absence of charge denotes 0. One bit of information can also
be encoded using, for example, two different polarizations of light (photons), or
two different electronic states of an atom, or two different magnetic states of a
molecular magnet. According to quantum mechanics, if a bit can exist in either of
two distinguishable states it can also exist in coherent superpositions of them. They
are further states in which an elementary particle, atom, or molecule represent both
values, 0 and 1, simultaneously. That is the sense in which a quantum bit (qubit)
can store both 0 and 1 simultaneously, in arbitrary proportions. But if the qubit is
measured, only one of the two numbers it holds will be detected, at random. John
Bell’s famous theorem and EPR (Einstein-Podolsky-Rosen) experiments forbid that
the bit is predetermined before measurement [16].

The idea of superposition of numbers leads to massive parallel computation. For
example a classical 3-bit register can store exactly one of eight different numbers.
In this case, the register can be in one of the eight possible configurations 000,
010, : : : , 111, representing the numbers 0–7 in binary coding. A quantum register
composed of three qubits can simultaneously store up to eight numbers in a quantum
superposition. If we add more qubits to the register its capacity for storing the
complexity of quantum information increases exponentially. In general n qubits can
store 2n numbers at once. A 250-qubit register of a molecule made of 250 atoms
would be capable of holding more numbers simultaneously than there are atoms in
the known universe. Thus a quantum computer can in a single computational step
perform the same mathematical operation on 2n different input numbers. The result
is a superposition of all the corresponding outputs. But if the register’s contents are
measured, only one of those numbers can be seen. In order to accomplish the same
task a classical computer must repeat the computation 2n times, or use 2n different
processors working in parallel.

At first, it seems to be a pity that the laws of quantum physics only allow us to
see one of the outcomes of 2n computations. From a logical point of view, quantum
inference provides a final result that depends on all 2n of the intermediate results.
A remarkable quantum algorithm of Lov Grover uses this logical dependence
to improve the chance of finding the desired result. Grover’s quantum algorithm
enables to search an unsorted list of n items in only

p
n steps [17]. Consider, for

example, searching for a specific telephone number in a directory containing a
million entries, stored in a computer’s memory in alphabetical order of names. It
is obvious that no classical algorithm can improve the brute-force method of simply
scanning the entries one by one until the given number is found which will, on
average, require 500,000 memory accesses. A quantum computer can examine all
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the entries simultaneously, in the time of a single access. But if it can only print out
the result at that point, there is no improvement over the classical algorithm. Only
one of the million computational paths would have checked the entry we are looking
for. Thus, there would be a probability of only one in a million that we obtain that
information if we measured the computer’s state. But if that quantum information
is left unmeasured in the computer, a further quantum operation can cause that
information to affect other paths. In this way the information about the desired
entry is spread, through quantum inference, to more paths. It turns out that if the
inference-generating operation is repeated about 1,000 times, (in general,

p
n times)

the information about which entry contains the desired number will be accessible
to measurement with probability 0.5. Therefore repeating the entire algorithm a few
more times will find the desired entry with a probability close to 1.

An even more spectacular quantum algorithm was found by Peter Shor [18] for
factorizing large integers efficiently. In order to factorize a number with n decimal
digits, any classical computer is estimated to need a number of steps growing
exponentially with n. The factorization of 1,000-digit numbers by classical means
would take many times as long the estimated age of the universe. In contrast,
quantum computers could factor 1,000-digit numbers in a fraction of a second.
The execution time would grow only as the cube of the number of digits. Once
a quantum factorization machine is built, all classical cryptographic systems will
become insecure, especially the RSA (Rivest, Shamir and Adleman) algorithm
which is today often used to protect electronic bank accounts [19].

Historically, the potential power of quantum computation was first proclaimed in
a talk of Richard Feynman at the first Conference on the Physics of Computation
at MIT in 1981 [15]. He observed that it appeared to be impossible in general to
simulate the evolution of a quantum system on a classical computer in an efficient
way. The computer simulation of quantum evolution involves an exponential
slowdown in time, compared with the natural evolution. The amount of classical
information required to describe the evolving quantum state is exponentially larger
than that required to describe the corresponding classical system with a similar
accuracy. But, instead of regarding this intractability as an obstacle, Feynman
considered it an opportunity. He explained that if it requires that much computation
to find what will happen in a multi-particle interference experiment, then the amount
of such an experiment and measuring the outcome is equivalent to performing a
complex computation.

A quantum computer is a more or less complex network of quantum logical
gates. As the number of quantum gates in a network increases, we quickly run into
serious practical problems. The more interacting qubits are involved, the harder it
tends to handle the computational technology. One of the most important problems
is that of preventing the surrounding environment from being affected by the
interactions that generate quantum superpositions. The more components there are,
the more likely it is that quantum information will spread outside the quantum
computer and be lost into the environment. The process is called decoherence. Due
to supramolecular chemistry, there has been some evidence that decoherence in
complex molecules, such as molecular nano-magnets, might not be such a severe
problem.
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A molecular magnet containing vanadium and oxygen atoms has been described
[5] which could act as a carrier of quantum information. It is more than one
nanometer in diameter and has an electronic spin structure in which each of the
vanadium atoms, with their net spin ½, couple strongly into three groups of five. The
magnet has a spin doublet ground and triplet spin excited state. ESR (Electronic Spin
Resonance) spectroscopy was used to observe the degree of coherence possible.
The prime source of decoherence is the ever-present nuclear spins associated with
the 15 vanadium nuclei. The experimental results of [5] pinpoint the sources of
decoherence in that molecular system, and so take the first steps toward eliminating
them. The identification of nuclear spin as a serious decoherence issue hints at the
possibility of using zero-spin isotopes in qubit materials. The control of complex
coherent spin states of molecular magnets, in which interactions can be tuned by
well defined chemical changes of the metal cluster ligand spheres, could finally lead
to a way to avoid the roadblock of decoherence.

Independent of its realization with elementary particles, atoms, or molecules,
quantum computing provides deep consequences for computational universality and
computational complexity of nature. Quantum mechanics provides new modes of
computation, including algorithms that perform tasks that no classical computer
can perform at all. One of the most relevant questions within classical computing,
and the central subject of computational complexity is whether a given problem is
easy to solve or not. A basic issue is the time needed to perform the computation,
depending on the size of the input data. According to Church’s thesis, any (classical)
computer is equivalent to and can be simulated by a universal Turing-machine.
Computational time is measured by the number of elementary computational
steps of a universal Turing-machine. Computational problems can be divided
into complexity classes according to their computational time of solution. The
most fundamental one is the class P which contains all problems which can be
computed by (deterministic) universal Turing machine in polynomial time, i.e. the
computational time is bounded from above by polynomial. The class NP contains all
problems which can be solved by non-deterministic Turing-machine in polynomial
time. Non-deterministic machines may guess a computational step by random. It is
obvious by definition that P is a subset of NP. The other inclusion, however, is rather
non-trivial. The conjecture is that P ¤ NP holds and great parts of complexity theory
are based on it. Its proof or disproof represents one of the biggest open questions in
theoretical informatics.

In quantum theory of computation the Turing principle demands the universal
quantum computer can simulate the behavior of any finite physical system [20].
A stronger result that was conjectured but never proved in the classical case demands
that such simulations can always be performed in a time that is at most a polynomial
function of the time for the physical evolution. That is true in the quantum case.
In the future, quantum computers will prove theorems by methods that neither a
human brain nor any other arbiter will ever be able to check step-by-step, since
if the sequence of propositions corresponding to such a proof were printed out, the
paper would fill the observable universe many time over. In that case, computational
problems would be shifted into lower complexity classes: intractable problems of
classical computability would become practically solvable.
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1.5 Information and Probabilistic Complexity

A dynamical system can be considered an information processing machine, com-
puting a present or future state as output from an initial past state of input. Thus,
the computational efforts to determine the states of a system characterize the
computational complexity of a dynamical system. The transition from regular to
chaotic systems corresponds to increasing computational problems, according to the
computational degrees in the theory of computational complexity. In statistical me-
chanics, the information flow of a dynamical system describes the intrinsic evolution
of statistical correlations between its past and future states. The Kolmogorov-Sinai
(KS) entropy is an extremely useful concept in studying the loss of predictable
information in dynamical systems, according to the complexity degrees of their
attractors. Actually, the KS-entropy yields a measure of the prediction uncertainty
of a future state provided the whole past is known (with finite precision) [21].

In the case of fixed points and limit cycles, oscillating or quasi-oscillating
behavior, there is no uncertainty or loss of information, and the prediction of a
future state can be computed from the past. In chaotic systems with sensitive
dependence on the initial states, there is a finite loss of information for predictions
of the future, according to the decay of correlations between the past states and
the future state of prediction. The finite degree of uncertainty of a predicted state
increases linearly to its number of steps in the future, given the entire past. But in
the case of noise, the KS-entropy becomes infinite, which means a complete loss of
predicting information corresponding to the decay of all correlations (i.e., statistical
independence) between the past and the noisy state of the future. The degree of
uncertainty becomes infinite.

The complexity degree of noise can also be classified by Fourier analysis of time
series in signal theory. Early in the nineteenth century, the French mathematician
Jean-Baptiste-Joseph Fourier (1768–1830) proved that any continuous signal (time
series) of finite duration can be represented as a superposition of overlapping
periodic oscillations of different frequencies and amplitudes. The frequency f is the
reciprocal of the length of the period which means the duration 1/f of a complete
cycle. It measures how many periodic cycles there are per unit time.

Each signal has a spectrum, which is a measure of how much variability the
signal exhibits corresponding to each of its periodic components. The spectrum
is usually expressed as the square of the magnitude of the oscillations at each
frequency. It indicates the extent to which the magnitudes of separate periodic
oscillations contribute to the total signal. If the signal is periodic with period 1/f,
then its spectrum is everywhere zero except at the isolated value f. In the case of
a signal that is a finite sum of periodic oscillations the spectrum will exhibit a
finite number of values at the frequencies of the given oscillations that make up
the signal.

The opposite of periodicity is a signal whose values are statistically independent
and uncorrelated. In signal theory, the distribution of independent and uncorrelated
values is called white noise. It has contributions from oscillations whose amplitudes
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Fig. 1.1 Complexity degrees of 1/fb – noise with white noise (b D 0), pink noise (b D 1), red noise
(b D 2), and black noise (b D 3) [22] (Color figure online)

are uniform over a wide range of frequencies. In this case the spectrum has a
constant value, flat throughout the frequency range. The contributions of periodic
components cannot be distinguished.

But in nonlinear dynamics of complex systems we are mainly interested in
complex series of data that conform to neither of these extremes. They consist
of many superimposed oscillations at different frequencies and amplitudes, with a
spectrum that is approximately proportional to 1/f b for some b greater than zero. In
that case, the spectrum varies inversely with the frequency. Their signals are called
1/f – noise. Figure 1.1 illustrates examples of signals with spectra of pink noise
(b D 1), red noise (b D 2), and black noise (b D 3). White noise is designated by
b D 0. The degree of irregularity in the signals decreases as b becomes larger.

For b greater than 2 the correlations are persistent, because upwards and
downwards trends tend to maintain themselves. A large excursion in one time
interval is likely to be followed by another large excursion in the next time interval
of the same length. The time series seem to have a long-term memory. With b less
than 2 the correlations are antipersistent in the sense that an upswing now is likely



14 K. Mainzer

to be followed shortly by a downturn, and vice versa. When b increases from the
antipersistent to the persistent case, the curves Fig. 1.1 become increasingly less
jagged.

The spectrum gets progressively smaller as frequency increases. Therefore, large-
amplitude fluctuations are associated with long-wavelength (low-frequency) oscil-
lations, and smaller fluctuations correspond to short-wavelength (high-frequency)
cycles. For nonlinear dynamics pink noise with b roughly equal to 1 is particular
interesting, because it characterizes processes between regular order of black noise
and complete disorder of white noise. For pink noise the fraction of total variability
in the data between two frequencies f1 < f2 equals the percentage variability within
the interval cf1 < cf2 for any positive constant c. Therefore, there must be fewer
large-magnitude fluctuations at lower frequencies than there are small-magnitude
oscillations at high frequencies. As the time series increases in length, more and
more low-frequency but high-magnitude events are uncovered because cycles of
longer periods are included. The longest cycles have periods comparable to the
duration of the sampled data. Like all fractal patterns, small changes of signals are
superimposed on larger ones with self-similarity at all scales.

In electronics, 1/f -spectra are known as flicker-noise, differing from the uniform
sound of white noise with the distinction of individual signals [23]. The high-
frequency occurrences are hardly noticed contrary to the large magnitude events.
A remarkable application of 1/f -spectra delivers different kinds of music. The
fluctuations of loudness as well as the intervals between successive notes in the
music of Bach have a 1/f -spectrum. Contrary to Bach’s pink-noise music, white-
noise music has only uncorrelated successive values. The brain fails in finding any
pattern in a structureless and irritating sound. On the other side, black-noise music
seems too predictable and boring, because the persistent signals depend strongly
on past values. Obviously, impressing music finds a balance between order and
disorder, regularity and surprise.

1/f -spectra are typical for processes that organize themselves to a critical state
at which many small interactions can trigger the emergence of a new unpredicted
phenomenon. Earthquakes, atmospheric turbulence, stock market fluctuations, and
physiological processes of organisms are typical examples. Self-organization, emer-
gence, chaos, fractality, and self-similarity are features of complex systems with
nonlinear dynamics [24]. The fact that 1/f -spectra are measures of stochastic noise
emphasizes a deep relationship of information theory and systems theory, again:
all kinds of complex systems can be considered information processing systems. In
the following, distributions of correlated and unrelated signals are analyzed in the
theory of probability. White noise is characterized by the normal distribution of the
Gaussian bell curve. Pink noise with a 1/f -spectrum is decisively non-Gaussian. Its
patterns are footprints of complex self-organizing systems.

In complex systems, the behavior of single elements is often completely un-
known and therefore considered a random process. In this case, it is not necessary to
distinguish between chance that occurs because of some hidden order that may exist
and chance that is the result of blind lawfulness. A stochastic process is assumed
to be a succession of unpredictable events. Nevertheless, the whole process can be
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characterized by laws and regularities, or with the words of A.N. Kolmogorov, the
founder of modern theory of probability: “The epistemological value of probability
theory is based on the fact that chance phenomena, considered collectively and on
a grand scale, create non-random regularity.” [25] In tossing a coin, for example,
head and tail are each assigned a probability of 1:2 whenever the coin seems to be
balanced. This is because one expects that the event of a head or tail is equally likely
in each flip. Therefore, the average number of heads or tails in a large number of
tosses should be close to 1/2, according to the law of large numbers. This is what
Kolmogorov meant.

The outcomes of a stochastic process can be distributed with different probabil-
ities. Binary outcomes are designated by probability p and 1 � p. In the simplest
case of p D 1/2, there is no propensity for one occurrence to take place over another,
and the outcomes are said to be uniformly distributed. For instance, the six faces of
a balanced die are all equally likely to occur in a toss, and so the probability of
each face is 1/6. In this case, a random process is thought of as a succession of
independent and uniformly distributed outcomes. In order to turn this intuition into
a more precise statement, we consider coin-tossing with two possible outcomes
labeled zero or one. The number of ones in n trials is denoted by rn, and the sample
average rn/n represents the fraction of ones in n trials. Then, according to the law of
large numbers, the probability of the event that rn/n is within some fixed distance to
1/2 will tend to one as n increases without bound.

The distribution of values of samples clusters about 1/2 with a dispersion
that appears roughly bell-shaped. The bell-shaped Gaussian curve illustrates Kol-
mogorov’s statement that lawfullness emerges when large ensembles of random
events are considered. The same general bell shape appears for several games with
different average outcome like playing with coins, throwing dice, or dealing cards.
Some bells may be squatter, and some narrower. But each has the same mathematical
Gaussian formula to describe it, requiring just two numbers to differentiate it
from any other: the mean or average error and the variance or standard deviation,
expressing how widely the bell spreads.

For both independence and finite variance of the involved random variables,
the central limit theorem holds: a probability distribution gradually converges to
the Gaussian shape. If the conditions of independence and finite variance of the
random variables are not satisfied, other limit theorems must be considered. The
study of limit theorems uses the concept of the basin of attraction of a probability
distribution. All the probability density functions define a functional space. The
Gaussian probability function is a fixed point attractor of stochastic processes
in that functional space. The set of probability density functions that fulfill the
requirements of the central limit theorem with independence and finite variance
of random variables constitutes the basin of attraction of the Gaussian distribution.
The Gaussian attractor is the most important attractor in the functional space, but
other attractors also exist.

Gaussian (and Cauchy) distributions are examples of stable distributions. A
stable distribution has the property that it does not change its functional form. The
French mathematician Paul Lévy (1886–1971) determined the entire class of stable
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distributions [3]. Contrary to the Gaussian distribution, the non-Gaussian (“Lévy”)
stable stochastic processes have infinite variance. Their asymptotic behaviour is
characterized by distributions PL(x) � x�(1C˛) with power-law behaviour for large
values of x. Contrary to the smooth Gaussian bell-curve, their (“fat”) tails indicate
fluctuations with a leptokurtic shape. Thus, they do not have a characteristic scale,
but they can be rescaled with self-similarity. Besides the Gaussian distribution,
non-Gaussian stable distributions can also be attractors in the functional space of
probability density functions.

There is an infinite number of attractors, comprising the set of all the stable distri-
butions. Attractors classify the functional space of probability density functions into
regions with different complexity. The complexity of stochastic processes is different
for the Gaussian attractor and the stable non-Gaussian attractors. In the Gaussian
basin of attraction, finite variance random variables are present. But in the basins
of attraction of stable non-Gaussian distributions, random variables with infinite
variance can be found. Therefore, distributions with power-law tails are present in
the stable non-Gaussian basins of attraction (compare reference 22, chapter 5.4).

Power-law distributions and infinite variance indicate high complexity of
stochastic behaviour. Stochastic processes with infinite variance, although well
defined mathematically, are extremely difficult to use and, moreover, raise
fundamental questions when applied to real systems. In closed physical systems of
equilibrium statistical mechanics variance is often related to the system temperature.
In this case, infinite variance implies an infinite or undefined temperature.
Nevertheless, power-law distributions are used in the description of open systems.
They have increasing importance in describing, for example, complex economic
and physiological systems. Actually, the first application of a power-law distribution
was introduced in economics by Pareto’s law of incomes. Turbulence in complex
financial markets is also characterized by power-law distributions with fat tails. In
financial systems, an infinite variance would complicate the important task of risk
estimation.

1.6 A System of High Complexity: Human Society
and Economy

Obviously, the theory of complex systems and their phase transitions offers a
successful formalism to model the emergence of order in Nature. The question arises
how to select, interpret, and quantify the appropriate variables of complex models
in the social sciences. In this case, the possibility to test the complex dynamics
of the model is restricted: In general, we cannot experiment with human society.
Yet, computer simulations with varying parameters may deliver useful scenarios to
recognize global trends of a society under all sorts of conditions.

Evidently, human society is a complex multi-component system composed
of diverse elements. It is an open system because there exist not only internal
interactions through materials and information exchange (“ideas”) between the
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individual members of a society, but also an interchange with the external environ-
ment, nature, and civilization. At the microscopic level (e.g., micro-sociology and
micro-economy), the individual “local” states of human behaviour are characterized
by different attitudes. Changes of society are related to changes in attitudes of its
members. Global change of behaviour is modeled by introducing macrovariables in
terms of attitudes of social groups (compare reference 22 chapter 8) [26].

In social sciences, one distinguishes strictly between biological evolution and the
history of human society. The reason is that the development of nations, markets,
and cultures is assumed to be guided by the intentional behaviour of humans, i.e.,
human decisions based on intentions, values, etc. From a microscopic viewpoint
we may, of course, observe single individuals contributing with their activities
to the collective macrostate of the society representing cultural, political, and
economic order (and, hopefully, determined by the value of corresponding “order
parameters”).

Yet, macrostates of a society do, of course, not simply average over its parts.
Its order parameters strongly influence the individuals of the society by orientating
(“enslaving”) their activities and by activating or deactivating their attitudes and
capabilities. This kind of feedback is typical for complex dynamical systems.
If the control parameters of the environmental conditions attain certain critical
values due to internal or external interactions, the macrovariables may move into
an unstable domain out of which highly divergent alternative paths are possible.
Tiny unpredictable microfluctuations (e.g., actions of very few influential people,
scientific discoveries, new technologies) may decide which of the diverging paths
society will follow.

A particular measurement problem of sociology arises from the fact that sociol-
ogists observing and recording the collective behaviour of society are themselves
members of the social system they observe. Sociologists strive to define and to
record quantitatively measurable parameters of collective behaviour, using all sorts
of “objective”, that is, empirical and quantitative methods. But, while the world of
macroscopic physical phenomena will certainly not be changed in a scientifically
relevant way by the fact that it is being explored and investigated, this does not
necessarily hold true for social systems—a further justification for the obvious fact
that scientific procedures used in classical physics are not simply transferable to
the study of human social behaviour. This well-known sociological phenomenon
of “self-observation in a society” confirms the complex dynamics of a society, i.e.,
the nonlinear feedback between individual activities at the microscopic level and its
global macroscopic order states.

While systems in physics and chemistry are often taken for granted and are
considered to be arbitrarily delimitable units of consideration, social systems cannot
even be defined (and much less analyzed and studied) without simultaneously
considering their environment and delineating their boundaries from their interval
dynamics as well as from their interactions with all those features that do not pertain
to the system. The problems which obviously arise in this context are carefully
analyzed by N. Luhmann in his well-known system theory approach [27]. Problems
of a similar nature arise when considering biological processes. In addition, it might
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be worthwhile to take into account also the epistemological aspects discussed by
N. Luhmann even in connection with the study of chemical and physical systems.
A case in point is, for instance, the well-known fact that the dynamics of a protein
cannot be understood without studying it in solution.

Social migration, economic crashes, and ecological catastrophes are very dra-
matic topics today, demonstrating the danger of global world-wide effects. It is
not sufficient to have good intentions without considering the nonlinear effects of
single decisions. Linear thinking and acting may provoke global chaos although
we act locally with the best intentions. In this sense, even if we are not able to
quantify all relevant parameters of complex social dynamics, the cognitive value of
an appropriate model will consist in useful insights into the role and effect of certain
trends relative to the global dynamics of our society. In other words, the operational
value of such an approach depends upon the possibility of using the model in order
to examine hypothetical courses of our society.

In economics as well as in financial theory uncertainty and information incom-
pleteness prevent exact predictions. A widely accepted belief in financial theory
is that time series of asset prices are unpredictable. Chaos theory has shown that
unpredictable time series can arise from deterministic nonlinear systems. The results
obtained in the study of physical, chemical, and biological systems raise the question
whether the time evolution of asset prices in financial markets might be due to
underlying nonlinear deterministic dynamics of a finite number of variables. If we
analyze financial markets with the tools of nonlinear dynamics, we may be inter-
ested in the reconstruction of an attractor. In time series analysis, it is rather difficult
to reconstruct an underlying attractor and its dimension d. For chaotic systems with
d > 3, it is a challenge to distinguish between a chaotic time evolution and a random
process, especially if the underlying deterministic dynamics are unknown. From
an empirical point of view, the discrimination between randomness and chaos is
often impossible. Time evolution of an asset price depends on all the information
affecting the investigated asset. It seems unlikely that all this information can easily
be described by a limited number of nonlinear deterministic equations.

Therefore, asserts price dynamics are assumed to be stochastic processes. An
early key-concept to understand stochastic processes was the random walk. The first
theoretical description of a random walk in the natural sciences was performed in
1905 by Einstein’s analysis of molecular interactions. But the first mathematization
of a random walk was not realized in physics, but in social sciences by the
French mathematician, Louis Jean Bachelier (1870–1946). In 1900 he published his
doctoral thesis with the title “Théorie de la Spéculation” [28]. During that time, most
market analysis looked at stock and bond prices in a causal way: Something happens
as cause and prices react as effect. In complex markets with thousands of actions and
reactions, a causal analysis is even difficult to work out afterwards, but impossible
to forecast beforehand. One can never know everything. Instead, Bachelier tried to
estimate the odds that prices will move. He was inspired by an analogy between the
diffusion of heat through a substance and how a bond price wanders up and down.
In his view, both are processes that cannot be forecast precisely. At the level of
particles in matter or of individuals in markets, the details are too complicated. One
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can never analyze exactly how every relevant factor interrelate to spread energy or
to energize spreads. But in both fields, the broad pattern of probability describing
the whole system can be seen.

Bachelier introduced a stochastic model by looking at the bond market as a fair
game. In tossing a coin, each time one tosses the coin the odds of heads or tails
remain 1:2, regardless of what happened on the prior toss. In that sense, tossing
coins is said to have no memory. Even during long runs of heads or tails, at each toss
the run is as likely to end as to continue. In the thick of the trading, price changes
can certainly look that way. Bachelier assumed that the market had already taken
account of all relevant information, and that prices were in equilibrium with supply
matched to demand, and seller paired with buyer. Unless some new information
came along to change that balance, one would have no reason to expect any change
in price. The next move would as likely be up as down.

In order to illustrate this smooth distribution, Bachelier plotted all of a bond’s
price-changes over a month or year onto a graph. In the case of independent and
identically distributed price-changes, they spread out in the well-known bell-curve
shape of a normal (“Gaussian”) distribution: the many small changes clustered in
the center of the bell, and the few big changes at the edges. Bachelier assumed that
price changes behave like the random walk of molecules in a Brownian motion.
Long before Bachelier and Einstein, the Scottish botanist Robert Brown had studied
the erratic way that tiny pollen grains jiggled about in a sample of water. Einstein
explained it by molecular interactions and developed equations very similar to
Bachelier’s equation of bond-price probability, although Einstein never knew that.
It is a remarkable coincidence that the movement of security prices, the motion
of molecules, and the diffusion of heat are described by mathematically analogous
models. In short, Bachelier’s model depends on the three hypotheses of (1) statistic
independence (“Each change in price appears independently from the last”), (2)
statistic stationarity of price changes, and (3) normal distribution (“Price changes
follow the proportions of the Gaussian bell curve”).

But the Dow charts demonstrate that the index changes of financial markets have
no smooth distribution of a Gaussian bell curve (compare references 24 and 22,
chapter 7.4). Price fluctuations of real markets are not mild, but wild. That means
that stocks are riskier than assumed according to normal distribution. With the bell
curve in mind, stock portfolios may be put together incorrectly, risk management
fails, and trading strategies are misguided. Further on, the Dow chart shows that,
with globalization increasing, we will see more crises. Therefore, our whole focus
must be on the extremes now.

On a qualitative level, financial markets seem to be similar to turbulence in
nature. Wind is an example of natural turbulence which can be studied in a wind
tunnel. When the rotor at the tunnel’s head spins slowly, the wind inside blows
smoothly, and the currents glide in long, steady lines, planes, and curves. Then,
as the rotor accelerates, the wind inside the tunnel picks up speed and energy. It
suddenly breaks into sharp and intermittent gusts. Eddies form, and a cascade of
whirlpools, scaled from great to small, spontaneously appears. The same emergence
of patterns and attractors can be studied in the fluid dynamics of water.
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The time series of a turbulent wind illustrates the changing wind speed as it
bursts into and out of gusty, turbulent flow. Turbulence can be observed everywhere
in nature. Turbulences emerge in the clouds, but also in the patterns of sunspots. All
kinds of signals seem to be characterized by signatures of turbulence. Analogously,
a financial chart can show the changing volatility of the stock market, as the
magnitude of price changes varied wildly, from month to month. Peaks are during
1929–1934 and 1987. If one compares this pattern with a wind chart, one can
observe the same abrupt discontinuities between wild motion and quiet activity, the
same intermittent periods, and the same concentration of events in time. Obviously,
the destructive turbulence of nature can also be observed in financial markets.

In modern physics and economics, phase transitions and nonlinear dynamics are
related to power laws, scaling and unpredictable stochastic and deterministic time
series. Historically, the first mathematical application of power-law distributions
took place in the social sciences and not in physics. We remember that the concept of
random walk was also mathematically described in economics by Bachelier before
it was applied in physics by Einstein. The Italian social economist Vilfredo Pareto
(1848–1923), one of the founder of the Lausanne school of economics, investigated
the statistical character of the wealth of individuals in a stable economy by modeling
them with the distribution y � x�� , where y is the number of people with income x or
greater than x and � is an exponent that Pareto estimated to be 1.5 [29]. He noticed
that his result could be generalized to different countries. Therefore, Pareto’s law
of income was sometimes interpreted as a universal social rule rooting to Darwin’s
natural law of selection.

But power-law distributions may lack any characteristic scale. This property pre-
vented the use of power-law distributions in the natural sciences until mathematical
introduction of Lévy’s new probabilistic concepts and the physical introduction of
new scaling concepts for thermodynamic functions and correlation functions (see
ref. [40]). In financial markets, invariance of time scales means that even a stock
expert cannot distinguish in a time series analysis if the charts are, for example,
daily, weekly, or monthly. These charts are statistically self-similar or fractal.

Obviously, financial markets are more complex than the traditional academic the-
ory believed. They are turbulent, not in the strict physical sense, but caused by their
intrinsic complex stochastic dynamics with similar dangerous consequences like,
for example, earthquakes, tzunamis, or hurricanes in nature. Therefore, financial
systems are not linear, continuous, and computable machine in order to forecast
individual economic events like planet’s position in astronomy. They are very risky
and complex, but, nevertheless, computational, because an appropriate stochastic
mathematics allows to analyze and recognize typical patterns and attractors of
the underlying dynamics. These methods support market timing. But there is no
guarantee of success: Big gains and losses concentrate into small packages of time.
The belief in a continuous economic development is refuted by often leaping prices,
adding to the risk.

Markets are mathematically characterized by power, laws and invariance. A prac-
tical consequence is that markets in all places and ages work alike. If one can find
market properties that remain constant over time or place, one can build useful
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models to support financial decisions. But we must be cautious, because markets
are deceptive. Their dynamics sometimes seem to provide patterns of correlations
we unconsciously want to see without sufficient confirmation. During evolution,
our brain was trained to recognize patterns of correlation in order to support our
survival. Therefore, we sometimes see patterns where there are none (see ref. [41]).
Systems theory and appropriate tools of complexity research should help to avoid
illusions in markets.

1.7 A System with high Complexity: The Human Brain

Models of natural and social science are designed by the human brain. Obviously, it
is the most remarkable complex system in the evolution of nature. The coordination
of the complex cellular and organic interactions in an organism needs a new kind
of self-organizing controlling [30]. That was made possible by the evolution of
nervous systems that also enabled organisms to adapt to changing living conditions
and to learn from experiences with its environment. The hierarchy of anatomical
organizations varies over different scales of magnitude, from molecular dimensions
to that of the entire central nervous system (CNS). The research perspectives on
these hierarchical levels may concern questions, for example, of how signals are
integrated in dendrites, how neurons interact in a network, how networks interact
in a system like vision, how systems interact in the CNS, or how the CNS interact
with its environment. Each stratum may be characterized by some order parameters
determining its particular structure, which is caused by complex interactions of
subelements with respect to the particular level of hierarchy.

On the micro-level of the brain, there are massively many-body-problems which
need a reduction strategy to handle with the complexity. In the case of EEG-pictures,
a complex system of electrodes measures local states (electric potentials) of the
brain. The whole state of a patient’s brain on the micro-level is represented by local
time series. In the case of, e.g., petit mal epilepsy, they are characterized by typical
cyclic peaks. The microscopic states determine macroscopic electric field patterns
during a cyclic period. Mathematically, the macroscopic patterns can be determined
by spatial modes and order parameters, i.e., the amplitude of the field waves. In the
corresponding phase space, they determine a chaotic attractor characterizing petit
mal epilepsy.

The neural self-organization on the cellular and subcellular level is determined
by the information processing in and between neurons [42]. Chemical transmitters
can effect neural information processing with direct and indirect mechanisms of
great plasticity. Long time potential (LTP) of synaptic interaction is an extremely
interesting topic of recent brain research. LTP seems to play an essential role for the
neural self-organization of cognitive features such as, e.g., memory and learning.
The information is assumed to be stored in the synaptic connections of neural cell
assemblies with typical macroscopic patterns.
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But while an individual neuron does not see or reason or remember, brains are
able to do so. Vision, reasoning, and remembrance are understood as higher-level
functions. Scientists who prefer a bottom-up strategy recommend that higher-level
functions of the brain can be neither addressed nor understood until each particular
property of each neuron and synapse is explored and explained. An important insight
of the complex system approach discloses that emergent effects of the whole system
are synergetic system effects which cannot be reduced to the single elements. They
are results of nonlinear interactions. Therefore, the whole is more than the (linear)
sum of its parts. Thus, from a methodological point of view, a purely bottom-up-
strategy of exploring the brain functions must fail. On the other hand, the advocates
of a purely top-down strategy proclaiming that cognition is completely independent
of the nervous system are caught in the old Cartesian dilemma “How does the ghost
drive the machine?”.

Today, we can distinguish several degrees of complexity in the CNS. The
scales consider molecules, membranes, synapses, neurons, nuclei, circuits, net-
works, layers, maps, sensory systems, and the entire nervous system. The research
perspectives on these hierarchical levels may concern questions, e.g., of how signals
are integrated in dendrites, how neurons interact in a network, how networks interact
in a system like vision, how systems interact in the CNS, or how the CNS interact
with its environment. Each stratum may be characterized by some order parameters
determining its particular structures, which is caused by complex interactions of
subelements with respect to the particular level of hierarchy. Beginning at the
bottom, we may distinguish the orders of ion movement, channel configurations,
action potentials, potential waves, locomotion, perception, behavior, feeling and
reasoning.

The different abilities of the brain need massively parallel information processing
in a complex hierarchy of neural structures and areas. We know more or less
complex models of the information processing in the visual and motoric systems.
Even, the dynamics of the emotional system is interacting in a nonlinear feedback
manner with several structures of the human brain. These complex systems produce
neural maps of cell assemblies. The self-organization of somatosensoric maps is
well-known in the visual and motoric cortex. They can be enlarged and changed by
learning procedures such as the training of an ape’s hand.

PET (Positron-Emission-Tomography) pictures show macroscopic patterns of
neurochemical metabolic cell assemblies in different regions of the brain which
are correlated with cognitive abilities and conscious states such as looking, hearing,
speaking, or thinking. Pattern formation of neural cell assemblies are even correlated
with complex processes of psychic states [31]. Perturbations of metabolic cellular
interactions (e.g., cocaine) can lead to nonlinear effects initiating complex changing
of behavior (e.g., addiction by drugs). These correlations of neural cell assemblies
and order parameters (attractors) of cognitive and conscious states demonstrate the
connection of neurobiology and cognitive psychology in recent research, depending
on the standards of measuring instruments and procedures.

Many questions are still open. Thus, we can only observe that someone is
thinking and feeling, but not, what he is thinking and feeling. Further on, we
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observe no unique substance called consciousness, but complex macrostates of
the brain with different degrees of sensoric, motoric, or other kinds of attention.
Consciousness means that we are not only looking, listening, speaking, hearing,
feeling, thinking etc., but we know and perceive ourselves during these cognitive
processes. Our self is considered an order parameter of a state, emerging from a
recursive process of multiple self-reflections, self-monitoring, and supervising our
conscious actions. Self-reflection is made possible by the so-called mirror neurons
(e.g., in the Broca area) which let primates (especially humans) imitate and simulate
interesting processes of their companions. Therefore, they can learn to take the per-
spectives of themselves and their companions in order to understand their intentions
and to feel with them. The emergence of subjectivity is neuropsychologically well
understood.

The brain does not only observe, map, and monitor the external world, but also
internal states of the organism, especially its emotional states. Feeling means self-
awareness of one’s emotional states which are mainly caused by the limbic system.
In neuromedicine, the “Theory of Mind” (ToM) even analyzes the neural correlates
of social feeling which are situated in special areas of the neocortex [30]. People,
e.g., suffering from Alzheimer disease, loose their feeling of empathy and social
responsibility because the correlated neural areas are destroyed. Therefore, our
moral reasoning and deciding have a clear basis in brain dynamics.

From a neuropsychological point of view, the old philosophical problem of
“qualia” is also solvable. Qualia mean properties which are consciously experienced
by a person. In a thought experiment a neurobiologist is assumed to be caught in a
black-white room. Theoretically, she knows everything about neural information
processing of colors. But she never had a chance to experience colors. Therefore,
exact knowledge says nothing about the quality of conscious experience. Qualia
in that sense emerge by bodily interaction of self-conscious organisms with their
environment which can be explained by the nonlinear dynamics of complex systems.
Therefore, we can explain the dynamics of subjective feelings and experiences, but,
of course, the actual feeling is an individual experience. In medicine, the dynamics
of a certain pain can often be completely explained by a physician, although the
actual feeling of pain is an individual experience of the patient [32].

In order to model the brain and its complex abilities, it is quite adequate to distin-
guish the following categories. In neuronal-level models, studies are concentrated
on the dynamic and adaptive properties of each nerve cell or neuron, in order to
describe the neuron as a unit. In network-level models, identical neurons are inter-
connected to exhibit emergent system functions. In nervous-system-level models,
several networks are combined to demonstrate more complex functions of sensory
perception, motor functions, stability control, etc. In mental-operation-level models,
the basic processes of cognition, thinking, problem-solving, etc. are described.

In the complex systems approach, the microscopic level of interacting neurons
should be modeled by coupled differential equations modeling the transmission of
nerve impulses by each neuron. The Hodgekin-Huxley equation is an example of
a nonlinear diffusion reaction equation with an exact solution of a traveling wave,
giving a precise prediction of the speed and shape of the nerve impulse of electric
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voltage. In general, nerve impulses emerge as new dynamical entities like ring waves
in BZ-reactions or fluid patterns in nonequilibrium dynamics. In short: they are the
“atoms” of the complex neural dynamics. On the macroscopic level, they generate
a cell assembly whose macrodynamics is dominated by order parameters. For
example, a synchronously firing cell-assembly represents some visual perception
of a plant which is not only the sum of its perceived pixels, but characterized by
some typical macroscopic features like form, background or foreground. On the
next level, cell assemblies of several perceptions interact in a complex scenario.
In this case, each cell-assembly is a firing unit, generating a cell assembly of cell
assemblies whose macrodynamics is characterized by some order parameters. The
order parameters may represent similar properties of the perceived objects.

In this way, we get a hierarchy of emerging levels of cognition, starting with
the microdynamics of firing neurons. The dynamics of each level is assumed to be
characterized by differential equations with order parameters. For example, on the
first level of macrodynamics, order parameters characterize a visual perception. On
the following level, the observer becomes conscious of the perception. Then the
cell assembly of perception is connected with the neural area that is responsible
for states of consciousness. In a next step, a conscious perception can be the
goal of planning activities. In this case, cell assemblies of cell assemblies are
connected with neural areas in the planning cortex, and so on. They are rep-
resented by coupled nonlinear equations with firing rates of corresponding cell
assemblies. Even high-level concepts like self-consciousness can be explained by
self-reflections of self-reflections, connected with a personal memory which is
represented in corresponding cell assemblies of the brain. Brain states emerge,
persist for a small fraction of time, then disappear and are replaced by other
states. It is the flexibility and creativeness of this process that makes a brain so
successful in animals for their adaption to rapidly changing and unpredictable
environments.

1.8 Supplement

Several basic methods available for modeling self-organization processes can be
applied, such as:

1. Phenomenological kinematic models;
2. Thermodynamical models (e.g., of irreversible thermodynamics);
3. Models of deterministic dynamics (differential equations for the order parame-

ters);
4. Models of stochastic dynamics (Chapman-Kolmogorov equation for the proba-

bility distributions of order parameters);
5. Models of statistical physics (probability distributions of the microstates of a

system).
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While the thermodynamics of irreversible processes considers only time average
values of physical quantities in nonequilibrium states, the modern theory of
nonequilibrium fluctuations takes also deviations from these values into account.
Deterministic and stochastic elements are included, for example, in Haken’s concept
of synergetics and order parameters. These two central planes (according to (3) and
(4)) are framed by those of (2) and (5).

The modern stochastic theory is concerned with random processes that develop
in time. If x(t) is taken as such, a complete description of all statistical properties
of x(t) demands specification of an infinite number of probability densities pn(x1,
t1; x2, t2; .. ; xn, tn) where pn(x, t) dx1 dx2 : : : dxn is the joint probability that
x1 < x(t1) < x1 C dx1, x2 < x(t2) < x2 C dx2, and so on [33, 34]. It is not possible
to deal with generalized problems of this kind in practice and, thus, simplifying
assumptions must be additionally introduced. It should be noted that for independent
processes, knowledge of x(t) at one time t does not imply knowledge about x(t’) at
any other time t0. The simplest assumption that can be used for the correlation is that
provided by Markov, whereby single-step transition probabilities form the important
quantities in his model. A significant and widely used class of Markov models
is that of random walks, in which case a particle makes random displacements
r1, r2, : : : at times t1, t2, : : : [35, 36] (The excluded-volume random walk, which
is a non-Markovian type, plays a role in the theory of polymer configurations). Two
main procedural possibilities are available to facilitate solving Markovian problems
in continuous time, the first procedure leads to the master and the second to the
Fokker-Planck equation. But, both techniques start out from an equation which is,
basically, too general to tackle problems of a specific physical nature. The master
equation which starts out from an observation of the transition probabilities in
continuous one-dimensional state space can be reduced to a Fokker-Planck equation
which would be valid for a particular kind of conditional probability. The related
Langevin equation, which was successfully used for the understanding of the
Brownian motion, integrates a stochastic element with respect to the dynamics of
a system. It provides a useful background for the understanding of complicated
unknown crystallization processes in which extremely large cluster anions—like
thosementioned above—formed in solution are involved [13]. (A typical Langevin
equation could be given as mu C yu D F(t) where m is mass, u the velocity, yu
a damping force and F(t) a rapidly fluctuating random force). In general, crystal
growth starts with a nucleation process, where random fluctuations play a key role—
and which is rather complicated in cases where giant cluster species are involved.
For the understanding of the whole crystal growth, microscopic and macroscopic
theories have to be taken into account.

The important Fokker-Planck equation allows us, for instance, to draw some
very close and important analogies between phase transitions occurring in thermal
equilibrium, and certain order–disorder transitions in nonequilibrium systems of
physics, chemistry, biology, and other disciplines. (Some relevant philosophical as-
pects are also considered in Chap. 15.) The equation for the distribution function of

http://dx.doi.org/10.1007/978-94-007-5548-2_15
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the laser amplitude A, for instance, ( f (A) D Nexp(�l1A [2]—l2A [4]; l1/2 Lagrange
parameter) is formally identical to that of the magnetization M as order parameter
in the case of para/ferromagnets, whereby the corresponding second order phase
transition can be treated by means of Landau’s theory [37, 38].

In mathematical models of social dynamics, a socio-economic system is charac-
terized on two levels, distinguishing the micro-aspect of individual decisions and
the macro-aspect of collective dynamical processes in a society. The probabilistic
macro-processes with stochastic fluctuations can be described by the master
equation of human socio-configurations.

Each component of a socio-configuration refers to a subpopulation with a
characteristic vector of behaviour. Concerning the migration of populations, the
behaviour and the decisions to rest in or to leave a region can be identified with
the spatial distribution of populations and their change. Thus, the dynamics of
the model allows us to describe the phase transitions between global macrostates
of the populations. In numerical simulations and phase portraits of the migration
dynamics, the macro-phenomena can be identified with corresponding attractors
such as, for instance, a stable point of equilibrium (“stable mixture”), two separated,
but stable ghettos, or a limit cycle with unstable origin [33].

In economics, the Great Depression of the 1930s inspired economic models
of business cycles. However, the first models were linear and, hence, required
exogenous shocks to explain their irregularity. The standard econometric method-
ology has argued in this tradition, although an intrinsic analysis of cycles has been
possible since the mathematical discovery of strange attractors. The traditional
linear models of the 1930s can easily be reformulated in the framework of nonlinear
systems [34].

According to several prominent authors, including Stephen Hawking, a main part
of twenty-first century science will be on complexity research. The intuitive idea is
that global patterns and structures emerge from locally interacting elements like
atoms in laser beams, molecules in chemical reactions, proteins in cells, cells in
organs, neurons in brains, agents in markets etc. by self-organization. But what is the
cause of self-organization? Complexity phenomena have been reported from many
disciplines (e.g. biology, chemistry, ecology, physics, sociology, economy etc.)
and analyzed from various perspectives such as Schrödinger’s order from disorder
(Schrödinger 1948), Prigogine’s dissipative structure [43], Haken’s synergetics
[44], Langton’s edge of chaos [45] etc. But concepts of complexity are often based
on examples or metaphors only. It is a challenge of future research to find the cause
of self-organizing complexity which can be tested in an explicit and constructive
manner. In a forthcoming book, we call it the local activity principle [39].

Boltzmann’s struggle in understanding the physical principles distinguishing be-
tween living and non-living matter, Schrödinger’s negative entropy in metabolisms,
Turing’s basis of morphogenesis [46], Prigogine’s intuition of the instability of the
homogeneous, and Haken’s synergetics are in fact all direct manifestations of a
fundamental principle of locality. It can be considered the complement of the second
law of thermodynamics explaining the emergence of order from disorder instead of
disorder from order, in a quantitative way, at least for reaction diffusion systems.



1 Challenges of Complexity in Chemistry and Beyond 27

References

1. Siegel RW (1993) Exploring mesoscopia – the bold new-world of nanostructures. Phys Today
46:64

2. Müller A (1994) Supramolecular inorganic species: an expedition into a fascinating, rather
unknown land mesoscopia with interdisciplinary expectations and discoveries. J Mol Struct
325:13

3. Ball P (1994) Designing the molecular world. Princeton University Press, Princeton
4. Feynman R (1961) There’s plenty of room at the bottom. In: Miniaturization, vol 282.,

pp 295–296
5. Bertaina S, Gambarelli T, Mitra B, Müller A, Barbara B (2008) Quantum oscillations in a

molecular magnet. Nature 453:203–206
6. (a) Mainzer K (2007) Thinking in complexity: the complex dynamics of matter, mind, and

mankind, 5th edn. Springer, Berlin; (b) Nicolis G, Prigogine I (1989) Exploring complexity:
an introduction. Freeman & Co. New York; (c) Nicolis G Prigogine I (1977) Self-organization
in nonequilibrium systems: from dissipative structures to order through fluctuations. Wiley,
New York; (d) Ebeling W, Feistel R (1994) Chaos und Kosmos: Prinzipien der Evolution.
Spektrum, Heidelberg; (e) Haken H, Wunderlin A (1991) Die Selbststrukturierung der Materie:
Synergetik in der unbelebten Welt. Vieweg, Braunschweig; (f) Cohen I, Stewart I (1994) The
Collapse of chaos: discovering simplicity in a complex world. Penguin, New York

7. (a) Müller A (1991) Nature 352:115; (b) Müller A, Rohlfing R, Krickemeyer E, Bögge H
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Chapter 2
Emergence, Breaking Symmetry
and Neurophenomenology as Pillars
of Chemical Tenets

Andrea Dei

Abstract Since Heraclitus and Parmenides human thought was based on the
research of the first principles governing the world. This necessity requires the
adoption of an invariance concept which in turn is described by laws and theories
defined by symmetry properties. Chemistry does not follow this paradigm, because
of its intrinsic interest in inducing a break in the order towards the emergence of
a new order through a symmetry breaking process. Indeed chemistry is basically
the study of matter and its transformations. The manipulation of the matter always
requires the adoption of a realistic approach, which is strongly contrasting with the
definition of an absolute truth. The minds of chemists are continuously addressing
the verification of the potentialities of Nature and these potentialities are always
referred to a reference context defined by other chemical compounds. When these
properties are considered from another point of view, they lose a part of their
significance. Therefore chemists adopt a divergent pragmatism, which is rather clear
from the neurophenomenological approach they use in the interaction with quantum
world. In fact the approach discards the study of the essence of the real things, since
only the knowledge of the relationships between the things is necessary. In this
sense the answer the chemists obtain from their investigation of the microscopic
properties of matter must be always considered as the resultant of the interactions of
the microscopic object with its environment. A few examples concerning the decay
behavior of magnetic systems in metastable states are discussed.
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2.1 Introduction

Scientists believe in the simplicity of nature. For this reason science development
was mainly addressed to detect the regularities of the experimental phenomenology.
This regularity has the strong advantage of the possible translation in a mathematical
logic then allowing the possibility of communicating and teaching the observed
experimental findings by using a so called objective tool. I wish to stress that this
approach ritualizes the optimism of the scientist and that there are three main aspects
involved in this statement. The first is the concept of symmetry: the simplicity of
nature can be interpreted by means of geometric models or linear equations defining
theories. We shall examine this point later. The second is the concept of objectivity,
based on the presumption of the identification of the physical reality with the
phenomenology. This is misleading, if the attributed objective is not clearly used as
synonymous of verifiable. The third and final aspect is that the presumed regularity
of the natural events may be associated with the religious beliefs, and is often
interpreted as expression of divine laws. It is obvious that, if the mystic component
dominates, the multiplicity of natural events is not important, as it occurred in the
eastern approaches. But it is also true that even if this does not occur, some insidious
philosophical perspectives can be introduced, as Avicenna made in his The Book of
Healing. The philosophical principles and the natural laws – he argued – are eternal
and unchangeable and cannot be contradicted by some experiences because of the
lack of perfection of the world. This view was adopted by many cultures including
Scholastics and I am surprised of finding it today too in the arguments of many
academicians.

Chemistry is a weird science where the canon rules of simplicity and complexity
are viewed as intrinsic coexisting denominators. If this proposition is shared, the
prerequisites mentioned above do not fulfil the chemical world. The development of
chemical research in its own different fields requires that the usual philosophical
approaches must be modified and improved. This as an example is the case of
the characterization of molecular systems in mesoscopic scale. A limited number
of findings, which has been obtained in the Florence Laboratory for the study of
magnetic materials (LAMM), will be discussed here with the aim of supporting this
statement.

2.2 The Character of the Cognitive Approach

The basic approach to the knowledge requires the self-consciousness which
determines the comprehension of the empirical data. Since pre-Socratics the
phenomenon is interpreted as the entanglement of the perception of data and the
self-consciousness of the observer, according to his own specific ordering rational
principles. Science exists because this process is undefined. Thus theories can
be formulated as resulting from the interpretation of phenomenology through an
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overlap of the external inputs with the internal self-consciousness of the observer.
This view reminds the Plato thought of the cognitive process. It should be mentioned
that subjective comprehension of the external input may often provide the subjective
output in the sense of decision or action. In summary, the observer selects the inputs
from the environment, neglecting other potential inputs and this choice is highly
individual. These inputs are interpreted in an individual fashion since they depend
on the previous inputs (i.e. on the history of the observer) and this interpretation is
irreversible, thus making life a continuous learning process. Finally they provide
the basis for the causal action of the observer. It should be stressed out that the
observer does not know the external reality world. He registers by senses the inputs
and decides the necessary appropriate outputs. This is the neurophenomenological
approach to the knowledge as formulated by Bateson, Maturana and Varela [1, 2].
In this sense this collection of inputs-outputs provides the network of the knowledge
according to view of complexity (i.e. self-organization of critically interacting
components), the output towards the environment giving rise to a new input which
influences the environment. However it should be mentioned that complexity
science [3–7] adopts another concept of subjectivity of the knowledge with respect
to that, generally speaking, by Plato, since it is considered a tool used by an
intelligent agent to help himself to achieve his personal goals. This consideration is
particularly important for what concerns the role of the chemist.

If the knowledge is subjective, which is the meaning of an objective explanation
of the phenomenology? An explanation can be defined objective when there exists
the possibility of teaching it to other people in such a way that these people, ac-
cording to their own culture, might understand it and then operate following it. The
subjective character of the human knowledge can be considered also the fundament
of Galileo’s scientific revolution whose thought followed the neoplatonism which
characterised the culture in Florence in the Renaissance. It is rather surprising to
realise that this feeling disappeared in the culture of modernity. It may be considered
obvious that the anthropocentric view of Francis Bacon which played a determining
role. In a similar way the concept of science as associated to a synthetic a priori
claim was formulated by Kant. Following this definition it supports the idea of
absolute truths. Unfortunately for him nobody has firmly stressed that the absolute
truth concept always requires the existence of a postulate and that the a priori
conceptions of space and time depend on the nature of the living species and then
it should be defined a posteriori claim, as shown by Lorenz two centuries later.
The concepts of the utility and absolute truth may provide some explanations of the
triumph of the quest of objectivity and determinism in the development of science.
Therefore the success achieved by the mechanicistic tools justifies the reasons of its
epistemological stability.

The theory of complexity concerns a new approach of analysing the phe-
nomenological world [3–6]. However, it is receiving less consideration by the
scientists than it deserves. The reason of this difficulty probably resides in its own
intrinsic generality which is often is believed too unfocused, vague and elusive
to be considered a true basis to be adopted by in a scientific perspective. This
is in particular true in physics and chemistry, whereas the complexity paradigm



32 A. Dei

looks particularly appealing in other disciplines like biochemistry, cell biology,
psychology or sociology. The reasons of the different feelings experienced by
researchers are rather easy to be explained.

Until the half of twentieth century the axioms of scientific methodology were
dictated by the mechanism of the Newtonian thought which followed the Descartes
proposal of reductionistic analysis. The success of this view lies in its own
simplicity: the complexity of the world is only apparent and can be considered as
resulting from the overlap of many different simple events. Therefore to understand
the physical world means to analyse it in its basic constituents and to establish the
laws which control their mutual relationships. Personally I stress that Feynman still
in 1960 used the example of the world as a huge chessboard where the reciprocal
position of the chess changes by obeying simple rules. Apparently the comparison
he used is more or less the clockwork conception of Descartes. This view deeply
influenced the development of the epistemology of the scientific thinking because of
its simplicity, coherence and intuitive rationality. The discovery of quantum world
reinforced this philosophy. The matter was found to be constituted by the same
elementary particles and the different character of substances is due to the different
reciprocal interaction and space arrangement of the constituent particles. Therefore
changes, transformation and phenomena arise from the change of the interactions
and positions of the same particles. In other words the physical phenomenology
is determined by particular arrangements in the space and in the time and these
arrangements are simply governed by a logic of cause-effect. The inherent simplicity
of the approach therefore consists in designing experiments in which it is possible
to understand the causal elements underlying the behaviours of the physical world.
Therefore for sake of simplicity it is necessary to consider isolated systems. This
deterministic view, which constitutes the basis of Newtonian thinking, did not
change when the linear laws describing the simple motion of one particle were used
for the statistical description of a system of particles, the space-time concept was
redefined and normalized by relativity and the quantum mechanics substituted the
classical one. In every case any phenomenology is regular and predictable because
it’s ontologically materialistic and its evolution, as determined in the absolute space
time dimensions, obeys to linear laws. Whether the linearity of these laws would be
just the representation of the human cognitive approach and the scientific activity
should not concern any self-consciousness, purpose, aim, creativity, free will or
decision of the researcher, since his task is devoted only to the detection of the
pre-existing hidden properties of the matter, these arguments do not deserve any
consideration.

2.3 Why Chemistry Is different?

There exists a basic misconception about the role of Chemistry in the development
of Science [8]. This is a personal feeling but the following arguments well support
this suggestion. The outstanding contribution of chemistry to scientific thought
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found its own roots in demonstrating the dependence of the properties of matter
on the nature of the constituents and their reciprocal interactions, rather than on
macroscopic parameters like mass, length or temperature used in classical physics.
This specificity, like that exhibited by emission or absorbance spectra, lead to the
introduction of the operator concept, to the development of quantum mechanics and
therefore to the method for understanding the different atomic interactions. However
the largest part of modern philosophy of science has been written by the followers of
logical positivism, i.e. the disciples of the philosophically minded physicists Schlik,
Carnap, Hempel, Reichenbach, etc., past members of the Vienna and Berlin Circles.
For this reason these disciples, and after them their disciples, have perpetuated the
thought that the basis for the philosophy of science is theoretical physics. This
misconception is a common belief in the academic world. In that sense the scientific
world is conceived as a pyramid, the humanistic and social sciences constituting
the basis and physics the apex. Following this view, chemistry is only a branch of
physics and molecular chemistry is only an exercise in quantum mechanics. The
whole concept can be summarised in the famous Dirac statement: [9]

The underlying physical laws necessary for the mathematical theory of a large part of
physics and the whole of chemistry are thus completely known, and the difficulty is only that
the exact application of these laws lead to equations much too complicated to be soluble.

The properties of macroscopic matter are related to the properties of its micro-
scopic units. This is in agreement with the statement that the whole is nothing but the
sum of its parts. The problem is what “the sum of its parts” means. Following Dirac,
molecular properties are defined by the laws of quantum mechanics, although the
application of these laws is much too complicated. But this is relatively unimportant
since in principle a Laplace demon could easily solve them. For this reason the
philosophers claim that Chemistry is a minor and unripe science, since the whole
chemistry can be derived from the more comprehensive first principles of quantum
mechanics. Therefore they are used to describe chemistry in terms of ontological
or epistemological reductionism, the difference between the two approaches being
unimportant in this context [10–12].

Somebody argues that this is an oversimplification taking into account the fact
that the properties of a molecule are rather different from those of constituent
atoms. Therefore the concept of emergent properties, i.e. the whole is something
more that the sum of its parts, is introduced. However it is weird that many people
define “emergentism” as opposite to reductionism. In fact if one assumes that the
properties of molecules arise from interactions between the constituent atoms, it
is obvious that emergentism is nothing but epistemological reductionism. I think
that this conclusion is true also if the hypothesis of the existence of an asymmetric
relationship between the molecular properties and the constituents properties is
made. I think, however, that the basic mistake is that of considering physics and
chemistry in the framework of the same context.

Chemistry basically is the study of matter and its transformations. Chemists are
used to interpret their world in terms of representations but they are aware of this
limit. Therefore even if they use different methods for representing matter, they do
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not care about the difference between an absolute law and an operational model
[13,14]. This occurs because in the manipulation of matter it is always necessary
to adopt a realistic approach, which is in strong contrast with the classic critical
path involved in the hypothesis-falsification processes. Indeed the planning and
description of a new synthesis do not concern the definition of an absolute truth
or the formulation of a law. The work of chemists involves only the determination
of the microscopic constituents of the matter they prepare and they want to use this
knowledge for synthesising new compounds, by obeying to a paradigm of purposes,
decisions and creations. Their minds are continuously addressing the verification
of the potentialities of Nature. In that sense the constituent units are considered
only a tool or an instrument for creation purposes. Michael Faraday neglected
the atomistic hypothesis of Dalton because of this feeling against matter being
manipulated. Therefore for a chemist it is rather unimportant if the properties of a
compound should be interpreted following classical physics or quantum mechanical
models. In the same way it is rather unimportant if the transformations involve open
or closed systems. These properties must be always referred to a context defined
by other chemical compounds and this context cannot be shared with physics
or biology. Indeed if this such an attempt at sharing is made, these properties
become less significant. Watching Botticelli’s Primavera paint, one might consider
important to know whether the crystal lattice of the silver in the pencil, used by the
artist for designing the draft, was cubic or hexagonal. But the aesthetic message
involving the artist and the observer is basically different. The big difference
between chemistry and theoretical physics lies in the different realistic purpose
of the scientific research. In this sense the need of a well definite philosophical
approach is lacking for a chemist. In the framework of logic positivism the basic
event must be referred several times to the context of the discovery, without any
need of context of justification.

2.4 Chemistry in the Context of the Science of Complexity

In both chemistry and physics there are therefore considerable biases towards
simplification, thus ignoring the multidimensional character of the physical world.
The usual statement that “chemistry finds its fundaments in the laws of many-body
physics” is false if it means that chemistry is nothing else that applied physics.
In a similar way biology is not applied chemistry and sociology is not applied
psychology. All the disciplines operate in a well-defined context.

The claimed pyramid of the supporters of the science of the complexity is a
not necessary forcing prerequisite, but rather a search of methodological gener-
alization. There are two mean reasons supporting this thought. The first is the
awareness of the researchers about the limits of the whole scientific perspective
as developed until the half of the past century. The scientific perspective until this
period was mainly addressed to the idealization of the symmetry of the physical
system under investigation or to the reversibility of the process. In agreement
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with other commentators, I want to assign the kick-off of the new perspective to
the 1948 article of Warren Weaver [15]. In this contribution Weaver summarized
the development of the Science in three steps: (i) the search of an explanation of the
phenomenology through linear equations relating two observables (y D kx), (ii) the
use of statistical methods for describing systems constituted by a large number of
non interacting particles (e.g. gas) (iii) the development of methods for describing
systems constituted by mutually interacting particles. He defined these systems as
characterized by an organized complexity and predicted that their characterization
would be the main aim of the future scientists. It is obvious that many real
situations concerning different disciplines share the same problem and the merit of
the Warren proposition probably was that of unifying the perspectives of scientists
operating in different fields. It is worth mentioning that other basic contributions
like the systemic approach that Bogdanov, biologist and economist, formulated at
the beginning of twentieth century in Tektology, and later Von Bertalanffy collected
in General Systems Theory without mentioning him [16], the feed-back concept
introduced by Wiener [17] and that concerning the autopoiesis of living systems
by the Santiago school (Maturana and Varela) [2] are to be considered determining
bricks in the development of the new scientific philosophy.

The second reason is of consequence to this omen and, in practice, it was given by
the possibility of modern computer technology treating and solving with reasonable
approximation complex nonlinear problems. Of course these mathematical methods
can be in turn applied to solve the same problems required in the different fields.

Concepts like spontaneous emergence, which is familiar to chemists, is used
to observe the irreversible transformation of matter at will. Emergence means the
death of an old order and the birth of a new one. If this irreversible process can be
described by means of mathematical methods by introducing a terminology using
the expressions “order parameters” or “bifurcation schemes”, in my opinion there is
no significant enrichment to the depth of the scientific observation, but it is also
true that these expressions are not thoughtless slogans. In this sense, whenever
believed that these concepts allow the possibility of sharing a common mathematical
approach for analysing the observed results, there is no caveat to their use.

In a similar way the concept of broken symmetry deserves consideration.
Symmetry means the invariance of a chemical structure with respect to spatial or
time coordinates. More in general symmetry means the invariance of a theory with
respect to its coordinates by a mathematical transformation group. It should be
remembered that the exciting development of the natural sciences in the last two
centuries has been preceded by the extraordinary development of mathematics in the
same periods. Mathematics with Galois and Abel, Klein and Poincaré, Noether and
Kolmogorov provided the concepts for getting out from the newtonian science. In
particular the concept of symmetry and transformation groups triggered an amazing
evolution in the scientific thought. The fact that many natural laws can be obtained
by exploiting the property of symmetry is also, today, a matter of surprise and
meditation. This awareness induced Einstein and many physicists to invest the logic
process used in formulating theories. The usual deductive process of formulating
a law by analysing the experimental data was substituted by an inductive process
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based on the formulation of a theory built on some symmetry property with a
posteriori justification of experimental data. This approach can be considered the
obvious sublimation of the conservative and deterministic conception of natural
world the scientists adopted in the first centuries of scientific revolution. In practice,
the concept of symmetry well fitted and justified the harmony of any linear causality
principle. However it is often found in chemistry that molecules and their collection
in condensed phase adopt a lower symmetry than predicted by the theoretical
expectations.

In the previous workshops of this series concerning complexity in chemistry [18,
19], in addition to the amazing symmetry and emergent properties characterizing
the Platonic structures of some polyoxometallates, attention has been focused
on the spontaneous symmetry breaking processes justifying the origin of chiral
molecules and its biological consequences since biological information is inherently
antisymmetric. But from a chemical point of view I think that the two main topics
concern the origin of the entropy, with its inherent consequence of the arrow of
time, and the inability of quantum theory to provide an exhaustive framework
chemists may use for interpreting their experimental findings. I am arguing with
this statement that the pillars of chemical thought lying in the possibility of
transformation of matter and the interpretation of its properties can be drastically
improved.

These two topics cannot be interpreted on the basis of classical or quantum
physics, but it is possible to provide views appropriate for the chemist prejudice
once adopted the philosophy of science of complexity. Classic and quantum physics
are defined as symmetric with respect to time inversion. However the chemical
reactions are irreversible. They approach their chemical equilibrium state by
proceeding in only one direction and their reversion does not pertain to the observed
phenomenology. Following Prigogine [20] time has the status of mathematical
operator, which delivers two subsystems representing the future and the past. The
time operator allows only physically asymmetric states and the second law of
thermodynamics involves this symmetry breaking process with the evolution of
the universe in the sense of an increase of entropy. Therefore the arrow of time
is an example of downward causality imposed by the expansion of the universe. No
upward causality is operative according to reductionist view, since it is not possible
to predict the future of a system taking into account the properties of the constituent
particles. The entropy growth can be conceived as the result of a symmetry breaking
process.

2.5 Quantum Properties: Towards a New Self-Consciousness

The second topic concerns the description of quantum mechanics we adopt for
interpretation of our experiments. Quantum mechanics provides a satisfactory
explanation of all the phenomenology we are dealing with. A quantum system is
described in its evolution by the deterministic linear Schroedinger equation
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ih.2�/�1•j§ > =•t D Hj§ > (2.1)

which provides via its Hamiltonian, H, once the initial state of a quantum system
is known, the possibility of determining the system state at an arbitrary time. The
equation is basically similar to those holding in classical mechanics, but it does
not provide any hint about the border occurring between the classical and quantum
worlds. In addition, the equation defines the evolution of the system into a state
containing many alternatives according to the principle of superposition, which
is a fundamental aspect of the Schroedinger equation. However these alternatives
do not exist in our measurements, since in practice we perceive only one of the
possible alternatives and we obtain always the same result in our measurement.
This led some physicists to doubt the significance of the theory especially with
respect to its completeness. The key point is the jump of the description of the
quantum system, usually indicated as the reduction or collapse of the vector
space or of the wave packet, from a multiplicity of answers to the one we detect
in our measurement. The matter therefore is whether quantum mechanics is a
subjective projection of our self-consciousness or not. There has been a big debate
about, starting from the Copenhagen interpretation [21] to the “Many Worlds (or
Universes) Interpretation” [22] of Hugh Everett III. Personally I think that the
original answer of the Copenhagen school is a good starting point for the discussion.
In this interpretation there exists a division between the quantum world and the
classical world. However a classical apparatus is always necessary for performing a
measurement and this may justify why all the measurements yield the same results.
The limit of this view lies in the necessity of the division. It is rather difficult
to accept that the laws which are operative for the micro systems cannot hold in
the macroscopic world. However following Zeh and ZKRurek [23–25] it should be
emphasized that macroscopic systems are never isolated by their environments and
therefore the Schrödinger’s equation, which is defined for a closed system, does
not hold. Therefore for an open system the quantum coherence intrinsic in the
superposition principle is lost and our measurements concern only the answers
allowed by the quantum decoherence processes.

There are a lot of examples that can support this proposition. I find the results we
obtained in our laboratory constitute a compelling example of this point of view. The
discovery that some metal complexes may undergo redox isomeric interconversion
upon irradiation at cryogenic temperatures opened a challenging topic in materials
science because of the potential application of the phenomenon for designing
memory devices [26–31]. In particular, we are investigating some cobalt-catecholato
derivatives that exhibit a photoinduced interconversion

ls � CoIII .L/ CatC
hv
� hs � CoII .L/ .SQ/C (2.2)

where L is an ancillary ligand, involving an intramolecular electron transfer between
the coordinated catecholato and the metal acceptor. The structure of a simple
1:1 cobalt-catecholato complex undergoing this redox isomeric interconversion is
sketched in Fig. 2.1.
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Fig. 2.1 Molecular structure
of the cationic moiety of
[Co(Me2tpa)(DBCat)]PF6

(Me2tpa D bis(6-methyl-
(2-pyridylmethyl))
(2-pyridylmethyl)amine,
DBCat D 3,5-di-tert-
butylcatecholato). Hydrogen
atoms have been omitted for
clarity (See ref. [31])

The process is characterised by a large variation of the magnetic properties since
the CoIII-Cat is diamagnetic and the CoII ion is in a high-spin (hs) configuration
and the semiquinonato (SQ) ligand is a radical species. The phototriggered elec-
tron transfer process occurs with a well defined mechanism, which couples the
electronic ground state of the chromophore with its electronic excited states. The
relaxation of the photoinduced metastable CoII-(SQ) excited state to the ground state
may involves several mechanisms, like internal conversion, intersystem crossing,
vibrational relaxation and so on. Quantum mechanically, if the decay process occurs
through intersystem crossing, as in the present case, we expect to have an activated
radiationless transition between different electronic states of the chromophore. If
the wave functions ‰i and ‰j describing the initial and the final electronic states,
the rate constant k of the process is given by the following relationship

k D .4 2=h/jVj2G (2.3)

where V is the electronic coupling matrix element < ‰ijH j‰j > (H being the
total electronic hamiltonian), which depends on the overlap between the wave
functions ‰i and ‰j, and G is the thermally averaged nuclear Franck-Condon
vibrational overlap factor. At high temperatures G is proportional to exp(��E/kT)
and then the relaxation rate follows the Arrhenius law with the same dependence.
At low temperature where only the ground state of CoII-SQ species is populated,
a temperature independent relaxation rate should be observed. In both cases, a
tunnelling mechanism controls the nonadiabatic radiationless relaxation decay.

In principle the relaxation decay should follow a first order kinetics. However it
is found that the relaxation rate cannot be fitted with the relationship,

”.t/ D ”.0/e�k.T/t
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Fig. 2.2 Time evolution of the metastable photoinduced fraction of Co(Me2tpa)(DBCat)PF6 at
9 K (empty squares), 20 K (full circles), 33 K (empty circles), 35 K (stars), 40 K (rhombs) and
50 K (full squares) and the corresponding best fit parameters. The inset gives the corresponding
Arrhenius plot, with two different regimes clearly distinguishable. See text for best fit parameters.
(From ref. [30])

where ”(0) and ”(t) are molar fraction of the metastable species, when the
irradiation is switched off and after a time t, respectively. This relationship holds
if the decaying molecules interact in the same ways with the surrounding molecules
and then the �E characterising the G factor and the rate constant are the same
for all the molecules of the metastable species. Since the surroundings change
continuously during the decay, the system is described by a set of �E values and
a set of rate constants changing with time. From a mathematical point of view a
reasonably approximate fitting of the observed decay experimental data is made by
introducing a “ exponential, thus obtaining a stretched exponential relationship

” .t/ D ”.0/e�k.T/tˇ

However in a complexity perspective we can describe the process through an
evolution of the system towards an attractor with an increasing adaptation to the
environment with a contemporary co-evolution of the surroundings. The overall
process should be more properly described in terms of quantum coherence between
the vibrational states and quantum decoherence with the environment.

A support to this view is obtained by plotting the experimental ln K(T) vs 1/T.
A plot of ln k D ln (£�1) vs 1/T (£ being the relaxation time) indicates that the
relaxation rate does not follow a simple Arrhenius law as expected for a single
thermally activated process (Fig. 2.2).
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Fig. 2.3 Molecular structure
of the SMM archetype
Mn12O12(O2CR)16(H2O)4

As a first approximation we might however find two thermally activated relax-
ation regimes characterised by very different parameters, one between 5 and 20 K
and another one at higher temperatures (35–50 K). A tentative fit to the Arrhenius
law (£ D £0exp(�Ea/kBT), where £0 is the relaxation time at infinite temperature
and Ea is the activation barrier for the relaxation) gives in the low temperature
region £0 D 5 � 105 s and Ea D 9 cm�1 and in the high temperature region £0 D 4.5 s
and Ea D 242 cm�1. It can be therefore suggested in the low temperature region
a tunnelling mechanism is operative but it is emphasized that a lattice-phonon
assisted mechanism can be active as supported by the low Eavalue. This term can be
attributed to quantum decoherence and once again supports the idea of a description
of the decaying complex and its environment as involving two closely coupled
coevolving systems. In the high temperature region the observed Ea value well agrees
with the energy associated to the total-symmetric Co-O vibrational breathing mode,
which is expected to be of the order of 300 cm�1.

A most significant example is provided by the so called Single Molecule
Magnets, the [Mn12O12(O2CR)16(H2O)4] being the archetype (Fig. 2.3). As it is well
known, this compound displays a slow magnetization relaxation below its blocking
temperature without any perturbing magnetic field [32–37].

This means that the cluster may function as a single domain nanoscale magnetic
particle. This behaviour results from the fact that the compound is characterised by
a large ground�state spin combined with a huge Ising-type magnetic anisotropy,
i.e. negative zero-field splitting. Under these conditions, the cluster mimics bulk
behaviour because the magnetization has to undergo a large energy barrier to invert
its direction. For this reason at cryogenic temperatures the relaxation times are
extremely long and, in practice, the molecular system behaves as a nano-particle
below its superparamagnetic limit. It is also important to stress that this molecule
shows the same properties either in the condensed phase or a diluted state.
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Fig. 2.4 Magnetization
hysteresis loop measured on
single crystal of
Mn12O12(O2CR)16(H2O)4 at
2.1 K between magnetic
fields of ˙5 T (From ref.
[32,33])

The above considerations clearly suggest that this molecule provides us with an
example of molecular nanomagnetism obtained by a bottom-up assembly process.
Indeed it can be synthesised directly in the labs using the appropriate metal ions and
carboxylate ligands. However the mutual relationships existing within the cluster
of spins promote a top-down induced physical behaviour. Indeed, this compound
shows the classical properties of magnetization hysteresis and combined with
quantum properties like quantum tunneling of the magnetization through the energy
barrier induced by the huge anisotropy. The key point is that the observed slow
relaxation behaviour is due to its peculiar molecular properties. In this sense the
SMMs are fundamentally different from classic bulk magnets, whose properties
are due to long-range cooperative effects between the paramagnetic centres in the
condensed phase [33–35].

The most relevant property of these compounds arises from the fact that their
magnetization cannot undergo thermally activated relaxation processes at cryogenic
temperatures because of a huge free energy barrier induced by anisotropy. However,
in these conditions a temperature-independent relaxation process is detected and,
therefore, it is a reasonable assumption that fluctuations induce a tunnelling process
[32]. Indeed low temperature experiments clearly demonstrate the existence of
quantum mechanical tunnelling of magnetization. In an applied magnetic field the
magnetization shows hysteresis loop with a distinct staircase structure: the steps
occur at values of the applied field where the energies of different collective spin
states of the manganese cluster coincide (Fig. 2.4).

At these special values of the field relaxation from one spin state to another is
enhanced. However at intermediate values of the field relaxation occurs presumably
by coupling with the environment through a quantum decoherence mechanism as
observed above for redox isomers (Figs. 2.5 and 2.6).

The relaxation dynamics are those of a non-adiabatic mechanism but, more
important, at this stage they can be clearly interpreted in terms of a quantum me-
chanical model, thus supporting the existence of a magnetic field-induced separation
between the ground state S D 10 energy levels. The problem is that the energies of
the transitions are relatively small, of the same order of magnitude as those of the
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Fig. 2.5 Relaxation times at 2.1 K versus H for a single crystal of Mn12O12(O2CR)16(H2O)4. The
inset shows that the relaxation time drops plotted against temperature in a log-log scale for several
applied fields (From ref. [32,33])

Fig. 2.6 Proposed H
dependent relaxation
mechanism of
Mn12O12(O2CR)16(H2O)4
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lattice phonons. In interpreting the experimental data, it is not possible, therefore,
to neglect the thermal environment and hence quantum fluctuations are usually
associated with a multi-phonon non-adiabatic relaxation mechanism involving
a dissipative environment. Again we can describe this intrinsic thermodynamic
irreversibility in terms of quantum de-coherence and the cluster and its environment
must be described again as coevolving systems.

The observed phenomenology in my opinion emphasizes the nature of our
knowledge about a quantum object. The above data show that this object cannot be
properly described in its pure state, but even if quantum properties clearly show up
from the observed relaxation behaviour, it cannot be separated from its environment.
Therefore a proper description must involve the quantum object and its environment
linked by their mutual relationships. The quantum system is not isolated, but belongs
to a network and its properties are influenced by this membership. In this sense,
the measurements concern the emergent properties of the system constituted by the
quantum object and its environment and not those of the pure quantum subsystem
(object) alone.

Therefore the problem concerns the correctness of the scientific definition of the
system under investigation with the aim of formulating a correct representation of
the system itself and exploiting some of its properties for technological purposes.
This representation cannot concern its own reality, but as we emphasised at
the beginning, the interpretation of the self-consciousness of an observer made
directly or through an artefact, e.g. a measurement apparatus. If the point is the
establishment of a boundary between a quantum object and a classical one, it should
be emphasized that this measurement cannot be direct, but always the resultant of
the interaction between the quantum object and its environment. In this sense since
a quantum object is defined when it can be described by the Schrödinger equation,
defining the evolution of the system and all its possible oncoming futures, this
measurement is precluded. Indeed the Schroedinger description predicts that the
system should be characterized by interference properties, and therefore the system
cannot be described by such an equation when the interference properties run out. In
quantum mechanics this occurs when the systems interacts with another system: the
superposition principle (i.e. the coherence) underlying the quantum laws no longer
holds, its violation being due to the coherence losses which are consequent to the
interaction. This phenomenon is the quantum decoherence process and defines the
transition between the quantum world and familiar classical reality.

This process can be either spontaneous, i.e. due to the interaction with the
surrounding environment of the quantum object, or voluntary, i.e. induced by an
external observer performing a measurement. In the classic Copenhagen School
the interpretation made by Von Neumann [21] a measurement is claimed to be
associated with the collapse (or reduction) of the wavefunction through a weird
clouded mechanism. As a consequence of this collapse, observation of one of the
possible values of the investigated system property is allowed. How and where this
collapse would occur is a mystery, but in quantum physics the classical systems
(the observers or their instruments) are postulated to be “collapsers”, thereby



44 A. Dei

justifying the possibility of the measurement action. It is rather unclear why the
collapse should involve the quantum object and not the observer. The usual claimed
justification lies in the consideration that observers and their instruments are huge
respecters of the quantum object, and less influenced by the uncertainty defined by
the Planck constant.

The bug is that the quantum mechanical description forces us to adopt the
view of an observer-independent system, although the observer is the author of the
description [25]. In other words quantum mechanics dictates the representation of
the absolute essence of the system, like the weird entity constituted by the Leibniz
monad. A measurement provides direct evidence for the type of information,
which can be elicited from a physical system. If this is obvious when we are
dealing with a classic object, it is less so with a quantum object. In the first
case the measurement can be made without disturbing the classic object, but for
a quantum object this cannot be made in principle. This is basic tenet of quantum
mechanics. Now the reliability of the experimental measurements furnishes the basis
for cognitive characterization of a physical system from an observer through his
self-consciousness mechanisms. It is that which allows the possibility of obtaining
coherent results from different independent observers. In principle for classical
objects they may perform their observations without mutual disturbance. Thus
reliability is a potential intrinsic property of the classical world but not for quantum
objects. Traditional quantum mechanics condemns him to perennial frustration
because of uncertainty in the systems themselves. The states of a quantum object
do not have definite existence by themselves, but they are defined by the type
of measurement affecting them. They can be thought as entanglements of both
ontological and epistemic natures. As said above, it is absolutely meaningless to
discuss a fully isolated quantum object. For this reason the interpretation of the
concept of direct measurement by the Copenhagen School is hard to justify as well
the boundary between the quantum and the classical objects.

If it is meaningless to conceive a direct measurement of a property of a quantum
object, we must conclude that, as said above, we can only reach such information
in an indirect way. The measurements we perform concern the way the quantum
system communicates with the surrounding environment. Basically this means that
our measurements retrieve the information conveyed by the quantum object to the
environment. In this interaction much information about the perfectly coherent
quantum system is destroyed by decoherence and we can measure only that associ-
ated with the so-called pointer states, which are those less affected by decoherence
processes. In other words decoherence destroys the most part of superpositions.
This is believed to occur through a super-selection mechanism induced by the
environment itself. For this reason the reliability of the information and its inherent
objectivity are defined by the degree of redundancy of the information conveyed
by the quantum system. Only the states that survive this destruction process can
be observed. Thus in contrast to the classical world, all the information about a
physical system is objective; at the quantum level the objectivity concerns only a
part, and in a certain sense becomes synonymous with “classical” which means
predictable. However, it is important to stress that they are always related to a
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quantum object. The environment provides noise in the observation and relaxation
following its perturbing role. These considerations do not shed light about the
problem of wavefunction reduction. They only point out which constitute evidence
of the reduction process. The transition from the quantum object to the classic
one is only matter of our consciousness. Following our perceptions, the outcome
occurs when the entanglement of the two interacting systems (quantum object and
environment as observer) is so large that the wavefunction is dispelled and the
quantum observables are overwhelmed by the noise. At this step, the quantum object
persists, but can no longer be quantified. Finally it is worth mentioning that the
selection mechanism involves a structured correlation between the two systems.
For this reason Zűrek defines this process “quantum Darwinism” [24,25], a term
borrowed from its similarity with the evolutionary hypothesis. I want to mention
here the close relation of this approach with the one believed to be operative in
the evolution of our consciousness. Here it is rather clear that the correct approach
predicts a well defined separation between the domain of the real objects and the
information the living organism may detect. In the same way we may conclude that
the scientific approach is determined by the world where the observer lives. For
this reason science constitutes a cognitive domain determined by the ontology of
the observation and by the operational coherence of the observers. Progress can be
made if a network of relationships is operative and affects the self-consciousness
of the observers. But it should be remembered that self-consciousness works again
following the quantum principles: thus according to the science of complexity, any
correlation is a registration, any quantum state is a record of some other quantum
state.

2.6 Conclusions

In our life as researchers we are used to seek a reduction of the physical world
to a one dimensional form looking for a situation where it is rather easy to
draw a conclusion or to adopt a decision. However, there is no doubt that the
adoption of more than one perspective may considerably improve our views about
our activity. This is because, as we have mentioned above, it is not possible to
define a phenomenology addressed to the isolation of the perceptions from the
governing principles of the rationality. In the same way the Heraclitus statement
“The way up and the way down are one and the same” to be interpreted as a
conception of order of the physical world, could also be assumed to mean the
adoption of an alternative view. The upward and downward causalities which are
the central pillars of the science of complexity may improve the comprehension of
a chemical emergent context and sometimes to privilege the relationships versus
the quantitative properties may provide a different panorama. In my opinion, the
basic starting point remains the subjectivity of the cognitive process following the
intrinsic selection of the external inputs made by the observer according to his
personal history and this determines the selection of the observer’s decisions and
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actions. It is always worth reminding one that the eagle and the worm have different
perspectives of the world and can give different answers in estimating the perimeter
of the same island.
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Chapter 3
Complexity in Molecular Magnetism

Dante Gatteschi and Lapo Bogani

Abstract We present a perspective of the status of molecular magnetism and
highlight its potentiality in the study of complex systems. The trend in MM during
the last few years has been initially from simple to complex behaviour, followed
by a change of direction, giving more attention to simpler systems: from 3D to
0D, 1D, 2D systems. However structural simplicity does not necessarily imply a
simplification of the properties. Moreover this trend allowed better understanding
the properties of isolated constituent units. Analysis indicates that this field of
chemical and physical sciences will continue to develop.

3.1 Introduction

The theme of the workshop (and of this book) is certainly a very complex
one. In fact the mother-of-all-knowledge, Wikipedia, allows at least 35 different
definitions for complexity. Furthermore the definition of complexity is much more
complex than just saying “something with many parts in intricate relation”. The
operative definition we will adopt is: “complexity must be situated in between order
and disorder: complex systems are neither regular and predictable (like the rigid
frozen arrangement of molecules in a crystal) nor random and chaotic (like the
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ever-changing movement of molecules in a gas). They exhibit a mixture of both
dimensions, being roughly predictable in some aspects, surprising and unpredictable
in others” [1].

While mathematics and physics find their ancestry in the crystal-clear,
“apollinean” bright logics of Greek geometry, Chemistry is the progeny of the dirty,
dark, “dionisiac”, mysteriously magical alchemy. It is born out of the struggle with
mud, unresolved mixtures, impure reactants and inexplicable or unwanted products,
not from carefully worded definitions and axioms, point-like objects or geometrical
trajectories. This dark, lowly origin has much to do with complexity, and with
the chemist’s constant struggle to direct and understand the unruly behaviour of
matter and substances. The product of this fight is a science in which empirical
observation and laboratory trials are still the main approach to synthetic problems,
with an overall little room left for theoretical predictions. In fact being able to
model even basic reactions or the effect of simple drugs is still a major challenge
in today’s theoretical Chemistry. The chemist’s (or alchemist’s) constant struggle
with complexity has left an indelible mark upon the discipline, as plainly shown
even by a superficial lexical analysis of a chemist’s vocabulary. Chemists talk of
activated-complexes, of complexation reactions and of metal complexes, whose
initial rationalization and characterization led to the first (and up to 1973 the only)
Nobel Prize in Inorganic Chemistry. Werner’s work made what was complex in
1892 no longer complex in 2000, but metal complexes do retain some features of
what is understood as complexity. They are built up from constituent units that exist
independently one from the other, but that afford new structures and new properties
when something (what we call a complexation reaction, in fact) happens and they
merge into a new identity. From this self-initiating union unique and sometimes
radically different properties emerge.

Self-assembly and emergency are indeed two of the many faces of complexity.
But complexity is something more, it does not lead to well-ordered systems, rather
to something that is neither completely ordered nor completely disordered. In the
language of Physics and Chemistry this means that we are somewhere in between
the gas and the crystal, closer to the liquid, or perhaps even more similar to an
aperiodic crystal, which is the expression used by Schrödinger when trying to
understand the physics of hereditary transmission [2]. And these features emerge
spontaneously through a process of self-organization: “the spontaneous emergence
of global structure out of local interactions. Spontaneous means that no internal or
external agent is in control of the process”.

In all cases a complex system is something that does not allow us to make
predictions (if we can make any at all) from rough models or an imprecise
knowledge of the starting conditions. Once a complex process has begun, it
will not lead to “roughly the same result” whatever the initial conditions. The
forces in play will rather direct it towards one of innumerable, extremely different
possible evolutions. To predict the final outcome is clearly difficult, and often
requires an impossibly precise knowledge of the initial conditions, as well as an
unrealistic control over the external environment. Sometimes, as we will show in
the following, even infinitely small deviations from the assumed parameters can
lead to dramatically different outcomes.
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This fact leads us closer to the likely way of thinking of Babylonian mathe-
maticians than to Euclidean geometry. To put it in Feynmann’s words [3]: “There
are two kinds of ways of looking at mathematics: the Babylonian tradition and the
Greek tradition. Euclid discovered that there was a way in which all the theorems
of geometry could be ordered from a set of axioms that were particularly simple.
The Babylonian attitude is that you know all of the various theorems and many of
the connections in between, but you have never fully realized that it could all come
up from a bunch of axioms.” In studying complexity we are left with a Babylonian
method, and not the Euclidian or Greek method, for a minimum deviation from the
ideal axiomatic conditions leads to catastrophically different outcomes.

Anyway, complexity is not just simple chaos, as the processes involved push
towards some evidently important goal. This is usually obtained by the presence
of some adaptability of the elements constituting the complex system, as in the
typical complex system that is the free-market economy, in which each individual
component tries to adapt himself to the changing conditions of his environment
so as to obtain the maximum gain. Other examples of this point emerge clearly
by considering other typical complex processes (all of which poorly understood).
Species evolve, adapting to different environments and developing new organs and
functionalities, like wings and eyes, in which each component has no meaning
and utility without the other ones. Neurons in the brain, even now struggling to
afford an idea of complexity, form complex, ever-changing patterns that, as far as
we understand, materially allow us to formulate and develop thoughts. Societies
develop niche specialized groups, social classes and highly complex moral and
ethical systems, in perennial mutation to overcome the challenges they meet. In fact,
by considering our society a complex system (hardly a bold assumption) it is easy
to recognize how each of us, as a tiny element struggles and adapts himself, altering
in the process his environment and the overall behaviour of the complex system.
With this picture in mind it will possibly be easier to recognize the symptoms of
complexity in physical and chemical systems, following these overall common traits
that link economy, sociology, biology, physics, chemistry and a number of other
disciplines.

These are the operative criteria, right or wrong as they may be, that we will use
in this Chapter, trying to find interesting examples showing the role of Chemistry
in complexity or of complexity in Chemistry. Perhaps we need also define what
Chemistry is and this is certainly a minefield in an environment with a philosophical
bent. Again we will make a bold assumption, namely that the research field that has
been developed in the Florence School of Inorganic Chemistry in the last 40 years
can provide interesting chemical examples of complex processes. The dominant
theme will be about the magnetic properties of molecules, a research field with
large overlap with those of classical solid state materials.

Indeed complex behaviour for instance is well documented in systems with
highly correlated electrons [4], like those which give rise to colossal magneto-
resistance, or high Tc superconductors, two phenomena where magnetic properties
play a key role. In general transition metal oxides provide a large variability of
properties. However the traditional approach to these systems is of the top-down
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type, i.e. starting from a bulk, massive system, and cutting it in smaller and smaller
pieces of the desired shape and size. This approach, which is the one currently used
in the miniaturization of electronic components has, to our purposes, the intrinsic
defect that we can usually design the properties of the resulting systems. A more
natural approach to observe the emergence of new properties is the bottom-up one.
A field where the bottom-up approach is that of Molecular Magnetism, MM [5–9],
which will provide us with hopefully interesting examples in the following sections.

MM is a very interdisciplinary area indeed, where chemical ingenuity is used to
design new classes of magnetic materials, which are then characterized with all sorts
of sophisticated physical techniques. The observed properties, if deemed interesting
enough, are eventually interpreted developing suitable theoretical tools that usually
make use of both classical and quantum physics. The collaboration in the field of
biomedicine is increasing and engineers are warming up their engines to start to
design novel types of devices based on new types of complex systems.

The organization of the Chapter will be the following. In Sect. 3.2 we provide
a short overview of the origin and development of MM. Section 3.3 is devoted to
Molecular Nanomagnetism, a rapidly expanding area where the bottom up approach
of MM is producing excellent results. In particular, we will mention molecules com-
prising a (large) number of interacting magnetic centers, which can be considered
as the MM equivalent of quantum dots. Among the potential developments of these
systems is that of molecular spintronics and quantum computing. Sections 3.4, 3.5
and 3.6 are devoted to one-dimensional magnets, the equivalent of quantum wires.
We will start from the discussion of a strange form of self-organization in a partially
ordered system. The interplay between superparamagnetic and spin glass behaviour
will follow. The last section devoted to 1D materials will be dedicated to the
experimental evidence of a sophisticated phase, called chiral phase. The problems
associated with Self Assembled Monolayers, SAMs, of magnetic molecules will be
the topic of Sect. 3.7. The last part will be dedicated to conclusions and perspectives.

3.2 Magnetism and Molecular Magnetism

Magnetism is a fundamental property of matter that attracted much interest from
the time of its discovery. The use of magnetism in Chemistry can be associated
with the development of Ligand Field theory, which provided key information for
relating the structure of complexes with their paramagnetic properties, which in
turn, are dictated by the number of unpaired electrons in the molecule. Researchers
measured the magnetic properties of polycrystalline powders in the assumption of
non-interacting centers: single molecule properties were measured by measuring
Avogadro numbers of centers. A sketch showing some milestones in the develop-
ment of molecular magnetism are shown in Fig. 3.1.

The first step is represented by Co(Me6tren)Br2, a five-coordinate complex,
which was an example of the possibility of successfully investigating low-symmetry
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Fig. 3.1 Time evolution from magnetochemistry to molecular magnetism and molecular
spintronics

compounds [10]. However, no great degree of complexity is to be found in
simple paramagnets. We remind that the paramagnetic properties were measured
on bulk samples with the assumption of non-interacting magnetic centers. Pure
paramagnets are the magnetic equivalent of ideal gases, which, from the beginning
of thermodynamics, constitute textbook examples of non-complex behaviour.

The birth of MM is associated to the discovery that organic compounds, which
often are electric insulators, behave, under certain conditions, as conductors. Indeed
it was an important result, and after a few years organic conductors are finally on
the market. It was not long before somebody asked himself if it might be possible
to synthesize organic magnets. The optimistic answer was “why not”, but it must be
stated that, despite some important success, the dream of room-temperature organic
magnets is far from becoming reality. In our opinion the problem is that, in order to
have a ferromagnet, it is necessary to build a 3D network of interacting centers.
Experience proved that this is very difficult to achieve using molecules. Better
results towards room temperature molecular magnets, were achieved by taking
advantage of transition metal ions, because they can easily provide the unpaired
electrons needed for the magnetic behaviour. It must be stressed that V(TCNE)2, a
room temperature ferrimagnet [11], is characterized by large structural disorder that
has hampered, despite titanic efforts, the determination of its crystal structure. Struc-
tural disorder leads to magnetic disorder, and the molecular compounds provided
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useful testing ground for various theoretical models. All these models consider some
random disorder, which is somehow an ingredient for complex behaviour.

However on moving from paramagnets to magnets the point of view had
completely changed and the interactions between centers, which were avoided in
step 1 started to be actively looked for in step 2. Ferromagnetism is a cooperative
property and the measurements are performed on bulk samples. Ordered states are
searched; these are not examples of complexity. In fact ferro- (or ferri- or antiferro-)
magnets are magnetic analogues of solids.

The weakness of molecules in giving 3D magnets becomes a strength in the
synthesis of low dimensional magnets, zero-, one-, and two-dimensional [5–9]. In
these systems complex behaviour can be observed, especially in zero- and one-
dimensional materials, as discussed in the following paragraphs.

In the last few years the interest of MM has shifted to the investigation
of individual molecules, possibly using self-assembled monolayers, SAMs and
self-assembled structures, as shown in Fig. 3.1. In a sense we started from the
investigation of individual molecules, but measuring bulk samples, and finished
by investigating individual molecules addressing them directly. Indeed a long
way, which is by no means concluded: the new field of molecular spintronics is
opening [12].

3.3 Nanomagnets and SMMs

The most exciting results in MM have been associated with synthesis of molecules
with a number of magnetic centers that can be considered as nanomagnets [8].
The first such molecule was originally reported [13] by Lis in 1980, but the first
successful attempts to interpret the puzzling magnetic properties only came a few
years later. The compound was a cluster comprising 12 manganese ions, usually
referred to as Mn12Ac, where Ac stands for acetate. The ground S D 10 state was
correctly assigned [14] and the huge easy axis type magnetic anisotropy measured.
Eventually it was discovered that the relaxation time of the magnetization becomes
extremely long at low temperature [15]: single molecule magnets, SMMs, were thus
born. Shortly after it was found that the magnetization relaxes through tunnelling at
low temperature [16,17].

The success made with SMMs prompted many laboratories to synthesize all
kinds of polynuclear compounds with a rush to increase the blocking temperature,
i.e. the temperature at which the relaxation time of the magnetization is equal to
the time scale of the measurement used. In a top down approach, as was used for
magnetic nanoparticles, this behaviour is described as superparamagnetic and the
relaxation time is expected to follow an Arrhenius law:

� D �0 exp.�=kT / (3.1)
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where £ is the relaxation time, £0 is the pre-exponential factor (the high T limit of
the relaxation), � is the barrier associated to the anisotropy of the nanoparticle, and
k the Boltzmann constant.

A similar law was obtained by using a bottom-up approach, i.e. extending [18] to
the clusters the Orbach process employed for simple paramagnets. In this simplified
model, the barrier is expected to depend on DS2, where S is the spin of the ground
state and D its zero field splitting. However it is not probable that really high TB will
be achieved because the DS2 rule is an oversimplification, and the pre-exponential
factor £0, which is poorly understood, yet has a paramount importance. We will
come back to £0 in Sect. 3.6 but here we want only to notice that in order to have £

of 100 s at room temperature DS2 must be ca. 5,000 K if £0 is 10�5 s. The longest
£0 values so far reported have been around 10�6 s.

Beyond SMMs magnetic clusters of interest to the theme of the conference and
this book are systems with antiferromagnetically coupled spins on odd member
rings. Triangular clusters of metal ions have long been known and investigated
for their interesting magnetic properties [19]. If the coupling between the spins is
antiferromagnetic and the three coupling constants are equal to each other, there is
no way to put the three spins according to an up�down scheme. For three S D ½
spins the ground state is provided by a degenerate doublet of S D ½, a quartet
state being at higher energy. The spins are said to be frustrated, because they are
under the influence of two competing equivalent interactions [20]. The main result
is that degenerate states are created, which can be rapidly changed under the effect
of external perturbation. Spin frustration is a necessary ingredient of complexity
in magnets. As all degenerate states they are prone to degeneracy lifting either by
spin-phonon or spin-orbit coupling [21]. Small variations in the coupling give rise
to large variations in the properties. This has been observed in simple triangular
clusters and in complex structures like Kagome lattices [22]. In all the above-
mentioned systems spin frustration has its basis on AF triangular arrangements.
Recently detailed studies have been performed on inorganic systems where the spins
are located on a tetrahedron (which after all has four triangular faces) [23,24]. The
system is akin to the structure of ice, an indeed it has been called spin-ice [25].
However this is not at all the only possibility and more examples will be given below.

An early example of complex structure based on frustrated triangles is shown
in Fig. 3.2. It can be described [26] as a layered compound formed by oxo-
vanadium(IV) ions, S D ½, arranged in two hexagons sandwiching a triangle of
oxovanadium(IV), V15. The AF coupling in the hexagons quenches the magneti-
zation of the external layers. At low T the system can be described magnetically
as a frustrated triangle, which in Heisenberg coupling gives two degenerate spin
doublets. The introduction of additional perturbations associated to phonon or spin
orbit coupling removes the degeneracy. Indeed it has been shown that antisymmetric
exchange, determined by spin orbit coupling, removes the degeneracy, splitting the
two lowest Kramers doublets by a few mK [27].

Two-level systems are currently under investigation as possible q-bits, i.e. bits
that exploit quantum effects [28]. One of the main problems encountered in
preparing a q-bit is decoherence, i.e. the interactions of the spin with all the
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Fig. 3.2 Structure of V15
with the scheme of the
exchange pathways involving
the 15 oxovanadium (IV),
S D ½ centers. Green, V, red,
O, brown, As (Color figure
online)

rest of the world, which tend to wash out quantum information. A possibility of
measuring quantum coherence is that of measuring Rabi oscillations [29], as first
suggested in 1937. Pulsed EPR experiments on diluted organic radicals have long
been known to observe Rabi oscillations [30]. Recently measurements on diluted
samples of V15 have evidenced that, notwithstanding unfavourable features, like
the presence of 15 vanadium nuclei, with I D 7/2, and numerous protons, quantum
coherence is maintained for a relatively long time. However the nuclear spins, which
are entangled with the electron spins, can be manipulated through suitable pulse
techniques [31].

Several other classes of magnetic molecules, including other triangular systems,
are currently been tested. It would be interesting to have larger odd member rings
to check the possibilities of observing quantum coherence, but systems like that are
exceedingly rare. Only recently some limited success has been achieved, by starting
from an antiferromagnetic eight-membered ring of chromium(III), S D 3/2 [32].
Two different types of derivatives were obtained following two different strategies.
In one case the ring was selectively substituted in such a way that a chromium(III)
is substituted by a nickel(II), S D 1, Cr7Ni [33]. In the other nonanuclear rings with
8 CrIII and one NiII , Cr8Ni, were obtained by cutting one bond and pasting in a
nickel ion [34]. The presence of a hetero ion gives two possibilities of frustration
effects in Cr8Ni, depending on the relative value of the Cr-Cr and of the Cr-M
coupling constant. If the former dominates the frustrated spin is the M one, while
in the opposite case the Cr-Cr spins will be frustrated. This behaviour is sketched
in Fig. 3.3. The ring can be compared to a spin Moebius ring, with the kink in
correspondence of the frustrated sites. In fact the position of the kink depends on
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Fig. 3.3 Possible spin frustration effects in Cr7Ni antiferromagnetic rings

the relative value of the Cr-Cr and the Cr-Ni exchange interactions. In the former
case it is expected that the kink is on Ni. Magnetic measurements yielded evidence
of a ground S D 0, the magnetic susceptibility undergoing two, rather than the usual
single, maxima. The first excited levels have S D 1. EPR spectra showed that indeed
the kink of the Moebius strip is on the Cr.

In Cr7Ni, which has a ground S D ½ state, measurements of the longitudinal,
T1, and transverse T2 relaxation times showed pretty long values which raised
excitement about the possibility of using AF clusters for QC [35].

3.4 Self Organization Among Magnetic Chains

Nitronyl nitroxides are a class of particularly versatile stable organic radicals that
can coordinate to transition metal ions with their oxygen atoms in many different
ways. Originally reported by Ullman, they have subsequently been largely used as
magnetic building blocks for many different types of magnetic materials [36,37]. A
sketch of the NITR radicals is shown in Fig. 3.4. Quite often they bind to transition
metal ions yielding one-dimensional materials according to the scheme shown in
Fig. 3.5, where the oxygen donors bind to two different metal ions. The magnetic
properties of the linear structures, Fig. 3.5a,b will be described in Sects. 3.5, 3.6,
and 3.7.

At the time of the investigation on the use of NITR radicals in MM the focus
was on the synthesis of bulk ferro- or ferri-magnets, therefore attempts were
made [38] to increase the dimensionality of the magnetic interactions, i.e. passing
from one-dimensional magnetic materials, which do not sustain long range order,
to two- and ideally three dimensional materials. Instead of using as coligands
hexafluoroacetylacetonates, which block 4 coordination sites in an octahedral
environment carboxylates were used.
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Fig. 3.4 Redox states of nitronyl nitroxides

Fig. 3.5 Possible
coordination polymers
comprising metal ions and
nitronyl nitroxide radicals

These ligands in fact changed completely the coordination environment of the
metal ions: the carboxylates bridge in a �-1,3 fashion two different Mn ions,
each Mn ion being coordinated to four different carboxylates. The coordination
octahedra are completed by the oxygen atoms of two different NO groups. However
the analytical, spectral and magnetic data show that half of the NITMe radicals
have been reduced to IMHMe, as schematized in Fig. 3.4. The latter is stable in
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Fig. 3.6 Possible types of partially ordered structures of Mn carboxylates NITR-IMHR

two tautomeric forms, with the H attached to the nitrogen in one form and to the
oxygen in the other case. The interpretation of the structure is that the NO groups
coordinated to the Mn ions can belong to a NITMe or a IMHMe ligand, statistically
(Fig. 3.5c). On the other side of the ligand there will be a NO group for the former
and a N—H for the latter as sketched in Fig. 3.6. We indicate with a red arrow a
NO and with a green one a NH group. X–ray diffraction experiments evidenced
that structural disorder is present, particularly on the side of the ligand far from
the metal ion. The manganese chains, formed through the carboxylate bridges are
therefore connected in a two dimensional structure by a network of hydrogen bonds.
The ligands stretch out of the chain, alternate ligands pointing in opposite directions.

The observed disorder does not explain how the molecules are actually orga-
nized. The most ordered, and consequently least probable, models are depicted in
Fig. 3.6a–c. a corresponds to segregation of chains, i.e. one chain is M-NITMe, the
neighbouring ones M-IMHMe, b to a regular alternation of NITMe and IMHMe on
the same chain, c to double alternation. This does not correspond to disorder, unless
different planes have different orientation. The most probable model is d, which
features complete disorder for the ligands on one chain. However it is not complete
disorder in the planes, because one chain forces the two neighbouring ones to be
half correlated with itself: it is an intermediate situation between complete disorder
and emerging correlations.

Some entropy considerations help in understanding the disorder/complexity of
the system (Prof. A. Rettori: private communication). Let us start from the case
of independent chains. Assuming that in each chain, comprising M sites, there are
50% red and 50% green arrows then the number of configurations per chain, n1, is
given by:
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and the number of configurations per N chains, nN, is simply (n1)N. If we introduce a
strong interchain interaction, which requires that if on chain i there is a green arrow
on the corresponding site on i C 1 there is a red arrow the number of configurations
per N chains becomes as shown below:
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The magnetic data show that indeed the correlations increase rapidly on de-
creasing temperature. Clearly there are too many unknowns to extract meaningful
quantities from the data. However the model d allows for some considerations. The
possible exchange interactions can be guessed as follows for the in-chain interac-
tions: Mn-NITMe, J, should be antiferromagnetic of the order of 102 cm�1: Mn-Mn
through a IMHMe, J’, should be weakly AF, order 100 cm�1. For the interactions
between chains they are mainly determined by radical-radical interactions, J” of
the order 100–101 cm�1. If these assumptions are correct it is possible to estimate
the magnetic properties by considering the statistical occupation of the NITMe and
IMHMe molecules. In such a case the magnetic data should correspond to the sum
of a Mn-radical chain plus that of a Mn-Mn chain. Attempts to use this model were
unsuccessful.

3.5 Single Chain Magnets: Superparamagnetic vs Spin Glass

An obvious extension of SMMs, also in the perspective of increasing the blocking
temperatures, is provided by one-dimensional materials. In fact it was discovered
that a chain of alternating cobalt(II) and NITR radicals gives rise to slow relaxation
of the magnetization and magnetic hysteresis of molecular origin [39]. These
systems were called single chain magnets, SCMs, by analogy to SMMs [40]. The
common features between the two classes of compounds are essentially the need
of an easy axis type, Ising, anisotropy and of exceedingly small inter-molecular
interactions [41,42]. The interpretation of their magnetic behaviour was based on
a model originally developed by Glauber [43] in the 1960s for one dimensional
Ising ferromagnets. The Ising anisotropy is brought about by cobalt(II) ions. The
Glauber model starts from flipping one spin, as shown in Fig. 3.7, which can be
performed only breaking two bonds, thus paying the corresponding energy cost of
4 J, the Ising coupling constant. The relaxation time of the magnetization £ follows
the same equation (1) worked out for SMMs. The barrier � is equal to 4 J. The
interesting result is that the relaxation of the magnetization follows an exponential
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Fig. 3.7 One dimensional
M-NITR chain in the
presence of defects

dependence on an energy barrier as observed in SMMs. In principle the barrier can
be much higher in SCMs as compared to SMMs, providing opportunities for high
TB systems. In fact in SMMs the barrier is determined by the zero field splitting
effect, and rarely exceeds 10 K for individual ions while coupling constants are on
the order of 102 K.

The above considerations are very basic ones. In fact additional mechanisms
have been taken into consideration, which have given more physical insight in the
SCM mechanism. Beyond considering ideal systems it is necessary to take into
account real systems with their defects and impurity sites. In fact one key feature
of one-dimensional magnets is a strong dependence on the presence of impurities,
which break the only available interaction path along the chain. The meaning of
these words is easily grasped looking at Fig. 3.7. Each center is connected to two
neighbouring centers; if a site is defective, for instance it hosts a diamagnetic
impurity, the coupling between its left and right neighbours is destroyed. This
would not be the case in a 2D or 3D system, where it would be possible to re-
establish the interaction bypassing the defective site. Real SCMs, therefore cannot
be schematized as infinite chains but, rather, should be viewed as a collection
of independent segments of different lengths [41,42,44–46]. The segments are
delimited by two defective sites. The presence of defects could be an essential
point in quenching the divergence of the spin correlation length and, consequently,
suppressing three-dimensional ordering thus facilitating the possibility of observing
SCM behavior. In fact, in an ideal chain with Ising coupling, the spin correlation
length increases exponentially with decreasing T, and even very weak inter-chain
interactions, like the dipolar ones, should determine the crossover to 3D magnetic
order and wipe out the SCM phase.

By taking into account the role of defects, two main dynamical regimes can then
be individuated [45]. In the high temperature regime, in which the average length
NL of the segments is much longer than the spin correlation length, �, the dynamics
is governed by the formation of excitations inside the chains with the same energy
cost 4 J of the infinite system and the single relaxation time predicted is �1 D
�0 exp.�4J=kBT /. When NL is shorter than �, at lower temperature, the dynamics
is dominated by spin flips at the end points, which have a halved energy cost 2 J.
The excitation can then propagate along the chain at no energy cost and, following
a random walk path, can then reach the other end of the segment with probability
1=L�1. It can be shown using statistical arguments [47–50] that the relaxation time
�L of a segment of L spins now depends on the segment length:

�L D L�0 exp.�2J=kBT / (3.4)
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In many cases the relaxation of the magnetization is found to depend exponen-
tially on the barrier but the pre-exponential factor £0 was orders of magnitude shorter
than observed in SMM. This behaviour is generally attributed to a transition to a spin
glass-like state, SGL.

SGL systems are undoubtedly good examples of complexity [51]. They appear
when two fundamental ingredients are present in the magnetic system: disorder
and frustration. The first ingredient is evidently common in all complex systems,
and can arise here from either structural disorder (e.g. randomly defective atomic
sites, randomly placed magnetic object in a diamagnetic matrix) or from other
physical parameters (e.g. randomly oriented magnetic axes, magnetic nanoobjects
of random size). The presence of several degenerate states leads to several possible
configurations of the system. It is clear that, having many degrees of freedom the
system, when subjected to a stimulus, can respond following a number of different
paths, in a very complex way. Overall the final result will be roughly the same, but
each time the process is repeated a very different path will be followed. Depending
on how lucky we are, reaching this exit can take a relatively short or an enormously
long time. At low temperatures SGL systems can take such long times to arrive at
the final state (i.e. the exith) that we can sometimes follow their journey. Below a
certain temperature, anyway, the system will invariably completely loose itself in
the labyrinth of its possible configurations and will never reach the exit. In physical
terms it undergoes a transition to a disordered, frozen state of the magnetization.
It thus shows an hysteresis cycle without ordering in a three dimensional (3D)
magnetic structure [51]. Above the frozen magnetization state, a distribution of
relaxation times G(�) is to be expected [52]. in agreement with the two requirements
of the simultaneous presence of randomness and frustration G(�) is roughly gaussian
and narrow just above the freezing temperature, and enormously broadens and
often changes shape on lowering the temperature [52, 53]. This is connected to
the fact that interparticle (or intercluster) competing interactions are also necessary
to have a number of degenerate thermodynamic states with different microscopic
configurations, one of the key features of SGs. Such interactions often vary with the
degree of freezing of the system and thus give different contributions to the blocking
of the magnetization. In particular, on lowering the temperature, an increasing
number of spins of the system become blocked and different interactions (long-
range ones in particular) become more efficient, thus broadening the spectrum of
relaxation times. The presence of G(�) is a necessary ingredient of this phenomenon,
due to the simultaneous presence of both frustration and disorder, and it is thus said
to have an intrinsic character.

The presence of impurities and defects that break the chains of a SCM system
into non-interacting segments can give rise to a distribution of relaxation times
G(�), which is connected to the distribution of lengths (or polydispersity) of the
segments, D(L). Such a distribution affects the slow dynamics of the system but is
not a necessary ingredient to it and, thus, is said to have an extrinsic character [52]. If
the non-magnetic breaks are randomly distributed inside the magnetic chains, as can
be assumed for crystalline defects or inserted diamagnetic impurities, the function
D(L) can be derived [54] and, normalized, takes the form:
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D.L/ D Œln.1 � c/	2.1 � c/L�1L (3.5)

where c is the concentration of defects inside the chain and L is the length of the
segment.

In SCMs the shape of G(�) depends only on the geometrical length of the chains
and remains the same on decreasing the temperature, with only a peak shift to higher
� values due to the activated process. On the contrary the SG distributions become
evidently broader at low temperatures and, if no assumptions are made, can possibly
change shape [53]. As a consequence the Arrhenius law describes a physically
meaningful mechanism for SCMs, as it reflects the shift of the median of G(�),
together with the whole distribution, to higher relaxation times [52,53]. The energy
barrier is then directly linked to the exchange constant J and the intercept �0 must
then typically be of the order of 10�13–10�10 s, a plausible value for the single spin
flip time, or longer. In SGs, on the contrary, the Arrhenius law has no direct physical
meaning, as already pointed out [50–54], for it follows the shift of the median
value of a spreading distribution. As a consequence it often (but not always) affords
unphysically fast �0 values [52]. Sometimes, depending on the spreading of the
distribution in exam, one does not even obtain a straight line, but a curved one [52].

The link between SGL systems and SCMs can appear by creating systems whose
chains weakly interact with a different sign than the intrachain interactions. In
this case the competing interactions of the intra and interchain coupling, together
with the naturally occurring disorder of the impurities of the chains, create the
two fundamental conditions to observe SGL behaviour. It is interesting to note,
anyway, that by using molecular materials it is possible to tune, to some extent,
the ratio between the intra and interchain couplings, leading to different behaviours
in structurally very similar compounds.

It is now interesting to note how some common traits defining a complex system
lead to amazing similarities among very different systems, indicating a common way
of treating them even when we are in presence of completely different disciplines.
For examples Glauber dynamics, used to model the behaviour of SCMs [43], is
also used to interpret social dynamics like those of a classroom, or the changing
of opinions before elections [55]. In these cases the magnetic centers are indi-
viduals, the “up/down” spin states are transformed into “favourable/unfavourable”
or “happy/unhappy” states and the magnetic interactions are considered as the
persuasion capability of people within reach of each individual. These models can
effectively predict with good approximation for situations where communication
between the individuals is somewhat limited, like the spreading of an exact solution
to a problem in a classroom during an examination, or the changing mood of a line
of betters. By the way more sophisticated models, in which the true complexity of
social networks is taken into account, are needed to model social groups. When these
models are used a big step further can be made, and some comprehension can be
gained on many systems. In this context SGL materials have astonishing similarities
to neural and social networks and their physics is increasingly used to study these
very different subjects. In fact it has been shown that a SGL system can be used to
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store memories of previous events, and can evolve in its manifold energy landscape
so as to accommodate more or change the existing ones. Analogously, societies
seem to posses some form of intrinsic “memory” that renders them more prone or
impermeable to occurring events. The main point of contact between these systems
is that they all intrinsically posses some form of randomness in the connectivity
network. And, by better looking, we can realize that, while random connections
are made among their constituent units, there is a common feature that rules the
overall behaviour: each of the constituent units are not spatially limited in their
connections. They can connect to very different points, even far away, and do not
possess a predetermined number of connections, like in usual crystalline systems.
While one atom in a crystal will always interact with the same neighbouring atoms,
in these networks, which are called “scale-free” networks, this is not true anymore.
In this case the number of connections a single node has to other nodes can vary
of orders of magnitude, and is provided by a power law. The fraction P(k) of nodes
in the network having k connections to other nodes goes (for large k values) as
P(k) � k�
 , where 
 is a constant whose value is typically in the range 2 < ” < 3.
This leads to the fact that a few nodes, called “hubs”, have a very large number
of connections, and thus dominate the functioning of the system. The power law
distribution highly influences the network topology. It turns out that the major hubs
are closely followed by smaller ones. These ones, in turn, are followed by other
nodes with an even smaller degree and so on. This hierarchy allows for a fault
tolerant behavior. Since failures occur at random and the vast majority of nodes
are those with small degree, the likelihood that a hub would be affected is almost
negligible. Even if such event occurs, the network will not lose its connectedness,
which is guaranteed by the remaining hubs. Recent results seem to indicate that
such networks are indeed present in social interactions and neuronal systems,
establishing an interesting point of contact between sociology and biomedicine. This
has in turn led to the theoretical study of SGL dynamics in scale-free networks of
interconnections. While the obtained theoretical results are promising, it is clear that
an experimental system could be even more interesting. Anyway standard magnetic
materials are crystalline and cannot produce the kind of interconnections needed
in a scale-free network. In this area it is clear that possible advances, if they can
be made, will come from the domain of molecular magnetism, where molecular
structures and organic ligands can afford a larger number of interconnections, once
again showing their potentiality in the study of complex systems.

3.6 Chiral Transitions

Chirality, i.e. the handedness of properties has long been investigated both theoret-
ically and with many different types of experimental approaches. In fact chirality
is present in many different phenomena starting from elementary particles up to
biological systems. A basic form of chirality is helicity: a simple example is
represented by a spiral staircase, another by DNA. Helicity has long been observed
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in magnets. Some rare earth metals in the ordered phase are characterized by
helical structures which originates from competing interactions. A simpler class of
helimagnets is provided by one dimensional materials, and MM has provided quite a
few examples. An open problem in one-dimensional helimagnets is the mechanism
of transition from the fully disordered paramagnetic phase to the ordered helices.
The question is if there are only two phases possible, or if an intermediate phase,
in which some symmetry breaking is possible. Before showing that indeed a chiral
intermediate phase is possible let me make a short detour.

In the last few years there has been an increasing attention devoted to the
investigation of the properties of magnetic systems containing ingredients which
had long be neglected. One of these ingredients, rare earth ions, initially was not
added to the recipes of magnetic materials on the assumption of giving rise to weak
magnetic coupling. The issues were not wrong, and at the beginning of the MM saga
people were not thinking so intensively as they are doing now in terms of magnetic
anisotropy. When SMM showed how deeply the magnetic properties of a system can
be influenced by the presence of anisotropic ions, rare earths were re-discovered to
be tasty additives [56–58]. New types of SMM and SCM were reported in which
4f electrons were coupled to 2s and 2p orbitals of organic radicals or to d orbitals
of transition metal ions. The approach was successful and some new types of SCM
were obtained [41, 42]. However, rather unpredictably the most important results
were obtained by using gadolinium(III) together with NITR radicals [59].

Gadolinium(III), with seven unpaired electrons has very low anisotropy, there-
fore it is not suitable to give rise to SCMs, especially when the other magnetic
building block is as isotropic as a NITR radical. However in early experiments it was
found that ¦T at room temperature is close to the value expected for weakly coupled
gadolinium(III), S D 7/2 and radical, S D ½. Assuming not interacting spins, ¦T
should be a constant, while switching on nearest neighbour, NN, interactions, ¦T
should diverge at low temperature either in a ferro- or ferri-magnetic behaviour. It
was assumed that beyond NN interactions also next nearest neighbour, NNN, inter-
actions must be included. In fact the NNN interactions determine spin frustration,
which is synonymous with complex behaviour. In fact the simple spin-up-spin-down
description does not work any more, the low-lying levels are largely degenerate, and
small perturbations dramatically affect the ground state. A simplified description of
the spin orientations, using an Ising type approximation, are depicted in Fig. 3.8a
which correspond to a compromise state with two spins up and two spin down.
A more realistic view of the spins in the chain is shown in Fig. 3.8b.

The need to introduce NNN interactions is not limited to GdNITR chains,
but has recently been observed in other systems, among which we can take into
consideration LiCu2O2 [60]. One metal ion is copper(I) and the other is copper(II)
with segregated valences. The copper(II) centers form two leg triangular ladders,
similar to those shown in Fig. 3.8a. A magnetic phase transition is observed at 25 K
below which neutron diffraction evidenced an incommensurate antiferromagnetic
order. The NN interaction is ferromagnetic, while the NNN are antiferromagnetic
and dominant.
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Fig. 3.8 Spin orientation in GdNITR chains with Next-Nearest-Neighbor interactions. a Ising
limit. b XY limit

In GdNITR it was not possible to perform neutron experiments, but low
temperature specific heat measurements showed the presence of two order–disorder
transitions at 1.88 and 2.19 K, respectively [61]. Surprisingly the �SR (muon
spin resonance) and magnetization measurements provided evidence only of the
lower temperature transition. The observed behaviour depends on the fact that the
different techniques monitor different types of electron spin correlation functions.
The correlation functions indicate the probability that if spin say k has ms D ½ at
t D 0 spin j has spin ½ at time t. They give information on how much the spins feel
each other. The description of the spin dynamics requires the correlation between
four spins. In the �SR experiment the four-spin correlation function can be treated
as the product of two two-spin correlation functions, one involving the muon and
the other the electron spin. Two-spin correlation functions are also involved in
magnetization experiments, while specific heat measurements are sensitive to both
four- and two-spin correlation functions. Therefore the experimental results show
that the lower T transition is a regular magnetic transition, while the upper T is of
different type.

The lower transition corresponds to the long range helical order in which all
the helices are either right handed or left handed, with constant pitch, as shown in
Fig. 3.9b. The corresponding phase can be named a helical spin solid phase. Solid
is here used only as an analogy to indicate a completely ordered state. The high
temperature phase on the other hand, the paramagnetic phase, corresponds to a gas,
with only local order. The third phase is the complex phase, where all the spins form
either right or left helices, and in a domain only helices of one sign are present [62].
However the pitch is not regular as shown in Fig. 3.9a. The intermediate phase,
the chiral phase, can be considered as a helical spin liquid. The chiral phase has
rotational invariance, but not translational invariance. It is like if a drunk mason must
build a spiral staircase and makes all different steps, although of course in going
from one step to the other he has to bend in the same sense. This phase had long
been suggested by Villain, but no real example had been found. As the temperature
is lowered the correlation length between the spins increases, and eventually it
diverges when all the spins point towards their equilibrium position. The growth
of the correlation length is determined by the exchange interaction and scales with a
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Fig. 3.9 Helical structure of
the spins in GdNITR chains:
“a” is for chiral, and “b” is
for helical

power law. Anyway there is another correlation length to be taken into consideration
though, that of chirality, which diverges exponentially at low temperature.

It is this difference in the temperature dependence of the behaviour that allows the
existence of the intermediate chiral phase where translational symmetry is broken
but rotational symmetry is conserved.

3.7 (Self) Organizing Magnetic Molecules

As shown in Fig. 3.1, the current trend in MM is that of addressing individual
molecules. The new opportunities provided by techniques like SPM (Scanning
Probe Microscopies) and TEM (Tunnelling Electron Microscopy), which have
reached atomic resolution, afford the development of new concepts and devices. One
of the buzzwords which is currently used to resume for the researchers and for the
general public the potential future developments, ready to change our everyday life,
is that of molecular spintronics [12]. Spintronics itself was officially born in 1989
when Fert [63] and Grunberg [64] discovered that a magnetic multilayer shows an
extremely high field dependence of the electric resistance. Magnetoresistance was
by no means new, having been discovered by W. Thomson, Lord Kelvin in 1857. To
quote his words: “I found that iron, when subjected to a magnetic force, acquires
an increase of resistance to the conduction of electricity along, and a diminution of
resistance to the conduction of electricity across, the lines of magnetization”. It took
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Fig. 3.10 Two schemes for organizing magnetic molecules on surfaces. Left prefunctionalized
molecule; right prefunctionalized surface

some time to understand the physical origin of the phenomenon, i.e. the interaction
of the electron spin with the magnetic moment of the layers. What had changed
was the possibility to exploit the rapidly developing nanotechnologies to design
and implement new types of devices. In fact after Giant Magnetic Resistance many
other related research areas were explored, Chemical aspects of spintronics were
recently reviewed [65]. Among the systems which are closer to be implemented are
biosensors based on GMR which are full of promises, because they are sensitive,
can be integrated on a large scale in lab-on-a-chip systems.

Again somebody asked: “why not to try to dream of revolutionary devices
where transport is performed through one single molecule? We could then start
using quantum phenomena to influence our current!” If spintronics is the ability
of injecting, manipulating and detecting electron spins into solid-state systems
molecular spintronics is about spin polarized currents carried through molecules.
Among the possible molecules it is tempting to use SMMs or, more generally,
magnetic molecules.

The organization of magnetic molecules is a prerequisite to molecular spintron-
ics. There are several different techniques that can be used, based on physical,
chemical and self-assembly methods. Early attempts used Langmuir Blodgett films
[66], while recently the deposition on various substrates has been more diffusely
employed [67–69]. Among the substrates conducting thin films of non-magnetic
(gold, silicon, graphite), or magnetic (cobalt, nickel) [70] materials have been
preferentially used. It will be difficult in any case then to be sure of what is the
result, and if the target molecules are indeed conserved after the treatment made to
organize them.

Not unexpectedly many efforts have been made to organize Mn12 SMM. Two
different strategies have been developed, depicted in Fig. 3.10.

In order to organize molecules on a gold surface it is possible to prepare a
derivative of the molecule with a functional group containing sulphur, which should
interact covalently with the surface anchoring the molecule. In terms of strength
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of Au-S bond it would be preferable a thiol but this creates problems with the
Mn1 core which comprises MnIII and MnIV which are sensitive to redox agents.
A thioether group is safer but the bond energy is much smaller than for a thiol (ca.
60 vs 120 kJ mol�1). Several thioether containing carboxylates were tested, taking
advantage of the lability of the acetate ligands in Mn12Ac, and self assembled
submonolayers were obtained [67]. The first tests were performed using STM,
which showed objects of the right size to be compatible with Mn12 clusters. Another
approach which was used [68] on silicon followed a different strategy. The surface
was preliminarily treated with docking molecules capable of reacting with the
surface of Si. The self assembled monolayer so formed contains carboxylate groups
which are then reacted with Mn12 clusters.

It is apparent that a topographic check of the structure of the Mn12 clusters
is not sufficient to make sure that the molecules are intact. XPS and ToF-SIMS
provided further evidence, but not yet enough. A serious check of the deposited
molecules should come from direct measurement of the magnetic properties. Direct
magnetometry measurements are ruled out by the small quantity of magnetic mate-
rial which is present in the monolayers, but XMCD, using synchrotron radiation,
provided the answer. XMCD measures the different absorption of right and left
circularly polarized light, which is due to the magnetization of the sample. The
measurements are made at wavelengths that discriminate the various atoms present,
and they are further sensitive to the oxidation state. XMCD spectra, gave two types
of findings, one good news, one not good. The good news is that the technique is
strong enough to measure the magnetization of the sample, the bad news is that
the sample contains sizeable quantities of MnII in addition to the expected MnIII

and MnIV.
The story does not end here. Many efforts were made to avoid partial reduction

of Mn12, but it was impossible to reproduce the magnetization (and in particular the
magnetic hysteresis) of the bulk. We concluded that Mn12 clusters are intrinsically
labile also due to the interactions with the substrate. All the features that make
Mn12 prone to sensitivity to the environment, like mixed valence and Jahn-Teller
distortions, which give the exciting properties of the bulk, wipe out on surfaces.

3.8 Conclusions

This Chapter had two goals, showing the present status of MM and highlighting its
potentiality in the study of complex systems, possibly providing some examples
where some sort of complex behaviour is operative. The trend in MM during
the last few years has been initially from simple to complex behaviour, as we
tried to show in this work. Then there was a change of direction, giving more
attention to simpler systems: from 3D to 0D, 1D, 2D. However structural simplicity
does not necessarily imply a simplification of the properties. Moreover this trend
allowed better understanding the properties of isolated constituent units. With this
understanding it has then been possible to better comprehend their individual role
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in more complex networks, where some form of interaction is present. Chemically
this has also allowed introducing another typical ingredient of complexity, i.e. self-
assembly. The last step on this road is now towards single molecule addressing. It
may seem the final frontier of simplicity, but it is not the case. Even if we learn to
address single molecules, they are never isolated from the environment, as shown
by the attempts to develop quantum computing. Only from observation of single
molecules can we then start tuning and rationalizing all the complex links of a single
magnetic center with all that surrounds it.

The field will continue to develop because it has developed a critical mass of
researchers, mainly chemists and physicists. Now that some seminal work has
sparkled interest in the subject, more work will be done, in an positive-feedback
mechanism that is quite typical of complex phenomena. In this and several other
aspects the researcher’s community behaves in a complex way, switching to new
fields and establishing new connections while trying to adapt to ever-changing
challenges. In this sense, even the study of complexity is subject to a complex
behaviour, and while MM has remained relatively isolated this far more has to come
from the interaction with biologists, physicians, engineers, etc.. Maybe another story
of complexity, to be studied by future generations.
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Chapter 4
Rational Design of Single-Molecule Magnets

Thorsten Glaser

Abstract Single-molecule magnets possess a superior property in comparison
to other polynuclear but only paramagnetic transition metal complexes: single-
molecule magnets can be magnetized and they remain magnetized, even in the
absence of an external magnetic field. They exhibit a hysteresis in the magnetization
in analogy to the well-established solid-state magnets. Due to these promising
properties, single-molecule magnets have attracted a great deal of research. How-
ever, the key property, the blocking temperature, has not been increased since the
discovery of the first single-molecule magnet Mn12. A reason for this failure may
be found in the prevalence of serendipitous approaches to new single-molecule
magnets: metal ions and small ligands are reacted in the hope to obtain a new single-
molecule magnet. The massive characterization of Mn12 has shed light on necessary
requirements for a polynuclear transition metal complex to behave as a single-
molecule magnet. Besides the usually accepted two requirements (i.e. a high spin
ground state and a magnetic anisotropy), a control of the molecular topology seems
to be highly demanded. In order to reduce the tunneling through the anisotropy
barrier, the rhombicity of the spin ground state should be close to zero. This requires
at least a molecular C3 symmetry. Additionally, the overall metal ion arrangement
should be lower than a cubic. Otherwise, the local magnetic anisotropies cancel
each other by projecting onto the spin ground state. We have performed a ligand
design in accordance to the above given requirements, which will be presented
here. The triplesalen ligand combines the phloroglucinol bridging unit for high
spin ground state and a salen like coordination environment for local magnetic
anisotropies. In addition, this ligand is C3 symmetric and imposes a C3 symmetry on
its complexes. The first example of a rationally designed single-molecule magnet,
Mn6Cr3C, will be described in some detail.
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4.1 Introduction to Molecule-Based Magnetic Materials

The design and synthesis of molecule-based magnets has attracted considerable
interest over the past two decades. The synthetic efforts have focused on the assem-
bly of molecular building blocks to form supramolecular magnetic materials [1–5].
The discovery of [Cp*2Fe]C[TCNE]�, (1, Cp* D pentamethylcyclopentadienyl,
TCNE D tetracyanoethylene) in 1985, a compound comprised of molecular building
blocks, which exhibits a spontaneous long-range ferromagnetic order at 4.8 K [6–8]
started the field of molecule-based magnets. It is important to differentiate between
the field of molecular magnetism in general and molecule-based magnets in specific.
The quite mature field of molecular magnetism deals with the properties of mononu-
clear or polynuclear transition metal complexes [9]. In the latter, a strong focus is
on the exchange interaction between the paramagnetic centers in the polynuclear
complexes. Despite these intramolecular interactions there are only very weak in-
termolecular interactions between the molecules and therefore the bulk samples are
only paramagnetic; they exhibit no magnetization without an applied magnetic field.
Compounds that are synthesized from molecular building blocks under the typical
mild reaction conditions of molecular chemistry but which exhibit a hysteresis in the
magnetization and which remain a magnetization at zero external fields are magnets
in analogy to solid-state magnets and are termed molecule-based magnets.

Since the discovery of the fascinating properties of 1, a number of molecule-
based magnets have been reported showing long-range ordering below a critical
temperature (Curie temperature, Tc) [1–3,9–11]. Several compounds were
reported with Tc’s exceeding room temperature: V(TCNE)x�y(CH2Cl2) (2) is
a non-crystalline non-stoichiometric compound with an estimated Tc � 400 K
[12,13] and V0.42

IIV0.58
III[CrIII(CN)6]0.86 is a non-stoichiometric compound with

Tc D 315 K [14].
The existing molecule-based magnets can be roughly divided into four main

categories:

1. Compounds based on metallocenes and/or polycyanoradical anions

The structure of 1 consists of chains of alternating [Cp*2Fe]C and [TCNE]�units
both having a S D 1/2 ground state. The intra-chain interaction is ferromagnetic
with J D 13 cm�1 (H D �2 JS1S2) [8]. Below 4.8 K, a weak coupling between the
chains leads to the observed spontaneous magnetization. The origin of the intra-
chain interaction is still a matter of controversy and a charge transfer and a spin-
polarization mechanism are discussed [15–17]. A stronger exchange interaction
(J D 53 cm�1) is determined for 2 leading to the much higher Tc [18]. Numerous
variations of the cyclopentadienyl ligand, the metal ion, and the tetracyanoradical
anion were reported in the literature [18–20].

2. Cyanide-bridged compounds based on Prussian blue

There exist a large number of 3-dimensional cyanide-bridged compounds of
the general composition Mx

A[MB(CN)6]Y with close structural analogy to the
archetype Prussian blue, Fe4

III[FeII(CN)6]3, with varying metal centers and
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Fig. 4.1 Energy Level diagram for a S D 10 spin system with a negative zero-field splitting
parameter D. Note that the drawing in form of potential wells is only to guide the eyes. The
x-axis has no physical meaning

stoichiometries [21–26]. The strong interactions between the spin centers in three
dimensions lead to high Tc’s. Most of these compounds are non-stoichiometric
which yield mixed-valence systems. Cr1.29

II[Cr1.14
III(CN)6] can be electrochem-

ically switched between a paramagnetic and a ferrimagnetic phase [27] and
K0.2Co1.4[Fe(CN)6]•6.9H2O is reported to be a photomagnetic switch in which
light-induced electron transfer between FeII l.s./CoIII l.s. and FeIII l.s./CoII h.s.
leads to a change in Tc and the saturation magnetization [28, 29].

3. 1-Dimensional systems and their 2- and 3-dimensional extensions

The archetypes of 1-dimensional chain compounds synthesized from
molecular building blocks are [MnII(OH2)CuII(pba)(OH2)]•2H2O (3, pba D 1,3-
propylenbisoximato) und [MnIICuII(pbaOH)(H2O)3]•3H2O (4, pbaOH D 2-
Hydroxo-1,3-propylenbisoximato). The ferrimagnetically coupled chains
order due to weak antiferromagnetic inter-chain interactions in 3 and weak
ferromagnetic inter-chain interactions in 4 at 2.4 and 4.6 K, respectively [9,
30–32]. Based on the success of the concept of ferrimagnetic chains, 1-, 2-, and
3-dimensional architectures using oxalate-, dithiooxalate, oxamide, oxamate,
and azide were synthesized [33–42]. Most of these compounds possess only low
Tc’s due to weak interactions between the metal centers and low local spin values
of the metal centers choosen (MnII h.s. has a large spin S D 5/2 but undergoes
only weak exchange couplings due to the low covalency of the MnII-ligand
bonds). An interesting extension is the introduction of a bridging radical ligand
like nitronylnitroxides [43–50] and tetracyanoradical anions [51–54].

4. Single-molecule magnets

Polynuclear complexes with a high spin ground state St and a magnetic
anisotropy with an easy axis (phenomenologically parametrized in a spin-
Hamiltonian approach, H D D � Sz

2, by a negative zero-field splitting parameter
D) can show hysteresis in the magnetization of pure molecular origin, i.e. no
long-range order is needed. The relaxation from the mS D �St in the mS D CSt

state is hindered by an energy barrier D � St
2 greater than kT (Fig. 4.1).

The two archetypes of SMMs are the family of dodecanuclear manganese
carboxylate complexes Mn12OCOR [55–63] and an octanuclear iron complex
Fe8 [64–67]. Both possess an St D 10 spin ground state; the zero-field splittings
of the ground states are D � �0.5 and D � �0.19 cm�1 for Mn12OAc and Fe8,
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respectively. The special properties of single-molecule magnets (SMMs) makes
them potential candidates for applications in quantum computing and in ultimate
high-density memory storage devices in which each bit of digital information is
stored on a single molecule [68–73].

4.1.1 High Spin Ground States

The high spin ground states in these systems usually arise from competing
antiferromagnetic interactions of different magnitudes between the paramagnetic
centers leading to complicated spin ladders. Our approach to develop new types of
molecule-based magnets may be summarized by a quote of the late Olivier Kahn:
‘The normal trend for the molecular state is the pairing of electrons [ : : : ] with a
cancellation of the electron spins. The design of a molecule-based magnet requires
that this trend be successfully opposed’ [74].

From the study of exchange interactions between paramagnetic centers in the past
30 years, we have identified three general strategies for achieving ferromagnetic
couplings, which we try to apply for the rational development of new molecule-
based magnets:

1. the use of orthogonal magnetic orbitals [75–77] (2nd Goodenough-Kanamori
rule) [78–84],

2. the double exchange mechanism [85–87] in face-sharing octahedral [88–90], and
3. the spin-polarization mechanism [91–95] via meta-phenylene linkages [96–101].

In this contribution, the rational design of SMMs with the application of the spin-
polarization mechanism is presented in some detail. Therefore, the principles of the
spin-polarization mechanism are shortly introduced below. We discussed several
theoretical approaches to spin-polarization in a recent account [102].

4.2 The Spin-Polarization Mechanism

It is well established in organic chemistry that the meta-phenylene linkage of organic
radicals and carbenes leads to ferromagnetic interactions, while in the corresponding
ortho- and para-phenylene linkages, the interaction is antiferromagnetic [92–95,
103–105]. This simple, heuristic phenomenon is usually attributed to a general
mechanism termed spin-polarization. A simple explanation is the following: a
localized, unpaired electron of say ’-spin interacts differently with the two paired
electrons in a bonding MO. While the unpaired electron experiences a Coulomb
repulsion by both electrons in the bonding MO, some exchange stabilization occurs
for the electrons of like spin, i.e. the ’-spin electrons. This leads to different
potentials felt by the two electrons in the bonding MO due to the presence of the
unpaired electron. Thus, the two electrons in the bonding orbital are not equal
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5 6 7

Scheme 4.1

anymore and therefore the spatial distribution and the energy of the MOs they
occupy must differ; the two bonding electrons are spin-polarized by the unpaired
electron. The consequence in a simple picture is a higher probability for the ˛-spin
electron to be close to the unpaired electron and for the ˇ-spin electron to be close
to the neighbouring atom bonded to the atom with the unpaired electron. This leads
to an induction of a spin-density of opposite sign at the neighbouring atom.

This treatment provides a simple picture for explaining the observed ferromag-
netic St D 1 ground state in the meta-phenylene-bridged diradical 6 as compared
to the antiferromagnetic ground state in the ortho- and para-isomers 5 and 7,
respectively: the sign of the spin-density of the atoms in the bridging benzene unit
of the atoms alternates [106]. This is illustrated in Scheme 4.1 and provides the
opportunity to develop high-spin organic radicals and carbenes on the back of an
envelope.

This concept was applied to transition metal complexes by using various bridging
units. Some complexes with pyrimidine used as a meta-phenylene bridging unit
indeed exhibit ferromagnetic interactions [107–110]. While these reports seem to
show that the spin-polarization mechanism, originally developed for organic radi-
cals and carbenes, can be adapted in coordination chemistry, bridging pyrimidine
units facilitate antiferromagnetic couplings in other transition metal complexes
[111–120].

On the other hand, McCleverty, Ward, Gatteschi, and coworkers [121] have
been able to correlate the exchange couplings in dinuclear Mo complexes of
extended polypyridyl and polyphenol ligands with the bridging topology by the
spin-polarization mechanism [122–127]. In the contents of this account, the first
application of 1,3,5-trihydroxybenzene (phloroglucinol) should be highlighted,
which they used as bridging ligand for three MoV complex fragments [124]. Parallel
to our efforts to employ phloroglucinol as bridging unit in trinuclear complexes of
first-row transition metal ions, Journaux and coworkers developed bridging units
based on 1,3-diaminobenzene and 1,3,5-triaminobenzene [128–134].

The above given examples indicate that the concept of spin-polarization, which
almost always works in organic chemistry to predict ferromagnetic interactions
and to rationally develop new high-spin compounds, cannot be applied in a
straightforward manner to transition metal complexes and more research on this
aspect is necessary to understand the intrinsic differences of spin-polarization in
organic molecules and in transitional metal complexes in more detail.
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4.2.1 Design Principle

The fundamental requirement for a SMM is the occurrence of an energy barrier
D � St

2 (Fig. 4.1). Thus, the necessary prerequisites for SMMs are a high spin
ground state St combined with a strong magnetic anisotropy DSt and a rational
approach to develop new SMMs must take these prerequisites into account. In
order to rationally design polynuclear complexes with high spin ground states St,
predictable combinations of ferro- and ferrimagnetic couplings are key requirements
(vide supra). The magnetic anisotropy of the ground state (DSt) is a complicated
quantity, but has its main contribution usually from the projection of the single-
site anisotropies (Di) onto the spin ground state St, while dipolar and anisotropic
interactions yield only minor contributions [135–138]. Since zero-field splittings
are tensor quantities, the projection of the single-site zero-field splittings onto the
spin ground state may vanish when the metal ion arrangement approaches a cubic
symmetry. Thus, a rational design of SMMs additionally requires a control of the
molecular topology which can usually not be achieved by simply increasing the
nuclearity of complexes using small bridging ligands. Another prerequisite for a
SMM to function as a data storage is the minimization of the quantum-mechanical
magnetization tunneling which provides an alternative pathway for spin-reversal and
thus the loss of information [139–141]. This tunneling mechanism is directly related
to the rhombic component of the magnetic anisotropy expressed by ESt which is
exactly zero for complexes with at least a threefold axis.

In summary, there are three requirements for a targeted synthesis of SMMs: (i)
a high spin ground state St, (ii) a source of single-site anisotropies Di, and (iii) a
control of the molecular symmetry, which must be at least of C3 symmetry, but
which must be lower than a cubic symmetry. In order to have no necessity to rely
on a serendipidous fulfillment of these requirements (as in Mn12OCOR), these
requirements must be the basis for the design of a proper polynucleating ligand
of low flexibility.

In order to fulfill all these requirements for SMMs, we have designed the C3-
symmetric triplesalen ligand C (Scheme 4.2) which combines the phloroglucinol
bridging unit A for high spin ground states with the coordination environment of a
salen ligand B for strong magnetic anisotropy. The phloroglucinol bridging unit A
acts as a ferromagnetic coupler in trinuclear transition metal complexes by the spin-
polarization mechanism (vide supra). In order to introduce magnetic anisotropy we
have choosen a salen-like coordination environment B which is known to cause a
pronounced magnetic anisotropy by its strong ligand field in the basal plane [142].

The magnetic anisotropy (anisotropy in the g-tensor and zero-field splitting) of
transition metal ions without first-order orbital momentum arises from the combined
effects of a symmetry reduction from Oh and mixing of excited states into the ground
state by spin-orbit coupling. The greater the deviation from octahedral symmetry,
the larger is the magnetic anisotropy for a given transition metal ion. For example,
in the case of MnIII complexes in a tetragonal elongated octahedral coordination
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environment zero-field splittings D in the range of –1.17 to –4.52 cm�1 have been
reported [135,143–149].

A ligand intensively studied for the last century with a very strong ligand field in
the basal plane is the salen ligand (H2salen D N,N0-bis(salicylidene)ethylenediamine).
The axial positions are mostly occupied by weak ligands, or one or both of the axial
coordination sites are vacant. This tetragonally elongated ligand field gives rise to
mononuclear complexes with a relative strong single-site magnetic anisotropy.
A well studied example is the Jacobsen’s catalyst (R,R)-N,N0-bis(3,5-di-tert-
butylsalicylidene)-1,2-cyclohexanediamine [150–152]. Campbell et al. studied the
catalyst upon addition of substrate by dual-mode EPR spectroscopy and determined
a zero-field splitting of D D �2.5 cm�1 for the MnIII (S D 2) species [153].

4.2.2 The Synthesis of Triplesalen Ligands

The targeted triplesalen ligand C contains three unsymmetrically substituted
ethylenediamine units making the synthesis not trivial. The preparation of
symmetrical salen ligands involves the Schiff-base condensation of ethylenediamine
or another diamine with two equivalents of an aldehyde or keton. The synthesis of an
unsymmetrically substituted salen derivative must involve in a first step the isolation
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Scheme 4.3

of a mono-condensated ethylenediamine, a salen half-unit [154–156]. Two reaction
routes are in principle feasible for the preparation of the targeted triplesalen ligand
C (Scheme 4.3). Route A requires the synthesis of a salen half-unit E in the first
step which reacts in the second step with a carbonyl derivative of phloroglucinol D.
Route B requires the synthesis of a half-unit of the triplesalen ligand G which reacts
in the second step with a o-carbonyl derivative of phenol F.

The half-unit E of salen is not accessible. Even the reaction of salicylaldehyde
with a 20-fold excess of ethylenediamine at low temperatures yields only the
symmetric salen. Thus, the key step in the synthesis of a triplesalen ligand C is
the preparation of a half-unit, either E or G. Several methods for the preparation
and isolation of derivatives of the parent salen half-unit E are described in the
literature [155–159]. We applied several of these methods for the synthesis of
a triplesalen ligand and obtained various new compounds [160]. However, the
successful synthesis of a triplesalen ligand is based on an observation of Elias and
coworkers [158]. They reported that the slightly modified diamine I (Scheme 4.4)
reacts with its sterically more crowded amine function not with ketones to form
ketimines, but only with aldehydes to form aldimines. On the other hand, the
less crowded amine function does react with aldehydes as well with ketones to
form imines. Thus, the reaction of the diamine I with the triketone H affords
chemoselectively the triple ketimine J, which corresponds to the triplesalen half-
unit G. In a second step, the triple ketimine J can be reacted with a simple
salicylaldehyde (corresponding to F) to yield the desired triplesalen (Scheme 4.4).

We have synthesized several substituted triplesalen ligands [161, 162], but for
this context we want to focus only on the t-butyl derivative H6talent�Bu2 .
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4.2.3 Complex Synthesis

The axial positions of metal salen complexes are easily reacted with hexacyanomet-
allates. The resulting compounds vary in nuclearity and dimensionality. A hexa-
cyanometallate can coordinate 1–6 metal salen units and the metal salen unit can
adopt 1 or 2 hexacyanometallate in its axial positions. Thus, the reaction of a
hexacyanometallate and a metal salen unit can lead to discrete heteropolynuclear
complexes (0D) of various nuclearity, but also 1D chains, 2D sheets, and 3D net-
works can result [163–172]. While these compounds exhibit interesting properties,
the nuclearity and the dimensionality is difficult to control.

Trinuclear complexes of the tert-butyl derivative H6talent�Bu2 (Scheme 4.5a) are
not flat but bowl-shaped (Scheme 4.5b). This ligand folding preorganizes the three
metal ions for a facial coordination by three N-donor atoms of a hexacyanometallate
favoring the formation of heptanuclear complexes M6

AMB by molecular recognition
in analogy to the key-lock principle (Scheme 4.5c).
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Scheme 4.5

An anticipated heptanuclear Mn6Cr3C assembly fulfills all the requirements for
SMMs, namely: (i) the triplesalen bridge should favor a parallel spin alignment
of the three MnIII ions of a molecular [(talent�Bu2)Mn3

III]3C building block while
the ferrimagnetic MnIII-N � C-CrIII pathways enforce a high spin ground state
of St D 21/2 without any competing interactions, (ii) the [(salen)MnIII]C subunits
provide a pronounced single-site Di, (iii) the C3 symmetry precludes that the single-
site Dis compensate completely by projecting onto St, and (iv) the molecular C3 axis
enforces ESt D 0 thus minimizing the disturbing tunneling probability.

The reaction of H6talent�Bu2, Mn(OAc)2•4H2O, and K3[Cr(CN)6] in the molar
ratio 2:6:1 in a MeOH/H2O mixture yields after addition of NaBPh4 and recrystal-
lization from MeCN/Et2O large brownish-black single-crystals of

hn�
talent �Bu2

�
Mn3

o

2
fCr.CN/6g.MeOH/3.CH3CN/2

i
.BPh4/3 � 4CH3CN � 2Et2O

.Mn6Cr � .BPh4/3 � 4MeCN � 2Et2O/ :98

The high yield of 78% indicates the success of the anticipated molecular
recognition process of the three molecular building blocks.

The molecular structure of the trication [f(talent�Bu2)Mn3g2fCr(CN)6g]3C con-
sists of two trinuclear manganese triplesalen complexes bridged by a central
[Cr(CN)6]3�as a sixfold connector (Fig. 4.2). The manganese ions are coordi-
nated in their basal planes by the N2O2 donor set of the salen-like coordination
environment. The nitrogen atoms of the [Cr(CN)6]3�occupy apical positions. The
remaining coordination sites to complete an octahedral coordination environment
are either occupied by weakly coordinated solvent molecules or this position
remains unoccupied. The Jahn-Teller axis of the MnIII ions is along the Mn-NC�N

bonds. The different occupation of the sixth positions results in an only approximate
C3 symmetry.
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Fig. 4.2 Molecular structure of the trication Mn6Cr3C. For sake of clarity the loosely bound
solvent molecules have been omitted

While as usual the Cr-C�N connection is almost linear (175–177ı), the C�N-
Mn unit is bent with angles of 160–162ı. This bending aligns the manganese ions
towards the molecular C3 axis. It is important to note that the crystal structure
contains Mn6Cr3C with two different orientations. The angle between their pseudo
C3 axes is 41.7ı.

4.2.4 Magnetic Properties

Temperature-dependent magnetic susceptibility measurements (at 0.05 T) on pow-
dered samples of Mn6Cr-(BPh4)3 reveals �eff D 11.10 �B at 290 K (Fig. 4.3a). This
implies the occurrence of antiferromagnetic interactions, because the theoretical
value for an uncoupled spin system of 6 MnIII (Si D 2) and 1 CrIII (Si D 3/2) with
gi D 1.98 is 12.48 �B. With decreasing temperature, �eff decreases slightly and
exhibits a minimum of 10.65 �B at 90 K. Further temperature decrease results
in a steep increase of �eff to 17.02 �B at 5 K and a small subsequent decrease
down to 2 K. This temperature dependence is typical for a ferrimagnetically coupled
complex which enforces an antiparallel orientation of the central CrIII spin with the
terminal MnIII spins resulting in a St D 21/2 ground state. The low temperature �eff

value does not reach the theoretical value of 21.76 �B for St D 21/2 with g D 1.98
due to the combined influence of zero field splitting, saturation, and intermolecular
interactions.

Alternating current (ac) magnetic susceptibility measurements in zero dc field
allow to probe slow magnetization relaxation indicating SMMs behaviour. The
applied oscillating field probes the dynamics of this reorientation, as the out-of-
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Fig. 4.3 Temperature
dependence of (a) �eff (dc),
(b) �M

0•T (ac), and (c) �M
00

(ac) for a microcrystalline
sample of Mn6Cr-(BPh4)3.
The ac data were measured at
zero dc field with a 3 G ac
field at the indicated
frequencies. Lines are only to
guide the eyes

phase signal (�M
00) is at maximum when the frequency of the ac field equals the

relaxation rate of the magnetization. In Fig. 4.3b, c, the temperature dependence of
�M

0•T and �M
00 at different ac frequencies is shown. The �M

0•T values are almost
temperature-independent which means that only the ground state is populated
at these temperatures. The sharp decrease of the �M

0•T signals is accompanied
by the appearance of frequency-dependent �M

00 values proving the slow relax-
ation of the magnetization. The energy barrier Ueff for the relaxation can be
derived from an Arrhenius plot as 25.4 K with �o D 8 � 10�10 s. Although, the
occurrence of frequency-dependent �M

00 maxima is already considered as a key
signature of a SMM, only hysteresis loops obtained from magnetization vs dc field
provide finite evidence of a SMM. Single-crystal magnetization data on Mn6Cr-
(BPh4)3�4MeCN�2Et2O have been obtained using a 2DEG Hall probe magnetometer
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Fig. 4.4 Hysteresis loops
measured at a sweep rate of
50.3 mT s�1 on a single
crystal of Mn6Cr
(BPh4)3•4MeCN•2Et2O at
different temperatures

(Fig. 4.4). Although two orientations of Mn6Cr3C with an angle of 41.7ı prevail in
the single-crystal, hysteresis loops with significant coercive fields below 1.5 K are
clearly apparent.

4.3 Conclusions

It is interesting to compare our results on Mn6Cr3C using the rationally developed
triplesalen ligand with a closely related Mn6Cr3C complex, prepared using the
standard salen ligand. The reaction of [Cr(CN)6]3�with [(salen)Mn(OH2)]C results
in the formation of a heptanuclear complex [f(salen)MnIIIg6fCr(CN)6g]3C, which
exhibits a high spin ground state of St D 21/2 by ferrimagnetic interactions [173].
Although, [(salen)MnIII]C units are incorporated as a source of single-ion magnetic
anisotropy, this heptanuclear complex was shown not to behave as a SMM [174].
The difference in the two Mn6Cr3C complexes is that the one using normal salen
has a close to cubic arrangement of the 6 MnIII ions around the central CrIII ion,
while the triplesalen ligands pull its three MnIII ions closer together. This results in
a symmetry reduction from Oh to C3 and the non-cancelling of the local anisotropies
in the triplesalen complex.

In summary we have developed a three component building block system by
considering all necessary properties required for SMMs. The first member of this
new class, Mn6Cr3C, has a St D 21/2 ground state accompanied by sufficient
magnetic anisotropy to provide a relative high barrier for the reversal of the
magnetization. The key features of this unprecedented class are a self-assembly
process of the molecular building blocks by molecular recognition and the deviation
from a cubic metal ion arrangement by the constraints of the triplesalen ligand
backbone. The syntheses and study of other members of this new class of M6

AMB

compounds is currently performed in our laboratories.
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Chapter 5
Emergence in Inorganic Polyoxometalate
Cluster Systems: From Dissipative Dynamics
to Artificial Life

Leroy Cronin

Abstract Polyoxometalates are a subset of metal oxides that represent a diverse
range of molecular clusters with an almost unmatched range of physical properties
and the ability to form dynamic structures that can bridge multiple length scales
from the nanoscale to the micron scale. In this article the prospect of developing
emergent, complex and possibly even life-like systems with inorganic building
blocks based upon polyoxometalates is discussed.

5.1 Introduction

The organisation of matter across length scales [1], starting from well defined build-
ing blocks, is a key challenge in the design of advanced functional materials and
devices perhaps mimicking, or even bettering, nature using well defined principles
and processes [2]. Many approaches have been proposed for the development of
materials that grow from the molecular to nano- and meso- scale; for example the
transformation of crystalline materials [3], aggregation of nanoparticles [4], or inter-
facial self-assembly of polymers [5], and amphiphilic systems [6] or combinations
of these, to name but a few. Further, the dynamic self-assembly [7] of such systems
is incredibly important since this will allow the understanding of how matter can
be organised under both equilibrium and far-from-equilibrium conditions [8]. As
well as possibly giving some important insights regarding the emergence of life
[9], understanding such systems may allow the design of functional devices which
could take advantage of architectures accessible only under far-from-equilibrium
conditions.
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Patterned, or highly structured assemblies can be formed spontaneously in
systems which are exposed to fluxes of matter and energy [8]. These assemblies can
sustain themselves far from equilibrium whilst the fluxes are maintained, leading to
the emergence of temporal and spatial structures. Key examples are the Belousov-
Zhabotinsky (BZ) reaction [10] where an oscillating chemical reaction in a thin
film can give rise to temporal pattern formation, and crystal gardens [11–13] which
yield spatially defined structures formed by seeding a saturated solution of silicates
with a crystal of a transition metal salt. Although these systems are incredibly rich,
and a vast amount of research has been carried out, they are still poorly understood
and it is very difficult to develop controllable examples in the laboratory to allow
systematic studies [13].

5.2 Emergence and Chemical Complexity

Emergence is a very general, yet poorly articulated phenomenon [14]. Quite liter-
ally, an emergent property arises from a complex system containing a multiplicity
of simple or well defined interactions. The concept can be applied not only to
physical systems, a good example is pattern formation in the thin film BZ reaction
[15], with many interacting components, but also to social, economic, and political
systems [16]. In inorganic chemistry emergence can affect many processes from
crystallisation [17] (for instance, it may be possible to understand polymorphism
if it were treated like an emergence property), to self-assembly [18], and most
importantly the self assembly of building blocks across many length scales [19]. The
main question posed in this article is the idea that dynamic inorganic systems can
be engineered to interact in a cooperative manner to build complex and functional
systems, right from the molecular to the nano, and on to the macro scale. In this
respect dynamic inorganic systems may be excellent models to probe chemical
complexity.

For instance if a system can be engineered where a source of energy and reactive
building blocks are co-located, ideally allowing both feedback of information
(more complex architectures templating other architectures) and the development of
autocatalytic reaction cycles, then it may be possible to observe a self-replicating,
metabolising inorganic system that can undergo evolution. This could in turn
allow us to design autonomous functional ‘inorganic’ systems, gain a greater
understanding of the origin of life and even allow the synthesis of a new type of
inorganic life based on non-biological, inorganic, building blocks, see Scheme 5.1.
Such an achievement would surely be extraordinary and raise questions about how
living systems are classified and recognised [20]. In this article we propose that the
use of a particular class of inorganic clusters, polyoxometalates [21], may have the
correct properties to fulfil such an ambition: the development of inorganic living
systems or systems that can undergo evolutionary processes (Scheme 5.1).
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Scheme 5.1 A representation of a process that could allow the ‘evolution’ of molecular building
blocks. Although this would not itself represent a ‘living’ system [20], the use of evolutionary
principles in the ‘inorganic-world’ would represent a major step forward

5.3 Polyoxometalates

Polyoxometalates (POMs), anionic oxide clusters of the early transition metals,
represent a vast class of inorganic materials with a virtually unmatched range
of properties applicable to biology, magnetism, material science, and catalysis
[21]. POM clusters are based upon conserved building blocks and appear to
have a great deal of desirable characteristics applicable for nanoscale assembly.
This is because nanoscale polyoxometalate clusters provide an arguably unrivalled
structural diversity of molecules displaying a wide range of important physical
properties and nuclearities; these cover the range from 6 to 368 metal ions in a
single molecule and are assembled under ‘one-pot’ reaction conditions [21]. At the
extreme, these clusters are truly macromolecular, rivalling the size of proteins, and
are formed by self-assembly processes [22].

The POM clusters tend to be anionic in nature, being based upon metal oxide
building blocks with a general formula of MOx, (where M is Mo, W, V and
sometimes Nb and x can be 4, 5, 6 or 7). POM-based materials have a large range
of interesting physical properties [23–27] which result from their many structures,
the ability to delocalise electrons over the surface of the clusters, and the ability
to incorporate heteroanions, electrophiles and ligands, and to encapsulate guest
molecules within a the metal-oxo cage defined by the POM. Further, POM clusters
have been shown to exhibit superacidity [23], catalytic activity [23], photochemical
activity [24], ionic conductivity [25], reversible redox behaviour [26], bistability
[27], cooperative electronic phenomena [24], the ability to stabilize highly reactive
species [26], and extensive host guest chemistry [27]. In this context it is important
to realise that the most stable product in the polymerisation of metal oxo-building
blocks is the metal oxide itself, see Fig. 5.1.

The large number of structural types in polyoxometalate chemistry [29] can be
broadly split into three classes. (i) Heteropolyanions: these are metal oxide clusters
that include hetero anions such as SO4

2� or PO4
3�. These represent by far the most
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Fig. 5.1 Polyoxometalates
are formed in experimental
conditions that allow linking
of polyhedra. Discrete
structures are formed as long
as the system is not driven all
the way to the oxide. One
such example, in this case a
part of a fMo256Eu8g cluster
unit [28], is depicted in the
square

explored subset of POM clusters with over 5,000 papers being reported on these
compounds during the last 4 years alone. Much of this research has examined the
catalytic properties of POMs with great emphasis on the Keggin fXM12O40g and the
Wells-Dawson fX2M18O62g (where M D W or Mo and X D a tetrahedral template)
anions which represent the archetypal systems. In particular W-based POMs are
robust and this has been exploited to develop W-based Keggin ions with vacancies
that can be systematically linked using electrophiles to larger aggregates [29]. (ii)
Isopolyanions: these are composed of a metal-oxide framework, but without the
internal heteroatom / heteroanion. As a result, they are often much more unstable
than their heteropolyanion counterparts [30]. However they also have interesting
physical properties such as high charges and strongly basic oxygen surfaces which
means they are attractive units for use as building blocks [19]. (iii) Mo-blue and Mo-
brown reduced POM clusters: these are related to molybdenum blue type species,
which was first reported by Scheele in 1783 [31].

Their composition was largely unknown until Müller et al. reported, in 1995, the
synthesis and structural characterisation of a very high nuclearity cluster fMo154g
crystallised from a solution of Mo-blue, which has a ring topology [32]. Changing
the pH and increasing the amount of reducing agent along with incorporation of a
ligand like acetate facilitates the formation of a fMo132g spherical ball-like cluster
[33]. This class of highly reduced POM clusters represents one of the most exciting
developments in POM chemistry and with many potential spin off applications in
nanoscience and in the development of an inorganic systems chemistry.

5.4 The Origin of Life

When the earth formed some 4.6 billion years ago, it was a lifeless, barren place, but,
one billion years later, it was literally covered with organisms [34]. The transition
from the lifeless planet to the planet we see today is totally without explanation
and has fascinated philosophers and scientists for hundreds of years. Since the
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1600s, it was universally accepted that small creatures could arise by ‘spontaneous
generation’ in mud or decaying matter (higher organisms such as humankind etc.
did not present a problem as God was believed to be the creator). However, Louis
Pasteur proved that spontaneous generation was not viable and he showed that
micro-organisms arose from parents.

This discovery then begged the question – where do these micro-organisms
come from? At the same time the theory of natural selection was proposed by
Charles Darwin and this gave a route by which species of life could adapt to
a given environment, through environmental pressure and random mutations and
become fitter or better adapted to a given set of environmental circumstances
[35]. Further improvements would mean better adapted species. Thus, it has been
shown that natural selection, repeated generation after generation, leads inevitably
to the evolution of complex organisms from simple ones. The revolution in our
understanding of molecular biology, the genome and the role of DNA in information
storage and replication and its susceptibility to mutation thereby provides a robust
mechanism that allows evolution from the molecular level to the whole organism
level [36].

The ultimate conclusion implies that all current life-forms could have evolved
from a single simple progenitor – an organism now referred to as life’s last common
ancestor, and advances in bio-informatics will almost certainly lead to further clarify
this [37]. Therefore, one very significant question remains, where does the common
ancestor come from? This question was addressed in the 1950s when the famous
Miller-Urey [38] experiment was devised to simulate the conditions present on
the pre-biotic earth, as suggested by Oparin and Haldane [39]. For the Miller-
Urey experiment, a closed system, i.e. bell jar, was constructed that comprised
an “atmosphere” of methane, ammonia, water and hydrogen above an “ocean” of
water. Then the gases were subjected to “lightning” in the form of a continuous
electrical discharge. After several days, analysis of the system revealed that up to
2% of the carbon present in the system was found converted into the simplest amino
acids. However, this experiment did not yield any evidence for nucleic acids (mainly
because the elemental components were not present) and little progress has been
made experimentally that may provide a chemical link between the pre-biotic world
and the last ancestor (Fig. 5.2).

In fact this line of investigation, via direct chemical experiments was almost
completely abandoned, and in the late 60’s it was proposed that RNA could be a
possible precursor and this was termed the ‘RNA-world’[40]. RNA would be both
the information carrier and the catalyst, and a fair amount of research, including
the discovery of ribozymes and enzymes made of RNA provided a possible route
to the last ancestor. Despite these advances, however, the fundamental question still
remains: What were the chemical steps that allowed the emergence of chemical
complexity that could eventually lead to the onset of life, with or without the RNA
world? Implicit within this question are further questions such as – how was DNA,
with four based pairs, selected as a information carrier, why are only 20 amino
acids utilised by proteins and what mechanism lead to the chiral world? Was there
chemical evolution before bio-chemical evolution? Was the origin of life inorganic?
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Fig. 5.2 A possible route from the pre-biotic earth to life and then to humans; however the ‘jump’
between the chemical soup and the RNA world, or its equivalent in other scenarios, is totally
unknown

5.5 Polyoxometalate Super Structures – Potential DNA
and Proteins for the Inorganic Living World?

Although perhaps rather speculative, during the rest of this article I will attempt
to argue that inorganic systems based upon polyoxometalate clusters, and the
associated building blocks, could provide a real experimental approach to develop
artificial life. By utilising clusters built from inorganic building blocks, it will also
be possible to engineer host-guest (lock-key) and templating interactions (based
upon both strong and weak molecular interactions) that will allow the transfer of
structural (genetic information) from one cluster to another. Also, the presence of
many types of building blocks plus the proven tolerance of defects and imperfect
matching allows a type of mutation to be built into the mating events. Finally,
and most exciting, is that the use of inorganic systems allows the possibility of
incorporating a REDOX based metabolism that is either based upon the clusters,
or is coupled to them via the redox potentials of the individual building blocks. For
instance, in preliminary work in our laboratory we have shown that polyoxometalate
clusters (which normally grow under reduction) can undergo periodic growth in
the presence of an oscillating chemical reaction. Polyoxometalate-based building
blocks seem like perfect candidates as they are extremely easy to produce, from
[MoO4]2�as a precursor, and give rise to a large number of building blocks (cf.
amino-acids and nucleic acids) which have been shown to undergo an extraordinary
range of growth processes to polyoxomolybdate-based clusters [21] (cf. proteins
and DNA / RNA), see Fig. 5.3.

The polymerization and cluster growth process is complex [21], yet the actual
synthesis is more straightforward, occurring in a ‘one-pot’ reaction in a single step
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[MoO4]
2-

{Mo248} {Mo132} {Mo368}

{Mo256}

{Mo16}{Mo18}{Mo12}{Mo36}

{Mo126}{Mo154}

Fig. 5.3 A representation of the building blocks available from the simple [MoO4]2�precursor
and representations of the crystal structures of some of the POM clusters isolated to date. These
clusters represent some of the largest molecules yet isolated. For instance the fMo368g cluster is
about the same size as the protein hemoglobin [34]

as a function of the following parameters; pH, ionic strength, temperature, cation
type, concentration of [M], type of reducing agent present and additional elec-
trophiles and linking units. However, to be able to start generating complex cluster
architectures that can interact and set up various assembly-disassembly cycles with
autocatalysis and replication, we need to demonstrate that such interactions are
possible.

In preliminary experiments Müller et al. [35] have shown that it is possible to
encapsulate a fMo36g cluster within a big wheel fMo154g cluster. This means that
it is possible to imagine that the cluster assembly-disassembly process can be used
to template or amplify the selection of other clusters, forming a complex library of
interconverting species that can adapt to a given fitness landscape, see Fig. 5.4 [36].

5.6 Discussion and Conclusions

The investigation of complex self assembling and organising systems that demon-
strate emergent properties is sure to expand dramatically in the coming years.
Researchers are fast realising that principles for supramolecular self-assembly, when
applied to systems that can form dissipative structures, can lead to the emergence



98 L. Cronin

Fig. 5.4 Schematic showing a possible route to the templation of the fMo154g cluster by the
fMo36g cluster. The fMo36g cluster can then be viewed as the genetic material in this case, and
this forms spontaneously under the reaction conditions that allow cluster growth

Fig. 5.5 Time lapse sequence showing the real time development of a membrane around a crystal
of a polyoxometalate and the extension of the membrane away from the crystal

of adaptive chemistries. The study of these chemistries appears to be falling under
the umbrella of ‘systems-chemistry’ and it is entirely feasible that such systems
will display ‘life-like’ characteristics [20]. To develop feasible living entities it can
be hypothesised that only systems that have cellular compartments, or artificial
chemical cells (CHELLS) [20] formed by a membrane, can allow the formation
of objects that are able to develop into living entities.

In this respect inorganic systems can also be manipulated to form functional
compartments. Similar to the crystal gardens [11–13] we, in preliminary work,
have demonstrated that it is possible to take crystals of a polyoxometalate material
and transform the crystalline state into a functional semi-permable membrane and
osmotically pump material through a tubular structure formed by the metal-oxide
membrane during crystal dissolution, see Fig. 5.5. Such processes could well be
used to develop a POM-based CHELL.

In summary, the choice of polyoxometalates as a building block system to
develop approaches to artificial inorganic life may seem outlandish, but I hope
that I have demonstrated that the rich structural architectures and self assembly
processes required to construct such architectures will inspire future work. Certainly
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the choice of polyoxometalate building blocks to construct artificial living systems
is justified by their rich physical properties, incredible diverse structures based upon
conserved building blocks and finally, by the fact that any entity would not be able
to survive outside the laboratory given the poor availability of the required building
blocks in our environment.
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Chapter 6
The Amazingly Complex Behaviour
of Molybdenum Blue Solutions

Ekkehard Diemann and Achim Müller

Abstract We describe the history and provide a better understanding of the long-
time puzzle of “molybdenum blue solutions”. Furthermore, with the discovery of
various other structurally well-defined, giant, hydrophilic molybdenum-oxide based
species, inorganic chemists have successfully pushed the size limit of inorganic ions
into the nanometer scale. Consequently, this progress provides new challenges in
different fields, for example, the physical chemistry of solutions. The giant anions
show totally different solution behaviour when compared to regular inorganic ions,
owing to their sizes and especially their surface properties.

6.1 Historical Survey

Our story starts when phlogiston (derived from the Greek “to burn”) was thought
to be involved in every kind of combustion, i.e. in our modern view of redox
processes. The underlying theory originated with Johann Joachim Becher in the late
seventeenth century and was extended by Georg Ernst Stahl. It states that flammable
materials contain phlogiston, a substance without colour, taste, or weight that is
liberated on burning. Once burned, the dephlogisticated substance was then in its
“true” form, the kalx (chalk). This way of thinking influenced the early chemists for
almost a century (Figs. 6.1 and 6.2).

Two discoverers of oxygen, Carl Wilhelm Scheele (Sweden) and Joseph J.
Priestley (England) (Fig. 6.3) were phlogistonists while the third discoverer Antoine
de Lavoisier (France) was the first leading antiphlogistonist. In fact, it was Scheele
[2] who described the first reproducible experiment related to the “molybdenum
blue solutions” that were obtained by a redox process. It should be noted that
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Fig. 6.1 J. J. Becher (1635–1682) thought matter to be composed of terra lapida (stone; the
principle of solids), terra mercurialis (mercury; the principle of weight and lustre), and terra
pinguis (fat, oil; the principle of combustibility). When heated in air (calcination) metals lose terra
pinguis and form kalx (chalk, from the Greek word for ash)

Scheele (Figs. 6.3 and 6.4) discussed this with the important Swedish chemist,
Torbern Bergman (1735–1784) (“A Man Before His Time”) [3]. Interestingly, such
blue solutions also exist naturally: centuries ago the Native Americans observed the
“blue waters”—the solution of natural soluble molybdenum blue formed by partial
oxidation of molybdenite, MoS2 (forming the mineral ilsemannite, approximate
formula Mo3O8 . nH2O) near today’s Idaho Springs and the Valley of the Ten
Thousand Smokes [4].

In his Chemische Untersuchung über das Molybdänum oder Wasserbley (Chemi-
cal Studies on Molybdenum or Water Lead) [2], which refers to work done between
1778 and 1783, Scheele was already aware that molybdenum blue was a reduced
molybdenum oxide (i.e., in his terms, containing phlogiston) (Fig. 6.4). However, it
took almost 40 years before Jöns Jakob Berzelius (Fig. 6.3) reported the first formula
for the blue powder isolated from such solutions [5]. Over time, this analysis
has been repeated by several groups with slightly varying results (MoOx . nH2O,
x D 2.5 � 2.96, n D 3–5, cf. Table 6.1), owing to, as we now know, the formation
of species with varying degrees of reduction and, therefore, slightly differing
compositions. The later investigations are described in the following paragraph
(information taken from ref. 4).

Although Wilhelm Biltz (Fig. 6.3) in 1903–1905 found negatively charged
species of colloidal size in these solutions, the question of the respective cations
was never raised [4]. Even Duclaux and Titeica (1929), who found that the
solutions of molybdenum blue flocculated when positively charged colloids such
as Al(OH)3 or electrolytes such as NaCl were added, did not refer to this point
[4]. A possible reason might be that the molecular mass of the solutes from the
molybdenum blue solutions obtained from freezing point depression experiments
[4] by Marchetti (1899) and Dumanski (1910) was 440–481 g/mol, which is



6 The Amazingly Complex Behaviour of Molybdenum Blue Solutions 105

Fig. 6.2 From J. J. Becher’s ideas Georg Ernst Stahl (1660–1734) developed the Theory of
Phlogiston which was extensively used until the end of the eighteenth century. Its use was
not unsuccessful for the chemists of that time and led finally to the discovery of hydrogen
(H. Cavendish, 1766), nitrogen and oxygen (C. W. Scheele, 1772–1777; J. J. Priestley, 1774). Later,
for a long time this theory was thought to be useless, however, today we know that it contained
some reasonable ideas. In this context the Swiss chemist Gerold Schwarzenbach [1] pointed out
“that during the combustion process something is transferred from the metal to the oxygen, namely
electrons. Burnable matter indeed does not contain phlogiston but is characterized by the fact that
its atoms can release electrons”. Furthermore, the early chemists were already aware that the kalxs
could contain varying amounts of phlogiston (i.e. electrons) thus anticipating oxidation numbers
and oxidation states. As the great physicochemist Wilhelm Ostwald stated about a century ago, a
theory kept successfully for almost one century cannot be entirely wrong

Fig. 6.3 (from left) Joseph J. Priestley (1733–1804), Carl Wilhelm Scheele (1742–1786), Jöns
Jakob Berzelius (1779–1848) and Wilhelm Biltz (1877–1943)
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Fig. 6.4 Facsimile from Scheele’s chapter Chemische Untersuchung über das Molydänum oder
Wasserbley, where he describes his experiments with molybdenum blue solutions [2]. For an
understanding see also legend of Fig. 6.2

Table 6.1 The composition
of “Molybdenum Blue” of the
type MoOx � n H2O, data
taken from ref. 4

x n

2.8 n Berzelius (1826) [5]
2.5 3 Rammelsberg (1866)
2.66 n Muthmann (1887)
2.66 5 Marchetti (1899)
2.8 n Guichard (1900), Lautie (1934)
2.96 3.5 Klason (1901)
2.85 3 Bailhache (1901)
2.86 n Junius (1905)

similar to that of a single Mo3O8 entity (416 g/mol) plus some moles of water.
Thus, most of the early researchers regarded those solutes as small single neutral
molecular entities of this composition (neglecting the contribution from any cation).
This interpretation remained state-of-the-art until almost the end of the twentieth
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Fig. 6.5 (left) Crystals of “molybdenum blue” that today normally are synthesized by
using reducing agents like hydrazine or dithionite. In that case the 14 MoNO3C are re-
placed by 14 MoO4C groups (for the corresponding formula [Mo154O462H14(H2O)70]14� D
[(MoO3)154 H14(H2O)70]14�see refs. [7, 8, 12]), (middle) polyhedral presentation of the cluster
anion (view parallel to the approx. C7 axis) and (right) Scanning Tunnelling Microscopy (STM)
picture of the fMo154g units sprayed on Au(111) kept at 77 K under UHV (courtesy H. Fuchs, L.
Chi et al., Univ. of Münster)

century when chemists succeeded for the first time to get crystals from these
solutions. However, it took more than 3 years from the first preliminary published
data [6] to determine the exact formula of the first crystalline compound, that is,
(NH4)28[Mo154(NO)14O448H14(H2O)70-] � nH2O containing the fMo154g giant wheel
cluster anions (Fig. 6.5) [7]. One reason was due to the problem of determining
the number of protons and the small amount of cations disordered in the lattice.
(A simple determination of the anion charge was also not possible as we refer to
a mixed-valence species of Robin-Day type III, i.e. with delocalized electrons.)
The above mentioned compound was obtained from the blue solutions when
hydroxylamine was used as the reducing agent [6].

From the first crystal structure, it became evident why earlier trials failed to result
in a crystalline material, namely, because it has a very high solubility in water
owing to the hydrophilic surface of the cluster anion (caused mainly by a large
number of coordinated H2O ligands) but also due to its negative charge (presence
of HC and cations), and the high electron density on the surface due to the 28 delo-
calized electrons (for this and other properties see refs. [7–10]). This information
resulted in the development of a facile synthetic method referring to destroying
the hydration shell and thus decreasing the solubility of the crystals formed. Since
this breakthrough also pure crystalline materials were synthesized and structurally
characterized in which the “wheels” were linked to chains and layers [11] and
additionally compounds containing hollow, spherical- [8a–c,12] and “hedgehog”-
shaped [8a–c,13] clusters, with diameters in the range of several nanometers.
Such giant polyoxomolybdates (POMs) are formally formed by connecting MoO6

or MoO7 polyhedral units via corners or edges (for structural details, cf. refs.
[7,8a–c,12]).
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6.2 New Puzzle—Soluble But Still Aggregate

6.2.1 Light Scattering and TEM Studies

The discovery and structural characterization of the wheel-shaped giant polyoxo-
molybdates offered a first comment on the historical “blue waters” puzzle. However,
it did not allow to understand a further puzzle, namely, the formation of larger, more
complex structures from freshly prepared fMo154g solutions containing initially the
monomeric giant molecular wheels. Figure 6.6 displays the probability distribution
as obtained from small angle X-ray scattering (SAXS) measurements for a solution
freshly prepared (A) and aged for 48 h (B) which clearly shows the beginning
growth leading to regular structural features.

Parallel to this finding we observe an increasing strength of a Tyndall effect
from those solutions. As we know, the Tyndall effect is the result of scattered
light from suspended particles of colloidal size and is not expected to appear
in classical inorganic salt solutions containing homogeneously distributed soluble
(small) inorganic ions. These giant wheel-shaped anions, which are highly soluble
in water and other polar solvents such as alcohols and even acetone, do not, despite
their size persist as discrete ions, obviously contradicting our common knowledge;
instead, they further aggregate into large spherical assemblies [14] (Fig. 6.7). These
do not look like the aggregates formed by less soluble species, which usually have
broad size distributions and tend to continue to grow while finally precipitating

Fig. 6.6 Probability
distribution P(r) as obtained
from SAXS data of (a)
freshly prepared fMo154g
solutions and (b) from the
same solution after 48 h [14]
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Fig. 6.7 Scanning Electron Micrographs under H2O saturation pressure (ESEM): residues of (left)
methanolic and (right) acetonic solutions of Mo blue. The sizes of the vesicles in these solvents
vary considerably compared to those in aqueous systems discussed in the present paper

from the solution. The supramolecular structures formed by the wheel-shaped
macroions are hollow and are fairly stable in solution. An energy dispersive X-
ray spectroscopy analysis (EDX) showed considerable quantities of solvent existing
inside the aggregates, while the aggregates could suddenly burst when switching the
scanning electron microscope from environmental mode (ESEM, p D 15 mbar) to
the high vacuum mode (SEM, p < 10�6 mbar) [14].

In addition, a surprisingly narrow size distribution of the aggregates formed by
the blue wheels was also observed employing dynamic light scattering (DLS) [14].
These findings attracted us to further pursue this problem. We thought that both
static as well as dynamic light scattering (SLS and DLS) measurements [15] would
be useful for obtaining more information about those macroionic solutions. SLS
measures the scattered intensity from sample solutions at different scattering angles
and concentrations. This results in information about the particles in solution, such
as weight-average mass (Mw) and radius of gyration (Rg), as well as the nature of
interparticle interactions. SLS data are usually treated by the Zimm plot. On the other
hand, DLS measurements are used to determine the hydrodynamic radius (Rh) and
the size distribution of particles (e.g., polymers, colloids, or biomacromolecules) in
solution, by using special software such as CONTIN [16].

The CONTIN analysis of the DLS measurement shows that the fMo154g
macroions aggregate in solution into larger, almost monodisperse structures with an
average Rh of 44–45 nm (Fig. 6.8, inset). SLS data show that the average Rg of the
aggregates is 45.2 ˙ 1.4 nm (Fig. 6.8), which means Rg is almost equal to Rh (for
a solid spherical particle Rg D 0.77Rh). The ratio Rg/Rh increases if more mass in
a sphere is distributed closer to the surface. We also know from the SEM pictures
as shown in Fig. 6.7 that the aggregates are spherical. If a spherical object has all
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Fig. 6.8 Zimm plot based on SLS measurements on fMo154g aqueous solutions (three different
concentrations were measured), yielding an average Rg of 45.2 nm; (inset) CONTIN analysis of
DLS data (scattering angle 60ı) on the same solution, showing an average Rh value of 44–45 nm.
For spherical particles, Rh D Rg suggests that all the mass is distributed on the surface of the sphere,
that is, a vesicle structure

its mass on its surface, the ratio Rg/Rh approaches 1, which corresponds to a typical
model for a hollow sphere.

Consequently, our results indicate that the aggregates in solution are not “solid
clusters”, but vesicle-like hollow spheres. More interestingly, the mass of the
aggregates (Mw) as determined by SLS is 2.54 � 107 g/mol and corresponds to
ca. 1,165 single fMo154g wheels. This Mw value also suggests the presence of a
hollow interior of the aggregates because a solid fMo154g-type nanocrystal of 45-
nm radius would contain a much larger number of individual fMo154g macroions,
i.e. more than 14,000. This means it would be much heavier. In our structural
model [17], as shown schematically in Fig. 6.9, all the molecular giant wheels are
homogeneously distributed to form a single layer on the surface of the “vesicles”,
with their molecular isotropic xy plane parallel to the surface. Whereas the term
vesicle is widely used for bilayer-type hollow spherical assemblies due to the
close packing of surfactants or biolipids, our current supramolecular structure is
fundamentally different. The water components inside our unprecedented structures
do not contribute to the scattered intensity so that the measured Mw does not
include them, otherwise their actual Mw would be >10 times greater. Our model
can reasonably explain how such giant wheels can form uniform, spherical, higher-
level-type aggregates. Based on the mentioned Mw value, it is estimated that the
average closest center-to-center distance between two adjacent fMo154g anions is
ca. 4.9 nm. Considering that the diameter of the fMo154g anion is ca. 3.6 nm [7, 12],
it follows that the cluster anions are not touching each other in the vesicles.

High-resolution transmission electron microscopy (TEM) studies directly con-
firm these results [17]. Figure 6.10a shows a typical TEM image of the fMo154g-type
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Fig. 6.9 Structural model of the 90-nm spherical vesicles formed from single fMo154g giant
wheels

Fig. 6.10 (a) Transmission electron micrograph of some vesicles and (b) a larger, broken one
showing the thin-walled hollow nature

vesicles as obtained in aqueous solution. Figure 6.10b displays a broken sphere,
which clearly shows that the vesicle wall is thin and hollow inside. Figure 6.11a
is a magnification from a patch of a broken vesicle wall flattened on the support
carbon film. No long-range ordered packing of fMo154g wheels on the burst vesicle
surface was found, but some ordered packing was observed in small local areas
(Fig. 6.11b,c). The lattice spacings are in the range of 3.6–4.2 nm, similar to the
size of fMo154g, suggesting that indeed the wheels form the vesicle surface.

6.2.2 Dielectric Relaxation Studies to Get Information
on the Role of Water

One of the few methods for obtaining information directly on the state of water at
surfaces of the present type of species is dielectric relaxation, a technique used for
investigating hydration structures and dynamics in simple aqueous systems and now
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Fig. 6.11 (a) TEM from a broken vesicle flattened surface; (b) and (c) show two magnified areas
from this flake displaying some structure in the noise. The left-most and right-most pictures were
obtained by Fourier filtering, (d) and (e) are the corresponding power spectra indicating some
degree of order

also increasingly applied in studies of more complex systems, such as proteins and
micellar aggregates [18]. Dielectric spectra were recorded in the frequency range
300 kHz < 
 < 20 GHz. The dielectric absorption of an electrically conductive
sample reflects a superposition of a relaxation term and of a contribution caused
by the conventional static (direct current) electrical conductance. We are interested
in the relaxation spectrum, which can be obtained by subtracting the “trivial”
conductance term from the initial experimental spectrum (Fig. 6.12). This has been
done both for fresh and aged solutions containing the wheel-shaped fMo154g species
[19]. For comparison, we also investigated the dielectric relaxation of a saturated
aqueous solution of the much less hydrophilic, spherical molybdenum-iron-oxide
based clusters of the type fMo72Fe30g, which also show self-assembly processes,
but of a different type and much slower.

The electrical conductance ¢ of the initial solution, obtained as a by-product of
dielectric spectroscopy, is of some interest in itself. The observed value of ¢ for a
fresh 1.82 mmol solution roughly corresponds to the conductance of a 0.05 m NaCl
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Fig. 6.12 Conductance-
corrected dielectric spectra
(top) and difference spectra
(bottom) of aqueous solutions
of the fMo154g type cluster in
the freshly prepared (open
circles) and aged state (after
2 weeks; full circles). The
spectrum of the fMo72Fe30g
type cluster (triangles in the
lower part of the top spectra)
is shown for comparison

solution in water. Important in this context is that the solution contains an average of
15 NaC and 14 HC ions per cluster anion (this refers to the Na salt (not containing
NO groups) in which two anions occur with charges 14- and 16-; see formula of the
former one in the legend to Fig. 6.5 and also refs. [7, 10]), giving rise to a pH value
of about 2.3. The observed conductance implies that by far not all NaC and HC ions
are mobile while their interactions with the anionic Mo clusters even get stronger
when the assembly process is in progress [19].

Assuming that there are no processes below the frequency window of our
experiments, the resulting dielectric spectrum implies that the features obtained for
the fresh and aged solutions of fMo154g are associated with shells of confined water
attached to the “assemblies”. The spectra are dominated by an intense absorption
near 20 GHz with a Lorentzian lineshape due to bulk water. Spectral analysis
shows that its wing superimposes absorptions at lower frequencies. We therefore
subtracted this mode from the total spectrum, thereby generating the difference
spectra as shown in the lower part of Fig. 6.12, which accentuates the low-frequency
processes. The difference spectrum of the freshly prepared state indicates a distinct
mode near 4 GHz, a broad absorption regime smeared out from 50 MHz to
1 GHz, and an intense mode centred at 7 MHz, which is only partially sampled
owing to the frequency cut-off of our experimental range. The intermediate regime
between 50 MHz and 1 GHz can be approximately parameterized by two modes.
The resulting five-term parameterization of the total spectrum, as summarized in
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Table 6.2 Spectral
parameterization of the
dielectric absorption
spectrum of an aqueous
solution of fMo154g before
ageing

Water type assigned relaxation time t (ns) amplitude

1 22 (7.2 MHz) 7.1
2 1.7 (94 MHz) 4.4
3 0.2 (800 MHz) 2.6
4 0.04 (4,000 MHz) 2.8
Bulk 0.00822 (19,400 MHz) 68

Table 6.2, assumes that different kinds of confined water assemblies are associated
with each single fMo154g type cluster anion.

On “ageing” of the solution, that is, after 2 weeks, which corresponds to the
above mentioned vesicle formation, the following tendencies are observed: The
first peak at 7.2 MHz almost doubles, the second at ca. 90 MHz decreases to
less than the half, the third shifts from 800 to 450 MHz (this means that the
related water shell gets more strongly bound) and decreases by about 40%; the
fourth peak keeps position and amplitude and, finally, the bulk water peak at about
20 GHz is approximately constant. Together this indicates that the strength of the
hydration extends as cluster aggregation takes place with more water molecules
being more strongly bound between the wheels and the presence of relatively fewer
less strongly bound water molecules. This change clearly shows that the different
types of confined water assemblies in fact play a significant role in the formation
and stabilization of the finally resulting vesicle (see also next section).

6.3 What Is the Driving Force Behind This Self-Assembly?

The term self-assembly suggests that such processes can occur spontaneously,
that is, are favored by negative free energy changes. However, assembling species
leading to a homogeneous distribution is usually an entropy-loss process. There-
fore, some driving forces must exist in the self-assembly process to compensate
for the loss of entropy. For example, hydrophobic interactions are important in
assembling amphiphilic surfactant-micelle and bilayer-vesicle structures [20]. The
hydrophobic interaction is a short-range force; therefore, we can – in case of
regular lipid vesicles – always observe closely packed hydrophobic regions and
outside hydrophilic parts. But in the present scenario, each molybdenum blue-
type cluster ion is covered with a “layer” of H2O ligands that make it strongly
hydrophilic. Therefore the mechanism of this self-assembly must be substantially
different from those of amphiphilic ones. In any case it is obvious that a delicate
balance between attractive and repulsive forces makes the vesicles stable. The
repulsive force is due to the electrostatic interaction between the negatively charged
giant anions while the attractive forces are more complicated. Besides the unlikely
hydrophobic interaction, the contribution from attractive van der Waals forces
cannot predominantly account for the attraction [21]. We believe that a counterion
effect, besides a strong contribution of hydrogen bonding (the water shell between
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the macroions should formally act as glue) could be an important factor. The strong
attraction among giant anions leading to the vesicle formation occurs only when the
macroions carry charges, although not too many (polyoxometalates are naturally
repulsive towards each other). However, when counterions stay close enough to the
macroions the repulsion decreases and helps to keep the two macroions at a shorter
distance from each other. Recall that conductivity measurements indicated that a
fraction of the counterions cannot move freely, even in very dilute solutions. They
are closely associated with POM macroions, leading to a lower solution conductance
value than expected [19]. (The decrease can not only be explained by the macroion
assembly.)

In Fig. 6.10, the burst vesicle exhibits a wrinkle feature and a high contrast
around the edge (typical for an empty sphere, e.g., lipid vesicles) that indicates
the biomembrane-like soft nature of its surface. Considering that the present
fMo154g-type wheels are rather “hard” inorganic species, the soft nature of the
vesicle surface clearly favours the assumption of the presence of additional linking
materials/glue between adjacent macroions, i.e. the existence of highly structured
water nanoassemblies because “free” water molecules will not hold the isolated
giant wheels to form the fairly stable supramolecular structure. It is known that
the viscosity of water can increase several orders of magnitude in a nanoscale
confinement [22], which means in the present case that water molecules linked with
hydrogen bonds should act as “viscous glue” to form the whole supramolecular
assembly.

Our previous understanding of soluble inorganic ions in diluted solutions was
straightforward: they should homogeneously distribute in a solvent and exist as
single ions, reaching the minimum free energy (�G) and the maximum entropy
(�S) simultaneously. However, this general solute state for inorganic ions is not
valid for the hydrophilic macroions described here. These macroions have two
different states: an entropy favored first (general) state, in which the solutes
distribute homogeneously, and a more important thermodynamically favored second
state, in which the solutes self-associate into supramolecular structures owing to
strong inter-solute interactions.

This is certainly not the end of this centuries-lasting story. There are several
questions left open, among them the further aggregation of our vesicles into even
larger, grape-like structures (cf. Figs. 6.7 and 6.13). This seems to be a textbook
example for a process related to the term “From simple to complex systems” [23].

In summary, after more than 200 years of continuous explorations, scientists have
reached a better understanding of the longtime puzzle of “molybdenum blue solu-
tions” [24] and it turned out to be really complex. Furthermore, with the discovery of
various other structurally well-defined, giant, hydrophilic molybdenum-oxide based
species, inorganic chemists have successfully pushed the size limit of inorganic ions
into the nanometer scale. Consequently, this progress provides new challenges in
different fields, for example, the physical chemistry of solutions. The giant anions
show totally different solution behaviour when compared to regular inorganic ions,
owing to their sizes and especially their surface properties. In any case even the
chemistry of the discrete molecular wheels is still an actual research topic [25].
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Fig. 6.13 Hierarchical Patterning – The old and well known “molybdenum blue” test tube reaction
[24] covers a size range of more than three orders of magnitude
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Chapter 7
Encapsulated Water Molecules
in Polyoxometalates: Insights
from Molecular Dynamics

Pere Miró and Carles Bo

Abstract We demonstrated that classical molecular dynamic simulations are an
attractive tool for studying water clusters encapsulated in polyoxometalate nanocap-
sules by fully confirming the structures determined experimentally, (H2O)12 in
Mo57V6 and (H2O)100 in Mo132. The polyhedral shape of (H2O)100 water cluster
and the effect of the inner ligands in the generation of high density (Mo132-SO4)
and low density (Mo132-HCO2) water clusters have been demonstrated. In the case
of Mo132-SO4 and Mo132-HCO2, our simulations showed that encapsulated water
molecules self-assemble dynamically in shell structures, which are strongly affected
by slightly increasing the volume of the capsule. Water in the cavities is structurally
closer to ice water than to liquid water, as it is unable to diffuse as liquid water does.

7.1 Introduction

Complexity is a concept often invoked for describing chemical phenomena that
escape our current understanding, either because the inherent complication of the
systems, or because the undetermined number of coupled parameters. Here we
can include the structure of very large molecules, supramolecular assemblies [1],
non-linear processes, and even the origin of life. Complexity can be also found
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in one of the simplest but curious materials, water. The structure and behaviour
of water molecules encapsulated in confined spaces are of capital interest because
they are of relevance to several aspects of molecular biology, for example, protein
folding and activity [2, 3]. However, while the properties of confined water are
rather peculiar and their computational description is not easy, the structure and
properties of bulk liquid water has deserved attention too. Regarding the problem
of understanding the structure of bulk liquid water [4–15] the so-called two-
structure models were developed, while with reference to biological scenarios it
is assumed in the literature that the liquid consists of rapidly exchanging high
density water (HDW) and low density water (LDW) microdomains differing in their
physical and chemical properties because of their different strength of hydrogen
bonds. It is worth mentioning here a paper related to biological aspects entitled
“Life depends upon two kinds of water” [16, 17], which states that “[ : : : ] protein
conformations demanding greater hydration are favoured by more active water (as
high density water containing many weak bent and/or broken hydrogen bonds) and
conformations are relatively favoured by lower activity water (as low-density water
containing many strong intra-molecular aqueous hydrogen bonds)”. In any case it is
generally accepted that networks of hydrogen-bonded water assemblies, especially
high density water, control protein folding, structures, and activities.

One possible way to investigate confined water assemblies systematically is
by trapping them in structurally well defined and differently sized as well as
functionalized nanosized capsule cavities. The use of nanosized carbon tubes
[18] or, in particular, metal oxide based capsules has advantages as it allows
work under a variety of experimental conditions. The first reported POM with
an internal cavity was the Preysler anion [19], however its internal cavity just
allows the encapsulation of one cation and only one water molecule. The group
in Bielefeld mainly lead the synthesis of new POMs with internal cavities
such as the donut-shaped [H3Mo57V6(NO)6O183(H2O)18]21� (Mo57V6) [20] and
the spherical [(Mo6O21(H2O)6)12(Mo2O4(Ln�))30](12Cn)� (Mo132) nanocapsules
(Fig. 7.1) [21, 22].

In one hand, Mo57V6 has two different cavities, three external where three
(H2O)2 are trapped and the internal one where a (H2O)12 water cluster is present.
On the other hand, the Mo132 structure is a soluble spherical porous capsule of
the type [(pentagonal unit)12(metal linker unit)30]n� as [((Mo)Mo5O21(H2O)6)12

(Mo2O4(L))30]n�, which is stable in solution under well defined conditions with a
cavity where a large quantity of water molecules can be confined. An important
aspect of Mo132 is the pores that can be closed upon the correct choice of the
counterions in a stepwise manner. They have been described as artificial cells [23].
These capsules, which may be considered as coordination polymers with spherical
periodicity, can be constructed with differently sized cavities based on the choice of
internal ligands.

The compound [(Mo6O21(H2O)6)12(Mo2O4(HCO2))30]42�(Mo132-HCO2),
which contains the Mo132-type capsules with the largest possible cavity, was
prepared and was characterized by different techniques (IR, Raman and X-Ray
diffraction.) [21]. The anionic capsule Mo132-HCO2 contains 12 pentagonal units
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Fig. 7.1 Structures for [H3Mo57V6(NO)6O183(H2O)18]21� (Mo57V6) and [(Mo6O21(H2O)6)12

(Mo2O4(Ln�))30](12Cn)� (Mo132) nanocapsules

[(Mo)Mo5O21(H2O)6]6� placed at the 12 vertices of an icosahedron and linked
by 30 dinuclear [Mo2O4(HCO2)]C units. The construction principle automatically
leads to capsules with 20 Mo9O9 pores. Since the 20 pores remained open during
the synthesis of Mo132-HCO2 the structure of the water molecules encapsulated in
its cavity are influenced. The cavity of Mo132-HCO2 hosts a (H2O)80 water cluster
[22] consisting of a (H2O)60 shell that is embedded into a peripheral dodecahedral
(H2O)20 shell (Fig. 7.2, top right), while the two shells interact via hydrogen bonds.
However the cavity should not be completely free of NH4

C ions that disorder the
water cluster.

To study the nature of a pure encapsulated water molecule assembly in the cavity
of Mo132-HCO2, that is, in the absence of inorganic cations, a derivative compound
was synthesized in Müller’s group replacing the ammonium by formamidinium
cations [24]. This new compound was also structurally characterized by different
techniques and has the same skeleton as the previously presented Mo132-HCO2 but
with closed pores due to the presence of the new cations. Formamidinium cations
are too large to pass through the Mo9O9 pores but can close them as mentioned
above (Fig. 7.2, top left). The new scenario showed as expected a cation-free water
cluster integrated in the capsule cavity. Also in contraposition with the open pore
compound, a large number of water molecules were encapsulated and a (H2O)100

water cluster laid inside Mo132-HCO2 when the pores are closed.
The encapsulated water molecules in Mo132-HCO2 were found arranged in a

well-defined and unprecedented structure that can be described by a four concentric
shell arrangement with radii of 3.92–4.13, 6.72–6.78, 7.59–7.78, and 8.31–8.70 Å
(Fig. 7.3, top). The water molecules in these shells are structured in a polyhedral
shape, with water oxygens in the vertex of the polyedra. They have the following
structures in the same sequence as before: (H2O)20 dodecahedron, (H2O)20/2 dodec-
ahedron, (H2O)60 distorted rhombicosidodecahedron, and (H2O)20/2 dodecahedron
(Fig. 7.3, bottom left), while the two (H2O)20/2 shells are not separated enough
from each other (related O���O distances on the C3 axes <2 Å) to allow a
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Fig. 7.2 Structure of the different water molecule assemblies (in wireframe representation
showing only the water oxygen atoms) occurring within the cavities of the three different spherical
porous (Mo132)-type POMs while hydrogen bonds between the shells are not shown. Top right:
Scenario in open Mo132-HCO2 a showing the peripheral (H2O)20 (red) and the inner (H2O)60

shell, while highlighting the 12 (H2O)5 pentagons (yellow, like for Mo132-SO4). Bottom left: The
situation in Mo132-HCO2 a showing the three dodecahedra, that is, one fully occupied (light blue)
and the two underoccupied (H2O)20/2 types (red and green), as well as the (H2O)60 shell (yellow).
Bottom right: Shown is the three-shell water assembly in Mo132-SO4; the central (blue) and the
peripheral (yellow) shells correspond to those in Mo132-HCO2. Additionally shown (top left) is
the Mo132-HCO2 structure highlighting one pore (in polyhedral representation with the pentagonal
units in blue and dinuclear linkers in red) and showing the noncovalently bonded formamidinium
cations. The large blue sphere highlights the cavity in which the water molecules are encapsulated.
Carbon in black, nitrogen and hydrogen in green, molybdenum in blue and oxygen in red [24]
(Color figure online)

complete occupation. As a consequence of this, the water molecules are distributed
statistically at the vertices of the two dodecahedra, while both show occupancies of
50%. If a H2O molecule occurs in one of the two dodecahedra the position of the
second dodecahedron on the same C3 axis is vacant.

Remarkably, the same number of water molecules as in Mo132-HCO2 was
also found in [(Mo6O21(H2O)6)12(Mo2O4(SO2))30]72� (Mo132-SO4) nanocapsule
[25,26]. But in that case three concentric fully occupied shells were present, which
are organized in the form of two (H2O)20 dodecahedra and one strongly distorted
(H2O)60 rhombicosidodecahedron (Fig. 7.2, bottom right). The radii of the shells
are 3.84–4.04, 6.51–6.83, and 7.56–7.88 Å, respectively (Fig. 7.3, bottom). The
important comparison between Mo132-HCO2 and Mo132-SO4 reveals that the larger
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Fig. 7.3 The distance histograms related to capsules Mo132-HCO2 (top) and Mo132-SO4 (bottom):
Shown are the distributions of oxygen atoms of the water molecules at the different distances from
the center of the cavities. Color code as in Fig. 7.2 [24] (Color figure online)

ligands (SO4
2�) block more space in the internal cavity than smaller ones (HCO2

�).
This difference has as a consequence the different structures of the two (H2O)100

assemblies. Therefore, this scenario can be described as “high and low density”
water molecule assemblies, while the terms HDW/LDW are considered relative to
each other, that is, related to the present system and not in general consideration.

In this chapter, we report the results of a computational study aimed at simulating
the long-time collective behaviour of water clusters inside POM nanocapsules.
Firstly, we will describe the donut-shaped Mo57V6 structure, which has one internal
cavity with 12 water molecules, and three external cavities with two water molecules
each. Our objective was to use this system to set up a methodology and compare the
simulation results with the available neutron scattering data, and also to get then
hints about the behaviour of the confined water molecules, whether they exchange
with the bulk or not, or with cations. Next we studied the giant Mo132 considering
two different inner ligands, SO4

2� and HCO2
�. The structure of the confined

(H2O)100 water cluster in both cases was studied in detail. Our final goal was to
reproduce the experimental results, to demonstrate the spontaneous self-assembly
of the water molecules inside POM nanocapsules and study the effect of the inner
ligand into the layered structures.

7.2 Computational Details

We used a large number of explicit solvent molecules to describe high dilution
conditions for the POMs. The methodology employed is based on classical molec-
ular dynamics MD simulations that were carried out using the DLPOLY package
[27–29]. The simulations of [H3Mo57V6(NO)6O183(H2O)18]21� anion contained
9,018 water molecules (9,000 solvent water molecules, 6 water molecules in
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the external cavities and 12 water molecules in the internal cavity), 1 anion
and 21 cations (LiC or NaC) in order to keep the system electro neutral. The
simulations were performed at different temperatures: 100, 200 and 300 K. The
simulations for the [(Mo6O21(H2O)6)12(Mo2O4(SO4))30]72� (Mo132-SO4) anion
contained 9,073 molecules (8,828 solvent water molecules, 100 water molecules
in the internal cavity and 72 molibdenum-coordinated water molecules), one
anion and 72 NaC cations in order to maintain the system electro neutral; the
[(Mo6O21(H2O)6)12(Mo2O4(HCO2))30]42� (Mo132-HCO2) anion contained 9,043
molecules (8,828 solvent water molecules, 100 water molecules in the internal
cavity and 72 molibdenum coordination waters), one anion and 42 guanidinium
cations in order to maintain the electroneutrality of the system. Twenty of the
counterions were placed as plugs nearby the pores.

For Mo132-SO4 and Mo132-HCO2, independent runs of 1 ns, with total length
of 10 ns, were carried out at 298 K and 198 K, which permitted us to obtain
statistically reliable results. The POM has been kept rigid during the simulations,
neglecting bonding parameters. The set of Lennard-Jones parameters of the anions
was taken from previous work [30–32] The atomic charges for Mo57V6 species
the charges were taken from a density functional calculation (quadrupolar charges)
and for Mo132 nanocapsule from a Qeq method [33]. The parameter set used for
water molecules corresponds to that of the SPC/E model [34]. The monovalent
cations used are LiC and NaC whose models are described in the work of Lee and
Rasaiah [35].

7.3 Encapsulated (H2O)12 and (H2O)2 Clusters in Mo57V6

The neutron scattering structure determination of Mo57V6 revealed that the internal
cavity contains twelve water molecules [20, 36], that are structured in two rings with
six molecules each, one ring atop the other like a water sandwich (Fig. 7.4).

The internal water molecules act as ligands too: six bonded to the six vanadium
atoms and six bonded to molybdenum atoms. The structure determined by neutron
diffraction showed a local pseudo-C3h symmetry. The 12 water molecules form two
12-membered rings consisting of six O–H���O hydrogen bonds each.

The whole system was studied by means of classical MD simulations in explicit
solvent. Energy minimization of the 12 water clusters inside the cavity skeleton,
which was kept frozen, converged rapidly to the structure shown on the left hand
side of Fig. 7.5. Note that water molecules are disposed in such a way as to
maximize hydrogen bond interactions and that this arrangement matches precisely
the structure determined by neutron diffraction.

Hydrogen bond distances between neighbouring water molecules measured in
the minimum energy structure (1.711 Å) were in good agreement with experimental
values from neutron diffraction (1.765 Å), and also with the distances found in ice
subtype Ih (1.746 Å) (Fig. 7.5, right). By using the trajectories obtained from the
MD simulations, the spatial distribution function (SDF) of oxygen and hydrogen
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Fig. 7.4 Neutron scattering structure of (H2O)12 water cluster in Mo57V6 (the two central
hexagons) [36]

Fig. 7.5 Structure of the (H2O)12 water cluster in MD simulations (left) and Ih ice subtype
structure (right)

atoms of the encapsulated water molecules were computed. The SDF measures
the probability of finding a given atom in three-dimensional space and are directly
correlated to the time that an atom remained in a given position. The longer the
residence time is, the higher the probability of finding an atom in that point of
space. Fig. 7.6 shows SDF isosurfaces coloured red for oxygen atoms and white
for hydrogen atoms for different temperatures.
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Fig. 7.6 Side (top) and axial (bottom) view of the oxygen (red) and hydrogen (white) atoms spatial
distribution function (SDF) of the encapsulated water molecules at different temperatures: 300 K
(left), 200 K (center) and 100 K (right). The POM structure is omitted for clarity (Color figure
online)

As it can be seen in Fig. 7.6, at low temperature the isosurfaces indicate that
all the 18 water molecules (6 in the three external cavities and 12 in the inner
cavity) remained rather stable at their equilibrium positions. When temperature
was increased, the volume enclosed by the isosurfaces was clearly larger than at
low temperature, indicating that the mobility of those molecules increased. Also,
Fig. 7.6 shows that some water molecules, precisely those in the two rings had
enough kinetic energy for breaking some hydrogen bonds and diffuse inside the
cavity. Although exchange between the two rings is observed, the water cluster
basic structure still remains even at room temperature. The water molecules located
at the three external cavities even at room temperature stay quite fixed. The narrow
shape of these cavities, which does not allow full rotation of the water molecules
inside, limits their motion. In all the cases, the lateral apertures and the pore of
the cavity seem to be small enough to prevent any water molecule to be released.
Although it could be a consequence of the lack of flexibility of the pore imposed
in the simulations, neither water molecules nor cation exchange between the cavity
and the bulk were observed.

7.4 Encapsulated (H2O)100 Cluster in Mo132

To gain more insight into the nature and formation of the (H2O)100 water assemblies
in the Mo132 capsules, a series of classical MD simulations on Mo132-SO4 and
Mo132-HCO2 were carried out. The simulations were started from a randomly
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Fig. 7.7 Pores of Mo132-SO4 (left) and Mo132-HCO2 (center and middle). The right pore has been
closed with guanidinium counterions. Molybdenum polyhedra in ice blue, oxygen in red, nitrogen
in blue, carbon in grey and hydrogen in white (Color figure online)

generated configuration, solvent water molecules and counterions (NaC in the case
of Mo132-SO4 and guanidinium cations in the case of Mo132-HCO2) were allowed
to diffuse freely in the simulation box, while the geometry of the capsule including
that of the normally flexible ligands was kept frozen. Assumed capsule rigidity
causes the channel diameters to be too small to allow the entrance of hydrated
NaC counterions into capsule Mo132-SO4, in contrast to the situation for the real
Mo132-SO4 in solution. Thus, in our simulations Mo132-SO4 behaves in that respect
as a closed capsule. However, when the sulfate ligands were substituted by formate
ligands, the related enlarged channels allowed NaC ions to pass through. Therefore,
plugs had to be present in Mo132-HCO2 to avoid cation uptake. The guanidinium
ions were chosen as the plugs to avoid the entrance of the counterions in the inner
POM cavity. Consequently, 20 guanidinium ions were placed in the pores and fixed
to the Mo132 structure (Fig. 7.7).

Initially, counterions were distributed randomly around the nanocapsule, which
was filled and surrounded by water. In the internal cavity of the POM 172 water
molecules were placed; 72 waters fulfilling the molybdenum coordination sphere
of the pentagonal Mo(Mo)5 units and a structureless 100 H2O cluster. Following a
standard protocol [24], a large number of configurations were collected through the
MD trajectory and analyzed. Then, the radial (RDF) and spatial (SDF) distribution
functions of the centers of the capsule-oxygen water atoms were computed.

For the Mo132-SO4 capsule, the computed RDFs showed three significant peaks
and a residual inner peak, pointing a three-shell structure. A very nice agreement of
the main features with the experimentally determined distances between the capsule
center and the capsule–water oxygen atoms was found (Table 7.1). As the RDF in
Fig. 7.8 reveal, there are three main peaks in the RDF located at 4.4, 6.7, and 7.4 Å.
This result means that although during the simulations water molecules can diffuse
inside the capsule continuously, a layered shell type structure is obtained. In other
words, the dynamic structure matches the static experimental data reasonably well.

When the space distribution function (SDF) was plotted it revealed a clear
polyhedral-type structure. The highest probability regions of finding water
molecules inside the capsule (red areas in Fig. 7.9) correspond to water ligands
coordinated to the metal atoms of the 12 pentagonal moieties. In total there are 72
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Table 7.1 Experimental versus computed distances from the center
of the capsule (in Å) to oxygen atoms of water molecules

Mo132-SO4 Mo132-HCO2

Experimental Calculated Experimental Calculated

Peak 1 3.84–4.04 4.4 4.02–4.08 4.4
Peak 2 6.51–6.83 6.7 6.62–6.72 6.9
Peak 3 7.56–7.88 7.4 7.66–7.78 7.9
Peak 4 – – 8.52–8.79 8.8

Fig. 7.8 Radial distribution function from the center of the Mo132-SO4 capsule (blue) and the
integration of the number of water molecules (black) [24] (Color figure online)

water molecules coordinated to the molybdenum. These ligand type water molecules
remain, as expected, fixed at their locations of maximum probability. The RDF peak
of this shell is located at about 10 Å from the center of the capsule but it is not shown
in Fig. 7.8. The two shells at 7.4 and 6.7 Å form the same polyhedra as were found
crystallographically, that is, a distorted (H2O)60 rhombicosidodecahedron and a
(H2O)20 dodecahedron (Fig. 7.10).

In these nodes, the grey isosurface extends towards the edges that connect the
vertices of the polyhedra, thus suggesting that water molecules in these shells
are rather mobile and can exchange their locations. The exchange seems to occur
through the edges and not through the faces of the polyhedra. This phenomenon was
of course not observed in the crystals since they were measured at low temperatures.

Visual inspection of the trajectories indicates a stepwise motion with molecules
frequently switching between the shells and in a synchronous way, between the
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Fig. 7.9 Isosurfaces of the spatial distribution function (SDF) for water oxygen atoms inside
capsule Mo132-SO4. Two isosurfaces are shown: one colored red and the other colored either
gray-transparent or blue, for clarity. The red isosurface corresponds to the regions of maximum
probability of finding water oxygen atoms. We found 152 red nodes, which are located precisely
at the same positions that we found in the X-ray structure: the dodecahedral second layer (20),
the distorted rhombicosidodecahedron third layer (60), and the twelve centered-pentagons of the
coordinated water molecules (72). The gray-transparent isosurface corresponds to a probability
one order of magnitude lower than the red isosurface, and indicates exchange between the second
and third layer. The blue isosurface (same SDF value as the gray one) shows the inner shell [24]
(Color figure online)

Fig. 7.10 Rhombicosidodecahedron and dodecahedron polyhedras

peaks 2 and 3. The result corresponds especially to the non-negligible overlap
between these peaks at 6.7 and 7.4 Å in the RDF in Fig. 7.8. Furthermore, the blue
isosurface depicted in Fig. 7.9 is not connected with the second and third shells, as a
result of the zero overlap between the corresponding peaks in the RDF. In this inner
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Fig. 7.11 Radial distribution function from the center of the Mo132-HCO2 capsule [24]

layer, water molecules are much more mobile than those in the two outer layers,
and consequently, is rather difficult to determine regions of high probability. But
a dodecahedron (H2O)16 and a tetrahedron (H2O)4 lay in the core of the (H2O)100

water cluster in our simulations. Although water behaves more liquid-like in this
inner part, the polyhedral shape of the SDF blue isosurface suggests a constrained
motion imposed by the symmetry of the upper layers in contact with the capsule
surface (Fig. 7.10).

When a model for Mo132-HCO2 was considered, a lower temperature (198 K)
had to be used since at room temperature the water cluster was structureless. The
RDF plot, as shown in Fig. 7.11, displayed a rather different behavior. Instead of
the three main peaks found for Mo132-SO4 a fourth peak appeared at 8.8 Å, in good
agreement with the experiment (Table 7.1). But the additional space available inside
the capsule allowed water molecules to be more mobile in agreement, in line with
the existence of a lower density water 100 cluster. Water mobility and exchange
between layers is clearly indicated by the strongly overlapped RDF peaks. Contrary
to the case of Mo132-SO4, the SDF function for Mo132-HCO2 did not reveal any
clear image since the diffusion during the simulation was rather important because
the large cavity, the lower negative charge of the capsule, and the occurrence of the
formate ligands.
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7.5 Conclusions

The results presented above demonstrate that classical molecular dynamic simu-
lations are attractive for studying water clusters encapsulated in polyoxometalate
nanocapsules. The structures determined experimentally, (H2O)12 in Mo57V6 and
(H2O)100 in Mo132 were fully confirmed computationally. In the later case, the
number and location of the RDF peaks agree perfectly well with the shell structure.
Moreover, the polyhedral shape of (H2O)100 water cluster and the effect of the
inner ligands in the generation of high density (Mo132-SO4) and low density
(Mo132-HCO2) water clusters have been demonstrated. In the case of Mo132-SO4

and Mo132-HCO2, our simulations showed that encapsulated water molecules self-
assemble dynamically in shell structures, which are strongly affected by a slightly
increasing volume of the capsule. Water in the cavities is structurally closer to ice
water than to liquid water, as is unable to diffuse as liquid water does. Further studies
on related systems are currently under development in our laboratory.
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25. Müller A, Krickemeyer E, Bögge H, Schmidtmann M, Botar B, Talismanova MO (2003)
Angew Chem Int Ed 42(18):2085–2090
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Chapter 8
Organometallic Dendrimers: Design, Redox
Properties and Catalytic Functions

Didier Astruc, Catiá Ornelas, and Jaime Ruiz

Abstract The divergent synthesis, properties and functions of dendrimers
terminated by metallocenyl redox groups are briefly illustrated in this micro-review,
with emphasis on molecular electronics, sensing with regenerable derivatized Pt
electrodes and efficient catalysis with dendrimer-stabilized Pd nanoparticles.

8.1 Introduction

Dendrimers have attracted considerable attention since their discovery three decades
ago [1–43]. Potential applications involve supramolecular properties [11] in
the fields of nanomedicine [29], materials science [4–13] and catalysis [16, 30,
38–43]. Since the late 1980s, we have focused our attention on metallodendrimers
[14, 44] with the aim to develop knowledge concerning redox properties that
are useful for redox sensing and catalysis as well as for the design of molecular
batteries. In this microreview article, we will illustrate the design of our recent
series of metallodendrimers and some of their properties and applications.

8.2 The Complexes [FeCp(˜6-arene)][PF6] as a Source
of Dendritic Core, Dendrons and Dendrimers

In the complexes, [FeCp(˜6-arene)][PF6], the arene ligand undergoes reactions
resulting from “Umpolung” of the arene reactivity [45], i.e. the benzylic groups
are easily deprotonated [46], the chloride arene substituent is easily substituted by
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Scheme 8.1 Mechanism of the one-pot eight-step synthesis of the phenoltriallyl dendron

nucleophiles such as alkoxyde [45] and the aryl ethers are heterolytically cleaved by
t-BuOK in THF below room temperature in the presence of an inorganic salt such
as KBr [47]. Moreover, these organometallic cations can be reduced to 19-electron
FeI complexes that have a specific radical- and electron-transfer reactivity [48]. The
removal of the arene ligand from the complex can easily proceed either via the
19-electron complexes or using visible photolysis of the 18-electron cations [49].

Using these properties, dendritic cores are quantitatively synthesized under
ambient conditions from the mesitylene complex, whereas a simple tripodal
dendron is prepared in a one-pot eight-step synthesis from the p-ethoxytoluene
complex (Scheme 8.1). With a nona-allyl arene core and the “phenoltriallyl”
brick, dendrimers containing 3nC2 terminal allyl tethers (n D generation number)
could be constructed [15] using the 1 !3 C connectivity pioneered by Newkome
with arborols [50] by a series of hydrosilylation-Williamson reactions. The
hydrosilylation was carried out using chloromethyldimethylsilane [51] and Karsted
catalyst at 40ıC whereas the Williamson step was performed between the
chloromethyl-terminated dendrimers and phenoltriallyl using a catalytic amount
of NaI and K2CO3 in DMF at 80ıC. Each step was checked by 1H, 13C and 29Si
NMR and gave virtually pure dendrimers at the accuracy of NMR. MALDI TOF
mass spectra show, however, that if the molecular peak largely predominates for
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the second generation 81-allyl dendrimer, the defects predominate in the spectrum
of the 3rd generation 243-allyl dendrimer and the molecular peak is not even seen
in that of the 4th generation 729-allyl dendrimer which shows massifs near the
molecular peak (Scheme 8.2).

The dendrimers were characterized by size exclusion chromatography until
generation five showing a polydispersity between 1.00 and 1.02, atomic force
microscopy showing the progression of the height of the monolayer from the first to
the 9th generation and transmission electron microscopy of the polyiodo derivative
of the last generation. Although the number of defects becomes larger and larger as
the generation number increases, it may be estimated that the last generation reaches
a number of terminal tethers of the order of 105. Beyond generation 5 (theoretical
number: 37 D 2187 terminal tethers), it is compulsory that further dendritic con-
struction reactions occur inside the dendrimers interior because the small termini
must back fold toward the center in order to avoid the bulk at the periphery and
fill the interior cavities. Thus the dendrimer construction becomes limited by the
volume rather than by the surface. The reactions become slower and slower and the
yields are lower as the generation number increases beyond generation 5.

A challenge is the one-pot synthesis of dendrimers using such a strategy [52].
This was shown to be possible if chlorodimethylsilane [53] is used instead of
the chloromethyldimethylsilane in the construction scheme. Indeed, the terminal
Si-Cl bonds formed at the periphery of the dendrimer subsequent to hydrosilylation
are much more reactive in the Williamson reaction with phenolates than the
chloromethylsilyl termini, which permits the one-pot synthesis of up to the 243-allyl
G3 dendrimer. The Si-phenolate link is less robust than the Si-CH2-phenolate link,
but stable enough for extensive characterization. Such fragile dendrimers might be
useful for applications requiring the decomposition of the dendrimer interior after
using it as a template, for instance in materials chemistry (Scheme 8.3) [52].

8.3 Ferrocenyl Dendrimers

The first ferrocenyl dendrimers designed for function were synthesized by re-
action of amine-terminated dendrimers with ferrocenoyl chloride, which yielded
amidoferrocenyl dendrimers that were redox exo-receptors of oxo-anions [54].
It was subsequently found that silylferrocenylation of polyolefin dendrimers yielded
polysilylferrocenyl dendrimers (Scheme 8.4).

Likewise, the silylferrocenylation of the “phenoltriallyl” brick yielded trifer-
rocenyl dendrons that could be condensed onto a polyhalogeno core to form
polyferrocenyl dendrimers (Scheme 8.5) [55].

With gold-nanoparticle-cored dendrimers, it was found that the silyl group was
an excellent alternative to the amido group when it was attached to the ferrocenyl
termini for the recognition of oxo-anions including ATP [56]. The factors involved
in the redox recognition are the electrostatic attraction between the anion and
the ferrocenium cation upon anodic oxidation and the supramolecular bonding
between the amido group (hydrogen bonding) of the silyl group (Si hypervalence).
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Scheme 8.2 Construction of giant dendrimers starting from ferrocene with 3nC2 terminal tethers
(n D generation number) until G9 (theoretical number of 311 terminal tethers). Each dendrimer
along the construction was characterized by 1H, 13C and 29Si NMR (till G9), MALDI TOF mass
spectrometry (till G4), SEC (PI D 1.00 to 1.02 till G5), TEM and AFM (till G9) showing the steady
size increase
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Scheme 8.3 One-pot synthesis of polyolefin dendrimers till G3 (35 D 243 terminal allyl groups)
using the silane HSiMe2Cl



138 D. Astruc et al.

Scheme 8.4 Ferrocenyl-silylation of the “phenoltriallyl” dendron for the construction of
ferrocenyl-terminated dendrimers
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Scheme 8.5 Ferrocenylsilylation of the 81-allyl G2 dendrimer for the synthesis of ferrocenyl-
terminated dendrimers

The amidoferrocenyl or silylferrocenyl monomers do not show any effect, however.
Therefore, the dendrimer topology is important for recognition of oxo-anions. The
appropriate encapsulation of the anionic host between the dendritic tethers is a key
factor that very much increases the interaction between the functional ferrocenyl
termini and the guest (Scheme 8.6).

8.4 Engineering the Dendrimer Family with Peripheral
Ferrocenyltriazole Ligands: “Click” Dendrimers
and Metallodendrimers for Oxo-Anion
and Transition-Metal Cation Sensing

The 1,2,3-triazole is an ideal choice for the interaction with many substrates that
have Brönsted or Lewis acid properties including transition metals and their com-
plexes. Thus the encapsulation of such guests should prove feasible by introducing
such triazole groups on the dendrimer tethers. The 1,2,3-triazole group is readily
formed by “Click” chemistry recently reported by Sharpless to catalyze with CuI

the regioselective Huisgens reaction between azido derivatives and terminal alkynes
[57]. We used the dendrimer family that was constructed as indicated above and
substituted the terminal halogeno group by azido upon reaction with NaN3. These
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Scheme 8.6 Gold-nanoparticle-cored dendrimer terminated by ferrocenylsilyl group that recog-
nize and sense oxo-anions such as H2PO4

�and ATP

Scheme 8.7 Synthesis of a “click” ferrocenyl dendrimer (G0)

azido-terminated dendrimers were engaged in reactions with ferrocenyl acetylene in
order to locate the redox sensor directly on the triazole ring for adequate sensing of
the interaction of guests with the triazole heterocycle by perturbation of the redox
potential of the ferrocenyl system (Scheme 8.7).



8 Organometallic Dendrimers: Design, Redox Properties and Catalytic Functions 141

Scheme 8.8 Second-generation “click” ferrocenyl dendrimer (81 terminal ferrocenyltriazolyl
groups) that recognizes both oxo-anions including ATP and transition-metal dications (CuI, CuII,
PdII, PtII) with positive dendritic effect (i.e. recognition, characterized by the shift of potential of
the ferrocenyl CV wave, works all the better as the dendrimer generation is higher)

Ferrocenyl terminated dendrimers are known as very good sensors of oxo-anions
with positive dendritic effects, i.e. the magnitude of the recognition effect in-
creases together with generation number, because the dendrimer topology of higher
generations involves narrower channels for a better interaction with the dendritic
site on the tethers. Thus oxo-anions including ATP, a DNA fragment, are well
recognized by the “Click” ferrocenyltriazolyl dendrimers. The additional electron
density brought by the oxo-anions makes the ferrocenyl oxidation easier, i.e. at less
positive oxidations potentials. On the other hand, the interaction with acetonitrile
complexes of several transition metals (CuI, CuII, PdII, PtII) withdraws electron
density from the ferrocenyltriazolyl system, the ferrocenyl oxidation is rendered
more difficult, and its wave is found at more positive potentials (Scheme 8.8) [58].
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8.5 The Click Reaction as a Useful Iterative Method
for Dendrimer Construction

In the preceding example, the “click” reaction was used for peripheral dendrimer
functionalization. We then addressed the challenge of using the “click” reaction
iteratively for divergent dendrimer construction. For this purpose, the “phenoltrial-
lyl” brick used above was propargylated at the focal point before “click” reaction
with an azido-terminated dendritic core as above. After the “click” reaction, the
polyolefin dendrimer formed in which the number of terminal tethers has been
multiplied by three is submitted to hydrosilylation with chloromethyldimethylsilane
as in our classic dendrimer construction, then the terminal chloro groups are
substituted by azido groups for further iteration of the “Click” reaction with the
propargylated dendron (Scheme 8.9) [59].

8.6 Dendrimers Containing Triazole Ligands and Ferrocenyl
Termini as Useful Templates for Transition-Metal Ions
and Transition-Metal Nanoparticles

The triazole ligands were introduced in these dendrimers in order to bind transition-
metal cations before their reduction to metal (0) to form nanoparticles that are
either stabilized inside the dendrimer or, if the dendrimer is too small, that are
stabilized by the dendrimer without encapsulation. The ferrocenyl groups located
at the dendrimer periphery just near the triazole rings allow titrating the metal
cations that interact herewith. Palladium (II) was coordinated to the triazole ligands
in the dendrimer interior using Pd(OAc)2, then reduced to Pd(0) using NaBH4 or
methanol. The coordination of Pd(OAc)2 onto the triazole ligands was monitored
by cyclic voltammetry, showing the appearance of a new wave corresponding to the
ferrocenyl groups attached to Pd(II)-coordinated triazoles.

The outcome was a one-to-one stoichiometry that allowed designing a given
number of Pd atoms in the Pd nanoparticles if the dendrimer is large enough
for nanoparticle encapsulation. This aspect is very important for applications
(Scheme 8.10) [59].

8.7 Application in Catalysis of “Click” Dendrimers
and Dendrimer-Stabilized Nanoparticles

Nanoparticles are attracting increasing attention as catalysts from both the
homogeneous- and heterogeneous catalysis communities, because they are
“ligandless” catalysts avoiding toxic phosphines, and they show remarkable
activities and selectivities [60].
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Scheme 8.9 Iterative construction of a G2 “click” dendrimer using a hydrosilylation-click-
reaction sequence

Nanoparticles can be stabilized by an extremely large variety of supports from
organic to inorganic [61]. Polymers have been among the most popular supports
for nanoparticle catalysts, [62] thus dendrimers also stabilize them, and dendrimer
stabilization can proceed either by encapsulation [63] or, if the dendrimer is too
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Scheme 8.10 Coordination of the triazole ligand by Pd(OAc)2 monitored by ferrocenyl redox
sensing followed by Pd(II) reduction to dendrimer-encapsulated Pd (0) nanoparticles used further
in catalysis. The variety of nanoparticle sizes obtained with this strategy is crucial for catalyst
optimization and mechanistic investigation

small, by peripheral stabilization of the nanoparticle surrounded by a number of
dendrimers [64]. Thus commercial polyamidoamine and polypropylene imine have
been extensively used to stabilize nanoparticle catalysts [65].

Click-dendrimer-stabilized nanoparticles are a new family of dendrimer-
stabilized nanoparticles that is particularly suitable for catalytic studies [59, 66].
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Scheme 8.11 Pd nanoparticle surrounded and stabilized by several small G0 dendrimers

Different Pd nanoparticles were synthesized from the dendrimers of generations
0 (9 tethers) to 2 (81 tethers). Transmission electron microscopy shows that
generations G1 and G2 form dendrimer-encapsulated nanoparticles whose sizes
correspond to Pd nanoparticles that contain the same number of Pd0 atoms as that
of PdII ions initially coordinated to the triazoles inside the dendrimer, whereas G0

is too small to encapsulate the nanoparticle formed. In this case, the nanoparticle is
surrounded by a number of dendrimers that provide stabilization (Scheme 8.11).

The collection of different nanoparticles having different designed sizes is crucial
to the study of the mechanisms in nanoparticle catalysis. These “click” dendrimer-
stabilized nanoparticles are efficient catalysts for selective olefin hydrogenation
under ambient conditions, and the turnover frequencies, turnover numbers and
yields depend on the nanoparticle size. The smallest nanoparticles (from G1)
are the most active ones, in agreement with a classic hydrogenation mechanism
entirely proceeding at the nanoparticle surface [66]. On the other hand, the turnover
numbers, turnover frequencies and yields are independent on the type of nanopar-
ticle stabilization and sizes of the nanoparticles for the Suzuki cross coupling
reaction between chlorobenzene or bromobenzene and PhB(OH)2. Moreover, the
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TON increases when the amount of nanoparticle catalyst is decreased or when the
solution is diluted. The efficiency reaches 54% yield using 1 ppm Pd nanoparticles,
i.e. the amount of nanoparticle catalyst is homeopathic. On the other hand, with
high loading of catalyst, the yield is not quantitative, reaching only 70% at 1% Pd
atom catalyst. These phenomena are taken into account by a leaching mechanism
whereby one or two Pd atoms escape from the nanoparticle surface subsequent to
the oxidative addition of the aryl halide onto the nanoparticle surface, then become
extremely active in solution until it is quenched by the mother nanoparticle [66].
A similar mechanism had been proposed earlier by de Vries for the Heck reaction
at high temperature (150–170ıC) [67–69].

8.8 Conclusion and Outlook

The synthesis of high-generation dendrimers starting from organoiron activation
provided suitable nanomaterials for molecular electronics, catalysis and sensing.
In molecular electronics, the property of fast electron transfer (electrochemical
reversibility) with metallocenyl-terminated dendrimers and the single wave of multi-
ferrocenyl dendrimers in cyclic voltammetry leads to useful electrocatalytic and
sensing properties. For sensing, the compared performances of the functional groups
attached to the peripheral groups as exo-receptors offered flexibility of substrates
using specific termini. Using the most recent “click” dendrimers with which the
recognition can be achieved for both oxo-anions and transition-metal cations, redox
recognition was very useful to determine the number of PdII ions coordinated
into the dendrimer on the triazole ligands. The precise sizes of Pd nanoparticles
designed in this way led to delineation of mechanistic experiments and catalyst
optimization that significantly contribute to the knowledge and performances of Pd
nanoparticle catalysis. This approach of dendrimer catalysis is complementary to
the one introducing inorganic or organometallic catalysts at the core or periphery of
dendrimers that was more classic and involved leaching and limited possibilities of
catalyst recovery [70]. Studies are ongoing along this line to use suitable dendrimers
for efficient “Green” catalysis [71].
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Chapter 9
Antioxidants of Hydrocarbons: From Simplicity
to Complexity

Vagif Farzaliyev

Abstract One of the most important yet complex chemistries is the spontaneous
reaction of oxygen with organic matter, generally referred to as autoxidation.
Suppressing this chemistry is important in many industries and critical when it
comes to the performance of lubricants. The chapter summarizes kinetic parameters
for reaction of the potent sulphur-containing antioxidants with both cumylperoxide
radicals and cumene hydroperoxide. It also demonstrates that antioxidants can
be formulated that have synergistic activity. One example of this phenomenon is
the combination in one molecule of phenolsulphide and aminosulphide moieties,
which results in an antioxidant with superior activity for the critical hydroperoxide
decomposition process compared to molecules containing either moiety alone.

9.1 Introduction

Oxidative stability is one of the most important operational properties of lubricants,
inasmuch as a great many undesirable phenomena take place in engines and mech-
anisms in the process of their operation are associated with formation of various
oxidation products. Therefore the development of highly effective antioxidants is an
actual problem of the chemistry of additives.

One of the requirements for promising lubricants is a low content of metals, since
in the course of operation of lubricants in engines, the metal-containing compounds
form high-ash deposits. In addition, the application of zinc dithiophosphate as
an antioxidant in present engine oils is considered to be undesirable because the
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phosphorus contained in it poisons the combustion catalyst for exhaust gases. Thus
the development of highly efficient ashless antioxidants that are free of phosphorus
is noteworthy.

Oxidation of hydrocarbons is known to be a degenerate-branched radical-chain
process, which may be represented simply as

ROOH

RO
• +OH

•

RHO2RHO2
RO2

•R
•

RO2
•

R
•

To inhibit this process it is necessary to introduce compounds that react rapidly
with radicals formed (R� or RO2

�) or destroy hydroperoxide without generating free
radicals.

At present, the most widely used chain-terminating antioxidants that react with
peroxide radicals are substituted phenols, aromatic amines, and additives that
decompose hydroperoxides into molecular products – sulphides and others.

Because the antioxidant properties of additives are related to certain functional
groups in their structures, it is of considerable interest to synthesize and investigate
the mechanism of action of organic compounds containing two or more effective
functional groups en route to realizing new and more effective types of antioxidants.
On this basis, research has been carried out on the synthesis, mechanism of
action, and establishment of structure-efficiency relationships of sulphur-containing
multifunctional antioxidants.

In the choice of sulphur-containing multifunctional antioxidants it was decided
to combine in one molecule the properties of two types of antioxidants: those
that terminate chains by reacting with peroxide radicals and those that decompose
hydroperoxides. Generally phenols and aromatic amines exhibit the first type of
activity and sulphides, etc. exhibit the second type. Therefore, compounds that
contain both a sulphur atom and a phenolic fragment such as phenolsulphides,
aromatic amine – aminosulphides, and aminophenolsulphides are of interest. Some
of the phenolsulphides we targeted contain a sulphur atom and one phenolic
fragment (monophenolsulphides) or two phenolic fragments (bis-phenolsulphides)
but differ in the mutual arrangement of sulphur atom and hydroxy groups and other
parameters as follows:

CH3

OH

(n=0,1)

OH
SR(CH2)nSR

(CH2)n-SR

OH OH
S

OH
S

OHOH
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OH OH OH

S-(CH2)n-S S-(CH2)n-S

OH

n = 1,2

HO OHS-(CH2)n-S

Some aminosulphides we synthesized and studied are of the following structural
motif bearing both a sulphur atom and a aniline fragment:

R/ –CH–CH2–NH

SR

R D H; C4H9I R0 D CH3; C4H9OCH2

To investigate the antioxidant activity of compounds where phenolsulphide and
aminosulplhide fragments are combined, aminophenolsulphides were prepared:

OH

S–CH2–CH–CH2–NH

SH

HO S–CH2–CH–CH2–NH

SH

The action mechanism of sulphur-containing antioxidants was studied by the
well-established method of following O2 uptake with time as a function of added
inhibitor (antioxidant). The effect of antioxidants that inhibit chain termination and
also ones exhibit hydroperoxide decomposition activity were evaluated. Isopropy-
lbenzene (cumene) was used as the representative organic reactant (e.g. Fig. 9.1)
and the reaction was initiated by azodiisobutyronitrile in the presence of the other
reactants at 60ıC.

OH

SH

The concentration of an initiator was 2 � 10�2 M and the concentration of
antioxidants was varied in the range 0.5–10.0 � 10�4 M. All the antioxidants studied
inhibit initiation of cumene oxidation by reacting with cumylperoxide radicals.
Figure 9.1 presents the typical kinetic curves for cumene oxidation in the presence of
sulphur-containing antioxidants. The rate constants for reaction of the antioxidants
with cumylperoxide radicals (k7) was calculated by absorption kinetics of oxygen,
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Fig. 9.1 Kinetic curves of
initiated oxidation of cumene
in the presence of
monophenolsulphide
[InH] D 0 (1); 3 � 10�4 (2);
4 � 10�4 (3);
5 � 10�4 mol/l (4)

and by induction period: the stoichiometric inhibition coefficient (f ) is equal to the
number of oxidation chains terminating from one molecule of the antioxidant and
its transformation products. Figure 9.1 shows that the oxidation rate in the presence
of antioxidant after an induction period (curves 2–4) is less than the oxidation rate
in the absence of antioxidant (curve 1).

Table 9.1 indicates the average values of the kinetic parameters for reaction of
the sulphur-containing antioxidants studied with cumylperoxide radicals. One can
see that for monophenolsulphides with sulfur groups bound directly to the arene
core, regardless of the location of the SR group (o- or p-position) with respect to the
OH group, give a stoichiometric coefficient of inhibition (f ) of �1. For compounds
where the sulphur atom is connected to the benzene ring through a methylene bridge,
then f D 2.

It is known that for alkyl phenols f D 2, i.e. they terminate two oxidation chains:

InH
RO2

�

���! In
� RO2

�

���! inactive products

It may be assumed that the termination of one oxidation chain by monophenol-
sulphides, with a sulphur atom directly connected to the benzene ring, is due to
stabilization of the forming phenoxyl radical by the sulphur atom:

–

O O
O

S–R

H

R/OO
..O

R/OO

S–R 
..
S–R S–R 

In the case of monophenolsulphides with a methylene bridge between benzene
ring and sulphur atom, such conjugation is excluded. As a result, the phenoxyl
radical formed is able to react with the second peroxide radical.
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Table 9.1 Kinetic parameters of the reaction of sulphur-containing antioxidants with cumylper-
oxide radicals

Antioxidant f k 7 � 10 �4 (M�1 s)

OH

(CH2)nSR

CH3

2 2–6

OH

(CH2)n−SR

2 2–6

OH

SR

1 1–2

OH
S

OH 2 2

OH OH

S-(CH2)n-S

2 4

OH OH

S−(CH2)n−S

2 2

HO OHS−(CH2)n−S

2 2

SR

R'−CH−CH2−NH
1 2

OH

SR

S−CH2−CH−CH2−NH

1 2

SR

S−CH2−CH−CH2−NHHO

2 3
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Fig. 9.2 Kinetic curves of
initiated oxidation of cumene
in the presence of
aminosulphide. [InH] D 0 (1);
2 � 10�4 (2); 4 � 10�4 (3);
7 � 10�4 mol/l (4)

The rate constants for reaction of monophenolsulphides with cumylperoxide
radicals (k7) are in the range 2–6 � 104 M�1 s that somewhat exceed the values
for known alkylphenolic antioxidants.

It is established that in monophenolsulphides, electron-donating substituents at
sulphur atom increase k7 and electron-accepting ones decrease it.

The kinetic parameters of reaction of bisphenolsulphides with cumylperoxide
radicals are consistent with the termination of two oxidation chains (f � 2). It
is known that for bisphenolic antioxidants, f � 4. This may be explained by an
analogous mechanism of reaction with peroxide radicals proposed for monophe-
nolsulphides that have the sulphur atom connected directly to the benzene ring. k7

values for bisphenolsulphides are also in the range 2–6 � 104 M�1 s.
Aminosulphides terminate one oxidation chain (f D 1), and from the rate constant

for reaction with cumylperoxide radicals, are somewhat inferior to phenolsulphides
(k7 D 1–2 � 104 M�1 s.) The degree of inhibition of the transformation products of
aminosulphides in reaction with cumylperoxide radicals, indicate they are superior
to those in the phenolsulphide reactions (Fig. 9.2).

Figure 9.3 illustrates kinetic curves for oxygen absorption in the initiated
oxidation of cumene in the presence of aminophenolsulphides.

Comparison of the curves 1 and 2 shows that at the same initial concentration of
aminophenolsulphide in which fragment

S–CH2–CH–CH2–NH

SH

is in the p-position with respect to the phenolic hydroxyl group is several times more
effective than aminophenolsulphide where the fragment is in the o-position.

Comparison of the experimental curves 1 and 2 with theoretical curves 5 and
4 (Fig. 9.3) for inhibitors, accordingly terminating chains 1 and 2 and taken
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Fig. 9.3 Kinetic curves of
initiated oxidation of cumene
in the presence of o- (1) and
p-aminophenolsulphides (2).
[InH] D 5 � 10�4 M. Curves
3–5 are addressed in the text

at the concentration equal to that of aminophenolsuphides, indicates that for o-
aminophenolsuphide f � 1 and that p- phenolsuphide also have a high k7 value.
Aminophenolsuphides exhibit a high degree of “secondary inhibition”.

SH

CH3−CH−CH2−NH

Thus, the kinetic investigations show that the sulphur-containing antioxidants
synthesized efficiently terminate oxidation chains by reaction with peroxide
radicals.

The presence of the sulphide function in the antioxidants synthesized implied
their reaction with hydroperoxides. Early investigations of the reaction of phenolsul-
phides with cumyl hydroperoxide indicated that their hydroperoxide decomposition
activity is far higher than that of sulphides and other types of compounds established
to react rapidly with hydroperoxides. This was the rationale for a more detailed in-
vestigation of the reactions of sulphur-containing antioxidants with hydroperoxides.

Reactions of the above inhibitors with cumyl hydroperoxide were carried out
in chlorobenzene solution under a nitrogen or argon atomsphere at 90–110ıC with
various ratios of reactants. Under these conditions, cumyl hydroperoxide (CHP) was
essentially stable in the absence of any added antioxidant.

It is established that all sulphur-containing antioxidants decompose cumyl
hydroperoxide. The kinetic curves of decomposition of cumyl hydroperoxide under
the action of these antioxidants are S shaped (Fig. 9.4, curve 1), which is indicative
of autocatalysis. There is always some induction period during which a negligible
amount of CHP is consumed, followed by a rapid catalytic decomposition of CHP
and then a decrease in this rate as the CHP concentration approaches zero. This
indicates that catalytic decomposition of CHP in the presence of the antioxidants
studied here proceeds not by reaction with the initial antioxidant but with its
transformation products formed during the induction period.
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Fig. 9.4 Kinetic curves for
decomposition of CHP in the
presence of
monophenolsulphide: 110ıC;
[InH] D 5 � 10�4 M. 1:
reaction with the first portion
of CHP; 2: reaction after
addition of a fresh portion of
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Fig. 9.5 Dependence of induction period for CHP decomposition in the presence of bis-
phenolsulphide on temperature (a) ([InH] D 5 � 10�4 M) and on the concentration of CHP (b)
([InH] D 5 � 10�4 M)

To confirm this, a fresh portion of CHP was added to the products of a completed
CHP C antioxidant reaction. This time no induction period was observed (Fig. 9.4,
curve 2).

It was also established that increasing reaction temperature leads to a decrease in
induction period, and that this relationship is almost linear (Fig. 9.5a).

OH

CH2SH

The increase of CHP concentration at constant temperature and constant antiox-
idant concentration also results in the decrease of induction period (Fig. 9.5b). The
inverse dependence of induction period on initial concentration of CHP proves that
the formation of products with high catalytic activity takes place under the action of
CHP and not as a result of thermal conversions of sulphur-containing antioxidants.
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Fig. 9.6 Dependence of the catalytic factor (n) on the ratio of initial concentration of CHP and
mono-phenolsulphide

The value of an induction period doesn’t depend on the concentration of the
antioxidants investigated.

The kinetic parameters of antioxidants reacting with CHP were calculated for the
catalytic decomposition stage.

The concentration of CHP molecules (
) decomposing under the effect of one
molecule of sulphur-containing antioxidant was calculated using the formula:

v D ŒCHP	0 � ŒCHP	1
ŒInH	0

where: [CHP]0 and [CHP]1 are, accordingly, the initial and final concentrations of
CHP; [InH]0 – initial concentration of the antioxidant.

The values of a catalytic factor 
 showed that the transformation products of one
molecule of antioxidant, depending on the structure, are able to decompose from
several hundred to several thousand CHP molecules. The value 
 increases directly
proportional to the increase of the ratio of CHP and the initial antioxidant concen-
trations (Fig. 9.6). This indicates that the antioxidants studied are more efficient in
the decomposition of hydroperoxides than other known organic compounds.

It was established that for all sulphur-containing antioxidants, the reaction with
CHP is of first order with respect to both the antioxidant and CHP; and an initial
reaction rate of catalytic decomposition of CHP is represented by the equation:
W0 D k[InH]�[CHP]

OH

S

OH
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Table 9.2 Kinetic parameters of the reaction of sulphur-containing antioxidants with cumene
hydroperoxide (110ıC)

Antioxidant K (M�1 s) � � 10�3

OH

CH3

(CH2)nSR
3–5 3–9

(CH2)n−SR

OH 2–10 4–10

OH

SR
2–14 2–6

OH
S

OH 10 18

S-(CH2)n-S

OH OH 8–13 3–8

S−(CH2)n−S

OH OH 14 11

S−(CH2)n−SHO OH

16 23

(continued)

Measurement of the reaction rate constant at various temperatures facilitated
determination of the activation energy for the catalytic decomposition of CHP by the
antioxidants studied. Depending on the structure of sulphur-containing antioxidant,
the activation energy values varied in the range 40–90 kJ/mol.

Table 9.2 lists the averaged values of kinetic parameters for the catalytic decom-
position of CHP affected by sulphur-containing antioxidants. The data indicate that
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Table 9.2 (continued)

Antioxidant K (M�1 s) � � 10�3

R'−CH−CH2−NH

SR

6–7 27–45

SR

OH

S−CH2−CH−CH2−NH

0,5 54

SR

S−CH2−CH−CH2−NHHO

14 55
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Fig. 9.7 Kinetic curves of
decomposition of CHP in the
presence of
monophenolsulphide (InH1)
and 2,6-di-tert-butyl-4-
methyl-phenol (InH2).
[InH1] D 1 � 10�3 M;
[InH2] D 0 (1); 1 � 10�3 (2);
2 � 10�3 M (3)

the greatest activity for catalytic CHP decomposition is exhibited by the transfor-
mation products of aminophenolsulphide with a hindered phenolic fragment.

Thus, the combination in one molecule of phenolsulphide and aminosulphide
fragments results in a compound with superior activity to either fragment alone with
respect to its catalytic hydroperoxide decomposition activity.

The reaction of antioxidants with CHP in the presence of the radical acceptor
(scavenger), 2,6-di-tert-butyl-4-methylphenol, showed that its addition at the begin-
ning of reaction results in inhibition of CHP decomposition, and that the duration of
this inhibition increases with the increase of its concentration (Fig. 9.7). Addition
of the radical acceptor mentioned at the catalytic decomposition stage of CHP has
no effect on the reaction rate. Therefore, in the first stage of the reaction of CHP
with antioxidants the formation of their transformation products and the resulting
catalytic decomposition of CHP, is a free radical process.
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Fig. 9.8 Kinetic curves for
decomposition of CHP in the
presence of
monophenolsulphide at
110ıC; [InH] D 3 � 10�3 M;
without preliminary treatment
(1); after the reaction with
RO2 (2), R (3) and oxidation
by oxygen (4)

In using the sulphur-containing compounds in this overview as antioxidants, it
must be borne in mind that in the course of their inhibition of the oxidation process
they are simultaneously attacked by oxygen-based free radicals and other products
that form during the oxidation of hydrocarbons. As a result, the activity of the
antioxidants in the decomposition of hydroperoxides change with time, an example
of complex kinetics, one theme of this volume.

It was established that the sulphur-containing antioxidants completely lose their
catalytic activity in the decomposition of CHP reacting with peroxide radicals.
However, their activity is not significantly decreased in the reaction with alkyl
radicals and oxygen (Fig. 9.8).

It was known that the reaction of phenolic and amine antioxidants with peroxide
radicals proceeds in the presence of hydroxy and amine groups. The fact that the
reaction products of sulphur-containing antioxidants studied with peroxide radicals
do not catalytically decompose CHP indicates that participation of hydroxy and
amine groups in the formation of an effective catalyst for the decomposition of
hydroperoxides.

Based on above studies, the initial stage of the reaction of phenolsulphides with
CHP can be expressed by the scheme leading to the formation of sulfoxide.

S–R 
SR 

O

S+–R 

O

–R/OH

O
H OR/

OH

H…OR/

H
O O–
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Fig. 9.9 Kinetic curves of
initiated oxidation of cumene
(1) in the presence of
aminophenolsulphide (InH1)
(2) and its reaction products
with CHP (InH2) (3).
[InH1] D 1 � 10�4 M;
[InH2] D 1 � 10�5 M

The investigations showed that the introduction of pyridine either at the be-
ginning of the process or at the stage of catalytic CHP decomposition, fully
inhibits the reaction of sulphur-containing antioxidants studied with CHP. Hence,
the transformation products of the antioxidants catalytically decomposing CHP are
acidic in character.

It was established that the transformation products of sulphur-containing antiox-
idants in reaction with CHP efficiently and even repeatedly (f 	 10) terminate the
oxidation chains by reaction with peroxide radicals (Fig. 9.9).

S

S−CH2−CH−CH2−NHHO

Investigation of the transformation products from the reaction of CHP with
hindered phenolsulphides containing a sulphur atom connected to the arene ring
through a methylene bridge indicated the formation of 4-hydroxy-3,5-di-tert-
butylbenzyl alcohol as the main product of its further oxidation:

OH

CH2OH 

OH

CHO 

OH 

CH2SH 

O 

O 

OH

S-CH3
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Taking into account the results of studying the character and structure of
transformation products of phenol sulphides from the reaction with CHP, the
following scheme for transformation of the sulfoxide may be suggested:

HO CH2OH + RSO2H

HO CH2–S+–R HO

HO CH2OSR

CH2OSR

O

ROOH

H2O

The sulphinic acid that forms efficiently destroys the hydroperoxides and is able
to repeatedly terminate oxidation chains by reacting with peroxide radicals. At
higher temperatures sulphinic acid may also eliminate sulphurous-acid anhydride
leading to the formation of sulphuric acid, which also effectively destroys hydroper-
oxides:

RSO2H ! RH C SO2

R0OOH����! SO3

H2O��! H2SO4

A similar mechanism may be suggested for the transformation products of
aminosulphides involving participation of the hydrogen atom of the imine group.

The results of investigating the antioxidant activity of a series of compounds
synthesized in lubricants confirmed their high efficiency.

Thus, the sulphur-containing compounds studied are antioxidants of combined
action: they terminate oxidation chains by direct reaction with peroxide radicals,
and they are oxidized by hydroperoxides to form products that catalytically convert
hydroperoxide into molecular products while actively reacting with peroxide radi-
cals. Synergy is seen in inhibiting hydrocarbon oxidation by addition of antioxidants
containing sulphur atoms in combination with a phenolic or aniline fragment.

To obtain new antioxidants of combined action a number of nitrogen-containing
compounds such as thiocarbamide derivatives with substituents of different charac-
ter at nitrogen atom were synthesized.

By addition of phenylisothiocyanate to aniline, N-N
0

-diphenylthiocarbamide was
synthesized:

NH2 + S=C=N NH–C–NH

S

Accordingly, reaction of allylisothiocyanate with aniline and o-toluidine
produces N-phenyl-N

0

-allylthiocarbamide and N-(o-methylphenyl)-N
0

-allythio-
carbamide:
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CH3

NH2

NH2 NH–C–NH–CH2–CH=CH2

NH–C–NH–CH2–CH=CH2

S+   CH2=CH–CH2–N=C=S

S

CH3

Addition of 3-thiethanylisothicyanate to benzylamine and morpholine
accordingly yields N-benzyl-N

0

-(3-thiethanyl)thiocarbamide and N-morphonyl-N
0

-
(3-thiethanyl)thiocarbamide, and addition of 1,2-epithio-3-isothiocyanatopropane
to octadecylamine yields N-octadiene- N

0

-(1,2-epithiopropyl) thiocarbamide:

CH2–NH2

NHO

+  S=C=N–

CH2

S

CH2 CH2–NH–C=NH– S

CH2

S

O N–C=NH–CH

CH2

S

S

CH2

CH2

+   C18H37–NH2CH2–CH–CH2–N=C=S

S

C18H37––NH––C––NH–CH–CH2

SS

Investigation of the reactions of these compounds with cumylperoxide radicals
and cumyl hydroperoxide showed that the mechanism of antioxidant action of these
compounds is similar to that of previously studied sulphur-containing phenol and
amine derivatives, namely, they efficiently terminate oxidation chains by reacting
with peroxide radicals (Fig. 9.10) and catalytically convert hydroperoxides into
molecular products (Fig. 9.11).

Table 9.3 gives the kinetic parameters for the reactions of the thiocarbamides
above with cumylperoxide radicals and cumyl hydroperoxide as well as the induc-
tion periods for cumene autooxidation in the presence of the given antioxidants.
These thiocarbamides terminate oxidation chains fairly effectively by reacting with
peroxide radicals. The reactivity of the derivative containing benzene and thiethanyl
fragments at the nitrogen atom is quite distinct from the other thiocarbamides in
the efficiency of its reaction with cumylperoxide radicals. High values of reaction
rate constant (k7) and stoichiometric coefficient (f ) are characteristics of the reaction
of N-benzyl-N

0

-(3-thiethanyl)-thiocarbamide with cumylperoxide radicals: multiple
termination of oxidation chains are observed.
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Fig. 9.10 Kinetic curves for
the initiation of cumene
autoxidation in the presence
of N-benzyl-N0-(3-
thiethanyl)thiocarbamide
(T D 60ıC,
[InH] D 5 � 10�6 M)
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Fig. 9.11 Kinetic curves for
decomposition of CHP in the
presence of N-benzyl-N0-(3-
thiethanyl)thiocarbamide
(T D 110ıC,
[InH] D 5 � 10�6 M,
[CHP] D 0.2 M)

The reaction products of thiocarbamide derivatives with cumylperoxide radicals
exhibit a secondary inhibiting effect.

The thiocarbamides with an aryl fragment at one nitrogen atom and –allylic and
thietanyl fragments at the other have the highest activity with cumyl hydroperoxide,
and among these compounds, N-(o-methyl-phenyl)-N

0

-allylthiocarbamide, has the
highest stoichiometric coefficient (
) and markedly differs in its activity.

The kinetic parameters for reaction of the thiocarbamides with cumylperox-
ide radicals and cumyl hydroperoxide are also consistent with N-benzyl-N

0

-(3-
thiethanyl) thiocarbamide being faster in both oxidation chain termination (reacting
with cumylperoxide radicals) and in catalytic decomposition of cumyl hydroper-
oxide. It was also shown that N-benzyl-N

0

-(3-thiethanyl) thiocarbamide inhibits
cumene autoxidation better than the other thiocarbamide derivatives when used in
lower concentrations than the latter.
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Table 9.3 Kinetic parameters for the reaction of thiocarbamide derivatives with cumylperoxide
radicals and cumyl hydroperoxide as well as the induction periods in cumyl autoxidation in
presence of given antioxidants

Antioxidant
k7 � 10�4

(M �1 s) f
K � 10 �1

(M �1 s) � � 10 �3 � (min)

NH−C−NH

S

2.33 2.4 4.7 82 100

NH−C−NH−CH2−CH=CH2

S

2.31 2.2 30 560 110

NH−C−NH−CH2−CH=CH2

CH3

S

3.19 2.2 30 860 138

CH2−NH−C−NH−CH
CH2

CH2S

S
7.05 34 12.5 526 250a

CH2

CH2

O

S

SN−C−NH−CH
2.0 1.9 2.4 69 86

C18H37−NH−C−NH−CH−CH2

S S

3.27 2.1 2.3 58 120

a [InH] D 5 � 10 �6 M

The research allows one to draw several conclusions. First, these thiocarbamides
function as combined-action antioxidants, and some of them strongly inhibit
hydrocarbon oxidation. Second, as shown in Fig. 9.8, some of the traditional
inhibitors we have synthesized after their reaction with peroxide radicals are unable
to catalytically decompose hydroperoxides. Third, in the process of hydrocarbon
oxidation, peroxide radicals are earlier oxidation products than hydroperoxides,
hence these antioxidants will be consumed following the reaction with peroxide
radicals.

In addition, to retain these antioxidants prior to hydroperoxide formation, we
originally prepared a synergic mixture with ionol. So far, k7 for ionol is higher
than for our antioxidants, therefore the latter will persist prior to hydroperox-
ide formation and then function with combined action. Figure 9.12 indicates
the efficiency of a synergic mixture ionol C aminophenosulphide. Inasmuch as
the transformation products of our antioxidants in reaction with hydroperox-
ides are more active than parent ones, we tried to add hydroperoxide to our
antioxidants in advance. The curves in Figs. 9.12 and 9.13 illustrate high efficiency
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Fig. 9.12 Dependence of stoichiometric coefficient (f ) of the reaction of cumylperoxide radicals
with interaction products of N-benzyl-N0-thiethanylthiocarbamide (InH) with cumyl hydroperox-
ide (ROOH) on the ratio of InH:ROOH and the incubation time of the InH C ROOH mixture
(T D 60ıC; [InH] D 5 � 10�7 M). InH:ROOH D 1:0.25 (1); 1:0.5 (2); 1:1 (3); 1:2 (4).
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Fig. 9.13 Kinetic absorption curves for consumption of O2 during cumene autoxidation (1)
in the presence of N-benzyl-N0-thiethanylthiocarbamide (InH) (2) and in the presence of its
transformation products from reaction with cumyl hydroperoxide (ROOH) at various ratios of
InH:ROOH (3–6). T D 110ıC; [InH] D 5 � 10�6 M). InH:ROOH D 1:0.25 (3); 1:0.5 (4); 1:1 (5);
1:2 (6)
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of N-benzyl-N0-thiethanylthiocarbamide transformation products on treatment with
cumyl hydroperoxide both in reaction with cumylperoxide radicals (very high f
values) and in autooxidation of cumene (high values of induction periods). Thus,
in passing from simple antioxidants to complex ones, we can obtain highly efficient
hydrocarbon antioxidants.



Chapter 10
Structural and Electronic Features
of Wells-Dawson Polyoxometalates

Laia Vilà-Nadal, Susanna Romo, Xavier López, and Josep M. Poblet

Abstract Density functional theory approach is used to study structural and
electronic features of X2M18O62

q� Wells-Dawson (or simply ‘Dawson’) polyox-
ometalates (POM). We deeply concentrated on the isomerism in this family of
POMs because isomerism is related to the possibility of tuning some properties
with controlled geometrical changes, such as the different location of a given atom
(positional isomerism) or a rotation of a fragment of the molecule (rotational
isomerism). We have evaluated the relative stability of the isomers considering only
the [W18O54] cage with and without the internal anions [(XO4)2]q�.

10.1 Introduction

Polyoxometalates (POMs) [1–4] are metal oxide clusters formed upon the assembly
of early transition metal ions and oxo ligands. Most POMs known to date are
molecular (zero dimensional), and due to their structure and composition, they are in
general soluble in water and some organic solvents [5]. This fact is very important
in the chemistry of POMs because they present some solid-state properties at the
molecular level, which makes them unique for homogeneous catalysis, for example.
From the structural point of view, POMs are highly ordered clusters with an
additional richness arising from the existence of various isomeric forms in some
cases, notably in the common XM12O40

q� Keggin and X2M18O62
q� Wells-Dawson

(or simply ‘Dawson’) structures. Isomerism in POMs has been largely studied
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Fig. 10.1 Building-up process from the ’-Keggin to the A-’-Dawson structure. Gray octahedra
are MO6 units (M D W, Mo), and black tetrahedra are XO4 anions (Color figure online)

and their properties deeply analyzed experimentally and computationally, although
some basic points are still not completely clear. The main interest on isomerism
is related to the possibility of tuning some properties with controlled geometrical
changes, such as the different location of a given atom (positional isomerism) or a
rotation of a fragment of the molecule (rotational isomerism).

The Dawson structure [6] is based on the truncated XM9O34 Keggin unit (XM9

in short): two of these fragments can be assembled symmetrically to form the
X2M18 cluster, as shown in Fig. 10.1. The most typical compositions associated
to the Dawson structure derive from the phosphotungstate and –molybdate anions,
[P2M18O62]6� (P2M18, M D W, Mo). Compounds containing As or S instead of
phosphorus have also been reported [7]. In P2M18, as in the other derivatives
of the Dawson structure, the eighteen metal atoms, in local pseudo-octahedral
environment, are organized in four parallel rings of 3, 6, 6, and 3 metal ions each.
At variance to the highly symmetric Keggin anion, the structure presents two distinct
positions: the M3 rings, located at the polar regions, are also called caps, and the two
M6 rings are located at the equatorial region, forming the belt. These features derive
in some chemically different behaviors. The electronic structure of the Dawson
anion is such that the first unoccupied molecular orbital (LUMO) is delocalized over
the equatorial region, whereas the first virtual orbital located on the cap region has
been computed to be 0.85 eV higher in energy [8–10]. Multiple metal substitutions
can be carried out on the original structure.

Theoretical studies on POMs started in the early 1990s with the pioneering work
of Rohmer, Bénard and coworkers [11]. Ever since, computational works have
focused on the interpretation of diverse observed phenomena [12], among which
the relative stability or the features associated to different isomers. Satisfactory
explanations for observed stabilities and redox properties were reported for the cases
of Keggin [13] and Dawson [8, 10] anions. In the present chapter we discuss the
two types of isomerism in Dawson structures, stressing its effects on the electronic
properties and applications.
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10.2 Positional Isomers

Metal atoms can be removed and replaced from the complete Dawson structure,
and the position at which this process occurs defines the ’1 and ’2 isomers
(shaded octahedra in Fig. 10.2). These two isomers are chemically different at
some effects despite being structurally very similar. In both the mono-vacant P2W17

and the metal substituted P2W17M forms, ’1 and ’2 have, for instance, different
redox responses [14–19], basicities and binding energies to M, which also derive
in different relative stabilities [20]. It is worth stressing that the nature of the
substituting atom determines the new properties of the compound, although the final
position it occupies within the cluster is also important. In the present section we
will sketch the main features related to the positional isomerism in the Dawson
structure, especially the redox chemistry.

The present section discusses the results obtained with density functional theory
(DFT) calculations performed on the ’1 and ’2 isomers of P2MW17 with M D Mo,
V and Re in various oxidation states, for which experimental data are also available.
Many other metal elements have been incorporated to the Dawson structure such as
Ti [21], Nb, Ta [22], etc. In the present work, we carried out geometry optimizations
on the series of compounds stated. It is worth pointing out that in other cases not
discussed here, such as P2TiIVW17 or P2TaVW17, the extra electrons are not trapped
at the substituted position but at the W framework because these two ions are less
electronegative than WVI in this cluster. The electrochemical behavior of ’1 relative
to ’2 is similar in these cases and thus resembles the unsubstituted P2W18 form.
This fact emphasizes that some metal ions have a minor electronic effect and thus
could be not interesting for some goals.

In what concerns the monovacant ’1- and ’2-P2W17 systems, after geometry
optimization we found that the energy difference �E(’2–’1) D �6.0 kcal mol�1 in
favor of ’2. This significant difference arises from the dissimilar geometrical and
electronic environment of the vacancies in each isomer. Contant and coworkers [20]
proposed that the orientation of the internal tetrahedra PO4

3� with respect to the

Fig. 10.2 The two positional
isomers of the
monosubstituted Dawson
anion. Replacement occurs in
the belt and cap regions to
give the ’1 and ’2 isomers,
respectively
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Table 10.1 Computed
energy differences
(in kcal mol�1) between ’1

and ’2 isomers vs the number
d of electrons added to M, for
[P2W17O61MO]q�compounds

M q d �E(’2-’1)

W(VI) 6 0 0.0
W(V) a 7 1 C6.6
Mo(VI) 6 0 �1.6
Mo(V) 7 1 C3.0
V(V) 7 0 C1.0
V(IV) 8 1 C4.4
Re(VII) 5 0 �2.2
Re(VI) 6 1 C2.5
Re(V) 7 2 C8.2
Re(IV) 8 3 C16.4
a For M D W, only one isomer exists,
so the energy difference arises from
reducing either at the belt or at the cap
sites

cavity generated by the removal of a [WVIO]4C fragment determines the relative
stability of the positional isomers. In the lacunary structure ’1�[P2W17O61]10�, one
of the internal oxygens remains bonded to P and one W atom, whereas in ’2 it is
bonded to P and two W atoms. It is expected that the former destabilize further
the system favoring the stability of ’2. Introducing a [ReVIIO]5C unit in either
isomer, for example, stabilizes them differently, ’2 being still more stable than ’1 by
2.2 kcal mol�1. The larger nucleophilicity of the ’1 vacancy explains the reduction
of the energy gap between both forms.

Table 10.1 collects the energy differences obtained at the DFT level between the
two isomers of each compound in several oxidation states.

A single pattern is observed for all the compounds, that is, as electrons are added,
the ’1 isomer gains stability relative to ’2, so the ’1/’2 relative stability depends on
the oxidation state of the system.

It comes out that the first electrons added to the fully oxidized POMs occupy
dxy–like orbitals, particularly belonging to the substituting M ion in the present case.
This orbital is mainly nonbonding and populating it with one or two electrons has
minor structural changes. The origin of the differences observed may be understood
from the energies and compositions of the molecular orbitals involved in the
process of reduction (see Fig. 10.3 for P2VVW17 as an example). The energy of
a reduction process changes as a function of the region (cap or belt) accepting the
incoming electron. In the series herein discussed, for the fully oxidized compounds
(d0 metals), the energy differences between isomers, �E(’2–’1), range from �2.2
for ReVII to C1.0 kcal mol�1 for VV. Other d0 compounds feature intermediate
�E(’2–’1) values. In general, the fully oxidized ’1 and ’2 structures containing
M ions are quasi degenerate (as for P2VVW17) or slightly favor the ’1 isomer (the
case of ReVII and MoVI ions).

To compare or predict experimental redox potentials using theoretical methods,
absolute reduction potentials have to be first computed and made relative to the
normal hydrogen electrode (NHE). The absolute reduction potential for this process
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1.97 eV

Fig. 10.3 Sequence of molecular orbitals involved in the redox processes, and the highest
occupied oxo-like orbital, together with a 3D representation of the lowest unoccupied molecular
orbital (LUMO) for ’1- (left) and ’2-P2VVW17. The atomic symbol represents the main character
of the orbitals. The region where the orbital representations take larger values denotes the position
of substitution

(HC C e�! ½ H2) has been estimated to be C4.28 eV [23], and is related to its free
energy change �Gı by the Nernst equation. So, to predict the reduction potential
of a given process we need to compute the free energy change, and then combine
it with that of NHE [24]. We have computed the reduction energies taking into
account the solvation effects computationally. For the present case, we calculated the
energies for the process POM(ox)aq C e�

gas ! POM(red)aq, where the free electron
is considered in the gas phase since its energy can be taken as zero.

As electrons are successively added to the structures, ’1 isomers are progres-
sively stabilized relative to ’2 since the former isomer invariably feature lower
accepting orbitals. After the first reduction (d1 compounds), only the ReVI derivative
of ’1 gets more stable than ’1 by 2.5 kcal mol�1. The VIV derivative presents
the largest �E(’2–’1) with C4.4 kcal mol�1 after the first reduction step. From
the fully oxidized forms, all the �E(’2–’1) values have shifted to more positive
values. For the d2 compound computed, ReV, �E(’2–’1) D C8.2 kcal mol�1. In d3

configuration (P2ReIVW17), the energy difference achieves C16.4 kcal mol�1. If we
compare different compounds with a given number of d electrons we find that total
higher negative charges of the Dawson anion favor ’1 isomers. That is, the relative
stability of ’1 augments in the order ReVI < MoV < VIV.

The trends found in the relative stability of the isomers have been rationalized in
base to the electronic structure of each compound. As expected from the orbital
energies and compositions, all the compounds are reduced in a d(M) orbital.
When electrons occupy an empty orbital belonging to the substituting M atom,
the reduction energy (RE), as occurs in V, Mo or Re derivatives, depends on the
position of M. The reduction energy can be considered as –EA (electron affinity)
of the anion in solution. The nature of cap and belt positions makes all ’1 isomers
be more oxidant than ’2. The REs are always more exothermic in substituted ’1

forms by ca. 180–250 meV (DFT) and by ca. 85–200 meV (experiments), as shown
in Table 10.2. The energy difference between isomers tends to be overestimated
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Table 10.2 Computed reduction energies (REs) and experimental reduction free energies, �Gred,
in eV, �RE(’2-’1) and ��Gred(’2-’1), in meV, for ’1/’2-[P2W17O61MO]q�compounds

DFT Experimental

M RE �RE(’ 2 -’ 1 ) �Gred ��Gred(’2-’1) Ref.

W VI ’ 1 �4.40 C290 �4.58 [25]
’ 2 �4.12

Mo VI ’ 1 �4.55 C196 �4.92 C170 [26]
’ 2 �4.35 �4.75

V V ’ 1 �4.40 C180 �5.00 C85 [27]
’ 2 �4.22 �4.92

Re VII ’ 1 �4.88 C200 �5.26 C170 [28]
’ 2 �4.68 �5.09

Re VI ’ 1 �4.65 C250 �4.92 C200 [28]
’ 2 �4.40 �4.72

at the DFT level – remarkably for the vanadate in the present study – but the
trends are correct. The ranges shown are quite small (70 and 115 meV for DFT and
CVs, respectively) indicating that the computed �RE(’2-’1) and its experimental
homologue ��Gred(’2-’1) are hardly affected by the substituting metal, M. On
the other hand, the absolute REs (theoretical and experimental) are much more
dependent on M, varying in a range of 500 meV, and especially on their oxidation
states. For instance, reduction of the VVW17 derivative gives �4.40 vs. –4.88 eV
for ReVIIW17 at the DFT level. Given that the overall molecular charge depends on
the oxidation state of M, the absolute REs are mainly governed by the substituting
metal ion. It must be stressed again that these differences are, in general, smaller in
CVs compared to DFT.

10.3 Rotational Isomers

Six isomers for the [X2M18O62]6�anion (X D AsV, PV; M D MoVI, WVI) were
postulated in 1970 by Baker and Figgis, depicted in Fig. 10.4 and named ’, “, ”

and ’*, “*, ”* [29].
The ’-[X2M18O62]6� anion is built up from two A-’-XM9O34 halves connected

by six common oxygen atoms lying on a mirror plane. The whole anion belongs to
the D3h point group [30]. The “ anion is formally related to the ’ isomer by a  /3
rotation of a polar M3O13 group, then the symmetry is lowered to C3v. A second
 /3 rotation of another polar M3O13 group restores the plane of symmetry and the
D3h symmetry for the ” isomer. In all these anions the hexagonal belts of both XM9

moieties appear in eclipsed conformation along the direction of the C3 axis. If the
two A-’-XM9O34 subunits are related through an inversion center, as postulated by
Wells [31] in 1945 for P2W18O62, the resulting anion named ’* would belong to
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α (D3h) β (C3v) γ (D3h)

α* (D3d) β* (C3v) γ* (D3d)

Fig. 10.4 The six rotational isomers of the Dawson structure. Top: ’, “, ”. Bottom: ’*, “*, ”*

Table 10.3 Experimentally
detected Dawson
[X2M18O62]q– isomers

Isomer M D Mo M D W Ref.

’ P, As, S P, As [33, 34]
“ P, As [35]
” P, As [36]
’*
“*
”* As, S [37]

the D3d point group. Rotation of one or both polar M3O13 groups of the ’* anion
generates the two remaining isomers, “* (C3v) and ”* (D3d), respectively. In that
case the hexagonal belts of both XM9 moieties are staggered along the direction
of the C3 axis. As depicted in Table 10.3, only ’, “, ” and ”* isomers have been
detected and crystallographically resolved [32].

In a previous study we used DFT calculations to analyze the relative stability of
the ’ and “ isomers of the Dawson heteropolyanions [10]. Here, as an expansion
of that previous work, we extend the investigation towards ” and ’*, “*, ”*
isomers. We will discuss the structural and stability properties of ’, “, ” and
’*, “*, ”* isomers of the [As2W18O62]6� anion. All the isomers were computed
under each correspondent symmetry constraints. For instance, ’ isomer of As2W18

was computed under the constraints of D3h symmetry group, whereas for the
corresponding “ isomer the symmetry of the molecule is C3v, etc. The results in
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Table 10.4 Relative energies
with respect to the most
stable [As2W18O62]6� isomer

Isomer Symmetry
Solvent
(kcal mol�1)

In vacuum
(kcal mol�1)

’ D 3 h 1.1 3.5
“ C 3 v 2.4 3.9
” D 3 h 0.6 1.2
’* D 3 d 16.5 17.5
“* C 3 v 6.5 6.9
”* D 3 d 0.0 0.0

Table 10.5 Relative energies for [W18O54(XO4)2]q� where X D As, P and S and for the
[W18O54] box

Isomer Symmetry [W18O54]
[W18O54(AsO4)2]6�

(kcal mol�1)
[W18O54(PO4)2]6�

(kcal mol�1)
[W18O54(SO4)2]4�

(kcal mol�1)

’ D 3 h 0.3 1.1 0.0 0.0
“ C 3 v 3.3 2.4 5.2 3.6
” D 3 h 0.0 0.6 5.4 3.7
’* D 3 d 3.3 16.5 22.1 16.7
“* C 3 v 0.1 6.5 12.6 7.0
”* D 3 d 3.3 0.0 7.5 1.9

Table 10.4 are relative to the most stable isomer in vacuum and also including the
effect of the solvent through a continuum model. In both cases we have obtained
the same stability trend being ”* the most stable isomer and ’* the less stable.
These results are consistent with the experimental observed species: ”* isomer has
been detected while isomers ’* and “* have not.

We have also studied how the stability of the isomer can be modulated by the
presence of different heteroatoms. As a first step, we have evaluated the relative
stability of the isomers considering only the [W18O54] cage without the internal
anions [(XO4)2]q�. As shown in Table 10.4, there are two groups with different
stability order: isomers ’, ”, “* and around 3 kcal mol�1 less stable we have isomers
“, ’* and ”*. The relative stability of the polyoxometalate isomers is significantly
altered after encapsulating the two [XO4] anions.

When X D As, the relative energy of the four isomers ”*, ”, ’ and “ was found to
differ in less than 2.5 kcal mol�1. Indeed, these four isomers have been characterized
experimentally (see Table 10.3). Isomer “* appears at 6.5 kcal mol�1 above the
lowest-energy isomer (”*) (Table 10.5).

For [P2W18O62]6� the results are slightly different: here the most stable isomer
is ’, that is around 5 kcal mol�1 more stable than isomers “ and ”. In this case
the stability order is ’ > “ > ”. Again this agrees with the experimentally obtained
isomers. Finally, for the case X D S, we have found that the stability order is
’ > ”* > “ > ”. In fact, ”* is the only isomer experimentally resolved for the
Dawson anion [S2W18O62]4�. Knowing that isomers ’ and ”* have a difference
of only 1.9 kcal mol�1, we can expect a thermodynamically favorable synthesis of
’-[S2W18O62]4�. A graphical representation of the relative isomer energies is given
in Fig. 10.5.
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Fig. 10.5 Graphical representation of relative energies with respect to the most stable isomer for
[W18O54(XO4)2]q� where X D As (red), P (black) and S (green) (Color figure online)

Fig. 10.6 Graphical representation of orbital energies HOMO-LUMO for the six isomers ’, “,
”, ’*, “*, ”* when X D As, [As2W18O62]6�. As an example, we have also depicted 3D orbitals
for isomer ”* (D3d): HOMO (orbital of symmetry A2u, mainly composed of p-oxygen orbitals
delocalized over oxygen bridge, belt and terminal atoms) and LUMO (orbital of A1u symmetry,
mainly composed of d-metal orbitals delocalized over the metal belt atoms)

The structural differences among isomers are not significant: we have obtained
differences <29.9º for angles and <0.8 Å for distances. As a final point, we have
also compared the HOMO-LUMO gaps for several isomers, as shown in Fig. 10.6
for the case of [As2W18O62]6�. As it is common for POMs the HOMO orbitals
correspond to oxygen atoms and LUMO orbitals correspond to metal atoms. When
X D As the HOMO-LUMO gap is around 2.2 eV for all isomers, the same trend was
observed when X D P and S, the results are not presented here.
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Fig. 10.7 Structures of the new Dawson-like fW18Xg POM type, the fW18g cages are
shown as sticks and the central fXO6g group is represented as space filling model. Left:
”*-[W18O56(XO6)]10� X D WVI and TeVI. Right: “*-[W18O56(IO6)]9� being the first example
of “* isomer

Conventionally, redox-inactive anions, such as SO4
2� and PO4

3�, are often used
as templating anions in the formation of many POM clusters. A strategy to create
new functional POMs involves the encapsulation of redox-active templates instead.
By utilizing sulfite, selenite, tellurite, and periodate anions as templates, several new
types of redox-active heteropolyoxometallates have been isolated. The POM cluster
[M18O54(SO3)2]3� (M D W, Mo), which contains two embedded redox-active sulfite
templates, can be activated by a metallic surface and can reversibly interconvert
between two electronic states [38]. Both templates can be replaced by a single
template located in the centre of the cluster to give a Dawson-like fW18Xg POM
[39]. The first member of this family to be discovered was actually an isopolyanion
fW19g with a Dawson-type cage; the nineteenth tungsten is located at the centre of
the cluster instead of the two tetrahedral heteroatoms that are usually found inside
conventional Dawson clusters [40]. Structural analysis of the cluster shows that the
internal tungsten ion could be replaced by other elements, such as PtIV, SbV, TeVI,
or IVII. The POMs “*-[H3W18O56(IO6)]6�, with an embedded high-valent iodine
[37], and ”*-[H3W18O56(TeO6)]7�, that captures the tellurate anion TeO6

6�, were
discovered thereafter (Fig. 10.7) [41].

It is worth mentioning that the presence of the [IO6] unit inside the fW18g cage is
able to stabilize the “* cage, which was found rather high in energy in conventional
Dawson anions. The full analysis of isomerism in these Dawson-like anions is
much more complex because of the presence of protons. Redox properties and
their influence in the isomerism stability is also an interesting issue that should be
understood from experiments and theory in incoming years.
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8. López X, Bo C, Poblet JM (2002) Electronic properties of polyoxometalates: electron and
proton affinity of mixed-Addenda Keggin and Wells-Dawson anions. J Am Chem Soc
124:12574–12582

9. Keita B, Levy B, Nadjo L, Contant R (2002) Toward a qualitative understanding of the initial
electron transfer site in Dawson-type heteropolyanions. New J Chem 26:1314–1319
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13. López X, Maestre JM, Bo C, Poblet JM (2001) Electronic properties of polyoxometalates: a
DFT study of ’/“ -[XM12O40]n� Relative stability (MDW, Mo and XDmain group elements).
J Am Chem Soc 123:9571–9576

14. Kozik M, Hammer CF, Baker LCW (1986) Direct determination by l83WNMR of the locations
of added electrons in ESR-silent heteropoly blues. Chemical shifts and relaxation times in
polysite mixed-valence transition-metal species. J Am Chem Soc 108:2748–2749

15. Kozik M, Baker LCW (1990) Electron exchange reactions between heteropoly anions:
comparison of experimental rate constants with theoretically predicted values. J Am Chem
Soc 112:7604–7611

16. Acerete R, Harmalker S, Hammer CF, Pope MT, Baker LCW (1979) Concerning isomerisms
and interconversions of 2:18 and 2:17 heteropoly complexes and their derivatives. J C S Chem
Commun 777–779

17. Ciabrini JP, Contant R, Fruchart JM (1983) Heteropolyblues: relationship between metal-
oxygen-metal bridges and reduction behaviour of octadeca(molybdotungsto)diphosphate
anions. Polyhedron 2:1229–1233

18. (a) Contant R, Abbessi M, Canny J, Belhouari A, Keita B, Nadjo L (1997) Iron-substituted
Dawson-type tungstodiphosphates: synthesis, characterization, and single or multiple initial
electronation due to the substituent nature or position. Inorg Chem 36:4961–4967; (b) Keita
B, Belhouari A, Nadjo L, Contant R (1998) New electroactive metal oxides electrodeposited
from selected Keggin and Dawson-type heteropolyanions. J Electroanal Chem 442:49–57;
(c) Contant R, Richet M, Lu YW, Keita B, Nadjo L (2002) Isormerically pure alpha(1)-
monosubstituted tungstodiphosphates: synthesis, characterization and stability in aqueous
solutions. Eur J Inorg Chem 2587–2593 263

19. Keita B, Girard F, Nadjo L, Contant R, Canny J, Richet M (1999) Metal ion complexes derived
from the alpha(1) isomer of (P2W17O61)(10-): comparison with the corresponding alpha(1)
species. J Electroanal Chem 478:76–82

20. Ciabrini J-P, Contant R (1993) Mixed heteropolyanions. Synthesis and formation constants
of Cerium(III) and Cerium(IV) complexes with lacunary tungstophosphates. J Chem Res (M)
2720–2744

21. Qu LY, Shan QJ, Gong J, Lu RQ, Wang DR (1997) Synthesis, properties and characterization
of Dawson-type tungstophosphate heteropoly complexes substituted by titanium and peroxoti-
tanium. J Chem Soc Dalton Trans 23:4525–4528

22. Park DR, Park S, Choi JH, Song IK (2010) Acidity of group 5 metal (V, Nb, Ta)-substituted
Keggin and Wells-Dawson heteropolyacid (HPA) catalysts and their application to esterifica-
tion of acetic acid with ethanol. Catal Lett 135:269–274

23. Lewis A, Bumpus JA, Truhlar DG, Cramer CJ (2004) Molecular modeling of environmentally
important processes: reduction potentials. J Chem Edu 81:596–603 and corrections in 2007,
84:934
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Chapter 11
Homogeneous Computational Catalysis:
The Mechanism for Cross-Coupling and Other
C-C Bond Formation Processes

Christophe Gourlaouen, Ataualpa A.C. Braga, Gregori Ujaque,
and Feliu Maseras

Abstract The application of modern density functional theory techniques to the
computational study of palladium-catalyzed C-C formation reactions has led to
a better mechanistic understanding of these processes of fundamental interest
in organic chemistry. This chapter reviews the main contributions to the topic,
analyzing the current knowledge on the different reaction steps: oxidative addition,
transmetalation, metalation, reductive elimination and isomerization. A special
emphasis is placed on the metalation step, which is specific of C-C bond formation
processes.

11.1 Introduction

The construction of complex organic molecules from simple building fragments is
based in the availability of simple and reliable processes leading to the formation of
carbon-carbon bonds. Cross-coupling reactions are among the most widely used
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methods for the formation of carbon-carbon bonds, and are thus a fundamental
tool in organic synthesis [1]. Most cross-coupling processes respond to the general
formula:

R � X C R’ � Y
catalyst����! R � R’ C X � Y (11.1)

where R and R0 are organic groups (often at least one of them is an aryl),
X is a good leaving group (often halide or triflate), and the catalyst is a transition
metal complex (often a palladium species with phosphine ligands). The Y group
is usually attached to R0 through an electropositive atom. The nature of Y decides
the particular name of the cross-coupling reaction. In the Suzuki-Miyaura reaction,
Y is an organoboronic acid [2]; in the Stille reaction is an organotin compound [3];
in the Negishi reaction is an organozinc compound [4], and there are other reactions
where the electropositive atom is Al, Mg, Si, Cu, etc. Other related processes not
responding exactly to the formula above are also classified as cross-coupling: the
Heck reaction, where R0-Y is an alkene [5]; the Sonogashira reaction, where R0-Y
is a terminal alkyne [6]; and the Buchwald-Hartwig reaction, where a carbon-
nitrogen bond is formed [7, 8]. The direct arylation reactions [9, 10], usually not
included under the cross-coupling label, would in contrast fulfill Eq. 11.1, with the
particularity that R0 must be an aryl, and Y must be H.

Cross-coupling reactions share this general label because of the use of similar
catalysts and because they are considered to respond to the same general mecha-
nism, shown in Fig. 11.1. The R-X molecule is first oxidatively added to the metal.
Then the transmetalation step follows, where the R0 group is transferred from Y to
the metal, and the X group leaves the metal coordination sphere. The final step
is the reductive elimination, where R and R0 are bound, and the metal catalyst
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recovers its initial state. Direct arylation processes follow the same general scheme,
with the particularity that the intermediate step must be referred to as metalation,
because hydrogen is not a metal. The existence of this general scheme does not
explain all the mechanistic details. Additional species not indicated in Fig. 11.1 are
often required, among them bases and salts. The catalyst is usually formed in situ,
and its precise form is often unknown, in particular concerning the number and
nature of ligands. The optimization of catalytic systems has often relied heavily in a
trial-and-error approach, and a better mechanistic knowledge would be very helpful
for a more rational design that would allow to better tackle a number of remaining
challenges. There are still some substrates (aryl chlorides, alkyl halides) difficult
to activate [11], and the topic of enantioselective cross-coupling remains largely
unexplored. A number of experimental studies on the mechanism of cross-coupling
reactions have been carried out [12–14], although they are limited because of the
multistep nature of the reactions and the elusiveness of the intermediates. It is, in
any case, clear that different behaviors seem to be present for different reactions, the
role of the Y group being thus critical.

The contribution of computational chemistry to this field is relatively recent.
Some calculations of full catalytic cycles have appeared in the last years for the
Suzuki-Miyaura and Stille cross-coupling processes. The full catalytic cycle for the
Suzuki-Miyaura reaction has been analyzed by Goossen, Thiel and co-workers for
the coupling between acetic anhydride with phenylboronic acid [15, 16], and we
have studied the coupling between vinyl bromide and vinylboronic acid [17]. The
full catalytic cycle for the Stille reaction, assuming an associative cross-coupling,
has been studied by Alvarez, de Lera and co-workers [18]. These works show
complex mechanistic pictures, often with close energy competing parallel pathways.
As an example, we present in Fig. 11.2 the simplified scheme obtained from our
calculations for the cross-coupling between vinyl bromide and vinylboronic acid
catalyzed by a palladium monophosphine species. Most of the steps shown in
the scheme consist in fact of several microsteps, with different intermediates and
transition states. And this scheme neglects the presence of (bis)phosphine species,
which have a scheme of their own, interconnected with that presented in Fig. 11.2.

Because of the complexity of the full mechanism, most theoretical studies con-
centrate on particular steps of the catalytic cycle. This chapter is thus organized by
the different steps of the mechanism, rather than by reaction. Oxidative addition and
reduction elimination have been studied also in the context of other organometallic
reactions. Transmetalation is on the other hand specific of C-C bond formation
processes, and because of this, it will be discussed in more detail. Our intention
in this contribution is to review the present state of the research in the area. As will
be seen, a significant part of the articles mentioned have been published after 2003,
indicating the current high activity on the topic. Because of this, it is impossible to
provide a definitive mechanistic picture. This is rather a progress report on a very
active research field. This paper complements a recent review by some of us that
focused on cross-coupling [19].

Several of the articles that will be discussed occupy more than ten pages in a
scientific journal. It is therefore out of question to present a detailed description
of each of the intermediates and transition states that were computed. Such a
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Fig. 11.2 Computed mechanism for the cross-coupling between vinyl bromide and vinyl boronic
acid catalyzed by a monophosphine palladium species. The highest energy barrier involved in each
reaction step is indicated in kJ/mol

description should be obtained directly from the source articles. The computational
methods applied were not identical, but quite similar. The validity of the results
do not seem to depend on the methodological details. The energy was in almost
all cases computed using density functional theory (DFT), with a generalized
gradient approach (GGA). The functional applied more often was B3LYP, although
some calculations also used BP86. Basis sets had at least a valence double-z plus
polarization quality. Solvent effects were introduced when mentioned with the
polarized continuum model (PCM).

11.2 Oxidative Addition

In the oxidative addition step, the bond between the organic R group and the leaving
X group breaks, and two new bonds are formed with the metal, whose oxidation
state increases by two units. This is shown in Eq. 11.2:

ŒM	 C R � X ! ŒM	 .R/ .X/ (11.2)
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The oxidative addition of non-polar sigma bonds (H-H, C-C, C-H) to d10 ML2

transition metal complexes was among the first organometallic reactions computa-
tionally studied [20–22], and was already established in the 1980s to take place in
a concerted way with a mostly symmetric transition state. More recent studies on
C-Ge, C-Si, Si-C, Si-H bonds confirm a similar picture [23, 24].

The specific case of polar sigma bonds, like that of aryl halides typically present
in most of cross-coupling processes has been the subject of a number of recent
studies. The focus of computational attention is probably related to the fact that
oxidative addition has been postulated to be the rate limiting step in a number of
cross-coupling reactions, although not in all of them. The final configuration of the
carbon, in the case Csp3-X, is also a critical feature for this step. This configuration
is highly sensitive to experimental conditions as highlighted by Stille and Lau [25].

Theoretical calculations by Senn and Ziegler [26] discuss the existence of the two
mechanisms suggested by Stille, shown in Fig. 11.3. The concerted path is similar
to that involving non-polar sigma bonds and features simultaneous formation of the
Pd-C and Pd-X bonds in the transition state. This is the only transition state that
can be located in gas phase calculations for sp2-X species [27]. This path leads
to retention of configuration for alkyl halides. The second pathway is dissociative,
and has two steps: first, the carbon is attacked by the metal and the halide anion
is expelled, leaving a cationic palladium species; after, the two charged species
collapse to the product. This mechanism leads to inversion of configuration of the
carbon centre for alkyl halide. This second pathway has consequently been labeled
as SN2 the transition state being assumed to be similar to that reaction.

Senn and Ziegler find the dissociative pathway to be the preferred one in their
calculations in THF solution of the oxidative addition of chloro-, bromo- and
iodobenzene to Pd(P-P) complexes, where P-P is a chelating diphosphine ligand
of the type 1,2-bis(dimethylphosphino)ethane or (P)-2,20-bis(dimethylphosphino)-
1,10-biphenyl. The barriers from the prereaction complex are in fact quite low: 31,
12 and 5 kJ/mol for the chloro, bromo and iodo species, respectively. For methyl-
(1S,5R)-5-chlorocyclohex-3-ene-1-carboxylate in presence of neutral palladium,
Espinet and Echavarren observed retention of configuration in apolar solvent
(benzene) and inversion in polar solvent (acetonitrile) [13].
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The preference for one of the two pathways seems to depend on the particular
nature of the catalyst and of the substrate. The role of anionic additive has been
analyzed by different authors. Jutand and co-workers [14, 28] have provided a
significant amount of experimental evidence suggesting an anionic form for the
catalyst, [PdLn(Cl)]�. Calculations by Bickelhaupt and co-workers [29] have shown
that naked Pd favors a concerted path for the oxidative addition of Cl-CH3, while
[PdCl]� favors the dissociative path even in gas phase. Goossen, Thiel and co-
workers [30] have explored the reaction of [Pd(PMe3)2(OAc)]� with Ph-I. The
mechanism in this case is quite subtle. The acetate ligand moves away from
palladium when iodobenzene coordinates and returns afterwards to the metal to
displace another ligand. Two different paths of similar energies are characterized
for this process. The most favored of them ends up with departure of iodide,
and resembles the dissociative pathway. The least favored pathway displaces a
phosphine, and the transition state associated to C-I cleavage is of a concerted type.

The nature of the substrate also influences the reaction. As mentioned in the
introduction, the prototypical substrates for oxidative addition are aryl halides, but
fragments different from aryl are also relevant. In fact, alkyl groups are known to
be less active, and there is considerable interest in the design of catalytic systems
suitable for them. Ariafard and Lin have recently carried [31] out calculations
on the oxidative addition of different Br-R groups to Pd(PH3)2 and Pd(PPh3)2 .
Methyl, benzyl, phenyl, vinyl have been used for R group. The barriers relative
to the separate fragments are lower for the systems involving sp2 carbons than for
those involving sp3 carbons. The potential energy values are 39, 56, 77, 99 kJ/mol
for vinyl, phenyl, benzyl and methyl, respectively. This result is explained by the
existence of low-lying C-Br  * orbitals in the unsaturated systems.

The use of alkyl halides has given rise to the question of control of the carbon
stereochemistry configuration. The concerted mechanism (CM) would lead to
retention of configuration whereas the dissociative pathway being assimilated to
a SN2 would lead to inversion. The experimental conditions (nature of the halide,
solvent, steric congestion) have a major influence on the SN2 mechanism [32]. The
nature of the nucleophile, namely the donating character of the phosphines bound
to the metal must also be considered.

We have recently examined these topics in a computational study [33]. Our
reference system is the oxidative addition of CH3CH2Br on Pd(PMe3)2. For this
model, we found that even in the gas phase the SN2 mechanism has a lower barrier
(77 kJ/mol), than the concerted mechanism (117 kJ/mol). The structure presents
the typical structure for SN2 transition states (see Fig. 11.4), with a nearly linear
arrangement of the Pd : : : C : : : Br atoms.
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The effect of the solvent on the gas phase results is substantial. The SN2
mechanism leads to ionic species whereas in the concerted mechanism the system
remains neutral. Solvation in a polar solvent contributes to stabilization of the SN2
path. This resulted for our model in a significant lowering of the SN2 barrier from
77 to 31 kJ/mol. On the contrary the barrier for CM path arises slightly from 117
to 129 kJ/mol. The next parameter studied for the SN2/CM competition was the
effect of substituents on the alkyl bromide. Starting from CH3Br we analyzed the
evolution of the gas phase barrier of both mechanisms when replacing sequentially
each hydrogen atom by a methyl group. For the SN2 path, the barrier increases from
77 (CH3CH2Br) to 92 ((CH3)2CHBr) and to 153 kJ/mol for (CH3)3CBr. In contrast,
the barrier was barely affected for CM path: it changed from 106 (CH3Br) to 117
(CH3CH2Br) and to 113 kJ/mol for (CH3)2CHBr.

We finally analyzed the influence of the nature of the phosphine spectator ligand.
PMe3 is a relatively electron rich phosphine. We compared its behavior with that
of the less donating PH3 phosphine and the electron deficient PF3 group. Again,
the effect was substantial for the SN2 path. The barrier to the TS arises from 117
for PMe3 to 144 for PH3 and 178 kJ/mol for PF3. The effect on the CM path
was smaller and in the opposite direction. The barrier was lowered from 117 for
PMe3 to 101 for PH3 and to 74 kJ/mol (PF3). Another influence of the phosphine is
related to its bulkiness. In the transition state of SN2 path, the P-Pd-P angle remains
close to 180ı (164ı for Pd(PMe3)2 with CH3CHBrCH3), but is more closed for CM
path (126ı). In the presence of bulky phosphines there will be repulsion between
the phosphine and the substrate (especially for SN2) and between the phosphines
themselves (mainly in the CM path). With triphenyl phosphine both angles are
tighter (160ı for SN2 and 121ı for CM) and the barrier is lower for CM than for
SN2, 74 vs. 81 kJ/mol.

In summary, most of the parameters considered have a substantial effect, and the
SN2 path seems to be particularly sensitive to these influences.

Another factor affecting the oxidative addition is the number of phosphine
ligands attached to the metal in the active form of the catalyst. In the case of
palladium systems, the catalyst is introduced as a precursor, often as Pd2(dba)3

(dba D dibenzylideneacetone) or [Pd(PPh3)4], however this is clearly not the ac tive
form. The diphosphine form discussed above has been postulated in most ex per-
imental proposals, and consequently used in calculations, because of the well
established stability of d10 ML2 complexes, but the monophosphine form ML can
be also envisaged. On the one hand, its presence has been in fact proposed from
experimental results on the activation of usually inert substrates by catalytic systems
involving bulky phosphines [34, 35]. On the other hand, in a mass spectrometry
study of Stille reaction [36] no monophosphine species were identified and only
Pd(P(C6H5)3)2 containing moieties were observed on the spectrum. However,
computational studies have shown that the barrier to oxidative addition of aryl
bromide is lower for Pd(PR3) than for Pd(PR3)2 [37]. Norrby and co-workers have
gone one step further and evaluated oxidative addition for the systems with a single
ligand, either a phosphine or an anion [38, 39]. They compare the barriers for the
oxidative addition of I-Ph to four different systems: Pd(PPh3)2, Pd(PPh3), [PdCl]�
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and [Pd(OAc)]�. The result is conclusive in favor of the monocoordinated species,
that present barriers of 2 kJ/mol at most, in contrast with a barrier of 13 kJ/mol
for Pd(PPh3)2. The precise estimation of the energy required to access these more
reactive catalytic forms, however, is not trivial.

In summary, the calculations carried out on the oxidative addition step show a
large variety of mechanistic possibilities, all with reasonable energy barriers. The
bond cleavage itself may take place through two different competitive pathways,
either concerted or dissociative. The catalyst may be in different forms concerning
the number of ligands and the presence of additional anionic ligands. Finally,
the nature of the organic group and the halide affect also the mechanism. The
emerging global picture is that different mechanisms are likely to operate for
different systems, and that there is no unequivocal choice of the oxidative addition
path for cross-coupling reactions. We could in particular identify some general
trends for the oxidative addition of alkyl halide species. From our results, conditions
that electronically enrich the metal (donating phosphines) or stabilize the charge-
separated transition state (polar solvent) will favor the SN2 path. In contrast,
substituent bulk seems to favor the concerted path.

11.3 Transmetalation

Transmetalation is the most characteristic process of the C–C cross-coupling
reactions. This is the stage where the organic group R0 bound to an electropositive
group Y is transferred to the palladium complex, as shown in Eq. 11.3:

ŒM	 � X C R’ � Y ! ŒM	 � R’ C X � Y (11.3)

The comprehension of this process has been computationally addressed in recent
years by several research groups. The following two subsections will summarize the
available results on the Suzuki-Miyaura and Stille reactions, which are those studied
in more detail. More limited studies have been also carried out in related processes,
like the Heck reaction [40] and direct arylation [41, 42].

11.3.1 The Suzuki-Miyaura Reaction

The Suzuki-Miyaura reaction is one of the most used reactions in organic synthesis
[1, 2]. The reaction takes place between an organic halide (or triflate), R-X, and a
boronic acid, R0-B(OH)2, as shown in Eq. 11.4:

R � X C R’ � B.OH/2 ! R � R’ C X � B.OH/2 (11.4)
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Fig. 11.5 Proposed pathways for the role of the base in the transmetalation step of the Suzuki-
Miyaura cross-coupling

The key challenge for computational chemistry with respect to the transmeta-
lation step of the Suzuki-Miyaura cross-coupling was to understand the role of
the external base. It is certainly well known from experiment that the presence
of a base in solution is required for the reaction to take place. Several proposals
have been put forward for the role of this base from experimental studies. Most
of this information was summarized by Miyaura in a very clarifying paper [43].
Two main pathways are proposed (Fig. 11.5): either the base binds the boronic
acid to from the organoboronate species (path A), or the base substitutes the halide
ligand in the coordination sphere of the catalyst (path B). These two proposed
pathways were theoretically evaluated by us on a model system, using trans-
PdBr(CH2 D CH)(PH3)2, CH2 D CH-B(OH)2 and OH� species as reactants [44].

In the pathway labeled as path A (shown in Fig. 11.6), the transmetalation
process takes place between the organoboronate species (obtained from the reaction
between the boronic acid and OH�) and the square planar palladium catalyst that
comes from the oxidative addition of R-X to the PdL2 catalyst. The reaction takes
place in three steps: in the first step the organoboronate replaces the halide in
the coordination sphere of the catalyst, subsequently there is an intramolecular
substitution process where the vinyl group of the boronate replaces the OH group in
the coordination sphere of the catalyst, and in the last step the proper transmetalation
process takes place generating the trans-Pd(CH2 D CH)2(PH3)2 intermediate and
the B(OH)3 species. The energy difference between the lowest energy (�67.9 kJ/mol
below reactants) and highest energy (17.6 kJ/mol above reactants) points is around
85 kJ/mol, therefore becoming a suitable pathway explaining the role of the base.

In the other proposed mechanism, labeled as path B, the base directly replaces
the halide in the coordination sphere of the catalyst. Despite the computational
effort devoted to look for a transition state accounting for the direct replace-
ment of the halide by the hydroxyl group, all the attempts were fruitless. This
unsuccessful search was unexpected because the ligand substitution mechanism
for a square-planar complex is a generally accepted mechanism going through a
trigonal bipyramid structure [45]. All the different optimizations produced either
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Fig. 11.6 Energy profile of reaction path A for the transmetalation step in Suzuki-Miyaura cross-
coupling

high-energy chemically unreasonable structures or two different structures: one with
the OH� oxidizing one of the phosphine ligands, or the other where the phosphine
was replaced by the hydroxyl group. Further analysis of the potential energy surface
around this region allowed us to find an alternative pathway, labeled as path B0. In
this new pathway the intermediate formed by reaction of the base with a coordinated
phosphine forms the trans-[Pd(CH2 D CH)Br(PH3OH)(PH3)]� complex, and this
intermediate can evolve to replace the halide ligand by the hydroxo group by
migration of the OH from the phosphine to the Pd center; this complex could, in
principle, give rise to the transmetalation process with the organoboronic acid (vide
infra, path C). This pathway could be an alternative to path A, nevertheless, the
presence of an oxidized phosphorus group makes the existence of this species in
the reaction cycle quite unlikely. Indeed, phosphine oxidation is one of the known
causes of catalyst destruction, and it seems to be connected to this compound
(Fig. 11.7).

A related experimental result is that transmetalation takes place in absence of
the base if the halide is replaced by a hydroxo or alkoxo group in the starting
palladium complex [46]. The reaction mechanism for this process (labeled as path
C) was computationally studied, and the energy profile was found to be smooth.
The highest energy barrier is quite low, around 80 kJ/mol. Path C is in fact identical
to path A from the point where the organoboronate species is coordinated to the
catalyst. Hence, computational results reproduce the experimental observation of
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Fig. 11.7 Schematic representation of the pathways accounting for the role of the base in the
transmetalation step of the Suzuki-Miyaura reaction, being path A the most feasible one

a low energy path C, and furthermore relate it to path A. The overall mechanistic
picture resulting from these calculations is presented in Fig. 11.7.

These computational results were found to remain qualitatively valid when the
PH3 phosphine is replaced by PPh3 and when vinyl groups are replaced by phenyl
groups [47].

The collection of these results indicates that, in the Suzuki-Miyaura reaction,
one of the key problems of the transmetalation step is the displacement of the
bromide ligand from the metal coordination sphere. The boronic acid itself is not
able to undertake this replacement, as shown in the direct mechanism. A base is
therefore necessary for the transmetalation to take place. The direct replacement
of the halide (Br�) by the base (OH�) is not feasible (path B). Nevertheless,
the base may attack the boronic acid (path A) or the phosphine ligand (path B0).
The latter must be discarded as the main mechanism because it easily leads to
ligand oxidation and destruction of the catalyst. Therefore, the main catalytic cycle
should proceed through path A, which has low-energy barriers and no obvious
undesired products. Initial proposals about the transmetalation process suggested
that it takes place though a four-center transition state [48], with two bridging group
ligands (the halide and the base) between the two metal atoms. These results show
that the transmetalation process does not take place in one concerted step, but several
steps are needed.
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Fig. 11.8 Schematic representation of the proposed cyclic and open pathways for the transmeta-
lation in the Stille reaction

11.3.2 The Stille Reaction

The Stille reaction is a general Pd-catalyzed cross-coupling reaction [3, 13], that
owes its popularity in part to the easy preparation of organotin compounds and their
tolerance toward most functional groups (Eq. 11.5).

R � X C R’ � SnR”3 ! R � R’ C X � SnR”3 (11.5)

In this case, two different transmetalation mechanisms, labeled as cyclic and
open, have been proposed to explain the experimental data, and they are both shown
in Fig. 11.8. The existence of the cyclic mechanism was proposed by Espinet and
coworkers [49] to account for the evidence that some Stille processes take place
with retention of configuration at the transmetalated carbon atom. This retention
of configuration implies a transition state, or intermediate, where the X and R0
ligands are bridging the two metal atoms (see Fig. 11.8, upper pathway). The open
mechanism was proposed for those cases where the product presents inversion of
configuration. This mechanism can produce either cis or trans geometries of the
L2Pd(R)(R0) species (Fig. 11.8, lower pathway). The open pathway seems to be
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Fig. 11.9 Schematic representation of the associative and dissociative pathways for the cyclic
alternative of the transmetalation step in the Stille reaction

more common and is expected to be favored for more electrophilic Pd centers, as in
species with bad coordinating anions (like triflate) which are easily substituted by a
neutral molecule (such as solvent or the ligand used in excess) [50–52].

Both mechanisms (cyclic and open) have been computationally analyzed by
some of us, and the cyclic mechanism had been also studied by other authors.
Our computational study [53] used a model system where the coupling takes place
between Br-Ph and CH2 D CH-SnMe3, and is catalyzed by Pd(PH3)2 or Pd(AsH3)2.
The effect of THF and ClC6H5 solvents were considered. In this work, we found
that the cyclic mechanism did not take place in a concerted way. It was impossible
to locate the proposed structure either as an intermediate or as a transition state.
Instead, it was found that the transmetalation takes place in two steps (Fig. 11.9). In
the first one, with a barrier below 40 kJ/mol, there is a substitution of an L ligand
by the incoming vinyl group of the stannane; whereas in the second, the proper
transmetalation takes place through a cyclic transition state. The cyclic four-member
ring transition state corresponding to the second step has the highest energy barrier,
with a value between 62 and 102 kJ/mol depending on L and the solvent, therefore
becoming the rate determining step. These results were in concordance with other
studies previously published by Napolitano and coworkers for alkynyl stannanes
[54], and by Álvarez, coworkers [18] for alkenyl stannanes. All these studies also
agreed that this process takes place in an associative way: the departure of the
L ligand is coupled with the entry of the stannane in the palladium coordination
sphere. Lin and co-workers [55] studied the effect of changing the halide ligand
on the cyclic transmetalation step. Their results show that the activation barriers
increase in the order Cl < Br < I. This trend is rationalized by observing that the Sn-
X bond energy increases faster than the Pd-X bond energy in the order I < Br < Cl.

For the open mechanism, the most characteristic features are the absence of a
cyclic species, and the formation of a cationic palladium complex. Experimentally
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Fig. 11.10 Schematic representation of the cis and trans pathways for the open alternative of the
transmetalation step in the Stille reaction

the trans-[PdL2XR] complexes formed after the initial oxidative addition are found
to be in equilibrium with other species such as trans-[PdL2SR]C or [PdL3R]C,
depending on the reaction conditions, especially on the nature of the X group (bad
coordinating ligands are better leaving groups) and the solvent. In our theoretical
study on the Stille reaction [53], we analyzed the formation of a cationic species by
substitution of the X ligand (bromide or triflate) by a neutral species as a phosphine
or arsine ligand or a solvent molecule. This ligand substitution is found to be, as
expected, much more favorable (by about 60 kJ/mol) for the case of triflate than for
the case of bromide.

The following steps on the transmetalation process were studied starting from the
cationic species, [PdL3R]C. Hence, the next step corresponds to the replacement
of one of the L ligands by the incoming stannane, an R-for-L substitution step.
This step may follow two different competitive pathways, depending on whether
the stannane group goes cis or trans to the R substituent (see Fig. 11.10). Both
possibilities were explored, and the energy barriers found for both pathways were
quite similar, with values between 30 and 40 kJ/mol in solution. Once the stannane is
coordinated to the palladium catalyst, a SN2 substitution of the R group by a halide
at the Sn center should follow. The energy barrier of this step for both the cis and the
trans pathways is quite low. This process produces an intermediate with both organic
groups attached to the palladium center, therefore ready to undergo the reductive
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elimination. The comparison of the two steps for the open mechanism shows that the
barrier in the R-for-L substitution is higher than for the transmetalation itself, which
represents an interesting difference with respect to the case of the cyclic mechanism.

The transmetalation step for the Stille reaction is thus quite different from that in
the Suzuki cross-coupling. No base is required, and a Br-Sn bond is in fact formed
after the transmetalation. However, the transmetalation step in the Stille reaction is
also complex, with two major mechanisms being possible, one leading to retention
of configuration, and the other leading to inversion of configuration in the R0 group.
The specific mechanism taking place for a given catalytic system is mainly affected
by the X group and the solvent, while the L ligand exerts a smaller (although
kinetically significant) effect.

11.3.3 Direct Arylation

Direct arylation [9, 10], is a reaction formally similar to cross-coupling, with the
key difference that one of the carbons involved in the process is not bound to a
heteroatom, but to hydrogen (Eq. 11.6).

R � X C R’ � H ! R � R’ C X � H (11.6)

From a theoretical point of view, the key issue has been the basic nature of the
metalation step, where the R0 groups moves from a R0-H bond to a M-R0 bond.
C-H activation is very common in organic chemistry as it allows the formation
of functionalized hydrocarbons. Different mechanisms had been proposed for this
metalation step, including electrophilic aromatic substitution, ¢-bond metathesis,
oxidative addition/reductive elimination and Heck-like insertion. Theoretical studies
have facilitated narrowing the mechanistic possibilities to two main options:
oxidative addition/reductive elimination and proton abstraction by a base. In the
oxidative addition/reductive elimination process the metal is inserted in the C-H
bond with formal increase in the oxidation state of the metal, and the hydride leaves
the metal coordination sphere of the metal afterwards. In the proton abstraction
mechanism, the metal does not interact directly with the proton, which is captured
by a base, with simultaneous formal creation of a carbanion that binds to the metal
center. The mechanism of the reaction will depend on the presence of a base able
to abstract the proton and of the existence of an energetically accessible oxidation
state for the metal.

Various elements have been used for arylation reactions, mainly transition metals
[56, 57] from columns 6 to 10. The great versatility of this method had led to its
use in many syntheses. We will discuss here mainly cases involving two different
metals: palladium and ruthenium.

Arylation with palladium involves the metal in its divalent state. It has been
applied in ring closure reactions [58, 59] and intermolecular arylation [60]. In these
cases, the mechanism is of the second type, the proton is abstracted by a base
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(typically carbonate or hydrogen carbonate) (see Fig. 11.11). The computed barrier
for this reaction is 98 kJ/mol. This barrier is sensitive to the presence of substituents
on the phenyl ring. With three fluorine atoms, the barrier is reduced to 55 kJ/mol,
the reaction is thus favored by electron acceptors.

A related process involving C-H activation in palladium center is the shift of
a hydrogen between two different sites of an organic ligand, coupled with a shift
of the metal from a vinyl site to an aryl site [61–63]. In this case, two different
processes were found to be feasible (Fig. 11.12). The oxidative path is composed
of two steps with the highest barrier of 140 kJ/mol. The one step migration with a
constant oxidation state has a lower barrier of 95 kJ/mol.

Ruthenium-catalyzed arylation seems to favor the proton abstraction mechanism.
We studied the coupling of an aryl group to a phenylpyridine moiety [64]. The
first step consists of cleavage of a C- H bond to form a Ru-C bond. The two
mechanisms, oxidative addition on the ruthenium or H-abstraction, were evaluated.
As for palladium, the oxidation of Ru(II) to Ru(IV) is energetically disfavored with a
barrier of 133 kJ/mol. The H-abstraction possesses a much lower barrier, 35 kJ/mol
with HCO3

� as proton abstractor (Fig. 11.13). The barrier of H-abstraction is
sensitive to the nature of the base: it is only of 22 kJ/mol with acetate.
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Similar results have been found in the computational study of an iridium complex
[65]. Again the abstraction of the proton by the base has a lower barrier (67 kJ/mol)
than insertion of the metal in the C-H bond (158 kJ/mol).

Thus the proton abstraction mechanism seems to be the favored pathway in the
metalation step of transition-metal-catalyzed arylations. This may seem surprising
because a relatively weak base as carbonate is taking away an arylic proton, which
has very low acidity. The presence of the metal is in this case key to stabilize the
development of a negative charge in the carbon center, as proved by the structure
of the transition states, where the metal-carbon bond is practically already formed.
It is worth mentioning that external bases are key in both direct arylation and the
Suzuki-Miyaura cross-coupling, but their roles are completely different.

11.4 Reductive Elimination

In the reductive elimination step, a bond between the two organic groups attached
to the metal is made, and the two previously existing bonds with the metal are lost
resulting in a decrease in the metal oxide state by two units (Eq. 11.7).

ŒM	 .R/
�
R0� ! ŒM	 C R � R’ (11.7)

Reductive elimination is of course the microscopic reverse of oxidative addition,
and the general studies mentioned above on the oxidative addition of non-polar
sigma bonds (H-H, C-C, C-H) to d10 ML2 transition metal complexes also apply.
The transition state is in particular concerted, with simultaneous breaking of the
two M-C bonds.

Computational studies of the reductive elimination in systems related to cross-
coupling have been recently reviewed by Ananikov, Musaev and Morokuma [66].
Studies on this step are more scarce than those concerned with oxidative addition.
This, in part, is explained by the dominance of the concerted mechanism and the lack
of the alternative dissociative path shown in Fig. 11.2. The dissociative mechanism
is associated to the existence of a polar sigma bond. The bond in R-X is polar, but
that in R-R0 is not. Moreover, there are no experimental reports where reductive
elimination is considered to be the rate determining step, which also decreases the
computational attention given to this process. The theoretical studies on the full
catalytic cycle seem to confirm a lower barrier for reductive elimination than for
oxidative addition. For instance, in our work on the Suzuki-Miyaura catalytic cycle,
we found barriers in the range 55–85 kJ/mol for oxidative addition and barriers in
the range 5–20 kJ/mol for reductive elimination. These results were obtained for the
reaction between vinylbromide and vinylboronic acid, and may not be general.

The computational studies by Ananikov, Musaev and Morokuma on
C–C coupling in palladium and platinum bis(phosphine) complexes address
the dependence of the barrier on the nature of the organic groups being
reductively eliminated [67–69]. In their calculations on reductive elimination from
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Pd(PH3)2(R)2 complexes, they found the following order in potential energy barriers
as a function of the group: vinyl (28 kJ/mol) < phenyl (49 kJ/mol) < ethynyl
(61 kJ/mol) < methyl (105 kJ/mol). The values are low for the unsaturated
substrates, but the value for the sp3 methyl system may be competitive with that of
other reaction steps, and may be even related to the low reactivity of alkyl systems.
They have recently extended the work to Pd(PR0

3)n(R2) (R0 D H, Me, Ph, Cy; n D1,
2) systems, and found that the ordering of kinetic barriers with respect to the nature
of the phosphine substituents is different in (bis)phosphine than in monophosphine
complexes.

Reductive elimination may thus be a relevant step in some cross-coupling
processes. It may be affected by some of the factors that have been discussed
above for oxidative addition of R-X, like anionic additives and the number of
ligands attached to the active form. However, the analysis of these topics from a
computational point of view is still limited. The main results can in fact be found
in works not focusing on cross-coupling. Macgregor and co-workers analyzed the
reductive elimination process in a series of M(PH3)2(CH3)(R) and M(PH3)(CH3)(R)
complexes (M D Ni, Pd, Pt; R D CH3, NH2, OH) [70]. The focus of the work was
the effect on the process of the nature of the metal and the R group, but it is
worth mentioning that they found the barrier for reductive elimination of CH3-
CH3 is lower for the monophosphine system than for the (bis)phosphine system.
A similar result has been found by us in the reductive elimination of two vinyl
groups from Pd(PH3)2(vinyl)2 [17]. Bo and co-workers [71] have analyzed the effect
of the P-Pd-P bite angle on the reductive elimination of acetonitirile in a series of
diphosphine systems (R2PXPR2)Pd(CH3)(CN) (R D H, Me, Ph; X D (CH2)n). Their
work confirms that larger bite angles favor reductive elimination, and it is because
of orbital, not steric, effects.

Reductive elimination thus seems to be a mechanistically simpler step than the
oxidative addition and transmetallation processes discussed in the previous section.
However, a better understanding of some details in reductive elimination would be
welcome, and further computational work in this area seems necessary.

11.5 Isomerization

The intermediates obtained after the oxidative addition have been usually observed
as trans-[PdL2(R)(X)] complexes [2]. Consequently, it has been proposed that the
catalytic cycle goes through this type of trans complex. This does not pose any
complication to the transmetalation step, and in fact a number of the calculations
presented above use this trans arrangement. However, things are different for oxida-
tive addition and reductive elimination. Both reactions require a cis arrangement of
the ligands involved, as discussed in previous sections. Therefore, the isomerization
steps shown in Eqs. 11.8 and 11.9 must be postulated in order to close the catalytic
cycle in some cases. The cis-trans isomerization process has been studied
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experimentally by Casado and Espinet [72] in the case where the complex is that
formed by the oxidative addition of C6Cl2F3I to [Pd(PPh3)4]. They found up to four
parallel pathways were operable, but concluded that isomerization was always faster
than transmetalation, and therefore not mechanistically relevant.

This step has been computationally analyzed in the studies of the full catalytic
cycles. In particular, in our study of the Suzuki-Miyaura cross-coupling [17] we
considered the three possible pathways depicted in Fig. 11.14. They differ in the
coordination number of the intermediate/transition states involved.

The direct path is formally the simplest, with coordination number four being
unchanged throughout the process. However, it has the highest barrier, 85 kJ/mol
above the trans complex in the case of our particular set of PH3 ligands and vinyl
and bromide substituents. The barrier is even higher (142 kJ/mol) when bromide is
replaced by vinyl for the isomerization step prior to reductive elimination. These
high barriers are consistent with the tetrahedral nature of the transition states, a
geometry heavily disfavored for low spin d8 ML4 species due to the population of
antibonding orbitals.

The two alternative paths, associative and dissociative, avoid the problem of
the tetrahedral transition state through a change in the coordination number. In the
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associative path, a new ligand is attached, and the resulting five-coordinate complex
rearranges through Berry pseudorotation. In the dissociative path, a phosphine
ligand is lost, and the resulting T-shape three-coordinate species rearranges through
a Y-shape transition state. For the species with bromide and vinyl, our calculations
showed both isomerization paths proceed smoothly, with barriers of 23 kJ/mol at
most. For the bis(vinyl)complexes, only the dissociative path was feasible, with a
barrier of 50 kJ/mol.

Calculations are conclusive indicating that the isomerization steps often proposed
in some cross-coupling processes happen through low barrier mechanisms, and that
these mechanisms can be diverse. This result is in agreement with the experimental
observations, and confirms the view that this step seems to have minor mechanistic
relevance.

11.6 Concluding Remarks

Palladium catalyzed cross-coupling and direct arylation reactions follow a co mmon
general scheme encompassing oxidative addition, metalation and reductive elim-
ination steps. However, substantial differences exist with regard to significant
mechanistic aspects for different catalytic systems. The experimental observations
are confirmed and refined by the computational studies. These show for example
that transmetalation follows substantially different paths depending on whether
organoboron (Suzuki-Miyaura) or organotin (Stille) reactants are involved. The
metalation step of direct arylation follows the same general pattern, but it has also
some nuances. It seems thus that it is not appropriate to talk about the mechanism of
cross-coupling and arylation reactions, or even of a given type of cross-coupling
reaction, but rather of a manifold of mechanisms accessible to certain types of
system.

The processes for C-C bond formation lie at the basis of the chemical tools
to achieve complex molecules from simple fragments. Yet even in this seemingly
simple process, complexity arises in the form of multistep reactions affected by a
lot of different factors. Computational chemistry, always in hand with experiment,
is already a very useful tool for the understanding and optimization of these
fundamental catalytic systems.
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Chapter 12
Electron Transfer to Dioxygen by Keggin
Heteropolytungstate Cluster Anions

Ophir Snir and Ira A. Weinstock

Abstract This chapter describes recent developments in understanding electron
transfer to dioxygen (O2) and the outer-sphere oxidation of the superoxide radical
anion, O2

•�, by metal complexes. The following topics, of broad spectrum value in
the complex chemistry of polyoxometalate (POM) systems and quantitative electron
transfer are addressed: the nature of electron self-exchange between POMs; electron
self-exchange between O2 and O2

•� (including the problem of size differences
between O2 or O2

•� and their typical metal-complex electron donors or acceptors);
and reactions of the one-electron-reduced POMs with O2. Electron transfer from
Keggin POMs to O2 occurs by an outer-sphere mechanism; the effect of POM
charge on rate constants for the reduction of O2 is significant and attributable to
anion–anion repulsion within the successor-complex ion pairs formed between the
negatively charged POM anions and O2

•�. These findings were followed by the
discovery of a concerted proton–electron (CPET) pathway for electron transfer to
O2 at lower pH values (<1).

12.1 Introduction

Dioxygen is a strong oxidant, with a standard reduction potential of 1.23
V (Eq. 12.1).

O2 C 4e� C 4HC ! 2H2O Eı D 1:229V (12.1)

Most organisms and organic matter on earth are unstable relative to the main
products of their oxidation by O2: H2O and CO2. Fortunately, however, the ground

O. Snir • I.A. Weinstock (�)
Department of Chemistry, Ben Gurion University of the Negev, Beer Sheva 84105, Israel
e-mail: iraw@bgu.ac.il

C. Hill and D.G. Musaev (eds.), Complexity in Chemistry and Beyond: Interplay
Theory and Experiment, NATO Science for Peace and Security Series B: Physics
and Biophysics, DOI 10.1007/978-94-007-5548-2 12,
© Springer ScienceCBusiness Media Dordrecht 2012

207



208 O. Snir and I.A. Weinstock

Fig. 12.1 The ’-Keggin anions, shown in coordination-polyhedron notation, are 1.12 nm in
diameter, and possess tetrahedral (Td) symmetry. In each polyanion, 12 W addendum atoms are
at the center of WO6 polyhedra, which each possess C4v symmetry and have O atoms at their
vertices. At the center of this cluster (shaded) is a tetrahedral metalate oxoanion, XnCO4

(8-n)�

electronic state of molecular oxygen is a triplet (it is a diradical), whereas most
organic compounds found in nature are closed-shell (non-radical) species. As a
result, electronic interactions between ground-state dioxygen and most organic
compound are spin forbidden, such that the barriers for electron transfer to O2

are large, and kinetically unfavorable (slow). Moreover, the changes in Gibbs free
energies associated with most one-electron reductions of O2 to superoxide radical
anion, O2

•�, are large and positive, i.e., unfavorable. For these reasons, O2 in its
triplet ground state is relatively inert, and its (typically reductive) activation has
been, and still is, a major mechanistic challenge [1–12]. Once activated, however,
autoxidation reactions that can then ensue are mechanistically complex, difficult
to control and usually highly nonselective. And, the multiple elementary steps
involved in these reactions occur at rates that vary with reaction conditions. Given
this complexity, the acquisition of fundamental information about the reduction of
dioxygen bears directly on advances in chemical biology [13–18] and sustainable-
energy technologies [19, 20].

Many polymeric metal-oxide cluster anions (polyoxometalates, or POMs) are
entirely inorganic, and contain (primarily) V, Mo, and W in their highest-valent (d0)
electronic states. As a result, and unlike metallo-organic complexes, these POMs
are remarkably stable in even strongly oxidizing conditions. Moreover, they possess
reversible redox chemistries, are well-defined molecular species, and are stable in
both organic solvents and water (over easily determined pH ranges). As a result,
POMs are frequently used to control the reactions of O2 [21–28], and are attractive
candidates for use as physicochemical probes for elucidating the mechanisms of
electron-transfer reactions. One class of tungsten-based POM, the “heteropoly-
tungstates”, and specifically those with a Keggin structure (Fig. 12.1), are outer-
sphere complexes; oxide exchange with solvent (often water) is very slow [29], and
they undergo electron-transfer reactions only via outer-sphere processes. Hence,
by accurately measuring the kinetic and thermodynamic parameters associated
with these processes (i.e., electron self-exchange rate constants, k11, reorganization
energies—both outer- and inner-sphere, �out and �in, respectively—corrected Gibbs
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free energies of the Marcus model, �Gº, work terms for the formation of precursor
complexes, wij, or dissociation of successor complexes, wji, and more), these
heteropolytungstates can be used to study reductions of O2 in water, or any other
solvent in which salts of these POMs are soluble. With options for controlling
reduction potentials, charges and basicities of the reducing agents, and other factors
that might affect the kinetics and thermodynamics of the reaction, mechanistic
studies using POM probes have shed new light on fundamental aspects of the first
one-electron reduction of O2.

In this chapter the focus is on recent findings related to the mechanism(s) of the
first one-electron reduction of O2 in water by reduced Keggin heteropolytungstate
electron donors. We will first discuss electron self-exchange reactions between
these POMs, followed by an introduction to the mechanism of electron self-
exchange between O2 and its one-electron reduced form, O2

•�. A simple and elegant
quantitative resolution to disparities between published rate constants (from Marcus
treatments), ultimately attributable to size differences between metal complexes and
either O2 or O2

•�, will then be presented. The mechanisms of electron transfer
from reduced Keggin heteropolytungstates to O2 in water will then be summarized.
Finally, an important new role for pH will be discussed. This involves the emergence
of a fundamentally new type of concerted proton–electron transfer (CPET) to O2 at
low pH values in water.

12.2 Electron Self-Exchange Between Keggin
Heteropolytungstates

This section will focus exclusively on self-exchange reactions between the iso-
structural series of Keggin-type heteropolytungstates, XnCW12O40

(y-n)�, XnC D P5C
(anion 1), Si4C (anion 2), Al3C (anion 3) and y D 8, 9, 10 for the fully oxidized, one-
and two-electron reduced species, respectively. These electronic states are indicated
by subscripts, e.g., 1ox, 11e and 12e.

In 1990, Kozik and Baker [30, 31] published experimental and theoretical
information concerning the rate constants for electron self-exchange (k11) between
fully oxidized Keggin-type polyoxometalates (POMs), ’-PW12O40

3� (1ox) and
their one-electron reduced analogs, ’-PW12O40

4� (11e), and between ’-PW12O40
4�

(11e) and the two-electron reduced anion ’-PW12O40
5� (12e). In that work, line

broadening of [31]P NMR signals of the anions in water at 25 ıC was used to
determine self-exchange rate constants as a function of ionic strength, �, at the fast-
exchange limit of the NMR time scale. The ionic strength was varied from 0.026 to
0.616 M, and 6 rate constants, k, were determined over that range of ionic-strength
values. Those values are much larger than 0.01 M, for which the Debye-Hückel
theory was derived. Nevertheless, the six k values could be fitted to the extended
Debye-Hückel equation (Eq. 12.2, which is valid up to 0.1 M ionic strength) to give
a straight line (R2 D 0.998) and a slope that yielded a charge product z1z2 of 14.2
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(Fig. 12.2), close to the theoretical value of 12, the product of the negative charges
of 1ox and 11e (3� and 4�, respectively).

log k D log ko C 2z1z2˛�1=2
ı

.1 C ˇr�1=2/ (12.2)

In Eq. 12.2, ’ D 0.509 and “ D 0.329 � 108 mol�1/2 cm1/2 are constants of the
theory, and r is the hard-sphere collision distance.

The behavior of the Keggin heteropolytungstates at the high ionic strengths used
by Kozik and Baker was ascribed to the “fact that heteropoly anions, owing to the
very pronounced inward polarization of their exterior oxygen atoms, have extremely
low solvation energies and very low van der Waals attractions for one another.”
An additional important factor is that [32, 33] the negative charges of the POM
anions are shared between many atoms (e.g., 53 in the Keggin structure) and are
therefore highly diffused. This makes the POMs even less coordinating than typical
“noncoordinating” anions, such as perchlorate (ClO4

�). The negative charge of that
anion is distributed over 5 atoms, which leads to a charge-to-atom ratio of 0.2 (1:5),
whereas the same ratio for 11e (with a charge of 4�) is only 0.07.

Using Sutin’s semi-classical form of the Marcus model [34], Kozik and Baker
predicted (calculated) a rate constant for the self-exchange reaction between 1ox

and 11e of (3.6 ˙ 0.1) � 105 M�1 s�1 (at zero ionic strength), which was in close
agreement with their experimental (measured) value of (1.1 ˙ 0.2) � 105 M�1 s�1,
after extrapolation to zero ionic strength.

Weinstock and co-workers [32, 33] used a similar [27]Al NMR experiment to
determine rate constants as a function of ionic strength in water for electron self-
exchange between a series of AlW12O40

n� (’ and “ isomers of fully oxidized, one-
and two-electron reduced ions), at the slow-exchange limit of the NMR time scale.
Figure 12.3 shows a representative self-exchange reaction between ’-AlW12O40

5�
(3ox) and ’-AlW12O40

6� (31e) couple.
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Fig. 12.3 Electron exchange
between ’-AlW12O40

5�(3ox)
and ’-AlW12O40

6�(31e). At
the center of each cluster
(shaded) is a tetrahedral
aluminate oxoanion,
AlIIIO4

5� (Reprinted from
ref. [32] with permission
from the American Chemical
Society)

As was done by Kozik and Baker, a reaction (hard-sphere collision) distance
of 1.12 nm was used, which corresponds to twice the hydrodynamic radius of
a fully oxidized Keggin-type XnCW12O40

(8-n)� anion (the hydrodynamic radius
remains effectively constant upon one- or two-electron reduction of the anion)
[35, 36]. Values of z1z2 charge-products obtained from slopes of linear fittings
to the extended Debye-Hückel equation (Eq. 12.2) were within experimental
uncertainties of those calculated from the actual charges of the reacting anions.
Aqueous solution chemistries were most extensively defined for ’-AlW12O40

5�
(3ox) and ’-AlW12O40

6� (31e), for who’s self-exchange, the experimental charge
product z1z2 was 29 ˙ 2, statistically identical to the theoretical value of 30.
The electron self-exchange rate constant (extrapolated to � D 0) was found to be
k11 D (6.5 ˙ 1.5) � 10�3 M�1 s�1, which is more than seven orders of magnitudes
smaller than the (1.1 ˙ 0.2) � 105 M�1 s�1 value of Kozik and Baker for reactions
of 1ox and 11e. Use of Sutin’s semiclassical model showed this striking difference
to be a consequence of (primarily) the large negative charges of 3ox and 31e

(5� and 6�, respectively), and to a lesser extent of a slight increase of the inner-
sphere reorganization energy, �in for reactions of 3 relative to those of 1. Both these
contributions are shown in Fig. 12.4. The dotted line indicates the decrease in rate
due to increase in total reorganization energy; the dashed line shows the effect of
increasing charge product z1z2 from 12 for reaction between 11e and 1ox, to 30 for
31e and 3ox.
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Fig. 12.4 Zero-ionic-strength self-exchange rate constants for electron transfer between ’-
AlW12O40

6�and ’-AlW12O40
5�(31e and 3ox) and between ’-PW12O40

4�and ’-PW12O40
3�(11e

and 1ox). The rate constant for self-exchange between 11e and 1ox is at the upper right
(k11 D 1.1 � 105 M�1 s�1; log k11 D 5.04), and that for self-exchange between 31e and 3ox is at
the lower left (k11 D 6.5 � 10�3 M�1 s�1; log k11 D�2.19). See the text for descriptions of the
three lines shown (Reprinted from ref. [32] with permission from the American Chemical Society)

The above studies, and the data in Fig. 12.4, provide the information needed to
use 31e to study the first one-electron step in the reduction of O2 to H2O; [37] see
discussion in Sect. 12.3.1.

Swaddle and co-workers [38] had studied the effect of cation (alkali metal or
triflate supporting electrolytes) catalysis on the self-exchange reaction between the
3ox/31e couple. Rate accelerations were found to depend specifically on the identity
and concentrations of the cations, and the authors suggest that these could be more
important than ionic-strength.

The zero ionic strength rate constant for electron self-exchange between Keggin
anions, ’-SiW12O40

4� (2ox) and ’-SiW12O40
5� (21e) was also estimated [37]. This

was done by first setting the inner-sphere reorganization energy, �in [39, 40],
for this self-exchange reaction equal to 12.2 kcal mol�1, the mean of �in for
1 and 3 (15.5 and 8.85 kcal mol�1, respectively). Sutin’s semiclassical method
[34], then gave a k11 value at � D 0 of 1.6 � 102 M�1 s�1, which lies between the
experimentally established values for self-exchange between the 1ox/11e and 3ox/31e

pairs.

12.3 Outer-Sphere Electron Transfer to O2 and from O2
•�

12.3.1 Electron Self-Exchange Between O2 and O2
•�

Application of the Marcus cross relation (MCR) to reductions of dioxygen by metal
complexes, and to its reverse, oxidations of the superoxide radical anion, O2

•�,
supports an outer-sphere mechanism [41–48]. O2 oxidations of organic electron
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donors such as hydroquinones [49] and phenols [50], and the reverse reactions that
involve oxidations of O2

•�, gave log K vs log k relationships expected for a Marcus
(outer-sphere) process [39, 40, 51]. However, while relatively early applications of
the MCR to O2 oxidations by metal complexes clearly supported an outer-sphere
mechanism, this was not the case for O2

•� reductions of metal complexes which,
until recently [52], were believed to involve some complex interactions that were
not yet fully understood.

The works cited in refs. [41–47] and [49] were published before an experimen-
tally determined value for the self-exchange rate constant, k22, for reaction between
O2 and O2

•� (Eq. 12.3) was available.

O2 C O2
�� • O2

�� C O2 (12.3)

Without an experimental value for k22, theoretical values for k22 were estimated
using the MCR, e.g., as was done in refs. [41–47] and [49]. However, the calculated
rate constants did not agree with one another and, in fact, spanned several orders of
magnitude.

In 1989, Lind and Merényi measured k22 directly using 32O2 and 36O2
•� [53].

A value of k22 D 450 ˙ 160 M�1 s�1 was reported. This appeared to supply the
missing piece of information needed to accurately predict—using the MCR—
bimolecular rate constants, k12, for O2 oxidations of metal complexes, and k21 for
reductions of metal complexes by the superoxide radical anion. Nevertheless, when
kinetic data for electron transfer from “outer-sphere” metallo-organic complexes to
O2 were analyzed using the MCR [47], an “effective” rate constant for self-exchange
between O2 and O2

•� of between 1 and 10 M�1 s�1 was obtained. When organic
electron donors with radii of between 5 and 7

0

Å, similar to that of Keggin-type
POMs (see Sect. 12.3.1), were reacted with O2, the MCR gave k22 � 2 M�1 s�1

[54, 55]. In general, estimated k22 values obtained by using the MCR to analyze
kinetic data for outer-sphere reductions of O2 by electron-donor complexes, are
consistently 1–3 orders of magnitude too small [37, 46, 47]. This consistency,
however, supported the outer-sphere nature of these reactions [37]. On the other
hand, when the MCR was used to calculate k22 from kinetic data for reactions
between otherwise outer-sphere electron-acceptor complexes and O2

•�, calculated
k22 values spanned 13 orders of magnitude.

The discrepancies between the experimental value of k22 and the smaller values
calculated from the Marcus theory have been attributed to the small size of O2 (bond
length D 1.21

0

Å [56]), relative to many electron donors, whose typical sizes are
ca. 7–13

0

Å [55]. This size difference has been noted as a significant contributor
to differences between experimental values and those obtained using the MCR,
whose derivation assumes the reactants are ideal spheres of the same size. In 1993,
Eberson [48] further noted that the large variation in kinetic parameters associated
with electron transfers to O2 or from O2

•� might be “due to the fact that the small
oxygen/superoxide species easily can come close enough to the second reactant for
significant electronic overlap to develop in the transition state”. In other words, the
reactions are not truly outer-sphere in nature because electronic coupling between
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the reactants is too large (i.e., >1 kcal mol�1). Bakac and Espenson [46] suggested
that differences between the solvation energies of the non-polar O2 molecule and
the strongly hydrogen-bonded O2

•�might lead to failure of the MCR to predict k22

values from kinetic data. They argued that such differences in solvation energies
might cause solvent reorganization energies (�out) to change dramatically with
changes in the nature of the metal complex: “Depending on the local chemical
environment of the redox partner, each reaction “prepares for” electron transfer in a
different way, particularly as regards the extent of desolvation of O2(H2O)n

•�”. In a
later publication [47], Bakac and Espenson noted that “the reaction of Fe(cp)2

C
with O2 is apparently nonadiabatic in CH3CN, and the same might be true in
aqueous solutions.” Furthermore, “strong ion pairing with the counterions might
well influence the kinetics of the reactions of Fe(CN)6

3� and Mo(CN)8
3�”. As

pointed out above, k22 values calculated from rates of reductions of O2 by metal
complexes were in fairly good agreement with one other, while the problematic
reactions were those involving oxidations of O2

•�. To explain this, it was suggested
that O2

•�, with an O–O distance of 1.33
0

Å [57], is specifically solvated in water,
such that its effective size is much larger than that of O2 [46, 47, 56, 57].

12.3.2 General Outer-Sphere Redox Reactions of O2 and O2
•�

In 2008, Weinstock [52] proposed a modification for the Marcus cross relation,
which takes into account the relatively small size of O2

•�, and provides a correction
that could, in principle, be applied to any homogeneous electron transfer process
characterized by significant differences in size between the donors and acceptors.
For this, a single experimentally accessible term was introduced into the general
form of the MCR. This term quantitatively accounts for differences in size between
electron donors and acceptors.

In the familiar form of the MCR [39, 40], it is assumed that the reorganization
energy for the cross reaction, �12, is the mean of the reorganization energies
associated with the self-exchange reactions of each component, i.e., �12 D 1/2
(�11 C �22) [39, 40]. In the case of r1 ¤ r2 the inner-sphere reorganization energy,
�in (internal changes in bond lengths, dihedral and torsion angles, etc.), of the
cross reaction can still be estimated from the average of the individual self-
exchanges: �12(in) D 1/2 (�11(in) C �22(in)). However, the outer-sphere component of
the reorganization energy, �out, of the cross reaction (external changes in solvent
coordinates around the reacting pair), is a function of the radii r1 and r2 of the
donor and acceptor, respectively (Eq. 12.4). Therefore, when r1 ¤ r2, it can not be
expressed in the same manner, i.e., �12(out) ¤ 1/2 (�11(out) C �22(out)).

�12.out / D .ne2/

�
1

r1

C 1

r2

� 1

r1 C r2

	 �
1

�2
� 1

Ds

	
(12.4)
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In Eq. 12.4, ne2 is the charge transferred from one reactant to the other, � is the
refractive index and Ds is the static dielectric constant.

The modified MCR was obtained by defining the reorganization energy of the
cross reaction as shown in Eq. 12.5, using the addition of the single term, �, defined
in Eq. 12.6.

�12 D 1

2
.�11 C �22 C 2�/ (12.5)

� D �
ne2

� �
1

2r1

C 1

2r2

� 1

r1 C r2

	 �
1

�2
� 1

Ds

	
� 1

2

�
�11.out / C �22.out /

�
(12.6)

Equation 12.5 effectively removes the outer-sphere components of the reorga-
nization energies of the self-exchange reactions, �11(out) and �22(out), and replaces
them by Eq. 12.4, which explicitly accounts for the difference in size between
the two reacting species. When Eq. 12.5 is used to derive the MCR, it retains its
familiar form (Eq. 12.7). The expressions for ln f12 and W12, however, now include
� (Eqs. 12.8 and 12.9) as an additional term.

k12 D .k11k22K12f12/
1=2W12 (12.7)

ln f12 D Œln K12 C .w12 � w21/ =RT 	2

4 ln .k11k22=Z2/ C �
w11 C w22 � �

2

�
=RT

(12.8)

W12 D exp



�

�
w12 C w21 � w11 � w22 C �

2

	�
=2RT (12.9)

Equations 12.6, 12.7, 12.8 and 12.9 were than used together with Lind and
Merényi’s experimentally determined value of 450 M�1 s�1, the rate constant, k22,
for the self-exchange reaction in Eq. 12.3, to calculate rate constants, k12, for the
14 reactions between inorganic complexes and O2 listed in Table 12.1. Previous
MCR analyses of these reactions either gave estimated k22 values of between 1 and
10 M�1 s�1 (much smaller than 450 M�1 s�1), or based on the difference in size
between the reactants, were carried out using a k22 value of ca. 2 M�1 s�1 in order
to obtain accurate rate constants, k12, for the cross reactions [37, 46, 47].

Calculated cross-reaction k12 values for one-electron reductions of O2 by the
complexes listed in Table 12.1 were then obtained using the modified MCR
(Eqs. 12.6, 12.7, 12.8 and 12.9) using a single value of r2 (specific to outer-sphere
electron transfer reactions of O2). This was done by fitting calculated k12 values to
observed rate constants, k12, using r2 as the only adjustable parameter. A value of
r2 D 2.5

0

Å gave the best fit, and the excellent agreement in Fig. 12.5. This provided,
for the first time, a reliable method (Eqs. 12.6, 12.7, 12.8 and 12.9) for the accurate
calculation of rate constants for outer-sphere electron transfer to O2.

The effective radius of 2.5
0

Å was then used in Eqs. 12.6, 12.7, 12.8 and 12.9 to
calculate k21 rate constants for reactions of outer-sphere metal complexes with O2

•�.
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Table 12.1 Radii and rate constants for 14 electron donors

Entry electron donora Eff. Radiusb (Å) kcalc (M�1 s�1) kobs (M�1 s�1)

1 RuII(NH3)5phen2C 4.5 5.4 � 10�3 7.7 � 10�3

2 RuII(NH3)5isn2C 4.5 5.8 � 10�2 1.1 � 10�1

3 RuII(NH3)5(4-vpy)2C 4.5 1.7 � 10�1 5.7 � 10�1

4 ’-PW12O40
4� 5.6 9.6 � 10�1 1.4

5 ’-SiW12O40
5� 5.6 25 8.5

6 ’-AlW12O40
6� 5.6 1.4 � 102 24

7 CoII(sep)2C 4.5 1.3 � 102 43
8 RuII(NH3)6

2C 3.4 59 63
9 CrII(5-Clphen)3

2C 6.8 9.7 � 104 2.5 � 105

10 CrII(bpy)3
2C 6.8 3.4 � 105 6.0 � 105

11 CrII(phen)3
2C 6.8 4.9 � 105 1.5 � 106

12 CrII(5-Mephen)3
2C 6.8 8.3 � 105 2.2 � 106

13 CrII(4,40-Me2bpy)3
2C 6.8 8.1 � 106 1.4 � 107

14 CrII(4,7-Me2bpy)3
2C 6.8 8.1 � 106 2.5 � 107

Reproduced from ref. [51] with permission from the American Chemical Society
aAbbreviations: phen D 1,10-phenanthroline; isn D isonicotinamide; vpy D vinyl pyri-
dine; sep D sepulchrate; bpy D 2,20-bipyridine
bExcept for the Keggin anions (entries 4, 5 and 6), these are the “radii equivalent to
the sphere of equal volume” [58] equal to ½(d1d2d3)1/3, where d1, d2 and d3 are the
diameters of the complexes along three orthogonal axis

Fig. 12.5 Observed (red
diamond) and calculated
(circles) rate constants for
reactions of O2(aq) with 14
one-electron donors.
Complex 8 is highlighted
(structure and arrow) because
its outer-sphere character and
kinetic parameters are well
established (Reprinted from
ref. [52] with permission
from the American Chemical
Society) (Color figure online)

All parameters, apart from r2, were literature values, including k22 D 450 M�1 s�1.
No adjustable parameters whatsoever were included in the set of calculations. These
calculated rate constants are compared with experimentally determined ones in
Fig. 12.6 [46, 47].

The results in Fig. 12.6 are even more striking than those in Fig. 12.5. This is
because previously calculated values for these rate constants spanned 8 orders of
magnitude! [46, 47] However, the agreement between experimental and calculated
values in Fig. 12.6 provides strong evidence that one-electron oxidations of super-
oxide by “outer-sphere” oxidants occur via outer-sphere electron transfer. Finally, it
should be mentioned that up until 1988, when Bakac and Espenson [46, 47] were
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Fig. 12.6 Observed (red diamonds) and calculated (circles) rate constants for reactions of
O2

•�(aq) with electron acceptors. The highlighted complex is the same one as in Fig. 12.5.
The electron donors listed by letter and number in the figure are as follows: CoIII(sep)3C

(70), FeIII(edta)(H2O)�(a) [59], RuIII(NH3)6
3C (80), FeIIICp2

C (b), RuIII(NH3)5isn3C (20),
RuIII(NH3)5phen3C (10). Rate data for one of these, a, was estimated from data for the reduction
of O2 (see ref. [59]). While this estimated value is consistent with an outer-sphere mechanism,
experimental data [60] indicate this complex may behave as an inner-sphere oxidant of superoxide
(Reprinted from ref. [52] with permission from the American Chemical Society) (Color figure
online)

studying these reactions, the experimentally determined value of k22—a key to the
present analysis—had not yet been published by Lind and Merényi [53].

12.3.3 Outer-Sphere Electron Transfer
from Heteropolytungstates to O2

12.3.3.1 Marcus Adiabatic Sequential ET–PT Mechanism

Reactions of the iso-structural series of one-electron reduced heteropolytungstates,
’-XnCW12O40

(9-n)�, XnC D P5C (11e), Si4C(21e) and Al3C (31e), with O2 at pH
values from 2 to 7.2 in water [37] provided fundamental information regarding the
mechanism of electron transfer to O2 by this family of complexes. The effect of
donor-ion charge on rate constants for reductions of O2 to O2

•� was also noted.
In reactions of all three POM donor-ions, O2 was reduced to hydrogen peroxide

(Eq. 12.10). In each case, the reactions were first order in both [donor] and [O2],
and rate-limiting outer-sphere electron transfer to O2 was followed by rapid one-
electron reduction of superoxide by a second equivalent of the reduced Keggin anion
(POM1e).

2 POM1e C O2 C 2HC ! 2 POMox C H2O2 (12.10)
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Fig. 12.7 Reduction potentials of the 3ox/31e (circles) and O2(aq)/O2
•�(HO2

•) couples (solid line;
calculated using published values). As the pH drops below the pKa of HO2

• (4.7), E1/2 for the
O2(aq)/O2

•�(HO2
•) couple becomes more positive, and �Gı for electron transfer to O2 becomes

more favorable (Reprinted from ref. [37] with permission from the American Chemical Society)

At pH values below 4.7—the pKa of HO2
•—disproportionations of O2

•� and
HO2

• were orders of magnitude slower than reactions of superoxide anion or
its protonated form with a second equivalent of POM1e. This was true even at
the lowest pH values studied, at which disproportionations of superoxide (and of
protonated superoxide, HO2

•) are fast.
Anion 3 was used to study the [HC] dependence of the reaction between 31e and

O2. For this, the bimolecular rate constant, k12, for the rate-limiting electron transfer
to O2, was determined at pH values from 2 to 7.2 at a constant ionic strength, �, of
175 mM. Anion 3 is the only one of the three POM anions studied that is stable to
hydrolysis at these pH values. Anions 1 and 2 begin to hydrolyze as the pH is raised
above ca. 2 and 3, respectively. It was also shown from electrochemical experiments
that neither anion 3ox nor 31e are protonated between pH 2 and 7 (invariance of
E1/2 with pH). This means that if HC is involved in the reaction, it will not be
due to protonation of the POM itself, but rather, to protonation of incipient O2

•�
(Fig. 12.7).

The rate constants, k12, obtained at all pH values studied, were effectively
identical. For anions 11e and 21e, the rate of reactions with O2 showed no significant
change as the pH was decreased from 2 to 1. These were the first indications that
the reaction is zero-order in [HC], namely, pH-independent. Solvent kinetic-isotope
effect experiments were carried out in D2O at DC concentrations corresponding
to pH values of 2 and 7.2. The rate remained unchanged when the solvent H2O
was replaced by D2O. That provided a second line of evidence that even at pH 2,
well below the pKa D 4.7 of protonated superoxide (HO2

•), proton transfer (PT)
occurs after rate-limiting electron transfer to O2 (ETPT mechanism), rather than via
concerted proton–electron transfer (CPET) [61–65], in which an electron and proton
are transferred simultaneously in a single elementary step—see Sect. 12.3.2.

Application of the regular form of the MCR (that work [37] was published before
the modification of the MCR [52] was available) allowed comparison between
measured and calculated values of k12, the rate constants for reactions of one-
electron reduced POM ions with O2. The experimental values obtained at pH 2
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and � D 175 mM for reactions of anions 11e, 21e, and 31e with O2, were 1.4 ˙ 0.2,
8.5 ˙ 1, and 24 ˙ 2 M�1 s�1, respectively. When a k22 value of 450 M�1 s�1

for the self-exchange reaction between O2 and O2
•�was used in the MCR to

calculate k12 for the cross reaction with O2, estimated rate constants, k12(calcd)
were consistently larger than experimental values by 1 to 1.5 orders of magnitude
(this was as expected: see Sects. 12.1 and 12.2). When an “effective” value of
k22 D 2 M�1 s�1 was used (as obtained by Lind and Merényi [54, 55] for reactions of
organic electron donors, whose radii were between 5 and 7 Å, similar in size to the
5.6 Å radius of the Keggin anion), k12(calcd) values fell into reasonable agreement
with observed values, k12(obs). This analysis provided strong evidence that the rate-
limiting electron transfer to O2 occurred via an outer-sphere mechanism.

The value of �Gº for electron transfer to O2 decreases by ca. 9 kcal mol�1

(nearly 0.4 V more favorable) when the anion is changed from 11e to 21e to 31e.
On the other hand, the associated increase in rates is modest (from 1.4 to 8.5 to
24 M�1 s�1, respectively), significantly smaller than would be expected based on
the decrease in �Gº values. This is due to two phenomena: (1) a modest increase
in the reorganization energies, �, for self-exchange between one-electron-reduced
and oxidized forms of the Keggin anions (from 25.2 to 30 to 32.2 kcal mol�1,
respectively, for 1, 2, and 3) [32], and (2) the effect of donor-anion charge. As the
donor anion is varied from 11e to 21e to 31e, the corresponding successor-complex
ion pairs [(1ox

3�)(O2
•�)]4�, [(2ox

4�)(O2
•�)]5�, [(3ox

5�)(O2
•�)]6� are subjected to

larger anion–anion repulsions. More quantitatively, corrected Gibbs free energies,
�Gº0 (the difference in energy between the precursor and successor complexes, [(’-
XnCW12O40

(9–n)�)(O2)](9–n)�and [(’-XnCW12O40
(8–n)�)(O2

•�)](8–n)�) were shown
to account for the attenuated increases in rate constants for electron transfer to O2 as
the POM anions became simultaneously better electron donors, and more negatively
charged. This quantitative analysis of the kinetic effects of anion-anion repulsion
within successor-complex ion pairs provided a second line of evidence that the ET
reaction occurred via an outer-sphere mechanism.

12.3.3.2 Concerted Proton–Electron Transfer (CPET) to O2 in Water

In a recent publication [66], we showed that at low pH values in water, the ETPT
mechanism discussed in the previous section is accompanied by a parallel pathway:
concerted proton–electron transfer (CPET; Fig. 12.8) [61–65].

This newly identified reaction is important from a fundamental perspective,
as well as to environmental chemistry, technology (e.g., in sustainable energy),
chemical biology and medicine. CPET is distinguished from the more general
proton–coupled electron transfer (PCET) process, which refers to all the processes
in which coupling involving successive transfers of protons and electrons occur.
This term “PCET” does not define whether or not the proton and electron are
transferred in a single elementary reaction step (CPET, simultaneous proton and
electron transfer), or in two subsequent reactions, and therefore, two distinct
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Fig. 12.8 Schematic representation of parallel ET and CPET pathways in reaction of 11e with O2.
Water is not only the medium, but also serves as the source for protons (proton donor) (Reprinted
from ref. [66] with permission from the American Chemical Society)

Fig. 12.9 Rate constants, k,
for ET to O2 as a function of
[HC]. Red squares are k
values as a function of [HC]
at constant ionic strength
(2.0 M, by additions of LiCl;
R2 D 0.994). Black diamonds
at 0.1, 0.9, and 1.7 M HC are
k values obtained in the
absence of added LiCl
(Reprinted from ref. [66] with
permission from the
American Chemical Society)
(Color figure online)

elementary steps (ET-PT, or in other cases involving reductions of more basic
entities than O2 or oxidations of acidic proton donors, PT-ET) [67–70].

CPET to dioxygen was documented [66] by reacting members from the iso-
structural series of one-electron reduced donor anions, 11e, 21e, and 31e, with O2 at
[HC] values from 0.1 to 1.9 M in water. Of the three donor-anions, 11e was the only
POM anion to display a linear (first-order) dependence of observed rate constants,
kobs, on [HC] (Fig. 12.9). LiCl was used to maintain constant ionic strength, and
several independent control experiments ruled out ion-association between LiC and
11e that could induce variations in kobs value. (One representative set of control
reactions is indicated by the black diamonds in Fig. 12.9; see caption for details).

Electrochemical measurements ruled out ion-association between 11e and HC
(namely, protonation of the POM). Quantitative analysis of rate expressions for
possible mechanisms then showed CPET to be the only plausible mechanism that
could result in a linear dependence of rates on [HC]. The CPET pathway was found
to be first-order in [HC] (as well as in [O2] and [11e]), with the proton involved as a
reactant (Eq. 12.11).

11e C O2 C HC ! 1ox C HO2
� (12.11)
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Linear regression and analysis of kobs values provided rate constants for the ET
and CPET pathways: kET D 1.2 M�1 s�1 and kCPET D 0.8 M�2 s�1, respectively. As
noted above, the rate of CPET is also a linear function of [HC], and the reaction
stoichiometry of 2:1 (11e:O2, with H2O2 as the product) was identical to that
previously established for ETPT reactions at less acidic pH values [37]. The rate
expression is shown in Eq. 12.12.

rate D �1=2dŒ11e 	=dt D .kET C kCPETŒ HC 	/Œ 11e	 ŒO2	 (12.12)

Kinetic-isotope effect (KIE) experiments (two independent sets) gave a KIE of
kH/kD D 1.7, clearly indicating that PT is involved in the rate determining step of the
reaction.

The relationship between Gibbs free energy of the reaction, �Gı, and the kinetic
significance of CPET, was then explored using the more negatively charged, Keggin-
anions, 21e and 31e. It was shown that, in line with theoretical predictions [12, 71–
73], CPET becomes more competitive with ET (or with ETPT), and therefore more
kinetically significant, as the parallel ET reaction becomes more endergonic. This
correlation was more clearly established for 21e, which is less subject than 31e to
ion pairing with HC or LiC. The results emphasize the uniqueness of 11e, which
is less subject to ion pairing than the more negatively charged donor anions, and
whose reactions with O2 are, at the same time, more endergonic. In this case, CPET
is competitive with ET, and clearly observed.

Temperature dependence data were analyzed using a form of the Marcus model
[68, 74, 75] that simultaneously takes into account the temperature dependence of
the Gibbs free energy of the reaction, �Gı. This modified form of the model allowed
determination of accurate values for the reorganization energies for ET and CPET,
�ET and �CPET, respectively. When the traditional adiabatic Marcus model was used,
values of 29.7 and 48.2 kcal mol�1 were calculated for �ET and �CPET, respectively,
which implied that CPET is far less kinetically accessible. When the temperature
dependence of �Gı was accounted for, however, values of 41.5 and 52.4 kcal mol�1

were obtained for �ET and �CPET, respectively, which corresponds to less dramatic
difference in reorganization energies for the two pathways.

The CPET reaction is formally termolecular (Eq. 12.11), which might imply a
simultaneous “three-body collision” involving all three reactants, 11e, O2 and HC.
This is highly unlikely in condensed phase. An alternative description of the three-
body encounter was suggested, which relied upon a simple analytic result, combined
with the unique nature of protons, and proton mobility, in water. Hence, rather than
a single three-body collision, it was suggested that, at the relatively large [HC]
values used to observe CPET, bimolecular collisions between the POM and O2 take
place in close enough proximity (i.e., within a reaction distance) to “excess” protons.
Literature values for reaction distances associated with proton “hopping” in models
of proton diffusion in water, are typically 2–3 hydrogen bonds, or 6 ˙ 1

0

Å [76–87],
and the situation described here is shown in Fig. 12.10.

The number of protons, P, within specific reaction distances of 5, 6 and 7
0

Å from
[(11e

4�)(O2)]4� encounter pairs, was calculated using Eq. 12.13, and the results are
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Fig. 12.10 Scale rendering of a (11e,O2) encounter pair (space-filling models), with the O2

molecule located at a distance of r D 6 Å from HC (Reprinted from ref. [66] with permission
from the American Chemical Society)

Fig. 12.11 Average numbers of HC ions (P) present within specific radii r from O2, plotted as a
function of [HC] for r D 5 (green line), 6, and 7 Å (blue line). The relative positions of the electron
donor, 11e, are not included in the model, but see below for information about the “lifetimes” of
the (11e,O2) pairs (Reprinted from ref. [66] with permission from the American Chemical Society)
(Color figure online)

shown graphically in Fig. 12.11. At the pH values at which CPET is observed, large
fraction of encounter pairs between POM and O2 form within these plausible HC-
diffusion reaction distances from the analytical loci of excess proton complexes.

P D 4

3
�r3NAŒH C	 (12.13)

Figure 12.12 (red curve) shows the increase in rate constants for CPET (defined
as kCPET[HC]) as the average distance between (11e,O2) encounter pairs and HC (x-
axis) decreases with increasingly larger [HC] values. The black line corresponds to
the pH-independent rate constant for the ET process; for more details see the figure
caption.

The above descriptions are purely analytical. A more dynamic picture was
obtained by considering the nature of proton diffusion in water, which is rapid
compared to the lifetimes of the (11e,O2) encounter pairs. The lifetimes of these
encounter pairs, � , were calculated as the inverse of ke (� D 1/ke), the rate constant
for diffusional “escape” from the solvent cage. Two different methods were used
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Fig. 12.12 Values for kET (black line) and kCPET[HC] (red line), both in units of M�1 s�1,
as a function of the radii, r, of spherical volumes that each contain one proton. These radii
indicate the average distance between O2 molecules and the loci of HC ions in solvated proton
complexes. The plot of kCPET[HC] values (red line) begins at r D �9 Å, which corresponds to
[HC] D 0.5 M, at which CPET values clearly exceed experimental uncertainties (see Fig. 12.9),
and ends at the largest [HC] value studied (1.9 M) at which r 6 Å. The two rate constants, kET

and kCPET[HC], reach parity (1.2 M�1 s�1) at r D 6.5 Å, within the commonly reported 5–7 Å
“reaction distance” for proton diffusion in water (Reprinted from ref. [66] with permission from
the American Chemical Society) (Color figure online)

[88–92], and a range of � D 70–200 ps was obtained. These times are approximately
two orders of magnitudes longer than that required for proton dislocation over a
single water molecule (i.e., the time required for a proton to “jump” a distance of
ca. 2.5

0

Å, which is ca. 1.5 ps [85, 93]). This raises the probability that protons
initially farther than the typical 6 ˙ 1

0

Å proton-diffusion reaction distance from
(11e,O2) encounter pairs can diffuse much closer to O2 prior to cage escape. It also
allows for protons that are already within reaction distances of O2 to repeatedly
diffuse to within 1 or 2

0

Å from O2, significantly increasing the probability of
achieving positions and energies associated with the transition state for CPET. This
dynamic situation is shown in Fig. 12.13, in which the excess proton is shown
on the right-hand side as a proton complex in water, namely a proton “defect”.
In theoretical models based on quantum nuclear path-integral simulations, these
positively charged “defects” can become delocalized over 4–5 Å in roughly 10% of
the configurations sampled, due mainly to zero-point effects on the PT free-energy
profile [76, 82, 83]. The proton is initially located at the center of the water complex,
6 Å from O2, and within the 70–200 ps lifetime of (1e,O2) encounter pairs, it can
easily diffuse through the water-chain network to a location much closer to O2.

Finally, the rate constant for CPET, kCPET is still much smaller (orders of
magnitude) than the diffusional cage escape rate constant, ke (Fig. 12.14). Using
a steady-state approximation, with kCPET[HC] << ke, the rate expression for CPET
reduces to Eq. 12.14.
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Fig. 12.13 Formation of a (11e,O2) encounter pair (lifetime of 70–200 ps) close to an 11-Å-
diameter fluxional hydrated-proton complex (far right; ball-and-stick structures are drawn to
scale). As drawn, the dioxygen molecule is 6 Å from the positively charged “defect” initially
located at the center of the hydrated-proton complex. There is a non-negligible probability for
this defect becoming “quantum mechanically delocalized” to within 1 or 2 Å of O2, an event that
occurs within a small fraction of the 70–200 ps lifetime of the (11e,O2) pairs. The oxygen atoms
over which the protonic defect is delocalized (from center left to upper right) are indicated by
a partial covering of blue, which reflects the quantum mechanically probabilistic nature of the
delocalization (Reprinted from ref. [66] with permission from the American Chemical Society)
(Color figure online)

Fig. 12.14 Elementary steps for ET and CPET. Both reactions proceed via the formation of
encounter pairs (11e,O2). These form by diffusion at a rate equal to the bimolecular rate constant kd,
and dissociate from one another with a “cage-escape” rate constant, ke. At large [HC], kinetically
significant fractions of the (11e,O2) encounter pairs form in close proximity to rapidly diffusing
HC ions, and rates for CPET (kCPET[HC]) become competitive with those for ET (kET) (Reprinted
from ref. [66] with permission from the American Chemical Society)

�1

2
d Œ11e	=dt D kd

ke

kCPET Œ11e	ŒO2	ŒH C	 (12.14)

Taken together, the findings in refs [37] and [66] clearly show that CPET
is observed only for the more endergonic reduction of O2 by 11e, and only at
sufficiently large HC concentrations. The authors [66] suggest that “the emergence
of multisite CPET, with hydronium ion as the proton donor, may prove a general
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feature of sufficiently endergonic reductions of dioxygen by otherwise “outer-
sphere” complexes (or electrode reactions) at sufficiently low pH values in water.”

12.4 Concluding Comments

This chapter describes recent developments in understanding electron transfer to
dioxygen (O2) and the outer-sphere oxidation of the superoxide radical anion, O2

•�,
by metal complexes. Many of the findings were obtained using polyoxometalates
as physicochemical probes, and the nature of electron self-exchange between these
cluster anions is discussed first. Self-exchange rate constants, k11, were accurately
determined for reactions between members of the iso-structural series of one-
electron reduced heteropolytungstate anions, XnCW12O40

(9-n)�, XnC D P5C (11e),
Si4C (21e), and Al3C (31e), and their corresponding, fully oxidized forms. Data from
those reactions provided fundamental parameters necessary to use the same POMs
as mechanistic probes for studying electron transfer to O2.

Electron self-exchange reaction between O2 and O2
•� was then discussed, and

developments before and after an experimentally determined rate constant for this
reaction was published, were also summarized. Related to this, the problem of size
differences between O2 or O2

•� and their typical metal-complex electron donors or
acceptors was recently solved quantitatively by addition of a single experimentally
accessible parameter, �, which corrected the outer-sphere reorganization energy
used in the Marcus cross relation. When this was done, it was found that rate
constants for one electron oxidations of the superoxide radical anion, O2

•�, by
typical outer-sphere oxidants are successfully described by the Marcus model for
adiabatic outer-sphere electron transfer.

Reaction between the one electron reduced POM anions and O2 were then
summarized. These studies demonstrated that at mildly acidic to neutral pH values
in water, electron transfer from Keggin heteropolytungstates to O2 occurs by an
outer-sphere mechanism. In these cases, the effect of Keggin-ion charge on rate
constants for the reduction of O2 was shown to be significant, and was attributed to
anion–anion repulsion within the successor-complex ion pairs formed between the
negatively charged POM anions and O2

•�. This was followed by the discovery of a
concerted proton–electron (CPET) pathway for electron transfer to O2 at lower pH
values (< 1).

The CPET reaction is termolecular, and is facilitated by the unique nature of
proton diffusion in water. At the large [HC] at which CPET is observed, protons
are present within the aqueous medium within typical proton-diffusion reaction
distances from the encounter complexes formed by bimolecular collisions between
11e and O2. Rapid proton diffusion in water then increases the probability of CPET
occurring by allowing protons to repeatedly diffuse to within a few angstroms of the
relatively long-lived (11e,O2) encounter complexes, whose lifetimes are estimated at
70 to 200 ps. These findings suggest that concerted proton-electron transfer may be
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a common feature of many endergonic reductions of O2 in acidic aqueous solutions
by otherwise outer-sphere complexes or electrode reactions.
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Chapter 13
Multi-electron Transfer Catalysts for Air-Based
Organic Oxidations and Water Oxidation

Weiwei Guo, Zhen Luo, Jie Song, Guibo Zhu, Chongchao Zhao, Hongjin Lv,
James W. Vickers, Yurii V. Geletii, Djamaladdin G. Musaev, and Craig L. Hill

Abstract Catalysts for multi-electron-transfer events are quite complicated just as
the reactions they facilitate. Two classes of such catalysts, those for the air-based
oxidation of organic compounds and those for the oxidation of water, are addressed
in this chapter. Brief backgrounds in both these areas are provided followed by
the ensemble of current challenges in each area illustrated by two ongoing cases
in point. The efficient and sustained oxidation of water to dioxygen is critical to
the production of solar fuels, which in turn may ultimately be necessary given
the increasing cost of ever-less-accessible fossil fuels, the projected demographic
trends, and the environmental consequences of fossil fuel use. Importantly, water
oxidation catalysts must be connected with other functional units (light absorbers,
reduction catalysts and key interfaces) to realize nanostructures or devices that
efficiently produce solar fuels. Unfortunately these functional units are depen-
dent on each other and also on several factors, thus predicting overall operation
is a challenge in complexity.
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13.1 Introduction

Catalysts for the O2-based oxidation of organic substrates and catalysts for the
oxidation of water to O2 are both of much current intellectual and practical interest.
Both types of processes involve the transfer of multiple electrons and the catalysts
themselves have both geometrical and electronic structures as well as mechanisms
of action that are highly complex. The three usual requirements for optimal
catalysts, namely fast turnover rates, high selectivity, and high stability, are certainly
important for both these classes of catalytic processes. This overview article first
provides general introductions to both areas of endeavor and then addresses recent
significant advances in each area with an emphasis on the larger points that the
community is learning in the course of investigating such complex systems.

13.1.1 Catalysts for Air-Based Oxidations

These processes are a main-stay in green synthetic organic chemistry because
reagents and conditions are frequently simple and there are no deleterious oxygen-
derived by-products: reactions taking places by the monooxygenase stoichiometry
(Eq. 13.1) produce only H2O as a by-product, and those taking place by a
rare dioxygenase stoichiometry (Eq. 13.2) have no oxygen-derived by-product
[1–4]. The environmental arguments for such processes alone are considerable and
growing. These reactions result in the multi-electron reduction of O2 and oxidation
of the organic substrate (reactant).

RH3 .organic substrate/ C O2 ! ROH C H2O (13.1)

R .organic substrate/ C O2 ! RO2H (13.2)

Oxidation reactions that use ambient air as the oxidant are of additional value
in that they can be used, in principle, to decontaminate a wide variety of toxic
compounds in human environments, including toxic industrial chemicals (TICs),
and do so very inexpensively and under mild conditions [5–11]. In addition, the
availability of effective catalysts for air-based oxidation processes could be centrally
valuable to the decontamination of chemical warfare agents (CWAs) [12, 13]. One
of multiple reasons for this is that the logistic (and associated economic) burden for
such decontamination technology is minimal. Most decontamination technology in
military or civilian venues involves the use of highly reactive solutions, foams or
powders that themselves have handling, transportation and safety challenges. This
isn’t the case if air and air only is the reactive decontaminating agent. In addition,
no energy sources are needed for air-based decontamination because all air-based
oxidations of organic substrates, including the TICs and CWAs, are thermodynam-
ically favourable. The released energy sustains the reaction provided the catalytic
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process is sufficiently rapid. In contrast, the organic substrate degradation reactions
that proceed through hydrolysis or non-oxidation mechanisms frequently require
an external energy source. Also, the safety concerns associated with the use of air-
based oxidation processes are minimal: there is no toxic solution, gel or powder to
deal with and no associated liquid or solid waste to remediate.

As attractive as rapid and controlled oxidations that require only ambient air are,
such processes are very hard to realize. Dioxygen-based and in particular ambient-
air-based oxidations are also unpredictable, a point that derives from the complex
nature of autoxidation processes, both those that are facilitated by metals and those
that are not [1, 14, 15]. A few years ago there were effectively no catalysts with
sufficient reactivity to facilitate rapid oxidations of the usual organic substrates,
including TICs and CWAs, using ambient air as the oxidant that proceeded at
a satisfactory rate. Natural air-based oxidation processes of organic materials
including rubber, plastics, metals, and biological structure are either extremely slow
or, at high temperature, violently fast (fires and explosions). Designing and realizing
catalytic systems that actually allow organic reactions with regular triplet oxygen to
proceed at satisfactory rates were truly rare until recently.

13.1.2 Catalysts for Water Oxidation (Production
of Solar Fuels)

The production of alternative and renewable energy to power the planet is a
pressing international concern [16–19]. Two of the most critical points here are
the accessibility of fossil fuels and the environmental cost of their continued and
escalating use. Current projections indicate that we will run out of technologically
accessible and thus economically viable fossil fuels (gas, petroleum and coal) quite
shortly (3–5 decades) at the current rate of increasing energy demand. Also, the
consensus of the research community, as reflected by reports by the U.S. National
Academy of Science (NAS) and other credible research-based organizations, is
that global climate change is real, caused by mankind’s activities, and is already
having a substantial and deleterious effect on world climate. The correctness of
this assessment is time dependent and as time has moved forward and ever more
experimental data have been accumulating, the human-activity origins of global
climate change are becoming increasingly certain. One can argue against the
consensus findings of the research community or take action that these findings
might be or are correct. Fortunately, nearly all political and other leaders are
increasingly embracing the scientific facts and starting to implement policy that
reflects these facts. This has given rise to one of the largest and most active global
research communities in memory: one focused on production of renewable energy.
It is evident to all informed citizenries that if we run out of energy, it’s not just
the availability of fresh water in sub-Saharan Africa and other developing parts of
the world that will be in jeopardy but virtually all our societal activities along with
national and international security and global health.
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The various forms of renewable energy (principally hydroelectric, geothermal,
biofuels, wind, tides, and solar) constitute only about 10% of total energy con-
sumption in most developed countries. Typically 5–10% of societally usable energy
comes from nuclear and the remaining 80% comes from the burning of fossil fuels,
which unavoidably produces CO2 and H2O. Critically, only solar has the capacity to
power the planet given projected increases in the global population and standard of
living [17]. (Developed societies consume far more energy than underdeveloped
ones and the development of highly populated nations including China, India,
Malaysia and Indonesia is rapid and substantial at present.) A consequence of
technical realities (declining accessible fossil fuel availability and environmental
changes), is that there are few governments not investing in renewable energy. As a
result of this and the rapidly increasing technical information available, the world-
wide research effort in this area has become commensurately substantial.

Energy must not only be generated but also stored in safe, viable and economical
ways [20]. Of the ways to store energy, most prominently heat, electricity and fuel,
it is latter which is critically needed [17, 19, 21]. Energy stored in the form of heat or
electricity will likely never have the weight and volume density to power ships and
aircraft. A very high percentage of the global economy depends on the commodities
transported by ships. Thus the need for making not only electricity from ambient
sunlight (photovoltaics, etc.) more efficiently and cheaply but more importantly, the
need for making “solar fuel” is clear.

Four unit operations are needed to convert sunlight into solar fuel: (1) an efficient
absorber of solar light; (2) a charge separation structure enabling the absorbed
photon energy to be converted with high quantum yield into a charge-separated state
(exciton); (3) harvesting the electron in this excited state and using it to reduce low-
energy molecules, particularly CO2 and H2O, thus converting them into high energy
molecules (reduced molecules or “fuels”); and (4) harvesting the hole (positive
charge) in the excited state four times sequentially to oxidize water to oxygen
[18]. Advances are needed in all four of the above unit operations but most experts
write and state in current conferences that realizing catalysts for the multi-electron
reduction of CO2 and H2O to fuels and the four-electron oxidation of H2O to O2,
Eq. 13.3, is the greatest current challenge. Further, there is general consensus that
the development of viable (very fast, selective and extremely stable) water oxidation
catalysts (WOCs) is the real bottleneck [22].

2H2O ! O2 C 4HC C 4e (13.3)

A viable WOC is necessarily a complex structure because it must be multi-
tasking: it must store up four oxidizing equivalents, facilitate removal of four
electrons and enable the formation of the thermodynamically weak oxygen-oxygen
single bond. The coupling of proton transfer with electron transfer is essential
for having any multi-electron transfer process, and certainly for this four-electron
one in Eq. 13.3, to proceed efficiently [23–27]. Proton coupled electron transfer
(PCET) is itself a highly complex process as it is orchestrated and carried out
in Nature and some synthetic systems alike [24, 28–31]. PCET is a principle
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but not the only mechanism underlying the phenomenon of redox levelling, the
observation that in some systems, multiple electrons can be removed or added
to the catalyst with a minimal increase in the energy of the subsequent electron
transfer events. In essence, for a multi-electron oxidation process, as exemplified
by water oxidation, Eq. 13.3, the sequential oxidations of the catalyst (storing of
four oxidizing equivalents needed) all proceed over a narrow potential range. Redox
levelling is seen in catalytic water oxidation by the oxygen evolving center (OEC)
in Nature (Photosystem II in green plants) [32] and in some synthetic WOCs.

A final note regarding renewal fuel production: when the sub-structures facilitat-
ing the four unit operations are physically joined, the rates of component processes,
including electron transfer across the interfaces as well as catalytic fuel and oxygen
production steps can be significantly altered. In short, rates and efficiencies are
frequently dependent on device architecture as well as the characteristics of each
separated unit. The full solar fuel generating nanostructures or devices and their
operation are examples of nonlinear and complex systems. It is simplistic and
unwise to formulate any functioning structural unit for artificial photosynthesis
without real consideration of the impact that the new interfaces between this unit and
the others and the effects the operating conditions will have on the thermodynamics
and kinetics of the coupled processes.

13.2 Catalysts for Air-Based Oxidations

The first catalysts for O2- or air-based oxidation that facilitate rates of serious
interest were “nanogold” systems, a designation given to supported nanoparticles
of Au(0) and, later, supported thin films [33, 34]. These systems are most effective
for oxidation of CO to CO2 [35–38] and don’t oxidize a wide spectrum of organic
functions under mild conditions. This factor, in addition to potential cost and
availability issues with gold, suggests these catalysts don’t appear to be optimal
for use in decontamination and deodorization using ambient air on large scales.
The second catalysts developed for air-based oxidations that are fast under ambient
conditions (use air at room temperature) were polyoxometalate (POM) systems,
and in particular polytungstates with 3d metals, including Cu, substituted in surface
positions [39–43]. A general catalytic cycle that summarizes the general mechanism
for these oxidations is shown in Fig. 13.1 [39]. Since POM redox potentials (and
most other features that impact their redox reactions) can be systematically altered
through synthesis, the rates of both the substrate (threat) oxidation step (at right in
Fig. 13.1) and the air-based reduced-POM re-oxidation step (at left in Fig. 13.1) can
be controlled to a considerable degree [39, 40].

More recently, co-catalysts, including iron bromide and nitrate complexes,
were found for the catalytic air-based oxidation chemistry in Fig. 13.1 [44].
When these co-catalysts are combined with the appropriate POM (frequently
[CuPW11O39]5�) potent redox cycles for organic oxidations in addition to the cycle
given in Fig. 13.1 are introduced and overall air-based oxidation rates increase.
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Fig. 13.1 The general two-step mechanism for POM-catalyzed O2-based oxidations of organic
compounds

Iron bromide-catalyzed O2-based organic substrate oxidations have been noted by
other groups [45, 46], but the mechanisms were not convincingly studied until
recently [47]. These composite POM-iron bromide-nitrate catalysts are the fastest at
present for air-based oxidation. They are multi-component systems that constitute
some of the most complex synthetic systems known which have dynamic function.
It is no surprise that attempts to heterogenize such multi-component catalysts
while retaining their very high turnover rates for air-oxidation reaction have been
challenging [48, 49]. Such work is ongoing in various laboratories.

Systematic efforts to combine the multiple attractive features of POM catalysts
with the sorption and high-surface-area attributes of metal organic frameworks
(MOFs) have produced several MOFs with POM units residing in the various
pores. POMs in polymeric matrices, [50, 51] and most recently POMs in MOF
pores that exhibit catalytic activity [52], have been recently reviewed. Research by
Maksimchuk, Kholdeeva and co-workers [53, 54] and Gascon, Kapteijn and co-
workers [55, 56] are noteworthy. Many of these hybrid (or composite) materials
do display the catalytic attributes of the POMs and some of the selective uptake
properties of the MOFs. Separate from this evident combining of attractive proper-
ties exhibited by both component structures, some POM-MOF type materials also
are potential examples of complex behavior because the catalyzed reactions are far
from equilibrium and the multiple features impacting catalyst turnover rates aren’t
related to each other in a simple way: they can change with time (conversion of the
substrate) and conditions.
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Recently, a POM-MOF catalyst was reported that demonstrates a dramatic
synergy between the POM and MOF units in two respects: hydrolytic stability
and catalytic turnover rate [11]. Whereas, the POM catalyst, [CuPW11O39]5�,
is only stable to hydrolysis over a narrow pH range, and the MOF is unsta-
ble to hydrolysis at all pH values, the POM-MOF conjugate is very stable in
water over a wide pH range and can be recovered from extended incubation in
highly basic solutions. In addition, the air-based oxidations (thiol C air forming
disulfide C H2O and H2S C air forming S8 C H2O) catalyzed by the POM-MOF
conjugate, [CuPW11O39]5�-MOF-199 (also known as HKUST-1 after the origina-
tors of this MOF) [57], is far faster than catalysis by the POM, [CuPW11O39]5�,
alone or by the MOF alone [11]. The origin of the dramatic increase in catalytic
turnover rate when the POM is encapsulated is not obvious, but the X-ray structure
of [CuPW11O39]5�-MOF-199 is consistent with one potential explanation for both
the enhanced hydrolytic stability and the catalytic activity.

The X-ray structure of [CuPW11O39]5�-MOF-199 (Fig. 13.2) reveals that the
catalytic [CuPW11O39]5�units are very tightly bound in some of the larger pores
of MOF-199 (there is no evidence that even small molecules can diffuse into
these POM-occupied sites). However, some of these larger pores are also empty
giving this POM-MOF a high porosity which doubtless contributes to its catalytic
properties (high turnovers and turnover rates for the air-based oxidations). The five
counterions per [CuPW11O39]5� unit reside in smaller pores. The rate enhancements
could derive from the tight fit of the [CuPW11O39]5� units in the pores and the
consequent interactions between the 5-polyanion unit and the Cu(II) centers in the
MOF-199 framework. These electrostatic interactions will increase the potential of
the Cu center in the [CuPW11O39]5� which will, in turn, accelerate the substrate
(e.g. thiol, H2S) oxidation step (right side of Fig. 13.1).

Since this first step is frequently rate limiting in the overall POM catalyzed
air-based oxidation processes, then this tight POM encapsulation in the MOF
pores could explain the rate acceleration. The dramatically decreased hydrolytic
decomposition of [CuPW11O39]5�-MOF-199 relative to either component alone
likely reflects this stabilizing interaction between the highly negative POM units
and the surrounding positive copper centers in the MOF framework.

Additional POM-MOF materials that display synergistic stabilization and catal-
ysis have more recently been noted (unpublished work from our laboratory).

13.3 Catalysts for Water Oxidation (Production
of Solar Fuels)

As noted in the introduction, the development of viable WOCs is central to the
ultimate realization of useful devices for generating green fuel (solar fuels and
others) [21, 22, 32, 58, 59]. “Viable” means fast, selective and extremely stable but
also compatible with the other unit operations (light collection, exciton generation,
and interfacial electron transfer) [60]. Given the central importance of WOCs, there
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Fig. 13.2 X-ray crystal structure of [CuPW11O39]5�-MOF-199 in combined ball-and-stick and
polyhedral representations. One of the large pores containing the yellow and grey Keggin-type
POM is shown. This POM is orientationally disordered so that the Cu atom is statistically
positioned over the 12 metal positions in the polyanion. The counterions in the smaller pores aren’t
shown for clarity. Color code: oxygen atoms are red; carbon atoms are gray; copper atoms are blue-
gray; the PO4 tetrahedron inside the POM is gray; and the WO6 octahedra are yellow. (Color figure
online)

have been many reports on both homogenous [61–77] and heterogeneous WOCs
[78–89], with the number of reports of both types rapidly increasing as of mid-2012.

Homogeneous catalysts, including WOCs, are generally much faster than het-
erogeneous catalysts and their geometrical and electronic structures as well as the
mechanisms of their reactions can be studied both experimentally and computa-
tionally more readily and with far more precision than for their heterogeneous
counterparts. The principal advantage of heterogeneous catalysts is that they are
generally much more robust (typically metal oxides for WOCs) and more easily
prepared in quantity and at low cost. Our team’s design concept and thrust was to
use d0 metal oxide cluster anions, and in particular polytungstates, as ligands to
bind and stabilize multiple redox-active transition metals so that the latter could
be sequentially oxidized by two or hopefully the four electrons that are needed for
a viable WOC [90]. This concept was realized with the first POM-based WOC,
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Fig. 13.3 X-ray crystal structures of polyanions [fRu4O4(OH)2(H2O)4g(”-SiW10O36)2]10�(Ru4)
(top) and [Co4(H2O)2(PW9O34)2]10�(Co4) (bottom) in combined ball-and-stick and polyhedral
notation. Color code for Ru4: oxygen is red; ruthenium is magenta; SiO4 tetrahedra are blue; and
WO6 octahedra are gray. Color code for Co4: oxygen is red; cobalt is blue; PO4 tetrahedra are
yellow; and WO6 octahedra are gray (Color figure online)

[fRu4O4(OH)2(H2O)4g(”-SiW10O36)2]10� (Ru4), a complex that was also prepared
via a different synthetic route by the group of Marcella Bonchio in Padova, Italy
[91]. The X-ray crystal structure of Ru4 is shown in Fig. 13.3.

Since the initial papers on Ru4, this complex has been extensively character-
ized and shown to function when immobilized on carbon nanotubes as a water
electrooxidation catalyst [92], in solution as a homogeneous catalyst for visible-
light-driven water oxidation [93], and when interfaced with [Ru(bpy)3]2C-sensitized
TiO2 surfaces [94]. Ru4 has shown no evidence of hydrolytic decomposition to
the metal oxides (RuO2, WO3) in any of these studies. The mechanism of water
oxidation by [Ru(bpy)]3C has also been probed in some depth and the principal
catalytic cycle for water oxidation involves sequential oxidation of the resting
oxidation state of Ru4, which is Ru(IV)4, to the oxidation state Ru(V)4 [95],
followed by O2 evolution.
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The availability and cost of ruthenium in Ru4 compelled us to prepare and
evaluate several of the earth-abundant and inexpensive 3d metals in similar POM
structural motifs, and specifically those bearing a core of multiple 3d metals bridged
by oxygens that is sandwiched between multivalent polytungstate ligands. In 2010
we identified [Co4(H2O)2(PW9O34)2]10� (Co4; X-ray structure in Fig. 13.3) as an
effective water oxidation catalyst that was the fastest WOC known per active site
metal at that time [96]. Subsequently, Co4 was demonstrated to catalyze efficient
H2O oxidation by persulfate using visible light and the standard photosensitizer
[Ru(bpy)3]2C [97].

An intellectually but not necessarily practically important question pursued for
decades is whether a soluble complex is the actual catalyst or an insoluble material
(particles or film) arising from decomposition of this complex during turnover. This
quandary first surfaced on the reducing side: were soluble organometallic complexes
the catalysts or metal nanoparticles derived from breakdown of the complexes?
A range of studies and techniques surfaced to address this issue [98, 99]. Most
soluble complexes for reductive reactions (hydrogenations, metatheses, reductive
couplings, etc.) remain homogeneous catalysts but many systems do, in fact, form
metal particles that can’t often be readily detected at the outset because the particle
sizes are in the small nanometer size regime. Later this dilemma arose in context
with oxidation catalysts. Specifically, do metal oxide cluster compounds, such as
POMs, function as homogeneous oxidation catalysts, or do they simply serve as
precursors to metal oxide particles or films, which are the true catalysts?

A recent publication reported that Co4 is simply a precatalyst for a cobalt oxide
film which is the actual water oxidation catalyst under electrochemical conditions
[100]. This publication didn’t explicitly state that Co4 in our homogeneous catalytic
studies [96] was not the actual catalyst and that insoluble cobalt oxide was but
this was strongly implied. However, this implication is incorrect: our original
paper reporting homogeneous water oxidation catalyzed by Co4 was under much
different conditions than those in the subsequent study [100]. The original inves-
tigation used traditional (micromolar) concentrations of the POM WOC; whereas,
the subsequent electrochemical study used catalyst concentrations two orders of
magnitude higher. The solubility of polyoxometalates near their pH limits of
thermodynamic hydrolytic stability is extremely sensitive to metal concentration.
The original study used the soluble complex, [Ru(bpy)3]3C, as the oxidant; whereas,
the subsequent study used a highly oxidizing glassy carbon electrode as the
oxidant. Also the two studies focused on different time regimes. It should be
noted that the original study of water oxidation catalyzed by Co4 in solution
provided seven different experiments that thoroughly established the stability of
the Co4 under these conditions, including three techniques that directly ruled out
the presence of cobalt oxide particles from decomposition of Co4 during catalysis
[96]. All this data was effectively ignored in the subsequent electrochemical study.
The original study (homogeneous water oxidation catalyzed by Co4) has been
reproduced by other research groups (work that has yet to be published). Finally,
several other groups have used quite definitive techniques, including dynamic light
scattering (DLS), to assess the presence of particles in homogeneous water oxidation
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catalyzed by several different polyoxometalate complexes and none of these studies
have shown POM decomposition to form metal oxide particles or films during
catalysis [77, 101].

There is a key distinction between a soluble metal complex versus an insoluble
product (particles or films) for the reductive versus oxidative domains. For reductive
systems, generally, if not always, the metal is far more stable thermodynamically
than the soluble complex. Thus once the metal forms, that’s it; there is no going back
to homogeneous catalysis. This is NOT the case for POMs (soluble metal-oxygen-
cluster polyanions) and their corresponding metal oxide(s). POMs and metal oxide
represent equilibrium systems in water over a wide range of pH values [102]. In
other words, there are pH ranges where the POM is thermodynamically more stable
than the metal oxide or hydroxide. Indeed, POMs are frequently made by heating
up the metal oxide or hydroxide at a suitable pH in water: the metal oxide dissolves
to form the POM [102]. This fact underlies our group’s approach to develop
multi-electron-transfer catalysts for solar fuel production because these catalysts
must be extremely stable. (Projected turnover numbers, TONs, for the catalysts
in viable solar fuel production devices range from 108 to more than 109 : : : and there
are no known catalysts at present, synthetic or biological, that persist that long.)
The dynamic behavior of metal oxides under catalytic water oxidation conditions is
reflected not only in POM-metal oxide equilibration reactions but also in the evident
equilibration chemistry of the Nocera catalyst (cobalt oxide phosphate film) under
catalytic conditions [80, 103].

Since the development of Co4, another molecular WOC by Sun, Llobet, Privalov
and co-workers is substantially faster but it contains organic ligands that are rapidly
oxidized [104]. Most recently, a new carbon-free and thus oxidatively stable POM-
based WOC has been developed in our group at Emory University. This one is more
thermodynamically stable to hydrolysis than Co4 in basic water, the desired medium
for water oxidation. This new tetra-cobalt-containing polytungstate turns over at a
rate of >1,000 O2 molecules per second at pH 9, making it the fastest WOC, at least
thus far.

But this brings one to a final point regarding solar fuel generation devices. What
matters to the research community and to society is that such devices be efficient,
fast and stable. It doesn’t matter what form the catalysts, light absorber-charge
separators or interfaces are as long as they exhibit these three attributes. If they
do, they could well be viable.

We close by returning to a point noted above and related to the theme of
this book: the oxidation of water and thus WOCs are very complicated, but
in generating viable sunlight-driven solar fuel production systems, the WOC is
only one component; interfacing the WOC with the light absorbing and charge
separating components and these in turn with multi-electron-reduction catalysts
can significantly perturb both the thermodynamics and kinetics of component steps
in the overall process. Complete solar fuel generating entities are examples of
complexity at a leading each of scientific endeavor. At present it’s not possible
to predict the overall efficiency of solar fuel generating nanostructures or devices
because the several component substructures affect each other’s properties and in
turn consequently partially control multiple charge transfer events. Complicating
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matters further, these charge transfer events themselves may not necessarily depend
linearly on the usual reaction parameters: local electronic structures, interface
properties, external reaction conditions, and others.
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