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Introduction to the series:
Topics in Physical Chemistry

Science continues to expand exponentially and there is no sign of a levelling off. The con-
sequence is a fast-growing gap between the knowledge a scientist takes with him after
graduation from University and today’s state-of-the-art; chemists are not excluded.
Today it is rather difficult to find the entrance to a new field of interest, more difficult
than it was in the past. A textbook may contain the basic physical chemistry of the topic
in question, and one will find numerous original papers on the topic of interest in jour-
nals. Often one may find a progress report or an “advanced” presentation on the subject,
both frequently too difficult and too sophisticated for the nonspecialist to grasp an under-
standing of the topic. There remains a gap between the classical textbook on physical
chemistry and the presentation in “advanced” articles or in original papers written for the
specialist, but not for the graduate student or for the learned, but not specialized chemist.

The executive committee of the Deutsche Bunsen-Gesellschaft fiir Physikalische
Chemie, a few years ago, decided to introduce a series “Topics in Physical Chemistry”.
The purpose was to help the chemist close the gap between even the finest textbook on
physical chemistry and the most current research in a particular field. Fortunately, we
found colleagues willing to edit this series and, fortunately, we have the cooperation of
the publishers Dr. Dietrich Steinkopff Verlag; the result is this first volume of “Topics in
Physical Chemistry”. Other volumes will follow, two or three per year, and, in this way,
we hope to build a practical library on different current fields of physical chemistry. The
background provided by a modern textbook of physical chemistry will be a sufficient
introduction to the specific topics. The bridge between this background and current
research in the field, as published in scientific journals, will be these “Topics”, not just
for physical chemists, but also for the whole community of chemists, graduate students
and researchers.

Anyone who wishes to suggest themes for the series, or has proposals for its improve-
ment, or would like to contribute to the series is encouraged to contact the editors; the
cooperation of the scientific community is indispensable and welcome.

Alarich Weiss Darmstadt, 1991



Preface

The remaining years of our ending millennium are characterized by a tempestuous devel-
opment of Surface Science, whose ultimate consequences are presently hard to foresee.
While some of these consequences are apparent to everybody (e.g. modern information
electronics would hardly be possible without the progress in device fabrication which, in
turn, has required profound knowledge of surface technology ) there are several other dis-
ciplines where the impact of surface physical chemistry may not be so obvious, but,
nevertheless, has contributed much to the technological progress made in the past, and is
expected to cause even more such benefit in the future. We only list here the classical syn-
thetic inorganic chemistry or the technical chemistry which have both greatly benefited
from a more fundamental understanding of heterogeneously catalyzed (surface) pro-
cesses leading to, among others, improved industrial fabrication processes. (We selec-
tively mention the promising attempts to model the Fischer-Tropsch reaction or the
ammonia synthesis reaction, remembering also the optimization of the hydrocarbon
reforming process by developing appropriate bimetallic catalyst materials). Furthermore,
materials science with its considerations of corrosion, embrittlement, and fracture, as
well as energy technology with its considerations of photovoltaics, hydrogen storage, or
fuel cell development, must also be mentioned here. Many other important aspects
remain unmentioned, because of space limitations.

The writing of this book arose from the intention of the editors to bring a new series
“Topics in Physical Chemistry” into being, thus presenting a selection of current prob-
lems and research activities in the field of physical chemistry to a more generally edu-
cated scientific community. The various volumes of the series will be prepared accord-
ingly, and it is a great pleasure to present this first such volume and to have it devoted to
the physical chemistry of surfaces. This underscores once again how important this sub-
ject is, and how it is expected to stimulate other areas of fundamental and applied physi-
cal chemistry.

Toward this end a first step is certainly to awake interest in surface chemistry and phys-
ics, and in pursuing this goal, a platform of somewhat more general surface physics is
presented, flavored with a variety of practical examples taken from both chemistry and
physics. Correspondingly, this volume is equally interesting for students of chemistry
and physics, and to chemists and physicists employed in industry, who want to gain some
insight into elementary processes that play a role, for instance, in heterogeneously cata-
lyzed reactions.

The second step then must be to provide an easy entry into the matter, and there is no
doubt that this task is a very difficult one, because it requires a precise and extensive pres-
entation of also the theoretical background, which is certainly welcome for a physicist,
but may perhaps sometimes bore a chemist. On the other hand, these chemists expect a
concise treatment especially of practical and experimental chemical problems which may
not be too interesting for a solid state physicist. To satisfy both groups requires a balanc-
ing act between a representation based on well-defined physical (but, perhaps,
“esoteric”’) and more ill-defined chemical (but practically, much more relevant) condi-
tions. Of course, both representations could have been given, if it were not for practical
space limitations. Hopefully, the reader will appreciate this limitation, which sometimes

VII



made it necessary to omit useful mathematical derivations of physical laws or relations
and to leave out more indepth explanations, or to refer to more elementary textbooks.
Therefore, we do not claim that this volume represents a textbook in surface physical
chemistry, despite the fairly broad title. Nevertheless, we have tried, whenever possible,
to generate a physical understanding of surface processes and, moreover, to elucidate the
close relationship between classical surface physics and applied interface chemistry, in
particular, as far as heterogeneous catalysis is concerned. Furthermore, we offer a rela-
tively comprehensive list of references at the end of each chapter that includes many of
the original publications, for the benefit of the interested reader. As pointed out before,
one of the most dominant perspectives of surface and interface science must be assumed
in semiconductor physics and technology, where, however, chemical processes become
increasingly important, especially in the fabrication stage, in addition to the traditional
physical methods. Despite this importance of semiconductors we do not attempt to thor-
oughly cover these materials and their physics in this book, rather we place the emphasis
on more chemical problems. On the other hand, we intended and hope that the general
scope of this book will also enable those readers who are not particularly engaged in semi-
conductor physics to at least understand some of the elementary problems. Here, we
especially consider the adsorption process as a decisive part of each surface reaction. In
today’s surface science, the methodological aspect has also become a very important
issue, and accordingly, we provide the reader with a composition of most frequently used
and valuable surface analytical techniques. This treatment does not compete with the
many specialized textbooks to the various analytical methods, but it should, nevertheless,
provide an overall understanding of the physical background of these methods and the
advantages or disadvantages of their exploitation in surface science.

In addition to hoping that this presentation will be widely accepted and understood I
also must express my sincere thanks to all those who have helped in developing this
book, in particular, to Mrs. Karin Schubert, who processed the text and drafted all the
illustrations. I gratefully acknowledge the critical reading of the manuscript by Dr. J6rn
Manz and Dr. Karl-Heinz Rieder, who helped to eliminate errors and to improve the text.
And a special thanks goes to the publisher, Dr. Dietrich Steinkopff Verlag, Darmstadt,
especially to their Chemistry Editor, Dr. Maria Magdalene Nabbe, for a very successful
collaboration in making this volume possible.

Klaus Christmann Berlin,
June 1991
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1 Introduction

1.1 The Importance of Surfaces and
Surface Physical Chemistry

The first half of this century was governed by great discoveries in the field of particle and
solid state physics that led to the foundation of quantum theory as probably the most
useful concept to describe the properties of matter. With regard to chemistry, extremely
important developments in reaction kinetics, complex chemistry, and synthetic organic
chemistry were made at the same time. Today, this pattern has changed somewhat and it
must now be obvious to any observant natural scientist that, not only biological or bio-
chemical disciplines more and more predominate but also surface and interface phe-
nomena steadily gain interest. Information technology, metallurgy, heterogeneous cata-
lysis, materials science — all these disciplines make use of the physical chemistry of sur-
faces and interfaces.

Evidently, any interaction of solid or liquid matter with its environment (which may
either be in the gaseous, liquid or solid state) can only come about via the surface of the
respective condensed phase. Note that the term “surface” is mostly used in the context of
gas-liquid or gas-solid phase boundaries; otherwise, the term “interface” is used. This
interaction involves a variety of fundamental questions pertinent to physical chemistry,
including:

— What is the actual topography of the surface, i.e., the geometrical location of the top-
most atoms of a regular crystal? The answer should contain information about bond
lengths, bond angles, long-range order of the surface atoms, as well as about possible
crystallographic defects (steps, kinks, dislocations, etc.).

— Are there any structure differences between surface and bulk (relaxation, restructuring
phenomena, possible surface compound formation with different crystallography)?

— What is the electron structure of the surface? Here, we expect information about the
valence state of the surface atoms, the shape and direction of the electron clouds in the
surface, about the formation of electron bands, surface states or, more generally, about
the conducting or insulating properties of the surface region.

— Equally important is to determine the kind and number of surface atoms, that is, a
chemical analysis should elucidate the surface chemical composition and possible con-
centration gradients perpendicular or parallel to the surface (enrichment or depletion
effects, island or domain formation), a problem pertinent to alloys or any kind of mix-
tures.

- How do adsorption effects occur, and if they do, what is the local geometry of the
adsorption site, and what is the configuration of the adsorption complex? Again, we
require to know bond lengths and angles of the adsorbed species, as well as the long-
range order within the adsorbate layer, including clustering and island formation.

— What are the chemical interactions between solid and liquid surfaces and an adsorbate
atom or molecule (chemical-binding energies, lateral adsorbate-adsorbate interaction
energies), and how do the interaction forces depend on the concentration of the adsor-
bate?



— Finally, how can chemical reactions occur between two different adsorbed species on
the surface or between only one adsorbed reactant and the gas phase? Here, we search
for the reactivity of a given system and, in particular, for the reaction mechanism.

Thus, besides these rather fundamental questions there are, of course, just as many sur-
face-related problems in the area of “practical” physical chemistry or better technical
chemistry that concern the large-scale fabrication of basic chemicals (heterogenous cata-
lysis), automotive exhaust air pollution, corrosion, etch-pit formation of stainless steel,
crack and fracture phenomena in materials science or chemical engineering, or the coat-
ing of surfaces (optical lenses and mirrors, passivation of aluminum and other metals,
etc.). The list is extensive. If we simply concentrate on heterogeneous catalysis, we
remember that about 70% of all basic chemicals are fabricated via catalysts. The syn-
thesis and/or refinement of hydrocarbons is certainly one of the most important branches
in the chemical industry (applicable for, among others, “reforming”, “platforming”,
solidification of fatty acids, liquefication of coal, etc.), and the underlying chemical pro-
cesses are catalytic hydrogenation, hydrogenolysis, dehydrocyclization, hydrocracking
and many others. Another extremely valuable catalytic reaction gives us access to the
large atmospheric nitrogen reservoir, namely, the ammonia synthesis from the elements,
(the well-known Haber-Bosch process). There are many other catalytic reactions that
play a role in daily life. Today, the surface physical chemist is interested, of course, in
temperature and pressure conditions at which the respective catalytic reaction is to be car-
ried out, but most all of his questions concern the catalyst material itself. Again, informa-
tion is required about its structure and chemical composition, before, during, and after
the reaction; problems such as maximum turn-over, selectivity, structure stability,
possible promoter or inhibitor effects, catalyst poisoning, etc., remain as some of the chal-
lenging problems.

For many years university and industry chemists and physicists, researchers as well as
theoreticians have been working on the above-mentioned problems, but in our opinion, a
still better efficiency of this work could be achieved if there was better communication.
These communication problems can and will arise between scientists who were educated
in their respective “pure” discipline, e.g solid-state physicists or metallurgists versus inor-
ganic or complex chemists.

At this point it is worthwhile to underline the very important role of physical chemistry
which can and should act as a link between physics and chemistry, and it is especially sur-
face physical chemistry where this connecting function is so obvious and easy to estab-
lish. Nevertheless, inveterate chemists or physicists still seem to regard the physical
chemistry of surfaces from relatively different standpoints, a fact which has led in the
past to the two distinguishable sub-disciplines, surface chemistry and surface physics.
Actually, there are not too many differences with respect to methods but with respect to
problems: a surface physicist is perhaps more interested in elementary excitation pro-
cesses of surfaces of a mostly electronic nature under as well-defined and simple condi-
tions as possible. In a sense, the frequently investigated CO molecule interacting with sur-
faces represents the most complicated system for a physicist. The surface chemist, on the
other hand, is rather more interested in routes of interaction and reaction, and thermody-
namic and kinetic constants that allow a description or better prediction of the chemical
behavior of the systems of interest. In terms of the above-mentioned example, the CO
molecule and its interaction with surfaces then would be the simplest system a chemist
would regard. So, predominantly, the problem is that of a ‘common language’.

However, as far as the experimental methods or even the scientific procedure for



addressing a specific problem are concerned, there are now almost no differences
between surface physicists and chemists: both groups make extensive use of modern
experimental tools, such as various types of electron spectroscopies (e.g., UV and x-ray
photoelectron spectroscopy, Auger electron and vibrational loss spectroscopy), thermal
desorption spectroscopy, mass spectrometry, gas chromatography, ion and x-ray spectros-
copy, scanning tunneling and electron microscopy, etc., and both sides working
experimentally are supported by theoretical groups (quantum chemistry, band structure,
and cluster calculations). In this book, it will be attempted to consider specific examples
that are believed to be relevant for both groups, whereby it will be tacitly assumed that
the most basic principles of the physical operation of the methods are familiar to both
physicists and chemists, since space limitations do not allow to consider many instrumen-
tal details here. However, literature references will be given for the benefit of the inter-
ested reader.

It is quite revealing to follow the most recent developments in surface physical chem-
istry. The past three decades saw tempestuous activity in the area of analysis of static sur-
face properties, with the determination of clean surface structure, binding energies of
adsorbates, and surface vibrational frequencies being in the forefront. This has changed
somewhat in recent years and now there is an increasing number of studies concerned
with surface dynamic processes, e.g., atom and molecule scattering behavior of surfaces,
time-resolved spectroscopy, determination and calculation of particle trajectories in inter-
action with solid surfaces. Usually, these latter problems require much larger experimen-
tal (and theoretical) efforts, but they must undoubtedly be the final goal towards which
surface chemists must move in order to understand the principles of any surface reaction.
At present, however, the research in this field is at its beginning; the systems being inves-
tigated are still very simple and are far from practical relevance. Despite the importance
of surface reaction dynamics there are still great areas of static and equilibrium surface
properties yet undiscovered. For example, at present many surface scientists hold to the
problem of adsorbate-induced changes of surface structure (relaxation and reconstruc-
tion phenomena), often in conjunction with a study of bulk diffusion, incorporation or
permeation of the adsorbing gas. The structural changes occurring under catalytic condi-
tions are believed to be crucially important with regard to catalytic activity and selectiv-
ity. Quite often, sintering processes occur that reduce surface activity, and it is not
always known how these effects depend on temperature and gas pressure or adsorbate
coverage. Furthermore, the role of foreign (impurity) atoms must be considered in this
context, since there are quite a lot of examples where a certain concentration of impurity
is necessary for a desired reactivity. There are many other relevant questions connected
with equilibrium surface chemistry and physics, and this is why we shall give this field
the highest priority in the context of this book and shall not so much delve into the prob-
lems of surface dynamics. In a sense, this work is more devoted to chemists who want to
inform themselves about the usefulness of the surface science approach to catalytic chem-
istry. It is not primarily written for solid state physicists who are interested in certain
special surface properties from a more academic point of view, but it may (hopefully) be
useful for those of them who are interested in adsorption phenomena and surface chemi-
cal reactions, i.e., physical chemistry of heterogeneous catalysis.



1.2 The “Pressure Gap”

If we consider a simple heterogeneous surface reaction, for example, the oxidation of
carbon monoxide, it is obvious that the simple net equation
200°C
CO+30, ———— CO,
Pd-catalyst

does not tell us much about the mechanism of this reaction. Apparently, the role of the
metal surface consists of a substantial reduction of the activation barrier in order for this
reaction to take place; for the homogeneous gas (chain) reaction, this has been deter-
mined to be about 220 kJ/mol [1], with a pronounced temperature dependence. With a
Pt(111) surface used as a model catalyst the barrier reduces to only ~100 kJ/mol [2]. In
the gas phase reaction, the rate-determining step is the rehybridization and subsequent
dissociation of the oxygen molecule, and the beneficial role of the metal surface could be
that it provides a much easier path for the dissociation to take place. Once individual
oxygen atoms are formed they can easily be attached to a neighboring CO molecule to
form CO,. Without anticipating Chapter 5 of this book, which is devoted to elementary
surface reactions, we may state here that a bimolecular surface reaction will proceed as
follows: both gaseous reactant molecules become, in a first step, trapped in a (more or
less weak) potential well of the surface, from which they enter a chemisorbed state, that
is, a much stronger interaction potential. Accordingly, they cannot readily leave the sur-
face again. Surface scientists refer to this process as sticking and adsorption. In the che-
misorbed state, molecules frequently undergo dissociation, especially dihydrogen,
dioxygen or dinitrogen resulting in the presence of single reactive atoms. Once adsorbed
atoms of different kinds collide with each other on the surface the actual reaction step
can occur, provided certain energy and spatial requirements are fulfilled, and as a result,
a product molecule will be formed. Apparently, this reaction step is accompanied by sur-
face diffusion, migration or hopping of individual particles that are trapped in the chemis-
orbed state. The final step in the reaction sequence then would be the evaporation of the
product molecule from the surface back into the gas phase, (a process referred to as
desorption) where it can then be chemically separated and stored. Again, the reaction
sequence consists of the processes: trapping and sticking, adsorption (chemisorption),
reaction, and product desorption. All these processes will be covered in this volume.

The question arises as to how these single steps can be disentangled, and this admit-
tedly simple question leads to a philosophical discussion whenever surface scientists, in
particular surface chemists, are asked about the way they approach the surface problems.
Up until recently there were (and still are) two main factions — let us call them the “pur-
ists” and the “practitioners”, and we find, not surprisingly, many more physicists among
the first, and more chemists among the second party. The “pure” approach consists of an
extensive modelling of the reaction in order to keep the parameters as simple as possible.
Therefore, reactions are carried out at extremely low pressures (in the ultra-high vacuum
(UHV) range, at pressures less than 1077 mbar), surface structure is investigated at even
smaller pressures, and small area (~1cm?) single-crystal substrates are most widely used
with surfaces that are as ideal as possible, i.e., they exhibit a very well-defined geometri-
cal array of atoms onto which the few molecules of the gas phase can adsorb. The chemi-
cal composition of the substrate is usually also well-defined; mostly extremely high-
purity (99.999%) metal crystals are used. In some cases alloy crystals or bimetallic films
are also prepared in a well-defined manner by epitaxial growth and then subjected to the
aforementioned adsorption studies. Another advantage is that the common UHV instru-
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ments also offer the possibility, by using liquid nitrogen cooling devices, to lower the
sample temperature to around 100 K. This, in turn, also allows to adjust high adsorbate
coverages because the (thermally activated) desorption process is sufficiently slowed at
these low temperatures. This holds, too, for activated chemical surface reactions, which
can then be studied on a reasonable time scale.

Allin all, the UHV approach has many advantages in that not only well-defined structu-
ral conditions are provided, but also the whole variety of optical and particle impact
(mostly electron) spectroscopies can easily be applied. In contrast, however, there is a
serious disadvantage with the UHV model approach, and this is why many practical
chemists still have objections to this more “physical” treatment of the catalytic problem.
They argue that the UHV model is too far removed from reality, since chemical reactions
are typically carried out under quite different conditions, namely, at atmospheric (or even
higher) pressures and with much less well-defined surfaces, namely, large-area samples
consisting of powders, pellets, thin films or polycrystalline sheets. High-purity one-com-
ponent materials are therefore a rarity and, instead, multi-component catalysts with a
whole variety of additives (promoters) are common in industrial technology. Also, low
temperatures (T < 300 K) are of no interest in commercial chemical reactions.

This is the main reason why, in industry, chemists tend to study catalytic problems
under conditions that resemble the large-scale chemical process, and they deliberately
ignore such details as microscopic structure and purity parameters of their sample
materials. The apparatus used in these studies often has much in common with the techni-
cal reactor (apart from the much smaller size) and similarly, pressure, temperature, stoi-
chiometry, and purity conditions are adjusted to follow the reaction, and the activity and
selectivity of the catalyst. The big advantage here is the close relation to real conditions
which enables a more direct transfer of the results to the plant fabrication line and has,
therefore, certainly much more impact on the direct improvement of the respective large-
scale chemical process. As far as experimental methods are concerned, coupled GC-MS
(gas chromatography/mass spectrometry) optical (IR, Raman) or direct preparative
methods are widely used, whereby the output of such a small-scale reactor can reach
appreciable turnovers. Particularly useful is such a microreactor, if it is combined with
surface analytical techniques. The microreactor for methanol oxidation over silver cata-
lysts, as described by Benninghoven and coworkers [3], is shown in Fig. 1.1 and can
serve as an example.

However, the more “chemical” approach can seriously suffer from the lack of control-
able parameters; usually, neither the structural nor the chemical conditions are suffi-
ciently well- defined on a microscopic scale. This imposes many difficulties on any
attempt to correlate, for instance, the catalytic activity of the sample with certain elemen-
tary catalytic steps such as adsorption, formation of essential intermediates, product
desorption, etc.. The high temperatures usually chosen accelerate the reactions to a rate
where it becomes difficult to follow individual kinetic steps or to identify short-lived
intermediates. Furthermore, and this intensifies the difficulties, most of the established
surface spectroscopic tools fail to function at pressures greater than, say, 10~ mbar,
because of the limited lifetime of cathode filaments or the reduced mean free path of the
incident and/or emitted particles. In addition, at or near atmospheric pressure, mass trans-
port (diffusion) and energy transport (heat exchange) problems take over and blur most
of the correlations between macroscopic reactivity and, for example, adsorption/desorp-
tion parameters of the surface in question.

The existence of this famous “pressure gap” separating the UHV single-crystal model
studies from technical chemical or catalytic investigations was realized since UHV
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Fig. 1.1. Example of a combined microreactor and UHV surface analytical equipment for in-situ studies of
catalytic reactions (oxidation of methanol on Ag). 1 = mass spectrometer, 2 = electron spectrometer,
3 =ion source, 4 = electron gun, 5 = x-ray tube, 6 = rotary pump, 7 = LN , baffle, 8 = oil diffusion pump
with LN ; baffle, 9 = turbomolecular pump, 10 = Ti sublimator with LN 5 baffle. After Ganschow et al. [3]

studies were used to explore the elementary steps of catalytic reactions, i.e., since the
early 1950s, and it has since inspired many groups to consider means to bridge this gap.
A good comprehensive report on the problem of utilizing UHV model studies to eluci-
date the mechanisms of catalytic reactions was given several years ago by Bonzel [4]. In
his work, he presented a matrix (Fig. 1.2) that documents a correlation between reactant
pressure and structural “complexity” or degree of dispersion of the catalyst material, and
which confirms the existence of the above-mentioned pressure gap. With the aid of some
selected examples, Bonzel proved that the reaction mechanism of, for example, the CO
oxidation reaction on platinum is the same at low and high pressures, a result which has
also been verified for Pd and Rh [5]. Similar considerations have been devoted to the
ammonia synthesis reaction, where Ertl and his group have excessively worked on the
single-crystal approach [6-10], while recently Ngrskov and Stoltze have established a the-
oretical basis [11, 12]. As far as hydrogenation of CO and CO, is concerned (the well-
known Fischer-Tropsch synthesis reaction), again, Bonzel and Krebs [13] have scru-
tinized the UHV-model approach and have given examples of how to overcome the press-
ure gap. The essence of all these considerations is that, although the UHV model study is
deemed extremely useful, the ultimate goal is to combine UHV studies with reaction
experiments at atmospheric or even higher pressures, and a whole number of apparatus
suggestions have been made accordingly. We can only list a few of them here; besides the
already cited microreactor designed by Ganschow et al. [3], we refer to the combined
UHV-high pressure cells put forward by Blakey et al. [14], Krebs et al. [15], Goodman et
al. [16] or Kolb et al. [17]. A common characteristics is that the sample can be transferred
from the UHV chamber to the high pressure cell by means of a vacuum-tight sample man-
ipulator. A very intriguing solution was proposed by the group of Somorjai [14], which is
shown in Fig. 1.3. A stainless-steel welded bellows separates, in the high pressure mode,
the UHV vessel (by means of a gold O-ring seal) from a small high-pressure reaction
chamber, which is then connected to a flowmeter and gas chromatograph for further
“high pressure” studies.
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Fig.1.2. Schematic diagram illustrating the pressure gap between surface physical chemistry and practical
technical catalysis. “Structural complexity” comprises the surface morphology of the catalytic materials
and ranges from small single-crystalline areas (~1 cm2) on the left-hand side to technical catalysts with
areas of several hundred m 2 per gram. After Bonzel [4]

Another solution, which was put forth in our own laboratory in order to combine UHV
model studies and atmospheric-pressure electrochemistry [18], uses two of the aforemen-
tioned sample manipulators, one long z-travel device with a fork at one end mounted on
the UHV chamber and, separated by a valve, another small manipulator on the “high-
pressure” reactor which can pull-off the sample from the head of the UHV manipulator
and, after a valve between the UHV and the high-pressure cell is closed, allows further
studies under atmospheric conditions. A schematic drawing is given in Fig. 1.4. Today,
there also exists a variety of commercial solutions, sample transfer rods that allow
sample heating and cooling: the reader is referred to the respective vacuum manufac-
turers. In a systematic way, then the influence of reactant pressure, sample structure, tem-
perature, and chemical purity can be studied. To date, there are many results available
[19] that justify the use of model single crystals, low pressures, and temperatures for gain-
ing access to the catalyticly important primary reaction steps.

In effect, we are looking for a means that will enable us to follow a simple chemical sur-
face reaction in all its details, to derive sufficient kinetic and energetic parameters to
develop a reaction mechanism, and this then is expected to hold regardless of pressure
and temperature conditions, as long as the respective reaction is thermodynamically
favored.



Fig. 1.3. High-pressure cell built into an UHV chamber for surface-reaction studies. A flow loop suitable
for atmospheric pressure measurements is indicated. After Blakely et al. [14]. Reproduced with permission.

Fig. 1.4. Schematical drawing of the coupled UHV-electrochemistry apparatus allowing in-situ studies of
electrochemical processes at surfaces [18].

1.3 Previous and Current Work in Surface
Physical Chemistry

At the end of this introductory chapter there remains to present a list of references to
other (and, in many cases, more sophisticated) reports on the same subject. Again, the
vast literature can be subdivided into physical and chemical approaches. Among the first
group, we find books by Prutton [20], Ertl and Kiippers [21], Clark [22], Boudart and
Djega-Mariadassou [23], Zangwill [24] and various series such as “The Chemical Phys-
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ics of Solid Surfaces” [25] and “Catalysis” [26] to cite only a few and arbitrarily selected
examples, not to mention the various journals devoted to the surface physical aspects of
catalysis. There is one book by Roberts and McKee [27] that deserves special attention; it
represents a particularly successful and competent attempt to display the whole spectrum
of surface physical chemistry, however, with emphasis on metals. On the chemistry side,
we recommend books by Gasser [28], Somorjai [19], Hiemenz [29], Adamson [30], Bond
[31], and Wedler [32], as well as the series “Advances in Catalysis and Related Subjects”
[33] and “Catalysis Review Science and Engineering” [34]. One ought to bear in mind
that this is really only a tiny selection of the wealth of general literature pertinent to the
subject “Surface Science and Catalysis”.

Besides these monographs there is a large number of current journals devoted to sur-
faces and catalysis. Again, we can only give a selection here. Well established is the jour-
nal “Surface Science” [35], along with related periodicals such as “Applied Surface
Science”[36] or the review series “Surface Science Reports” [37]. Other relevant jour-
nals are “Journal of Catalysis” [38], “Journal of Molecular Catalysis” [39], “Journal of
Colloid and Interface Analysis” [40], “Applied Catalysis” [41], the review journal “Pro-
gress in Surface Science” [42], the relatively new journal “Langmuir” [43] and, of
course, the “surface”sections of the more general physical-chemical journals such as
“The Journal of Chemical Physics” [44], “The Journal of Physical Chemistry” [45] or the
“Journal of Vacuum Science and Technology” [46].
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2 Macroscopic Treatment of Surface Phenomena:
Thermodynamics and Kinetics of Surfaces

To begin with, let us first define the term “surface”. We mean by it, simply the termina-
tion of the bulk state, that is to say, the region of a solid or liquid phase where the equa-
tions based on three-dimensionality are no longer sufficient to describe the complete
physical state of the system. This definition implies that a surface is not necessarily con-
fined to the topmost layer of atoms of a liquid or a crystal, but may consist of several such
layers extending into the bulk, i.e., that region at or near the surface where the symmetry
of the bulk is perturbed so as to give rise to altered interaction forces. This asymmetry is
illustrated in Fig. 2.1 and is actually responsible for the peculiar behavior of surfaces and
interfaces that lead to phenomena such as surface tension, capillary pressure or enhanced
chemical reactivity of surfaces in general.

Fig. 2.1. Sketch of the symmetry and asymmetry
of interaction forces of particles in the interior and
at the surface of a solid or liquid phase. Compared
to the condensed state, the interaction forces are
practically negligible in the gaseous state.
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Surface phenomena can be treated macroscopically by chemical thermodynamics. We
recall that in thermodynamical treatment, the concept of atoms or molecules need never
be used, because all statements and laws can simply be derived on the basis of macro-
scopically observable and measurable quantities such as pressure, volume, surface area,
temperature or chemical composition. Accordingly, only relatively basic experimental
equipment is required to determine surface properties such as surface tension, contact
angle or capillary pressure, although extreme care has to be taken with regard to immacu-
late conditions, as will be pointed out later. This is the reason why, historically, the ther-
modynamical concept was pursued first, and that we can say that it was, and still is a very
successful concept. Of course, since any microscopic description is principally not
possible surface thermodynamics cannot provide information about atomic or molecular
structure, which may be regarded as an inherent weakness, but it is nevertheless a very
simple and powerful tool as far as energetics and entropy are concerned. One should
remember that a physical system can only then be regarded as being completely under-
stood when both the thermodynamic and the atomistic view lead to the same picture. In
this chapter, we do by no means intend to give a complete outline of surface thermody-
namics; we instead recommend the many excellent textbooks and review articles [1-11].
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Rather, we want to present some thermodynamic relations that have proven useful in
regards to a combining with the microscopic concept of surfaces and interfaces. This par-
ticularly concerns the energetic situation which is, as mentioned before, relatively easy
to describe by thermodynamics, but difficult to calculate from microscopic (atomistic)
quantum chemical theories. As will be shown below, one important ingredient is the
evaluation of the so-called adsorption isotherm which can be regarded as the basis for
any determination of heats and entropies of adsorption. The heat of adsorption (often also
referred to as “adsorption energy”) is a decisive quantity if the question is addressed as to
whether or not adsorption will occur at all, or to what extent this process will take place at
a given pressure or temperature. Adsorption is the enrichment of one or more compo-
nents at the phase boundary which separates two different phases. Let us first recall that a
surface or an interface will principally occur in the following two-phase systems: Solid —
solid, solid — liquid, solid — gas, liquid — liquid, and liquid — gas. Note that the thermody-
namical treatment does not a priori distinguish between the solid or liquid state, it only
differentiates between condensed and gaseous phases. Therefore, we shall use the term
“surface” in a general sense.

2.1 The Fundamental Equations of Thermodynamics

In ordinary thermodynamics, the internal energy U depends on three independent vari-
ables which are chosen to be the total entropy S, the total volume V and the number of
moles of each component present in the system. The differential internal energy is then
expressed by the Gibbs fundamental equations:

dU =TdS — PdV + ) _ pidn; 2.1

or
dG = —SdT +VdP + _ pdn; , 22

where T = temperature, P = pressure, V = volume, S = entropy, G = Gibbs energy,
n = number of moles of component i and p;, = chemical potential of component i
[: (BG/E‘)n,.)S,V,”j#, (9G/on,) P,T,"#i], from which U and G, respectively, can be obtained by
integration.

Turning to two-dimensional thermodynamics, we consider a two-component con-
densed phase of n, moles of a nonvolatile component and n, moles of a volatile compo-
nent that is in equilibrium with the gas phase. (The subscript s is chosen to illustrate that
this component is able to adsorb at the surface). We can now write for the differential
internal energy dU of the condensed phase

dU =TdS — PdV + padna + psdns 2.3
and
dG = —SdT +VdP + padn4 + psdns . 2.4

These equations mean that any change in energy of the total system cannot only be pro-
vided by changes of pressure and temperature, but also by the number of moles of the non-
volatile and the volatile component via their chemical potential. This equation can in prin-
ciple be used to describe various different thermodynamic systems, for example,
hydrogen - titanium, krypton — charcoal, or water — carbon tetrachloride. If the nonvo-
latile component is a solid it is tacitly understood that its surface area « is proportional to

12



the volume and that a change in surface area de can always be expressed as the corre-
sponding change in the number of moles of the solid, dn,. (We recall that these consider-
ations are the basis of the physical phenomenon called “adsorption”, and in adsorption
terminology, we refer to the condensed phase onto which adsorption occurs as the adsorb-
ent, whereas the adsorbing molecules or atoms is called adsorpt. The frequently used
term adsorbate refers to the adsorpt particles which are enriched at the surface).

For the pure solid substance, we can again formulate

dUS = TdSY — PdV) + p%dn 4 . 25

For the respective quantltles in the two-component system, we define U, = U - Uo, V=
V-V), 8 =5-5) and &= ,uA Uy, Where, for example, U is just the difference
between the total internal energy of the condensed phase U and the energy that n, moles
of pure nonvolatile substance have.

By subtracting the energy part of the pure substance from the total energy of the con-
densed phase, we obtain the energy part of the adsorbate:

dUs = TdSs — PdV; — @dny + pedng . 2.6

It is assumed that the n A moles of the nonvolatile component are inert. The symbol @ is
the difference ,uA Wy, in which ,uA stands for the chemical potential of pure adsorbent
(clean surface!) and p, is the chemical potential of a pure adsorbent whose surface is
covered with a layer of adsorbate. Remembering that u is defined as the partial derivation
of internal energy or Gibbs energy with respect to the number of moles:

U, _a (9% | 27
a'fLA 0 0 A 371,,4 0 ! )
SL.Va P, T
and
ou oG
—_— = = —_— ; 2-8
(a"A )s,v,ns Ha ((')nA )P,T,ns

@ represents just the internal energy change per unit of adsorbent in the surface spreading
of adsorbate

é=— ( U ) ) 29
Mmals, v, n,

As pointed out before, the number of moles of inert adsorbent n, is proportional to the
surface area o (proportionality factor f) and, hence:

D -dnp=f-®-da, 2.10
with the definition
f-sbzw=—(%Us> : 2.11
« Ssyvs,ns

We call ¢ the “surface tension”, which is the difference between the surface tension of
the clean adsorbent y, and that of the surface covered with adsorbate y. The expression
@ do then represents the two-dimensional analogon to the PdV work, that is to say, the
work required to create or annihilate surface area. ¢ is often referred to as “spreading” or
surface pressure, its dimension is actually that of a two-dimensional pressure.
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Using the definitions, we arrive at
dUs = TdS; — PdVy — pda + pgdns , 2.12

which describes the differential internal energy of a one-component system of n, moles
of adsorbate on an inert substrate surface.

The assumption of a truly inert adsorbent implies that a real separation between the
thermodynamic properties of the solid component (subscript A) and those of the adsor-
bate (subscript s) is possible. This is verified as long as the adsorbate is only weakly inter-
acting with the surface. Equation 2.12 therefore holds well for noble gases interacting
with graphite or charcoal surfaces, that representing an example of physisorption forces
with energies well below 30 kJ/mol.

In case of a non-inert adsorbent (transition metal surfaces must be ranked among this
group) the situation can no longer be described so easily by means of Eq. 2.12. Here, the
thermodynamic quantities U, V, S of the fundamental Eqgs. 2.3 and 2.4 refer to the com-
plete condensed phase, which means that a differential internal energy change dU is com-
posed of contributions from both the adsorbent and the adsorbate.

For the moment, however, we shall still be concerned with the properties of an inert
adsorbent system, and Eq. 2.12 allows us to immediately set up the fundamental equa-
tions for adsorption thermodynamics of a one-component system of n, moles of adsorbed
gas. Using the well known interrelations between energy U,, enthalpy H,, Helmholtz free
energy F, and Gibbs energy G, we arrive, after integration (all intensive variables are
kept constant) at the four equations:

Us(Ss, Vs, a,n) =TS, — PVFy — pa + pgnsg ; 2.13
H (S, Pya,ns) =TSs — pa + psns ; 2.14
F,(T,Vs,a,ns) = —PVy — pa + pgns ; 2.15
Gy(T, P, a,ng) = —pa + psns . 2.16

Apparently, four independent variables are necessary to completely describe each ther-
modynamic energy function, one more than in ordinary three-dimensional thermody-
namics, namely just the term containing « and ¢, respectively.

2.2 The Adsorption Energy

From the set of four equations (Egs. 2.13 — 2.16), let us take Eq. 2.13 which we write in
differential form:

dUs =TdS; + SgdT — PdVy — Vi dP — pda — adp + psdng + ngdp . 2.17
This can be compared with Eq. 2.12, and we obtain
nsdps = —SedT + Vi dP + adp . 2.18

Upon introducing molar quantities s, and vy and rearranging this writes
Q
dps = —s5dT +vsdP + — dp . 2.19
Ns

Let us now consider the equilibrium condition whereafter the adsorbate phase (subscript
s) is in equilibrium with the gas phase (subscript g). Equilibrium means that the chemical
potentials of adsorbate and gas phase are equal and remain equal, hence:
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dpg = dus . 2.20

The gas phase obeys the well-known laws of three-dimensional thermodynamics, i.e.,

dpg = —54dT + vgdP , 2.21
so that
— 54T + vgdP = —s,dT + vsdP + nﬁ de 2.22

which rearranges, for constant surface pressure (¢ = const.) to

(6—P) =% 2.23
oT o Ug—Us
This is the two-dimensional analogon to the well-known Clausius-Clapeyron equation.

The common approximation, v, >> v and the (justified) assumption of ideal gas beha-
vior, yields

(alnP) _8g—38s _hg—hs Ah
)

2.24

oT RT =~ RT? ~ RT*’
This differential equation considers the temperature dependence of the equilibrium gas

pressure at constant surface pressure ¢; h, and hg denote the molar enthalpies of the gas
and the adsobate phase, respectively.

The slope of a corresponding logarithmic plot of the equilibrium pressure versus reci-
procal temperature yields the (equilibrium) adsorption enthalpy Ah which is released
upon adsorption of one mol gas. In principle, one can determine Ah theoretically if the
molar entropy of adsorbed gas is accessible: this can be accomplished by means of statisti-
cal mechanics, provided that the state and configuration of the adsorbate is known.

There is, however, one practical shortcoming of Eq. 2.24 that is, the surface pressure ¢
is difficult to determine in many adsorbate systems. It is often much easier to measure the
number of adsorbed particles, that means, the number of moles of adsorbed gas n, in rela-
tion to the number of moles of adsorbent n,. This ratio is called coverage I" and is
defined as

r=>" 2.25
na

The following procedure is, in close agreement with the foregoing treatment, again based
on the existence of the phase equilibrium: gas phase — adsorbate phase.

The chemical potential of the adsorbate, 4, can be written as

oG
s = 3 . 2.26
Ns P,Tna

Differentiation with respect to temperature, for constant number of moles (dI" = 0),
yields, according to

O\ (26 - (% 2.27
or P,I‘_ OnoT P,T,nA_ ong PTn, ’ ‘

the partial molar entropy of adsorbate s:
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3= ( 05 ) . 2.28
ans P,T,nA

Similarly, the partial molar volume of adsorbate v, can be derived by

PRI
OP Jppr \OnOP)pp, \Ons)rp,, ‘

A differential change in the chemical potential of the adsorbate is composed of three con-
tributions:

Ops Ops Ops '
= ar 2.30
s ( or )P,l" e ( opP )T,F w ( or )pr

or, by introducing the partial molar quantities

dus = —5.dT +5,dP+ ( 2£2)  ar. 2.31
or' Jpr
Again, at equilibrium, dy = du, (cf. Eq. 2.20,),
5 dT+5dP+ (25) Al = —sydT +ugdP . 232
or P,T

Constant coverage condition (dI"= 0) cancels the I"term, and one obtains, in close anal-
ogy to Eq. 2.23:

OP\ _s=5 2.33
oT ) vy — s
Using the same approximations as before, Eq. 2.33 rearranges to
dlnP =8g_-§s=hg“hs= st : 2.34
or )r RT RT? RT?

hg — hg denotes the difference between the molar enthalpy of the gas and the partial molar
enthalpy of the adsorbate. It is usually called isosteric heat of adsorption and can be
measured relatively easily in an experiment, since the constant coverage condition is not
too difficult to adjust. “Isosteric” means constant coverage. However, in contrast to the
(equilibrium) heat of adsorption (cf. Eq. 2.24), it is not possible to calculate the partial
molar entropy of the adsorbate, s , by means of statistical mechanics. Consequently, any
experimental values of g, cannot be interpreted as easily as those of Ah.

Nevertheless, along with additional microscopic information (how this is provided
will be subject of Chapter 3) the isosteric heat of adsorption and its coverage dependence
represent an extremely valuable energetic quantity that provides relevant details about
the strength of gas-solid interaction forces. On the other hand, we remark that it is not tri-
vial to establish a relationship between bond strength of an adsorbed particle to the sur-
face and the enthalpy measured macroscopically. There exists a variety of considerations
on this subject and some empirical relationships have been derived [12,13].

It should be added here that Eq. 2.34 holds for inert as well as for reactive adsorbent —
adsorbate systems, and g, values can be determined whether or not the adsorbate induces
alterations in the adsorbent surface. However, in case of adsorbate-induced perturbations
of the substrate the interpretation of g, becomes difficult, since the heat of adsorption is
distributed between both phases in an unknown manner.
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The isosteric heat of adsorption, g, is derived from the differential molar quantities s
and v at constant T, P and surface area @, whereby s, and v, usually vary with n_. There-
fore, g, is a so-called differential heat of adsorption in contrast to the equilibrium heat of
adsorption, 4h (cf., Eq. 2.24)), which is an integral heat of adsorption. Note that in its
derivation (cf., Egs. 2.21, 2.22) integral molar quantities are used that are obtained from
the partial differential functions by integration with all intensive variables (T, P, ¢) held
constant, for example,

(avs) =>EE'US. 2.35
Ong TPy s

Both the equilibrium and the isosteric heat of adsorption are isothermal heats since they
have been derived for isothermal and isobaric conditions.

From differential heats of adsorption, one can obtain the integral heats by integration,
according to

Qimegr. =/ (Istdns . 2.36
0

Integral heats apply to processes in which n, moles of adsorbate are transferred in a one-
step process from the gas phase to the adsorbent, starting from a bare surface.

2.3 The Measurement of the Isosteric Heat

The question arises of how, for example, the isosteric heat of adsorption, g, can be
measured experimentally. Most conveniently, the equilibrium pressure P at different tem-
peratures 7T is determined, which leads to the same surface coverage. Actually, this can be
achieved by measurements of the so-called adsorption isobars

ns = ng(T)p 2.37
or adsorption isotherms
ns = ng(P)r , 2.38

which will be dealt with in a moment. The basis is the integration of Eq. 2.34, which can
be rewritten as

_‘%E _ s

P RT?
g, is assumed to be temperature-independent, which is usually true for a small tempera-
ture interval. This then leads to

lniz_@ (i_i> , 2.40

for two pairs of pressures/temperatures that produce the same surface coverage. For true
equilibrium conditions, a straight line with negative slope should be obtained from the
corresponding plot, which in turn yields g,,. Repeating this procedure for various cover-
ages allows the coverage dependence of the heat of adsorption to be determined. This can
be demonstrated for a whole variety of adsorption systems that comprise weakly interac-
ting species such as adsorption of ethyl chloride on charcoal [14] or xenon on single cry-
stalline nickel [15] or palladium [16], as well as more strongly interacting systems such

aT . 2.39
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as carbon monoxide on single crystalline palladium [17] or hydrogen on nickel [18]. To
give an example, the adsorption of xenon on a Ni(100) surface (squared geometry,
cf., Chapter 3) was investigated by Christmann and Demuth [15]. In this experiment
single crystal surfaces with an overall surface area o of ca. 1 cm? were used, and even at
saturation (full coverage, I' . ) less than 101 Xe atoms were adsorbed, i.e., only the
incredibly small amount of 10~ moles. This brings us to a well-known difficulty in
experimental adsorption thermodynamics, namely, the accurate determination of I =
nJ/n,. We would like to introduce at this point a more common symbol for the surface
coverage, namely, @, which is not expressed in moles, but actually relates particle num-
bers to each other. Unfortunately, © is often used in two slightly different definitions: i)
the number of adsorbed particles per unit area, o, is related to the maximum possible

number of adsorbed particles, o .., according to

0,=-2_ 2.41

O's,max

which means that always 0 < @< 1.0. ii) Frequently, however, the number of adsorbed par-
ticles o, is considered relative to the maximum number of surface atoms per cm? of the
adsorbent, N,:

=—. 2.42

(The symbol N, must not be confused here with the Avogadro-number N; which is often
also denoted as N, but has, of course, a completely different meaning). In this case, ©can
exceed the value of 1 if more than one adsorbate particle couples to a surface atom.
While a direct measurement of n, or @, respectively, is extremely difficult (a direct
gravimetric determination using a microbalance has been reported in few cases only), it
is comparatively simple to monitor a physical quantity which is unambiguously corre-
lated with @ . This can be the optical absorption coefficient (e.g., in ellipsometry), the
peak intensity of an adsorbate-induced energy level (e.g. in an ESCA or UV photoe-
mission experiment) or the change of the work function of the metal substrate, A®,
caused by the adsorbed particles. Since work functions can easily be measured with high
accuracy, adsorbate-induced work function changes have long been used as a monitor of
the adsorbed amount, among others by Mignolet [19] and later by Tracy and Palmberg in
their CO/Pd(100) adsorption experiments [17]. The physical basis here is the validity of
the Helmholtz equation which simply considers a homogeneous plate capacitor formed
by the solid surface and the outer end of the dipole layer with density o and charge A®:

A® =4 oo f* 243
with

4, = initial dipole moment of the individual adsorption complex,

o, = number of adsorbed particles per surface area, and

f* = 1/(4ne;) conversion factor from electrostatic cm-g-s units to the SI system. f* car-
ries a dimension [VmA ™ s™!]. Since in surface thermodynamics cm-g-s units are
still frequently being used it is quite helpful to leave the conversion factor f* in the
equations.

In all cases where A® is used as a coverage monitor the proportionality between A and
o, must be controlled. In doing so, the amount of adsorbed gas has to be determined,
which can be done using a technique called thermal desorption spectroscopy (TDS) and
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which will be considered in greater detail in Sect. 4.4.1: the adsorbate-covered surface is
heated with a linear rate 8= d7/dt and the adsorbate atoms will leave the surface when the
thermal energy supplied is sufficient to break the adsorptive bond to the substrate. Then
the adsorbed particles leave the surface and return to the gas phase where they can be
detected, for example, by a mass spectrometer. These desorption experiments, which
have frequently been described in much detail in the literature [20 — 24], lead (in a
pumped system) to so-called desorption peaks, the area of which directly reflects the
amount of gas adsorbed prior to the desorption process. While this procedure yields, of
course, only a correlation between A® and the relative coverage, a conversion to absolute
numbers can be achieved if the structure of the substrate and the adsorbed layer is known.
These and related questions will be the subject of Chapter 4, for thermodynamic purposes
it often suffices to know relative quantities.

In the following it will be shown how isosteric heats of adsorption were obtained for
the adsorption system xenon on a Ni(100) surface using work function measurements
[15]. In Fig. 2.2 we present a series of xenon work function data measured from a Ni(100)
surface under isothermic conditions (Ty; = 93.16 K). The measurements were performed
in the following manner: the bare surface was, at 93.16 K, exposed to a Xe pressure of
1 x 107 Torr (1.33 x 10~® mbar), and the Xe-induced A® was allowed to adjust to its
equilibrium value, which takes approximately 150 s. Then, the pressure was steplike
increased to the new equilibrium value of 2 x 1078 Torr (2.66 x 1078 mbar). Again, it takes

0
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Fig. 2.2. Isothermal (7 = 93,16 K) measurement of the Xe-induced work-function change A® (which is
proportional to the Xe surface concentration). The experiment was performed in the following manner: cer-
tain Xe pressures (indicated in the figure) were step-like adjusted and the work function change of the
Ni(100) surface A® was allowed to reach its respective equilibrium value. This takes some time, depend-
ing on the kinetics of adsorption and hence on P and 7. After Christmann and Demuth [15]
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a while after the accompanying A® value is adjusted. In this way it is possible to obtain
corresponding Py, and A® equilibrium values for a given temperature T (isothermal con-
ditions). At saturation, a A® of some 370 mV is produced which corresponds to a full Xe
monolayer (@ = 1). This layer then contains 5.65 x 10! Xe atoms/cm?. A word must be
added here as regards the absolute coverage calibration. It is well-known that appreciable
mutual depolarization effects occur within layers of ionic or strongly polarized adsor-
bates (such as xenon), particularly at higher surface concentrations (cf., Sect. 4.4.2).
These effects make Eq. 2.43 invalid for © > 0.5 and lead frequently to a minimum in a
A® - @, plot when a single monolayer of dipoles is completed. Exactly this calibration
was employed in the present case [15].

If we now repeat the isothermal measurements of Fig. 2.2 for different temperatures,
the adsorption isotherms of Fig.2.3 are obtained. It can easily be seen that a given Xe
coverage can be adjusted by choosing different pairs of temperature T and Xe pressure P:
The higher T the higher is the equilibrium pressure P. Figure 2.4 then shows the isosteric
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plot, i.e., in Py, vs. 1/T, the so-called isosteres, for different Xe coverages. Evaluation of
the slope of these curves finally yields Fig. 2.5, the coverage dependence of the isosteric
heat of adsorption, g, for Xe on Ni(100). Figure 2.5 contains two essential informations,
viz., the absolute value of the adsorption energy of Xe on Ni(100) at small coverages,
g = 5 kcal/mol = 21.5 kJ/mol (which may well be interpreted as Xe’s binding energy to
Ni as desorption experiments [15] show), and the coverage dependence of g, which more
or less displays the operation of mutual Xe-Xe interactions. It can immediately be seen
that g, decreases somewhat with increasing surface concentration of Xe, indicating repul-
sive lateral interactions. (These energetic questions will be dealt with in more detail in
Chapter 3).

2.4 The Adsorption Isotherm

When energetic data are interpreted in terms of microscopic interactions we have almost
left the thermodynamic concept. However, before doing so in Chapter 3 we first have to
evaluate some more thermodynamic and kinetic properties in connection with the adsorp-
tion isotherm mentioned in the preceding section. The function O@(P); relates the
adsorbed amount with the equilibrium pressure at a given temperature. Knowledge of
this function is, of course, also extremely valuable in practical adsorption technology.
Among others, saturation densities of adsorbing and absorbing materials in filter devices
can be calculated and predicted. Several analytical expressions have been communicated
to describe isotherms [2,5]; here we concentrate on the most important one, the so-called
Langmuir isotherm, which is both easy to derive theoretically and widely applicable to
experimental data, not only in gas adsorption, but also in adsorption from solutions [25].
Most conveniently, its derivation is based on kinetic arguments, i.e., the rate of adsorp-
tion is equated with the rate of desorption under equilibrium conditions. In this deriva-
tion, three important assumptions are made: First, the adsorption is regarded as being
ideally localized, that is to say, one adsorbed particle occupies one adsorption site
(immobile adsorption). Second, the adsorption capacity of the surface is completely
exhausted as soon as a full monolayer is formed (@ = 1), and third, the adsorbed particles
do not interact whatsoever with their neighbors. This condition implies that all adsorbed
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particles produce an identical heat of adsorption, Ah,4 or g, which decreases abruptly to
zero as soon as the surface is saturated.

The rate of adsorption is proportional to the number of molecules impinging per unit
time on a surface with unit area, the so-called particle flux F, and to the (dimension-less)
efficiency that an impinging particle actually sticks, the so-called sticking probability s,
(5o = number of actually adsorbed particles/number of impinging particles: 0 <s, < 1). Fur-
thermore, an eventual activation barrier for adsorption (height AE:d) must be taken into
account. (More details on a microscopic interpretation of the sticking process will be pro-
vided in Sect. 3.3). According to kinetic theory, the flux F = 1/4(N/V)c (c = V8RT/aM =
mean molecular velocity) is proportional to the gas pressure P, and one can then formu-
late for the rate of adsorption:

do P AE*
Pl “so-e"F L f(ay), 2.44a

dt  2rmkT

whereby the function f(o,) accounts for the increasing loss of empty sites as the adsorp-
tion proceeds. This implies that there are different sticking probabilities depending on
whether an adsorption site is empty or already occupied (we will further expand on that
matter in Sect. 3.3). The rate of adsorption r,4 can be expressed in © as well to yield,
using o, = ON,,

de P ABY

(@)= — = ———==-50-¢" * - f(O). 2.44b

&t = ommhT d
For atomic or molecular adsorption where one adsorbing particle is consuming just one
adsorption site, f(©) simply equals (1 - ©), for dissociative adsorption where one particle
breaks apart into two fragments, each consuming one site, f{©) writes (1 — )%, etc.Ina
similar manner, one obtains for the rate of molecular (associative) desorption:

do

Taes = = —* = kgey * 05, 2.45
or
res©) =~ <k 6, 245b
with
K = viesp (- S0 ) 246

where V{!) denotes the pre-exponential or frequency factor and AEj, the activation

energy for desorption (first-order process). For dissociative adsorption with the recombi-
nation of fragments prior to desorption being rate-limiting we have

Tdes = _% = k((ize)s o7, 2.47a
or

Taes(©) = —% =kjp 0% Ny, 2.47b
and

i = e (-0 2.8
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(second-order process). The equilibrium condition now states:

Iraal = Iraes] 249
which yields, for non-dissociative adsorption:
AE? AE*
— . 5o(1-0)-e T =) . 9. ex (——ﬁ> ) 2.50
2rmkT ol ) des P kT

Upon rearranging and introducing a constant b which depends only on temperature,
soexp(—{AE}; — AE}..}/kT)

b= , 2.51
I/((j:)s\/ 2rmkT
we obtain for O the expression
= b(T—)P , 2.52
1+ b(T)P

which is the famous Langmuir isotherm. Combining Eqgs. 2.44 and 2.47 yields a similar
formula for the dissociative adsorption:

o= V'@f 253
1+, /by P

Figure 2.6 shows a typical example for a Langmuir isotherm in which the coverage is
plotted, for two different temperatures (T} < T,), against gas pressure. Apparently, a
steep increase in the adsorbed amount is followed by a saturation region, because for
P >> 1, ©=1 is reached. On the other hand, in the low pressure limit (bP << 1) there
exists a proportionality between © and P for molecular adsorption:

OxbP, 2.54
and between © and the square root of P for dissociative adsorption:
O~ y1/2. pl/2] 2.55

which renders an easy distinction between the possible molecular and dissociative adsorp-
tions.

h
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© Fig. 2.6. Example of isotherms of the
Langmuir type for two different tempera-
tures. Note the typical saturation behav-
ior.

pressure p >

It must be emphasized that the Langmuir model assumptions, particularly the coverage
independence of the heat of adsorption, are often far from reality — nevertheless, many
adsorption systems display experimental isotherms that resemble Fig. 2.6 and can princi-
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pally be fitted (by adjusting constant b) to model isotherms of the type described by Eq.
2.52. In this case, however, the interpretation of constant b in terms of molecular con-
stants can be dubious and does not always lead to a significant physical interpretation.

For practical purposes it is often better to develop other isotherms based on more realis-
tic assumptions such as a coverage dependence of the heat of adsorption (i.e., g, =
‘Is(:(l —a®), with a = empirical constant). This leads, for example, to the derivation of the
so-called Temkin adsorption isotherm [26]. Often, the sorption capacity is not restricted
to a single monolayer, rather multilayers can be adsorbed, particularly if weak interac-
tions are involved (physisorption), leading finally to the phenomenon of condensation. In
this situation, the well-known BET isotherm describes that behavior quite well which
was first introduced by Brunauer, Emmett and Teller on the basis of theoretical consider-
ations. More details can be found in the original literature [27]. The BET isotherm has
some practical relevance in that it allows to determine the surface area of porous sub-
stances such as catalysts [28].

2.5 The Adsorption Entropy

Some remarks shall be devoted to a quantity which has been frequently mentioned in the
foregoing sections, namely, the entropy of adsorption S,;. S,; principally contains a
wealth of microscopic information about the state of the adsorbate, but it is difficult to
extract this clearly from the experimental data. As an example, we shall, in a moment,
consider again the system Xe on Ni(100).

The entropy S of the adsorbate can be calculated either from the equilibrium heat of
adsorption, 4h (cf., Eq. 2.24) (if the surface pressure ¢ is known) or from the isosteric
heat of adsorption, g, (cf., Eq. 2.34), keeping in mind that the entropy is the reversibly
exchanged heat divided by temperature 7. In addition, the corresponding equilibrium gas
pressure must be known for an entropy calculation, as will be shown below. We have to
distinguish between the partial molar entropy of the adsorbate, s and the integral molar
entropy of the adsorbate, S,. Both are interrelated according to the following consider-
ations:

Ss=ns- 85, 2.56
(S, = integral entropy of n; moles of adsorbate). Differentiation with respect to n yields:
oS 7] 7]
( s) = (ns - 85) = 85 =my ( 35> + 85 . 2.57
Ons )1, po Ons s )1 pa

This means that the partial molar entropy of the adsorbate contains a contribution of the
integral molar entropy of adsorbate, plus a term that depends on n, that is, on coverage.
Only if (E)ss/ans)m,, « = 0 both entropies are equal. In general, differential experimental
entropies can be more readily extracted from experimental isotherms than can integral
entropies. The change in Gibbs energy G during isothermal transition of an infinitesimal
amount of gas at temperature T and standard pressure P, = 1 atm into the adsorbed state
(equilibrium pressure P) can be written as (g = molar Gibbs energy)

Ag =0s— gg = (}_LS - hg) —T(5 — ss), 2.58

where the difference (h, — hy) equals the isosteric heat of adsorption, g,. Furthermore,

Ag=RTIn £ 2.59
Py
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(P = equilibrium pressure, P, = standard pressure). For P, = 1 atm, Eq. 2.59 reduces to 4g
= RT In P, and we obtain for the partial molar entropy of adsorption

_ st
ss=sg—RlnP—Ts. 2.60
From this expression the integral molar entropy can be calculated by integration
O
ss(ns) = '—/ 5s(ns)dns . 2.61
ns Jo

In order to integrate the expression, the coverage dependence of s, must be known. It is
recalled that instead of ng, the number of moles of adsorbate, the aforementioned cover-
age O can be used as well:

1 ©
5(0) = 5/ 3(©)dO . 2.62
0

To summarize, entropies of adsorption (either differential or integral values) can be
obtained in a straight-forward manner from experimental heats of adsorption and
measurements of the equilibrium pressure P. If the coverage dependence of g, is known,
one can also readily deduce the coverage dependence of the entropy of adsorption. The
determination of adsorption entropies can be extremely useful if the physical state of an
adsorbate is to be determined. For this purpose, of course, some microscopic view is
required as far as the configuration of the adsorbed particles, their distribution among the
N, adsorption sites, and their translational, rotational, and vibrational states are con-
cerned. Using statistical mechanics, entropy values can be calculated, provided the parti-
tion functions of the various degrees of freedom are separable and, for rotations and trans-
lations, the classical approximations hold. Information about the vibrational frequencies
of adsorbed molecules can be obtained, e.g. from vibrational spectroscopies such as
high-resolution electron energy loss spectroscopy (HREELS) or infrared spectroscopy
(cf., Sect. 4.1.5). Furthermore, the different possible arrangements of N, identical
immobile adsorbed particles on N, equivalent but distinguishable adsorption sites gives
rise to a configurational entropy term which, using the approximation of Stirling’s for-
mula, can be expressed [29] in integral form

1-6
=t fnes (128) -0}
and in differential form (differential molar configurational entropy):
e
S =—RlI . 2.64
Ss, conf n(l—@)

AtO=1/2, Esmnf becomes zero. For dissociative adsorption, Eq. 2.63 must be multiplied
by a factor 2. Note that the configurational entropy is independent of temperature and
hinges only on the number of configurations for given N, with respect to the total number
of adsorption sites provided by the surface lattice.

From isosteric heat measurements, Christmann and Demuth have calculated the cover-
age dependence of the differential entropy of adsorption at T = 90 K for Xe adsorbed on a
Ni (100) surface [15]. Using an s, value for gaseous Xe at 90 K of 34.5 calmol 'K,
according to Eq. 2.60 s, can also be evaluated. The result is shown in Fig. 2.7 and may be
compared with the coverage dependence of g, for the same adsorption system (cf., Fig.
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2.5). The adsorption entropy s, — 8y = 4s,4 exhibits an initial increase by about 1.5 cal-
mol'lK", thereafter it decreases, until at 6%, = 0.3 a value of 21.5 calmol 'K™!
is reached. Then, 4s,4 again increases to values around 26 calmol 'K ™! at €, = 0.7. Let
us discuss the information that we can extract from this behavior. In extreme cases, the
Xe configuration can either be completely localized (a very likely situation at low tem-
peratures) or completely mobile (delocalized). The latter case can be assumed to be real
at elevated temperatures where the thermal energy content k7 is comparable to or larger
than the lateral variation of the periodic adsorption potential. For Xe on Ni, this latter con-
dition certainly holds at temperatures of ~90 K. A monoatomic gas in this state has two
entropy contributions, namely, the two-dimensional translation parallel to the surface,
and the vibration perpendicular to the surface. With the assumption of a dilute perfect
two-dimensional gas the coverage dependence of the translational part of the entropy can
be calculated via [29]

e22r M RTb
RN 1“9) )

where M = molar mass of Xe = 131.32 gmol !, b = area occupied by one Xe atom at satu-
ration=1.77x10"% cm2, T = equilibrium temperature = 90 K and N} = Avogadro’s con-
stant = 6.023x102> atoms mol ..

The curve resulting from Eq. 2.65 is shown as curve b in Fig. 2.7. A comparison with
the experimental curve a yields a downshift of ~2 calmol 'K ™! of the theoretical curve.
The consideration of the actual size of the adsorbed Xe atoms within the approximation
of the so-called Volmer gas [29] would lead to an even lower theoretical translational
entropy curve (curve c in Fig 2.7). If we fully attribute the deviation to vibrational effects
(the configurational part s ; is quite small) we have to account for a ~4 calmol'K™!
downshift. Assuming a ground state vibrational energy of ~2.5 meV [30] for adsorbed Xe
yields indeed about 4 calmol™'K™! for this vibrational contribution, and a satisfactory
agreement between theory and experiment results for the coverage range 0.1 < 6, < 0.4.

se=R ( 2.65

Fig. 2.7. Entropy of adsorption A4s ,4 (left-hand scale
unit: Clausius (Cl) = calK-1mol-1) and partial
molar entropy of adsorption s ¢ (right-hand scale) for
Xe on Ni(100) in the low and medium coverage
range, as calculated from the data of Fig. 2.6. Curve
a) = experiment; open circles are data points which
would result if there were a constant isosteric heat
observed also at small coverages. Curve b) indicates
calculated adsorption entropies for a dilute perfect
two-dimensional gas, and curve c) that of a so-called
Volmer gas which takes into account the size of the
20 —_ adsorbed atoms.

02 04 06 08
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Yet, there are apparently considerable deviations at small and large coverages. At small
coverages the influence of surface defects on the configuration of the adparticles will cer-
tainly become noticeable, at larger coverages vibrational coupling effects leading to
©-dependent vibrational frequencies cannot be ruled out which may influence s, and
hence A4s,,. Besides Xe/Ni(100) there are few other reports on entropy determinations
and interpretations for single crystal surfaces/adsorbate systems reported in the lit-
erature, for example, Xe on Pd(100) [31] and carbon monoxide and hydrogen on Pd(100)
[32, 32a]. Interestingly, also with these latter studies the coverage dependences of the
experimental adsorption entropies could, for larger coverages, not be reconciled with the
aforementioned simple theoretical predictions. Nevertheless, the data confirmed in all
cases the information about the mobility of the adsorbate obtained from microscopic
structure-sensitive tools (cf., Chapter 4) which underlines the utility of an entropy deter-
mination. Much more entropy data are available for polycrystalline substrate materials
(charcoal, Ni films, etc.); a list of references can be found elsewhere [33].

2.6 Surface Kinetics

We have seen, in the preceding section, that a measurement of adsorption entropies can
provide valuable information on the microscopic state of adsorbed particles. Besides ther-
modynamic, also kinetic experiments are capable of giving this information (besides
much more), in particular, the already mentioned thermal desorption measurements. Not
only do they give access to activation energies for desorption (this issue will be dealt
with in Chapter 4), but also to pre-exponential factors (cf., Eqs 2.46 and 2.48) which can
be interpreted in terms of transition state theory. Within the framework of statistical
mechanics, one can then examine the activation entropy with respect to the molecular
structure of the transition state complex. There is a wealth of literature on that subject to
which we refer the reader for further specific details [34-38], in particular, for the abso-
lute rate theory treatment of the adsorption reaction which must be omitted here for the
sake of brevity. The principal considerations are very similar to the desorption which we
shall deal with in the following. The desorption process can be viewed as a chemical reac-
tion in which the reactants are the adsorbed particles (the adsorbate) which transform to
gaseous product molecules via an intermediate state, the so-called activated complex.
The situation is illustrated by means of Fig. 2.8. If we first consider the desorption of
atoms or intact molecules (for example, Xe or carbon monoxide, respectively) one can
write:

— +
CO = {CO}% — CO,
reactants activated products

complex

We further assume that the rate-determining step of the overall desorption reaction is the
formation of the activated complex and that statistical equilibrium exists between
adsorbed molecules and activated complex. These complexes are thought of as vibrating
against the surface with frequency v, which is the frequency of decomposition of the com-
plexes. In contrast to the adsorption reaction, surface sites do not play a role, and one can
write for the equilibrium constant

_ {Co}al
K=" 00 2.66

(the brackets denote surface concentrations).
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On the other hand, K can be expressed by the molecular partition functions of the
respective species g; to give

+ +
K=M_qc_o 2.67

[COad] Gad '
Separating the zero-point energies from the partition functions, and from qéo, the term
kT/hv due to the vibration perpendicular to the surface, we obtain

[{CO}:d] kT Qil (“AE;es)
s FEREE R S ) e I 2.68
[COw]  hv qu P\ kT

where AEj,, is the activation energy for desorption at absolute zero and qfl denotes the
complete partition function of the activated complex minus one vibrational degree of free-
dom.

The rate of desorption can now be expressed as

KT g _AEL,
Tdes = V[{CO}:d] =[COy] - T : TN: - €Xp (_k‘Tg—) . 2.69

The CO surface concentration [CO,,] is actually equal to o, (cf., Eq. 2.42) and can be
replaced by a coverage-dependent function f(©) times the total number of adsorption
sites per unit area, N,, via

[COul=05s=Na- f(O). ~ 2.70

In case of associative desorption f{©) simply equals ©. We then have for the desorption
rate, formulated as —d@/dt, the change of coverage with time:

d® kT g¢* —-AE},
rdes(9)=———ét—=7- q; -exp(—kaf—>-@. 2.71

This rate expression has to be compared with the phenomenological Wigner-Polanyi-equ-
ation (Egs. 2.45 and 2.46), which describes desorption from a uniform surface:

do ~AE}
Taes(©) = —— = i) - exp (k—Td> 6. 2.72

The combination of Egs. 2.71 and 2.72 enables us to interpret the pre-exponential factor
V4es iD terms of statistical theory:

kT ¢
v~ % . 2.73

For the case of dissociative adsorption and associative desorption as it is observed, for
example, in hydrogen desorption, similar considerations as above lead to the equation

d® kT ¢*, —-AEj; 2
rdes(@)=—ﬁ=7--q—§;--exp "‘Tes NA@ y 2.74
which can again be compared with the Wigner-Polanyi-equation (cf., Eq. 2.47b) to yield:

kT ¢, 1
2 1
Vies ™ h ‘@? Ni- 275
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Discussing the molecular desorption first, Eq. 2.73 suggests that véels) equals kT/h =
6x10'2s71 at T = 300 K if the activated complex and the adsorbed species have the same
partition function, i.e., possess the same degrees of translational, rotational and vibra-
tional freedom. However, if the transition state complex is less strongly bound to the sur-
face (i.e., represents a molecule “ready” for desorption) it may have higher degrees of
freedom so that q 1 > q,4- For example, a weakly held activated complex may be delo-
calized parallel to the surface and therefore has gained translational freedom which can
lead to an 1ncrease of g lby a factor of 10°. In this case, relatively high pre-exponentials
arise up to 10716 s71(as they have been reported by Pfniir et al. [39] for the system
Ru(0001)/CO).

If we deal with dissociative adsorption in which recombination of individual atoms is
the rate-determining step during desorption, for example, in the reaction

Haa + Hua = {Ha}y — Hyg 2.76

we must consider various different situations: First, one can again envisage that the
adsorbed particles are less moblle than the activated complex, owing to their higher bind-
ing energy to the surface, and q , considerably exceeds q,. Agam this results in fairly
large pre-exponential factors that may amount up to 100 cm?s™! particle™! at 300 K (note
that in second-order reactions véz) has a different d1mens1on) Because both the adsorbed
atoms as well as the activated complex are localized, q 1 is approx1mate1y equal to qad,
and hence v, (2) = (kT/h) x 1/N, which leads to values of about 6 - 1073cm?s ' particle!
room temperature

A third situation may be given when the adsorbate is less localized than the activated
complex (e.g., in stericly demanding reactions with strained transition complexes). In
this case, q_*1 / qi may be considerably smaller than unity thus leading to a very low pre-
exponential factor.

We should add that application of TST may fail in some cases, such as in ordinary
three-dimensional reaction kinetics. Sometimes it helps to introduce a so-called trans-
mission coefficient x» to Eq. 2.69 which accounts for the deviations. In desorption experi-
ments this would show up in a much slower rate than anticipated from the simple Wigner-
Polanyi-equation with a normal v-value.

A microscopic interpretation of vis given in Sect. 3.3 together with a listing of various
experimentally determined v-values. So far, we have concentrated on the characteriza-
tion and interpretation of the pre-exponential factor. There remains to provide a thermo-
dynamic understanding of the activation energy term, AE;es. For this purpose, we refer to
Fig. 2.8, which displays the potential energy of a general reaction system as a function of
the reaction coordinate.

The basis here is provided by van’t Hoff’s approach, and we define the standard inter-
nal energy change for the overall reaction, AUrO. Between the initial and final stage (and
vice versa) the energy usually passes a maximum (the activated complex). For reaction
from left to right, a barrier of height AE1 , and for the reverse reaction from right to left a
barrier AEZ has to be surmounted. These energies and AU0 are interrelated by

AU} = AE; — AE} 2.77

Assuming equilibrium between products and reactants (equilibrium constant K), one may
write for the temperature dependence of K (van’t Hoff’s reaction isochore)
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Fig. 2.8. Schematic potential-energy situation (potential energy E vs reaction coordinate p) for a surface
reaction in general (left-hand side) and for the special case of a desorption reaction (right-hand side), using
the view of transition state theory (TST).

oK\ AU°
(_aT—> =T’ 2.78

and with K = k_/k_ , one obtains
Olnk_, Olnk_ _AE]  AE?

= - 2.79
T oT RT? RT?’
with
Olnk_, AE?
57 = RT 2.80a
and
Olnk_ AE;
5T - R 2.80b
Assuming the activation energies independent of temperature, integration yields
AE}
= t(T) - — 1 , 2.81
k cons()exp( RT) 81a
and
AE;
k. = const'(T) - -=2. :
const' (T') exp( RT) 2.81b

The above relations not only hold for an adsorption-desorption reaction, but also hold for
any kind of surface reaction. Instead of using isochoric conditons, one can, of course,
also assume an isobaric situation, and the van’t Hoff reaction isobar

(aan) _ AR

oT ),  RT?’ 282
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containing the standard enthalpy of reaction, AHrQ serves as a starting point to derive the
relations between rate and activation enthalpies.

We may now pursue the thermodynamic concept by applying equilibrium thermo-
dynamics to the equilibrium constant K of Eq. 2.67. Remembering the relation
AG = -RT In K, we may write for the rate of desorption:

1+
T4es(@) = ——— = — - N4 - exp (— AG ) , 2.83

RT

where AG* denotes the change in Gibbs energy associated with the formation of the acti-
vated complex. AG* can be correlated with the energy of desorption and the entropy of
the activated complex AS* according to

AG* = AH* - T - AS*, 2.84
and
AH* = AEj + A(pV)*, 2.85

where AH* denotes the enthalpy of formation of the activated complex, and V* the corre-
sponding “activation volume”. For condensed phases (which we deal with here) the term
A(pV)* vanishes, that is, AH* equals the activation energy AE, .. We may then write for
Eq. 2.83

kT AFE} AS*
rdes(e) = __h_ . @ . exp (_ qufs) . exp ( R ) . 286
A comparison with the phenomenological Wigner-Polanyi-equation immediately yields
kT AS*
Vgng-exp( 7 ) , 2.87

which clearly shows that the activation entropy is implicit in the frequency factor. Equa-
tion 2.87 can be rearranged to yield

Vgesh
kT -
The upper limit of AS* would be reached if desorption occurs from a completely
immobile layer into a completely mobile transition state and would thus correspond to
the entropy of a two-dimensional gas. As in three-dimensional reaction kinetics, also
negative activation entropies are possible, for example, if, in the transition state, a compli-
cated configuration is formed from a delocalized adsorbate.

It is evident at this point that the physical body of the activation entropy calls for a
microscopic interpretation, which we had already announced in the discussion of the pre-
exponential factor. While the magnitude and the sign of AS* allow only fairly indirect con-
clusions about transient or intermediate stages of a reaction, there are more and more
modern spectroscopic tools available which render a more direct physical characteriza-
tion of short-living reaction intermediates possible. Among others, this will be addressed
in the subsequent chapters.

AS*~R-In 2.88
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3 Microscopic Treatment of Surface Phenomena

When dealing with surface — gas interaction we again recall that the complete thermody-
namic system consists, in the simplest case, of three phases, namely, the solid (bulk)
phase of the substrate (for example, a metal or alloy crystal), the gas phase (containing
one or more individual gases), and a two-dimensional interface at the boundary: gas —
solid. We have, in the preceding chapter, stated that with chemically sufficiently active
gases and/or at low enough temperatures this boundary face is enriched in one or more
constituents of the gas phase, a process which we have called adsorption. We have also
seen that well-defined thermodynamic relationships hold for the various phase equili-
bria. The knowledge of heats and entropies of adsorption can provide some insight in the
microscopic structure of the adsorption systems, but much more powerful in this respect
is the microscopic approach, which we shall pursue in this chapter. In the first part, we
shall describe some of the physical properties of the phases involved, whereby, in the
beginning, the clean substrate phase and thereafter the adsorbate phase deserve the grea-
test attention. For the sake of brevity, we shall not expand too much on the derivation of
the fundamental physical laws and relations which can be found in the respective tex-
tbooks; instead, we would like to develop a basic understanding of how the macroscopic
properties can be deduced from the microscopic (atomistic) behavior of matter.

3.1 The Structure of Surfaces
3.1.1 Clean Surface Structure

Beginning with a short excursus of the surface properties, it has become clear from the
introductory chapter that there are two most prominent characteristics of a surface,
namely, its structure and its chemical composition. At this point, we shall definitely
leave the liquid surface which is principallly included in most of the thermodynamic for-
mulae presented in Chapter 2, and concentrate exclusively on crystalline solid surfaces.
Usually, the structure of a crystal is a direct consequence of its chemical composition,
that is to say, chemical elements crystallize in their characteristic lattice, and so do stoi-
chiometric chemical compounds. Closely related to the geometrical structure is the elec-
tronic structure which describes the energetic states of the electrons in the surface region
of the crystal. In the context of this chapter, we shall not be too much concerned with the
surface electronic structure, but we should always keep in mind that surface geometry is
a direct consequence of the electronic structure, that is, the charge distribution parallel
and perpendicular to the surface.

The crystal structure depends on temperature and pressure, whereby it is sufficient for
most purposes to consider the temperature influence. Somewhat more complex is the situ-
ation if we do not deal with stoichiometric chemical compounds or elements, but with
materials that consist of mixtures, precipitates, thin films, metallic glasses, etc.. Often
these do not possess a characteristic homogeneous crystal structure on the macroscopic
scale. This holds in particular for catalyst materials used in heterogeneous chemical reac-
tions. Catalysts may consist of bimetallic precipitates, of thin films supported onto
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alumina (Al,0,), silica (SiO,) or titania (TiO,), or highly dispersed metals such as plati-
num black. However, even these materials have a regular structure on the microscopic
scale which can be equally well described by crystallography. Therefore, in view of their
role in heterogeneous catalysis, it appears reasonable to distinguish microscopic and mac-
roscopic surface structure (or surface morphology). Accordingly, we find it useful to
present in brief some basic principles of surface crystallography. We can, more or less,
only touch on the most important points here, since there exist many elaborate textbooks
on this subject, and we refer to these presentations and monographs [1-7]. For most pur-
poses in surface chemistry it would be useful if the reader is familiar with at least some
fundamentals of crystallography such as the existence of crystal symmetry classes,
Miller indices, or x-ray diffraction phenomena. In many cases reading of the respective
chapters of textbooks of physical chemistry [8-10] provides the necessary information.

Consider now any bulk crystal. Its most prominent feature is its crystal lattice which is
composed of many strictly periodically arranged unit cells with identical positions of
atoms or molecules inside. A unit cell is spanned by three vectors a, b, and cwith well-
defined relative lengths and directions. Actually, the regular arrangement of these atoms
or groups of atoms is one of the most striking properties of a solid, and one can under-
stand its whole structure if just the structure of a single unit cell and the relations of its
repetition in space is understood. The relations between lengths and directions of the unit
cell vectors determine the type of crystal lattice and, thus, the habitus of a macroscopic
crystal. Any plane in space can then be related to the direction of a, b, and ¢ and it has
become very useful to define the position of this plane by the so-called Miller indices, a
triplet of figures (hkI) which is obtained in the following manner (Fig. 3.1.). Consider the
hatched planes 1, 2, 3. Their intercepts with the coordinate axes x, y, z (chosen parallel to
the cell vectors a, b, c¢) are expressed in fractions or multiples of @, b, ¢. These three coeffi-
cients are then inverted and, if necessary, multiplied by a factor so as to obtain whole
numbers which are put in round brackets and are called “Miller indices ”. In our example
in Fig. 3.1 we have chosen three parallel planes which form the intercepts 1/4a (1/5a,
3/4a) with the x-axis, 1/,b (1/1b, 3/2b) with the y-axis and /¢ (2/1¢, 3/1¢) with the
z-axis. For all three planes we end up with the index notation (421), in other words & = 4,
k=2,1=1.
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Fig. 3.1. Crystal axes X, y, and z, which are inter-
Ny cepted by crystal planes (hatched areas) to under-
X stand the Miller indices. See text for details.
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The definition of these indices directly corresponds to the law of rational intercepts of
Haiiy, and the use of reciprocal intercepts (hkl) to define the position of a crystal face was
proposed by W.H. Miller as early as in 1839. If a face is parallel to a, b, or c, the intercept
is at infinity e, with the respective Miller index becoming zero. If the coordinate axis are
cut on the negative sides, the respective indices become negative, too, which is indicated
by bars according to (h,k1). In the hexagonal crystal system, sometimes four Miller
indices are chosen (h,k,i,1), because four lattice vectors are used to describe the hexago-
nal unit cell. The fourth index i is related with the first two indices via:

h+k=-i 3.1

if one prefers to use the three-index notation which is, of course, also possible. A direc-
tion in a crystal is specified by a line perpendicular to a crystal plane, and the correspond-
ing Miller indices are put in square brackets [A,k,[]. The terminating face of a cubic crys-
tal (rock salt, aluminium, nickel, etc.) then has a (100) orientation. The same orientation
is obtained if we cut this crystal along a high symmetry plane in [001] direction. The
former bulk atoms have now become surface atoms and, in a first approximation, still
maintain the positions that they had before in the bulk crystal. In our example, we always
obtain squared arrangements of surface atoms, that is to say, atoms in the two perpendicu-
lar surface directions are most densely packed and exhibit identical distances between
nearest neighbors. In the same way one can think of cuts along other directions of a cubic
crystal, or cuts through crystals of other symmetry (hexagonal, orthorhombic, mono-
clinic, triclinic etc.), and one will always obtain surfaces in which the atoms are arranged
in a certain regular way with a symmetry that can be related to the structure of the bulk
crystal. Again, the situation is most obvious or the cubic lattice system. In Fig. 3.2 we
show three different cuts through a face-centered cubic (fcc) crystal namely, parallel to
the (100), (110), and (111) planes, and we obtain the respective surfaces which are charac-
terized by fourfold, twofold, and threefold symmetry, respectively. Also shown are per-
spective views of the corresponding surfaces (Fig. 3.3). There are various experimental
methods to image the structure of a surface. Some of these methods will be presented in
Chapter 4. A particularly elegant probe for surface structure is the Scanning Tunneling
Microscopy (STM) [11, 11a]. Using this method, Wintterlin et al. [12] were able to
directly observe the hexagonal structure of an aluminium (111) surface. An example is
shown in Fig 3.4.

(1)

Fig. 3.2. Illustration of the three most important low-index crystal planes of the facecentered cubic (fcc) lat-
tice (100), (110), and (111).
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Fig. 3.3. Perspective view of ball models for the surfaces of Fig. 3.2. a) (100) surface, b) (110) surface, c)
(111) surface.

Fig. 3.4. Scanning-tunneling-microscope
(STM) image of a (hexagonal) Al(111) sur-
face with atomic resolution. Low levels are
shaded dark. The maximum corrugation
amplitude is 0.3A. Tunneling voltage —50
mYV, tunneling current 6,3 x 10-9 A. After
Wintterlin et al. [12]

According to the lower dimensionality of surfaces there exists only a limited number
of symmetry operations which can be carried out with surface lattices. Actually, one ends
up with only five so-called surface Bravais lattices which are reproduced in Fig. 3.5. The
surface lattice points can be connected by translation vectors

T =ma, + na, (mn = integers), 3.2

whereby, according to conventions of x-ray crystallography, a, and a, are chosen so that
la,| < la,|
1 2t

Fig. 3.5. The five surface Bravais lattices a)
square, @ | = @ 5, o= 90° b) rectangular primi-
tive, @ # a,, a = 90°; c) rectangular cen-
tered, a | # a », =90° d) hexagonal,a ; =a,
o = 60°; e) oblique, @ | # a 5; o #90°.
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From the way we have generated our surface by cleavage of bulk material we expect
that the surface periodicity is the same as in the bulk substrate. Relatively often, how-
ever, clean surfaces do not exhibit the characteristic periodicity of the bulk crystal.
Owing to the asymmetric binding forces in the surface the topmost atoms can be dis-
placed from their normal lattice positions. In the simplest case, the perpendicular dis-
tance between the first and second atomic layers is somewhat contracted, by about
1-10% of the nominal bulk layer distance. This phenomenon is called layer relaxation.
Actually, the displacements and lattice perturbations introduced by the surface are not
restricted to the top two layers, but may extend well into the bulk, especially with coval-
ent crystals, for example, semiconductors. We then have the phenomenon of multilayer
relaxation. Some experimentally determined relaxation parameters are listed in Table 3.1
[13].

Table 3.1. Multilayer Relaxation of various metal surfaces as determined
by LEED and other methods [13]

Surface 4, Ay 4y Reference
Al(111) +09 [14]
V(110) -03 [14]
Cu(100) - 1.1 [15]
Al(110) - 86 + 50 -1.6 [14, 16]
Al(110) -85 + 55 +2.2 [171
V(100) - 6.7 + 1.0 [14]
Fe(211) -10 +5 [18]
Fe(310) -16 +12 -4 [19]
Ni(110) - 84 + 3.1 [20]
Ni(311) -15.9 + 4.1 -1.6 [21]
Cu(110) -10 + 19 [15]
Cu(110) -179 + 24 [15]
Cu(110) - 95 + 2.6 [15]
Cu(110) -85 +23 -0.9 [14]
Ag(110) - 57 + 2.2 [22]
Re(0101) -17 + 1 [23]

The (-) sign indicates a layer distance contraction, (+) indicates an expan-
sion; 4,, denotes first, 4,; second and A, third layer distance; all values
are given in [%] of the unrelaxed distances.

In the case of relaxation, there is no change of the (lateral) surface periodicity, still the
surface possesses the crystal structure pertinent to the bulk. This is not so for surfaces
which undergo the so-called surface reconstruction. This phenomenon is observed with a
variety of clean single crystal surface orientations, e.g., (100) faces of W, Pt, Ir or Au, or
with Si(111) with its famous 7x7 structure. Driven again by the asymmetry of the chemi-
cal binding forces in the surface region the topmost atoms also move laterally, thereby
forming new and deviating surface periodicities with respect to the bulk structure. In this
case, the surface unit meshes give rise to new diffraction features; they can be described
in terms of Wood’s nomenclature, which will be explained in a moment. Quite often, sur-
face reconstructions are also induced by chemically active adsorbates; we shall return to
this adsorbate-induced reconstruction later. Some examples for reconstructed surfaces
are given in Fig. 3.6. There are various types of reconstructions — some of them require
substantial mass transfer since the displaced atoms have to move over appreciable dis-
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tances to new equilibrium positions, others simply consist of a pairing of adjacent atoms
and do not require extensive mass transport. Relaxation and reconstruction phenomena
have been repeatedly described in the literature [13-30].

Fig. 3.6. Perspective view of an fcc(110) surface. A) unreconstructed suface, B) missing-row (MR) recon-
structed, C) pairing-row (PR) reconstructed.

Other kinds of surfaces which have gained interest in the past are stepped and kinked
surfaces, because their structures can be regarded as a first step towards “real life”sur-
faces [31]. Regular steps on single crystal surfaces can be produced by making a cut
through the crystal at a small inclination angle with respect to a low-index plane. As a
result, surfaces are generated (and, surprisingly, could be shown to be thermodynami-
cally relatively stable) that consist of large flat areas (the “terraces”) interrupted by small
steps of monoatomic or multiple height. Some examples, taken from Somorjai’s book
[31] are given in Fig. 3.7. Actually, it was Somorjai who first drew attention to stepped
surfaces [33] and who developed a nomenclature to assign these surfaces (although
stepped surfaces could also be conventionally denoted using Miller indices).

Fig. 3.7. Perspective representation
of six stepped fcc surfaces with differ-
ent step orientations and terrace
widths. Reprinted from [31]: G.A.
Somorjai Chemistry in Two Dimen-
sions. Copyright© 1981 by Cornell
University. Used by permission of
the publisher, Cornell University
Press.
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Fig. 3.8. Ball model of a stepped surface of an fcc crystal: [7 (100) X 331] orientation. After [34]

Regarding this nomenclature of stepped and kinked surfaces, there are two notations in
use: the “step” notation proposed by Lang et al. [32] and the more generally applicable
“microfacet” notation introduced by van Hove and Somorjai [33]. Particularly for high-
index planes which are often stepped and kinked, the nomenclature is relatively compli-
cated, and one cannot easily transform the Miller-index notation to the microfacet nota-
tion and vice versa. As an example for a stepped and kinked surface we present, in Fig.
3.8, a (29,3,1) surface which, in the step notation, reads [7(100)x(331)].

Turning to even more complex surface structures, we have to mention so-called
faceted surfaces which contain, in sort of a hill-and-valley structure, microfacets of differ-
ent orientation, which, however, still exhibit long-range periodicity. Further structural
complications are all kinds of lattice defects — grain boundaries, crystal twins, stacking
faults, screw dislocations, mosaic structures or vacancies — again, as before the step and
kink sites all these disturbances of the ideal surface periodicity represent additional
centers of chemical reactivity and they can act as nuclei for chemical attack in that these
parts of the surface provide favorite adsorption sites for gas — surface interaction, or
entrance channels for gas absorption, bulk diffusion or permeation.

At this point, we have almost left the ideal single crystal surfaces and turned to polycry-
stalline materials. The solid bulk material of daily life is usually polycrystalline; metals,
for example, are agglomerates of statistically mixed and oriented microcrystallites separ-
ated by grain boundaries. Of more chemical interest because of their enhanced reactivity
are highly dispersed materials, for instance, dusts and powders which, in the first place,
have a much larger surface-to-volume ratio. Particularly important are the so-called sup-
ported catalysts which represent active metal-containing chemical compounds precipi-
tated from solution onto chemically fairly inert, but porous support materials such as
non-metal oxides. As far as the specific structural properties are concerned, we first con-
sider the role of this support (y-Al,05, SiO,, zeolites, activated carbon, etc.). Its most
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prominent function is to maximize the surface area of the precipitated “active” phase (Pt
or Pd, for example) by its inherent porous structure — surface areas of 100 to 1000 m? per
gram can be achieved. The actual surface structure of these oxides consists of small
single crystalline areas interrupted by more or less deep pores. Sometimes, particularly
with zeolites, there exist caverns or cages of a specific size which are capable of trapping
certain gas molecules with high selectivity. Chemically, it is of interest that these oxide
supports reveal a certain acidity and, therefore, have affinity to hydrogen, oxygen and
hydroxo groups, particularly in conjunction with the supported active material, for
example, metals. These metals (in some cases, precious metals such as Pt, Ru or Rh) are
dispersed over the support surface in an overall relatively small concentration. They can
often form local agglomerates, small spheric clusters of regular shape (e.g., octahedral,
and icosahedral structures have been found) which expose well-defined small area
single-crystal surfaces of various orientation to the reactive gases [35] — again, a hint that
the single-crystal approach supported in the introductory chapter rests on solid ground.

The enhanced chemical reactivity of those supported catalyst materials is almost
entirely based upon the high degree of dispersion, although in some cases a significant
interaction between support and precipitated metal can also occur (“strong-metal-support
interaction” SMSI) which leads to peculiar chemical reactivity [36].

Under practical conditions the large surface area must not be reduced by sintering or
conglomeration during the reaction (which easily occurs with powders). Therefore, if dis-
persed material is chosen in heterogeneous catalysis it is often preformed as larger
grains, spheres, granules or pellets, which nevertheless exhibit, on a more microscopic
scale, high porosity and thus reactive surface. Although this is the topic of “macroscopic”
surface structure we give, in Fig. 3.9A, some common forms of examples of coarse cata-
lyst particles taken from the book by Bond [37]. Mechanical requirements here are crush-
ing strength and attrition resistance. Sometimes, it is necessary to have fine particles (for
example in fluidized-bed reactors), or it is advantageous (among others, in air-pollution
control to have a catalyst of monolithic structure which is made up from a block of
a-alumina with fine parallel channels in order to reach high surface area. These channels
can have any regular shape; two examples are given in Fig. 3.9B. Of course, it depends
largely on the type of reaction, as well as on the chemical reactor, as to which type of cata-
lyst is most advantageous for achieving high turnover numbers and long-term stability in
the actual technical process.

B O

Pellet Ring Sphere
= ~ 4TAVA
Tablet Granule Extrudate (a) (b)
If‘ig. 3.9. A_) Variogs forms of_ ‘coarse’ catalyst par- B) Typical cross-sections of monolithic sup-
ticles used in practical catalysis; port materials: a) honeycomb, b) corrugated.
After Bond [37]. Reproduced with per-
mission.
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Finally, a short comment on the structure of the so-called bimetallic cluster catalysts
and alloy catalysts in general is worthwhile; a class of catalytically active materials first
propagated by the Dutch school of Sachtler [38,38a,39], Ponec [40,41] and others, and
then by Sinfelt and his group at EXXON [42-48a]. They are characterized by a unique
selectivity in certain hydrocarbon reactions [44,45]. In Sect. 5.4, we will present some
more details and an explanation for their chemical behavior. One can easliy understand
why these materials have gained such an interest, and accordingly, there exists a vast lit-
erature on that subject in which still more details about catalyst structure and function
can be found. Here, we must be satisfied with a short description of the structural proper-
ties of Cu-Ru bimetallic catalysts, following Sinfelt et al. [46,47]. The Ru and Cu were,
in a monometallic form, dispersed onto a silica carrier either by sequential precipitation
or coprecipitation from solution. Thereafter, cluster size distributions and shapes were
determined by electron microscopy, whereby it is important to mention that Cu and Ru
are immiscible in the bulk, although there is evidence of some chemical interaction
between the two metals. An example, taken from Prestridge et al. [47], is reproduced in
Fig. 3.10. The average diameters of the Ru and Cu-Ru cluster were about 30 A (some-
times up to 60 A) with fairly thin layers of Cu deposited onto Ru so as to form “raft-like”
aggregates. This particular surface structure promotes again UHV single-crystal model
experiments in which Cu (or any other immiscible noble metal) is precipitated onto a Ru
substrate and investigated with regard to structural and adsorptive properties [49-52].

Fig. 3.10. Electron micrographs of silica-sup-
ported Ru-Cu catalysts.

a) 1% Ru, 0.63% Cu. The Ru-Cu clusters (dark
spots) all have thin raft-like structures. Arrows a
and b point to regions at the boundary of the spe-
cimen where side views of the clusters are visible.

b) 5% Ru, 3.15% Cu. Ru-Cu clusters with a three-
dimensional character, in addition to raft-like clus-
ters, are observed as evidenced by differences in
contrast with the SiO ,. Arrows a and b indicate
clusters where ridges or boundaries of the under-
lying silica carrier are observable through the clus-
ters. After Prestridge et al. [47]. Reproduced with
permission.
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Since it is not the intention of this book to present an exhaustive description of all
possible microscopic or macroscopic structures of surfaces, we would instead like to turn
to the subject of adsorbate structure, which is certainly equally important.

3.1.2 The Adsorbate Structure

It is well-known that any additional atom that arrives on a surface (hkl) at low enough
temperature sticks on that surface and forms a chemical or physical bond to the adjacent
surface atom(s). This is the microscopic view of the thermodynamical adsorption pro-
cess. In terms of surface crystallography, the particle occupies a so-called adsorption
site. This site has a defined geometry, which in most cases is closely related to the struc-
ture of the surface underneath.

Before we expand on the term and properties of an adsorption site, we present, in brief,
an appropriate description of how to assign the crystallographic structure of adsorbate-
covered surfaces. Consider a whole ensemble of adsorbed particles which reside on a
regular surface and are allowed to interact with each other by repulsive forces. The par-
ticles will tend to occupy sites with identical (favorable) local binding geometry which
are separated by the largest mutual distances possible. It can be immediately rationalized
that surface phases with long-range periodicity in x- and y-direction are formed. Depend-
ing on the overall density of the adsorbate, every second, third, fourth etc. surface site is
occupied in a very regular manner. This is illustrated in Fig. 3.11 for a cubic (100) (a, b)
and a hexagonal (c) surface and for an adsorption site with fourfold (a, b) and twofold
(bridge) symmetry (c). Unless we have as many adsorbate particles as adsorption sites
(which are, in this example, assumed to equal the number of surface atoms) the adsorbate
phase is always more “diluted” than the substrate surface, which means that the unit mesh
spanned by the adsorbate lattice vectors b, and b, (remember that the substrate unit mesh
was defined by a, and a,) is larger than that of the substrate. We may write, analogous to
Eq. 3.2,

T,y = b, + sb, (r,s = integers) 33

al

Fig. 3.11. Adsorption sites on a fcc(100) surface
a, b) and a hexagonal fcc(111) or hep(0001) sur-
face c) occupied by the shaded atoms. Sites a) and
b) have fourfold, site c) has twofold symmetry.

The surface structures can be classified according to a suggestion made by Wood [53]
based on x-ray crystallography. The relation between the adsorbate lattice and the sub-
strate surface lattice is expressed by the ratios of the lengths of the vectors of the unit cell,
i.e., Ib,l/la;l. and Ib,\/la,|. If the adlattice is rotated by an angle & with respect to the sub-
strate lattice, the value of & (except @ = 0°) is also indicated. Primitive (p) and centered
(c) unit cells are indicated by p and c, respectively.Taken together, we may write for the
surface structure of an overlayer of adsorbate species on the {A, k, I} plane of a crystal M

M{h,k,z}-(MxL"LI)-R-a. 34

la1] * |aa
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Most of the so-called adsorbate superstructures can be assigned in Wood’s nomenclature.
There exist, however, more complicated incoherent structures with a lack of common
periodicity between substrate and adsorbate which must be assigned in a different way,
namely the matrix notation. For details the reader is referred to the original publication
by Park and Madden [54].

We take the opportunity and remind the reader of some other important terms of cry-
stallography. We recall that although a crystal is made of elementary material units, its
structure is geometrically idealized in that the term “lattice” is introduced, that being
only a regular array of points in space. The lattice points can be connected by a regular
network of lines in various directions. With two dimensions we have a “surface” lattice
(completely analogous to the three-dimensional case), and the lattice area is broken up
into many “unit cells” or “unit meshes” each terminated by the aforementioned lattice
vectors a; and a,, (or b; and b,, if adsorbate lattices are considered). If each lattice point
is replaced by a single identical atom, we obtain a so-called primitive lattice, if it is
replaced by a whole group of atoms, we deal with a non-primitive lattice. We repeat that
the artificial term lattice is nothing but an array of points, in the crystal structure each
such point is replaced by a material unit.

Any ordered surface overlayer can be characterized by surface crystallography (Eq.
3.3). For adsorbate atoms or molecules present on a surface, we must distinguish two
cases — the situation, where only a single particle is adsorbed, and that where a whole
ensemble of particles interacts with the surface and with each other. In the first case it is
the local geometry of the adsorption complex which deserves interest, whereby the
adsorption complex consists of the adsorbed particle and all surface atoms that partici-
pate in the adsorptive bonding. In the second case additional information is required
about the long-range correlations between the adparticles (of equal or different kind),
that is to say, their long-range order and, of course, about any alterations of the local mor-
phology of the adsorption complex as induced by particle-particle interactions at higher
adsorbate concentrations on the surface. In a moment, we shall understand the difference
between single and multi-particle phenomena as a consequence of the energetics of a sur-
face.

Let us now first consider the single-particle approach with emphasis on the adsorption
site geometry.

As in coordination chemistry, one distinguishes sites with fourfold, threefold, twofold
(bridge) or linear (atop) coordination. Each of these sites can be symmetrical or asymme-
trical with respect to the surface. If we consider the symmetrical sites first and assume a
single adsorbed atom, a perpendicular rotational axis connecting the atom with the sur-
face atoms involved in the bonding would have C¢,, C,,, C;, or C,, symmetry as illus-
trated in Fig. 3.12a. For asymmetric sites, the same axis would possess only C or C,sym-
metry (Fig. 3.12b). These symbols are used in group theory, for more details, mono-
graphs of this subject are recommended for further reading [55, 56). Consider now the
adsorption of a molecule consisting of two atoms (CO, for example) for which the same
rules apply, if the molecular axis coincides with the rotational axes. The same holds, of
course, for all polyatomic linear molecules such as CO, or C,H,. If, however, a triatomic
nonlinear (bent) adsorbed molecule such as H,O is considered there is now a greater var-
iety of possible configurations, all of lower symmetry. Some of the possible geometries
are depicted in Fig. 3.13. Particularly in organic chemistry, there are many relatively com-
plicated molecules that still have fairly high symmetry, for example, benzene. In these
cases the molecule can take advantage of the surface symmetry — it is expected that ben-
zene would favor adsorption in a flat position into sites with Cg, or C;, symmetry which
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Fig. 3.12. Illustration of the local
symmetry of adsorption sites: a)
with Cg4, and C3, symmetry,
respectively; b) with Cy4, sym-
metry (fourfold hollow and four-
fold atop); ¢) with (quasi) threefold
coordination (C; symmetry with
the mirror planes m indicated) and
(lower right) with C; symmetry
(asymmetric site); d) with C ,, sym-
metry (bridge site, hollow site)
with the two mirror planes m being
indicated.

Fig. 3.13. Schematical representation of different possible configurations of a triatomic-bent molecule
(H,0) on a squared surface: a) top view, b) perspective view.

are provided by hexagonal or trigonal surfaces. Although this naive view is often true,
there are also exceptions, particularly if the electron charge distribution in the adsorbed
particle is asymmetric and different from the geometry of the molecular skeleton.

In catalysis, the correlation between the shape of a molecule, surface structure, and
macroscopic reactivity represents a very important and long discussed problem. One dis-
tinguishes between structure-sensitive and structure-insensitive surface reactions.
Special site requirements for adsorption have been discussed in terms of the so-called
ensemble effect whereafter a molecule can only adsorb with sufficient energy if a certain
group of adjacent surface atoms, for example, in a binary alloy AB, consists exclusively
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of atoms of kind A. As soon as B atoms are mixed in, the adsorption capacity is lost or
considerably impaired. The reason why an ensemble is necessary can be at least two-fold.
There may be kinetic and/or energetic effects. In the first case the molecule impinging on
the surface requires sort of a flat “runway” in order to become adsorbed or dissociated,
once it is accommodated on the surface, it can adsorb everywhere by means of the
so-called spill-over effect. (Spillover designates the mobility of an adsorbed species
from one phase onto another where it does not directly (i.e., by impact from the gas
phase) adsorb). In the other case, the whole ensemble is necessary to gain sufficient
adsorption energy to keep the molecule on the surface. A thorough discussion of the
ensemble effect in view of catalysis was given by Sachtler [57,58,58a], but actually, it
was Balandin who first pointed to the important role of ensembles in adsorption and cata-
lysis when he formulated his famous “multiplet”theory [59,59a].

The aforementioned example of adsorbed benzene is also suited to shed light on
another interesting point: On an ideal clean surface there is a well-defined lateral
sequence of adsorption sites, according to Eq. 3.2, that is to say, the shortest distance
between two identical sites is given by

T,=a,orT,=a,, 3.5

depending on the direction of propagation. This, however, cannot mean that all these
possible sites are actually occupied by adatoms — as we shall see later there are steric (spa-
tial) effects or repulsive electronic interactions between neighboring adatoms which
often prevent the simultaneous occupation of adjacent adsorption sites. Adsorption of the
rather large benzene (C¢Hg) molecule (5.70 A diameter [60]) on a Ag(111) surface
(dpg-ag =2.88 A) actually excludes adsorption on six adjacent sites. Other examples are
the voluminous Xe atom (4.5 A diameter) on hexagonal graphite (0001) etc. [61]
whereby again the six nearest neighbor sites are blocked. This is illustrated by means of
Fig. 3.14. On the other hand, there are also particularly small atoms or molecules such as
hydrogen or deuterium, and since the H atom has a diameter which is smaller than any
other atom, there should exist no such steric limitations with regard to adsorption sites —
in other words, it should be possible to occupy each adsorption site by a H atom.
Although there are systems where this is observed (so-called (1x1) structures are formed,
among others, with Pt(111) [62] or Ru(0001) surfaces [63]), in most of the cases H atoms

Xe atom

graphite
lattice

Fig. 3.14. Site occupancy of Xe adsorption on a
hexagonal graphite surface (honeycomb struc-
ture). One Xe atom effectively blocks six neigh-
boring sites. After Morrison and Lander [61].
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that are brought closely together repel each other because of quantum-chemical interac-
tions (cf., Sect. 3.2.2), or induce a surface reconstruction, so that even with hydrogen par-
ticularly high densities of adsorbed layers on single crystal surfaces are seldom reached.
However, on crystallographically rough surfaces, for instance on fcc (110) surfaces, in
some cases unusually high adsorbate concentrations could be found; on Rh(110) and
Ru(1070) hydrogen saturation densities of 2 H atoms/ metal surface atom were reported
[64,65]. In Fig. 3.15 a structure model for the system H/Rh(110) is presented [64] which
could also be confirmed by LEED [66] (cf., Chapter 4).
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Fig. 3.15. Hydrogen (1 x1)-2H saturation struc-

ture on Rh(110). The small dark circles represent
H atoms. In the top part, the H atoms are placed
into the threefold sites on both sides of a row of
Rh atoms (mutual distance c); in the bottom part,
the hydrogen atoms are somewhat displaced lat-
erally to achieve a more homogeneous array (dis-
tance c¢’). After [64].

In the following list we present some examples of important adsorbate structures
(Wood’s nomenclature) in which the local coordination could be determined by low-
energy electron diffraction or other structure-sensitive methods (cf., Chapter 4) (Table
3.2). Where available, also bond lengths and angles are given, more such data are listed
in articles by van Hove et al. [67,68].

Table 3.2. Coordination numbers and bond lengths for some resolved adsorbate structures [67]

System Coverage Structure Coordination Bond length  Reference
[A]

H/Ni(111) 0.5 c(2x2) 3-fold hollow 1.84 (20.06)  [70]

(honeycomb)

H/Ru(0001) 1.0 (1x1) 3-fold hollow 1.91 [71]

O/Ni(100) 0.5 c(2x2) 4-fold hollow 1.92 (0.02) [72]

0O/Cu(100) 0.5 (V2x2V2)R 45°  (reconstr.) hollow ? [73]

site

N/Fe(100) 0.5 c(2%x2) 4-fold hollow 1.81 [74]

CO/Pd(100) 0.5 c(2V2xV2)R 45° 2-fold (bridge) 1.93 (0.07) [75]
(Pd-C distance)

S/Ni(100) 0.5 c(2x2) 4-fold hollow 2.28 [76]

Se/Ni(100) 0.25 p(2x2) 4-fold hollow 234 (20.07) [77]

Te/Cu(100) 0.25 p(2x2) 4-fold hollow 2.48 (10.10)  [78]
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It seems appropriate to return to the problem of adsorbate-induced reconstruction of
surfaces. We have seen that, driven by minimization of free energy, clean surfaces can
and do sometimes lower their surface energy by restructuring. Quite frequently, these pro-
cesses also occur in the course of gas adsorption. Due to a more or less strong interaction
the adsorbate atom(s) remove electron charge from the surrounding metal surface atoms
which somewhat weakens their metallic bonds to their neighbors and facilitates lateral
and/or vertical displacements of these atoms. One can basically distinguish two types of
adsorbate-induced reconstructions, namely, a short-range and a long-range type. In the
first case, shifts of surface atoms can only occur in the direct vicinity of an adatom and
thus become noticeable only at appreciable adsorbate concentrations when a substrate
atom is really surrounded by adsorbed particles. The other type is more induced by long-
range changes of the electronic band structure of a surface in that, e.g., electronic surface
states are quenched by only a few adsorbate or impurity atoms, which then affects the
entire crystal surface and leads to a flip-over to another more stable surface lattice con-
figuration. In reality, both types are frequently observed — examples for local reconstruc-
tions are H on Ni(110)-1x2 [79] or Pd(110) [80], for long-range reconstructions H on
W(100) [81-84] or K on Ag(110) [85]. Of course, the structural changes can also occur in
a reverse direction, that is to say, inherent reconstructions of surfaces can be removed by
adsorbed atoms, for the same reasons as mentioned above. An example here is the lifting
of the Pt(100)-5x20 reconstruction by adsorbed carbon monoxide [86,86a] or of
Ir(110)-1x2 by adsorbed oxygen [87].

In view of practical catalysis the adsorbate-induced restructuring of surfaces is of great
importance, since it may provide catalyst surfaces with a greater chemical reactivity
under reaction conditions. Particularly at elevated temperatures and gas pressures recon-
struction phenomena are believed to play a decisive role in that they may be regarded as a
precursor to an actual (reversible) surface compound formation (oxides, nitrides,
hydrides, carbides, etc.) thus considerably facilitating certain reaction paths. There exist
a great many of studies on adsorbate-induced reconstruction, for more details the reader
is referred to the relevant literature [24-30].

3.2 The Energetics of Surfaces

The geometrical structure of clean surfaces is, as pointed out before, just a consequence
of the thermodynamic principle of minimization of surface free energy. Under equili-
brium conditions, each surface atom will search for its respective site with lowest free
energy and find and occupy this site unless it is inaccessible due to diffusion activation
energy barriers.

In the microscopic quantum chemical description the appropriate starting point is to
set up the Schrédinger equation for the complete system consisting of N, particles

ﬁw= Ey (r, R), 3.6

where y denotes the wave function that depends on the coordinates of all electrons (r;)
and all nuclei (R)). , N
. The Hamiltonian H can be split up into a part for the electrons H, and for the nuclei

H uep) (V stands for the respective interaction potentials):
A

A A
H=Hepy + Vel + Veereny ¥ Vuc-nuey + Hnuer) - 3.7
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Within the framework of the Born-Oppenheimer approximation the contributions of all
electrons and nuclei can be separated:

V= Yen * Ynuel - 3.8

and the Schrédinger equation for the electronic part reads

A
Hey » Wey = Eey * Ve » 3.9

where E ) represents the potential V(R , of the surface.

These considerations hold for T = 0’ K, and all the particles would be located at the
bottom of the minima of the potential Vg ) thus the true energy minimum would be
reached. For T > 0 K, we must (as mentloned before) consider the surface free energy F
or Gibbs energy G which tends to a minimum according to:

F=U-TS, 3.10a
and
G=H-TS, 3.10b

The entropy term is responsible for any structural changes, phase transitions etc., which
may occur at higher temperatures. The above equations hold for clean as well as for adsor-
bate-covered surfaces.

The time-independent Schridinger equation describes stationary states, whereas the
dynamics of surface processes corresponds to changes in the function y,,,(#) in Eq. 3.7.
Even if we neglect those dynamic processes which introduce tremendous additional com-
plexity, we immediately realize that it is hopeless to attempt a solution even of the station-
ary Schrodinger equation since it refers to a N-dimensional problem for any surface/gas
system under consideration.

It is therefore advisable not to start off with a rigorous quantum chemical treatment of
the complete surface + adsorbate system, but rather to start by trying to understand the
two-particle system adatom-surface atom. Attempts of this kind have been known for a
long time and have led, for example, to the Lennard-Jones potential ansatz [88]. At a later
stage, the individual potentials can be allowed to interact with each other so as to mimic
an extended two-dimensional periodic surface. Details can be found in the respective lit-
erature on solid state physics [89].

3.2.1 The Single Particle Interaction, Activated and Non-activated Adsorption

Neglecting for the moment all problems in conjunction with the question how a gas-
phase particle is actually trapped in a bound state by a solid surface, we simply consider
the interaction potential between this particle and an arbitrarily chosen surface atom M.
In the simplest case, the gas particle consists only of a single atom. As soon as this atom
is brought so close to the surface that noticeable interaction can occur, that is to say, that
overlap between the wave functions of the metal and the gas atom becomes possible, a
lowering of the total energy of the combined system can take place, resulting in a bound
(adsorbed) state, and any excess energy is released as heat of adsorption. On the other
hand, in order to remove the adsorbed particle from the bottom of the potential well back
into the gas phase, at least the respective energy has to be supplied to the bound system,
in some cases even additional activation barriers must be surmounted. The situation is
illustrated by means of Fig. 3.16, which shows the well-known Lennard-Jones potential
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energy diagram. It can be regarded as a superposition of attractive and repulsive interac-
tion forces between the adsorbing particle and the surface (atom) according to the
expression:

Ey = -Az" + B2, 3.11

where A, B = empirical constants, and z = distance of the particle from the surface atom.

EMe~C0
Fig. 3.16. One-dimensional potential
energy curve (E () vs z) for a molecu-
lar adsorbate (CO) approaching a
surface along the perpendicular dis-
tance coordinate z. At the equili-
v brium distance z., the adsorption
energy E ve_co i gained.

Zeh —_—

The second (positive) term describes the (very short-range) repulsion, and the first
(negative) term is the attraction which dominates at somewhat larger atom-surface dis-
tances. The energy zero is chosen such that E, ) = 0 for z = . It is self-evident that deep
potential wells indicate strong interaction and vice versa, also the equilibrium position
2y, 1.€., the location of the potential minimum, increases with decreasing surface-adatom
bond strength. It is also clear that the shape of the interaction potential is entirely deter-
mined by the interaction forces between an adsorbed particle and the surface, and there
are essentially three different types of these forces operating, depending on the system
under consideration. In principle, it is the same forces which provide the various types of
bonding between isolated atoms (i.e., van-der-Waals, ionic and covalent forces), how-
ever, the situation with a surface is much more complex since an adatom is usually not
coupled to a single surface atom, but rather to a whole array of atoms. Whereas with dis-
tinct atoms the quantum chemical interaction is between discrete atomic orbitals of sharp
energies, in the adatom-surface interaction we have delocalized electronic bands on the
surface side, and sharp orbitals on the adatom only when it is far away from the surface.
As the distance z gets smaller these latter orbitals also broaden and shift, and certain
degeneracies are lifted, owing to the reduction of overall symmetry caused by the
presence of the surface. This is roughly the physical basis of quantum chemical theories
that make use of the band structure model [89,90]. However, in many theoretical treat-
ments of the chemisorption problem the so-called cluster approach is chosen. The cluster
consists of a surface molecule (= the adatom/molecule + a small unit of adjacent surface
atoms that contributes most to the bonding) which can be calculated quantum-chemically
with relatively great precision and with a smaller effort than the corresponding band struc-
ture treatments [91].
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In summary, the interaction forces leading to adsorption can be distinguished with
respect to their physical origin. Their strengths determine the depth of the potential well
of Fig. 3.16.

We have operative in every system van-der-Waals forces which are caused by
mutually induced dipole moments in the electronic shells of the adsorbate and the surface
atoms. These forces are very weak and are responsible for noble gas or other closed shell
particles’ (CH,, H,) adsorption, as well as condensation of non-polar organic molecules.
The corresponding heats of adsorption are quite small, they usually range between 10 and
20 kJ/mol. We refer to this process as physisorption. Accordingly, the respective surface
must be kept at very low temperatures (below liquid N, temperature) in order to reach
appreciable surface concentrations of these species. Furthermore, the electronic structure
of the surface does not seem to play a major role — van-der-Waals bonding occurs on tran-
sition metals, graphite or insulators almost equally well. Of course, very polar surfaces
(metal oxides etc.) can induce dipole moments in non-polar adsorbates provided they are
easily polarizable, and additional bonding contribution comes into play which reinforces
the physisorptive bond. This is the reason why the large and polarizable Xe atom exhibits
larger physisorption energies than the small and almost non-polarizable He or Ne atoms.
If polar molecules are used instead of non-polar species dipole-dipole interaction forces
arise which will dominate the adsorptive bonding. Examples are adsorption of water or
hydrogen cyanide on metal surfaces, where significantly increased heats of adsorption
are observed as compared to noble gases, the more so, if also polar surfaces such as
Al, 0,4, Si0,, TiO, etc. are used as adsorbents. The magnitude of these interaction
energies ranges between 20 to 50 kJ/mol and even more in some cases.

The forces responsible for chemisorption are solely based on quantum mechanical
interaction between adatoms and the surface (that is, overlap between the respective
wave functions) and generally lead to quite appreciable bonding strengths, comparable to
normal chemical bonds. The magnitude of the corresponding heats of adsorption ranges
from ca. 80 to 500 kJ/mol; examples are H, CO, O or N interaction with transition metal
surfaces (Fe, Ni, W, Pt). Quite often, particularly when electropositive metals are
involved, a real chemical compound is formed, leading for instance in the interaction
between H, O or Cl with typical sp-electron metals (Na, K, Cs, Ca, etc.), to hydrides,
oxides or chlorides. The respective surface compounds can no longer be distinguished
from bulk compounds.

A good example of a typical chemisorption case is carbon monoxide on transition
metal surfaces. The interaction mechanism can be reasonably well understood in terms of
the Blyholder model [97] which considers a surface complex being formed between CO
and the metal underneath, due to quantum-chemical interaction between the metal’s
d-band and the CO molecular orbitals (MOs). In this model, it is assumed that electronic
charge flows from the occupied CO — 56 MO to the d-band, and that backbonding occurs
whereby metal electrons partially populate the antibonding 2z*-MO of the CO molecule.
A strong backdonation therefore has the effect of providing a strong metal — CO bond,
but weakens the C—O bond considerably. Hence, the Blyholder model predicts a strong
correlation between the CO chemisorption energy and the degree of backbonding, which
in turn is favored by a large d-electron concentration close to the metal’s Fermi level.
This is the reason why transition metals with their high density of d-states at E, exhibit
strong heats of CO adsorption. In the following table we present some selected initial
heats of adsorption of CO on various metal single crystals (Table 3.3). The observed
heats are between 58 and 160 kJ/mol, whereby the low value refers to Cu, which is not a
typical d metal.
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Table 3.3. Initial heats of adsorption (ggy) of
carbon monoxide on various metal surfaces

Surface g5t (kJ/mol) Reference
Ni(111) 111 (£ 5) [92]
Pd(100) 150 + 5) [93]

161 (£ 8) [75]
Pd(111) 142 ( 3) [94]
Ru(0001) 160 (£10) [95]
Ru(1010) 157 (£10) [96]
Cu(100) 58 (£10) [98]
Ni(100) 125 5) [99]

For oxygen, heat values are approximately twice as large as for CO on transition
metals, due to the strong chemical affinity between oxygen and metals. With hydrogen,
heats of adsorption around 80 to 100 kJ/mol are the rule. Table 3.4 displays experimen-
tally determined isosteric heats of hydrogen adsorption at vanishing coverages for a var-
iety of single crystal surfaces.

Table 3.4. Initial heats of adsorption (gs;) of
hydrogen on various metal surfaces [100]

Surface g5 (kJ/mol) Reference
Ni(100) 96.3 (£5) [101]
Ni(110) 90.0 (+5) [101]
Ni(111) 96.3 (5) [101]
Ni(111) 85 (15) [102]
Pd(111) 88 (45) [104]
Pd(110) 103 (35) [103]
Pd(100) 102 (#5) [104]
Rh(110) 92 (15 [64]
Ru(10T0) 80 (¥5) [65]
Co(10T0) 80 (43) [105]

There is an important difference between the energetics of CO adsorption and that of
dioxygen or dihydrogen. With O, and H,, dissociation of the molecular entity can occur
relatively easily and is indeed frequently observed in the course of the chemisorption pro-
cess on transition metals. Accordingly, one must distinguish between molecular (for
which the simple Lennard-Jones potential of Fig. 3.16 is a good description) and dissocia-
tive adsorption, whereby the occurrence of dissociation requires certain modifications of
the potential energy diagram in that both the potential energy curve of the molecule’s
interaction with the surface and that of the dissociated atoms must be taken into consider-
ation. Again, a one-dimensional diagram of the Lennard-Jones type can help to under-
stand the situation (Fig. 3.17). The covalent dihydrogen molecule experiences certain
(weak) van-der-Waals interaction forces as it approaches the surface. In equilibrium, it
could reside in the potential minimum E_ relatively far away from the surface, a state
which is entirely determined by van-der-Waals interaction forces. However, if it pos-
sesses a little more thermal energy, it can and will reach the potential energy curve which
describes the interaction of a single H atom with the surface. Because of the unsaturated
1s orbital configuration of an isolated H atom, there occurs a much stronger (chemical)
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interaction with the surface, leading to the comparatively deep potential energy well E
with an equilibrium distance, z.,, quite close to the surface. Of course, in order to pro-
duce H atoms, a H, molecule has to be dissociated prior to any interaction with the sur-
face, which simply requires spending of the dissociation (or molecular bonding) energy
of 432 kJ/mol in this case. The energy balance then reads

2 Eyje-n = Egis + Ecpu- 3.12

Because two H atoms are formed by a single dissociation event, the H-Me bond energy
E\j._y is gained twice. This is one of the “secrets” of why transition metal surfaces are
such efficient catalysts in hydrogenation reactions — they easily provide dissociation of
strongly bound molecules and convert them to a much more reactive metal: hydrogen (or
oxygen and nitrogen) complexes which then can further react to desired species. Equa-
tion 3.12 can also be immediately used to deduce chemisorption bond energies from
measured heats of adsorption. Remember that for non-dissociative adsorption the chemi-
sorption bond energies simply equal the heat of adsorption, for example

Erfe-co = Ech,CO' 3.13

Therefore, if a dihydrogen molecule comes into contact with a surface, at the cross-over
point P of Fig. 3.17, spontaneous dissociation will take place and the system can reach its
energy minimum.

B ZH+ 2Me
E(zl
heat of H,-
dissociation, E g
0-‘_ B 1Ep — Hz + Me
P
: EMe-H
Ech,H :
|
|
i
Zch ZD —_—7

Fig. 3.17. One-dimensional potential energy diagram for the interaction of a homonuclear diatomic mole-
cule (for example, hydrogen) with a surface. The subscripts p and ch mean “physisorption” and “chemi-
sorption”, respectively. Indicated are two interaction curves, one of a H atom formed by predissociation
(shifted by E i to positive energies and leading to a deep well of depth E ¢ i+ E giss = 2E Me-H At Z cp), the
other describing the (van-der-Waals-like) molecular interaction giving rise to a shallow minimum (E ;) at
Z,- The actually observed potential energy curve is a superposition of the individual functions (bold line).
T}l’)e crossing-over point P is located below the energy-zero line, which implies spontaneous dissociation of
the diatomic molecule at P.

Actually however, the dissociation (which can, of course, also be observed with CO in
some cases, depending on the strength of the metal-carbon interaction) is a relatively
complicated process which is difficult to treat theoretically. One serious problem is to cal-
culate the actual trajectory of an impinging molecule on its way to the chemisorption
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Fig. 3.18. Projection of the two-dimensional potential energy diagram pertinent to the dissociation reac-
tion on the surface. The diatomic molecule (interatomic distance = x) approaches the surface (coordinate
). For large distances y the characteristic molecular bond length x ( is observed (potential well at top part
of a) and b)). As y becomes smaller, x is more and more stretched until, beyond the saddle point P, the disso-
ciation is accomplished resulting in a deep potential energy well of the complex: adatom-surface atom
with bond length y ( (rigth-hand side of a) and b)). Two different situations are shown: in a) the activation
barrier is located relatively far away from the surface (larger y- and smaller x-values), that is to say, in the
entrance channel, and mainly translational energy is required to surmount the barrier; b) illustrates the situ-
ation, where the barrier is closer to the surface (small y-coordinate), and a vibrational excitation of the
(stretched) molecule leads to dissociation in the exit channel. The reaction coordinate following the easiest
reaction path is represented in each case by the thin dashed line (2). Dotted lines (1) describe an unsuccess-
ful attempt to cross the barrier; the bold dashed lines a successful attempt whereby vibrational excitation is
involved. The entire problem resembles very much the famous Polanyi rules whereafter exoergic reactions
of type A + BC — AB + C with an early barrier (late barrier) request translational (vibrational) energy of
the reactants [109].

potential minimum. Here, a two-dimensional representation is much more suited to illus-
trate the situation (Fig. 3.18). If we denote the internuclear distance in the molecule by x
and the distance of the molecular axis to the surface by y, we have a small x at large y
values, and as the molecule gets closer to the surface (decreasing y) x finally increases to
such an extent that the molecule breaks apart. Here, we should remember the discourse
about transition state theory of Sect. 2.6 — we may well regard the trapped molecule at the
cross-over point P of the two potential energy curves as representing the transition state
of the reaction

H, + 2 Me —> 2 Me-H, 3.14

and can then more precisely formulate

k k
Hz(g) ——il——) {Hz(ad)}i —;) 2H(ad) s 3. 15
Site(s) Site(s)

whereby certain surface sites are required for these reaction steps to occur. Particularly,
the rate of the dissociation step (k,) may be very structure- and site-dependent. Also, the
electronic structure of the surface plays a dominant role, as we shall see below.

A theoretical description of the dissociation process has been attempted many times:
here we refer to promising concepts offered for H, dissociation by Melius et al. [106], by
Ngrskov and Stoltze [107], or Harris and Andersson [108]. Following Ngrskov and
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Fig. 3.19. One-electron density of states for a H , molecule approaching a Mg(0001) surface along the reac-
tion coordinate. Capital letters in the top of the figure indicate extrema on the potential energy surface:
from right to left, (P) physisorbed state (practically unperturbed H , molecule); (A) activation barrier for
molecular adsorption; (M) molecularly adsorbed state (here, the density of states is shown both in the outer
(M 1) and inner (M ;) part of the well); (D) activation barrier for dissociation; (B) two separated H atoms
chemisorbed in the two-fold bridge site. Dotted lines denote the width of the metal’s conduction band (E g
= Fermi level); positions of the molecular orbitals of the H, molecule are indicated by arrows and state
symbols. After Ngrskov and Stoltze [107].

Stoltze, for H, interaction with a surface, the various one-dimensional potential energy
curves can be calculated in a one-electron density of states approximation. The situation
is depicted in Fig. 3.19. Far from the surface, we have the typical sharp (empty) antibond-
ing 20;,* level and the filled bonding 10'g state separated by more than 10 eV of the unper-
turbed H, molecule. As this entity approaches the surface orbital interactions gradually
gain importance, leading, in the first instance, to a broadening of the respective H, levels.
Furthermore, a downward shift of both MO’s occurs, the decisive step being the pull-
down of the antibonding H, state. As it is shifted to below the metal’s Fermi level E, it
can be successively filled with electrons, thus weakening the H-H and strengthening the
Me-H bond. The yet remaining H-H interaction must still be overcome in order to com-
pletely dissociate the molecule, which gives rise to a more or less pronounced activation
barrier, E,,. The dissociated state exhibits a single adsorbate-induced resonance well
below E;. The above description is by no means restricted to H,, rather, all simple mole-
cules have anti-bonding levels which must fill during dissociation. For transition metals
the interaction with the d electrons generally facilitates this process and lowers the activa-
tion energy barriers thus resulting in a low-lying cross-over point P (non-activated
adsorption).

Harris [110] has given a simple quantum chemical explanation of the beneficial role of
the unfilled d shell of the transition metals. In simple s electron or noble metals the direct
orbital repulsion (called Pauli repulsion) between the filled hydrogen 1o, orbital and the
filled metallic s states (which requires these states to orthogonalize) leags to an appreci-
able rise of the total energy of the system as the H, molecule approaches the surface,
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whereas in case of transition metals the d holes provide an easy escape route for the s elec-
trons which can be transferred to the empty d states at the common Fermi level thus cir-
cumventing the Pauli repulsion.

Whereas spontaneous dissociation of this kind occurs on most transition metal sur-
faces (experimental hints are a rapid uptake of adsorbed gas and a decrease of the stick-
ing probability with increasing temperature), there are cases where the cross-over point P
of the two potential energy curves of Fig. 3.17 is above the zero energy level, as illus-
trated in Fig.3.20. This means that an incoming gas molecule must possess a certain
amount of kinetic energy in order to overcome the barrier of Fig. 3.20 of height E:d (acti-
vated adsorption). For metals with filled and low-lying d bands (Cu, Ag, Au) or typical
sp electron metals (Be, Mg, Al etc.) appreciable activation barriers are the rule, making
these metals inert for hydrogen chemisorption. A frequently studied case is H, interac-
tion with copper surfaces, where the existence of an activation barrier is known for a long
time [111-113]. Experimentally, activated adsorption is indicated by slow rates of adsorp-
tion and an increase of gas uptake with temperature which provides the gas molecules
with kinetic energy. It is only mentioned here that a question currently under discussion
is whether or not, besides translational degrees of freedom, vibrational excitation of the
impinging molecules is essential for rapid dissociation [113,114].

Ew

Fig. 3.20. One-dimensional potential
energy diagram for dissociative adsorp-
tion involving an activation energy bar-
rier of height E,y. The cross-over point
explained in the legend of Fig. 3.17 is
now located above the energy zero line
and slows down spontaneous dissoci-
ation.

3.2.2 The Multi-particle Interaction and the Formation of
Ordered Adsorbate Phases

For the very first particle that adsorbs on an ideal surface (which we assume to be chemi-
cally and crystographically clean) all possible adsorption sites will provide identical
binding conditions. In other words, all binding sites can be described by the same poten-
tial energy curve of Figs. 3.16 or 3.17 and will yield the same energy of adsorption. If we
look at the energetic situation parallel to the surface (Fig. 3.21a) all the identical adsorp-
tion sites are separated from each other by comparatively small activation barriers,
namely, barriers for surface diffusion which vary with the periodicity of the crystal sur-
face to give rise to a sinusoidal potential in x, y -direction. A particle trapped on the sur-
face has, depending on the temperature of the crystal, a certain amount of kinetic (mainly
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Fig. 3.21. One-dimensional potential energy situation E ( ) parallel to the surface (x, y direction), show-
ing the modulated adsorption potential: a) empty surface with a single particle bound with adsorption
energy E ,4; b) pairwise interaction potential a(x,y) between two adsorbate atoms indicating the repulsive
situation (upper curve) and the attractive case (lower curve). c) superposition of E . ;) and ) leading to
adsorbate-induced energetic heterogeneity (weakening of adsorbate-surface bond in the case of repulsive,
strengthening in the case of attractive interaction potentials @).

translational) energy and can either be in the ground state or in the excited state of the
potential shown in Fig. 3.21a. At low enough temperatures, most of the adsorbed par-
ticles will be in the ground state and are not able to “hop” or migrate to adjacent sites,
because their thermal energy is too small to overcome the respective activation barrier
for surface diffusion. This is the situation of immobile adsorption with residence times of
particles in a certain site that are extremely long. Correspondingly, for higher thermal
energies of the adsorbed particles and/or smaller activation barriers for diffusion, site
exchange or “hopping” events can occur much more frequently, resulting in a mobile
adsorbed layer with merely short or very short residence times of particles in certain
sites.

The mean residence time in a certain site on the surface 7 depends exponentially on the
activation energy of diffusion, via the equation

AE*'
/ / diff 6
Ty = To €X 1

where 17 represents a kinetic pre-exponential factor. ) contains the duration of a single
vibrational period (10713 s) and a probability factor that accounts for the number of
“escape routes” from a given site. Hence, ) can range from 107 t0 1073 s, AE 4 on the
other hand, is roughly /1 of the heat of adsorption and is approximately 1-5 kJ/mol for
physisorption and ~5-20 kJ/mol for chemisorption systems.

Obviously, the magnitude of AEd*iff governs quite sensitively how long a particle will
stay in a certain site at a given temperature. With typical 7, and AE(;*iff parameters,
7ranges at 300 K in the order of microseconds. In many cases, due to a relatively small
AE(;’iff value, one finds a complete mobility of the adsorbate at room temperature, because
the mean residence time in a certain site is too short, site exchange processes via hopping
are so frequently occurring that a given particle is as often located in a site as it is
between sites. This has strong consequences for the formation of adsorbate phases with
long-range order, which reflect the mutual particle-particle interactions (these will be
dealt with further below). Only at sufficiently low temperatures do the particles reside
long enough in their periodic sites and give rise to noticeable amplitudes in a diffraction
experiment (cf., Chapter 4).
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The diffusion of adsorbed particles (which we shall address in a separate short section,
cf., Sect. 3.3.4) depends very much on the local binding energy situation and thus on the
overall surface concentration of the adsorbate, because the particles can and will interact
with each other, whereby the physical origin lies in the modification of the charge dis-
tribution of the solid in the vicinity of an adsorbed atom or molecule. Usually, charge is
withdrawn from the metal-metal bonds of the substrate environment to make the chemis-
orption bond, in other cases (alkali metal adsorption) charge flows to the metal, and
image charge effects perturb the electronic structure of the metal surface region. The net
result is always similar: the two-dimensional potential energy surface around an
adsorbed particle becomes bent, and either a smaller or a larger adsorption energy results
for the adjacent adsorption sites. In terms of mutual lateral interactions, this means that
either repulsive or attractive forces are exerted by a given adsorbed atom to its neighbors.
These modifications are shown in Fig. 3.21b,c. A significant consequence of these
mutual interaction energies (denoted as w) is the formation of long-range order within an
adsorbed layer which leads to periodical two-dimensional arrays of particles of the type
discussed before in the context of adsorbate structure. From a wealth of low-energy elec-
tron diffraction (LEED) experiments (cf., Chapter 4) it has become clear that the build-up
of ordered adsorbed layers is the rule rather than the exception. The order simply reflects
the periodicity of favorable (or unfavorable) bonding conditions on a surface. The physi-
cal origin of the particle-particle interactions is of quantum chemical nature. Two neigh-
boring adsorbed atoms can either interact via the substrate (through-bond interaction) or
via direct orbital repulsion. In the first case so-called indirect interactions are exerted that
can operate over fairly large distances and are repulsive or attractive depending on the
kind of charge modification of the metallic solid [115-117]. The second case has already
been addressed in the context of hydrogen dissociation: if two orbitals are so close that
they penetrate each other, they must orthogonalize, which drives up the total energy. To
give an example, adsorbed CO molecules cannot be brought closer together than about
3 A, which roughly corresponds to their van-der-Waals diameter [93].

A very interesting and frequently studied aspect of long-range order phenomena are
the two-dimensional phase transitions which can only be touched here. Similar to bulk
thermodynamics first-order or continuous phase transitions can also occur in two-dimen-
sional layers at certain coverages and temperatures. The determination of phase diag-
rams, critical temperatures and exponents provides an elegant way to obtain, for
example, interaction energies @. As an example, we refer to a work by Park et al. [118],
who studied the adsorption of oxygen on a Ni(111) surface by means of LEED and other
methods. Figure 3.22 displays the phase diagram that the authors obtained for the
O/Ni(111) system. They also evaluated the critical exponents and were able to classify
the type of phase transition within the so-called universality classes. Here we would enter
the field of statistical mechanics which is, however, not the topic of this book, instead,
we list references for the interested reader [119, 120]. It is worthwhile, at this point, to
refer again to thermodynamics, because phase transitions can very well be treated by this
discipline, and there is an intimate connection between the microscopic and the statistical
thermodynamic viewpoint. What we deal with here is essentially the temperature depend-
ence of structure (surface structure in our context). At 7= 0 K all particles are located in
the minima of the potential energy curves and they only possess their zero-point energy.
Any increase of temperature supports the entropy term TAS in the Gibbs-Helmholtz-equa-
tion (Chapter 2, Eq. 2.84) and necessarily introduces disorder and phase transformations.
Quite generally, phase transitions can be classified with respect to the temperature
dependence of the thermodynamic functions [121]. One distinguishes first-order phase
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transitions and continuous transitions. From ordinary thermodynamics the reader is cer-
tainly familiar with the “normal” transitions which lead to melting, boiling, etc.. The
Gibbs energy AG and hence the chemical potential 4 = (0G/dn)p 1, is a continuous func-
tion of pressure and temperature. This is not necessarily so for the first derivatives, i.e.,
(0u/dT)p =S, or the expression y — T(du/dT)p = H. This means that for first-order transi-
tions, both the entropy S and the enthalpy H are discontinuous right at the transition tem-
perature T,. Accordingly, the heat capacity C, = (OH/OT)p reaches infinity at T. As
opposed to this, continuous phase transitions are characterized by the fact that, e.g., the
enthalpy H or the volume V = (du/dp), vary continuously at T,. Only the heat capacity or
the compressibility y exhibit discontinuities at T, because the second derivatives are dis-
continuous here. The consequences are the lack of latent heats and the occurrence of the
so-called A-transitions at T,,. Well-known three-dimensional examples are the transforma-
tion of B-brass or the break-down of the ferromagnetism in « iron. On surfaces, the dis-
tinction of first-order and continuous phase transitions is not so easy since latent heat or
heat capacity measurements are usually difficult to perform. Nevertheless, there is a var-
iety of examples for both types of phase transformations reported in the literature [122].

More important in view of practical physical surface chemistry is the particle-particle
interaction in adsorbed layers with regard to the overall adsorption energy. If we remem-
ber the simple Langmuir model which led to the Langmuir isotherm, it was assumed
therein that up to saturation, that is, occupancy of each adsorption site, the adsorption
energy remained constant. In reality, however, this is never the case, rather the adsorp-
tion energy usually decreases at medium and high coverages due to the above-mentioned
mutual repulsive interactions. An estimation of these interactions can be obtained from
the dependence of the isosteric heat of adsorption, g, with coverage . In Fig.3.23 we
present three typical curves obtained for carbon monoxide adsorption on Pd(100) [75],
for CO adsorption on Ni(111) [92], and for H, adsorption on Ni(110) [101]. In all these
cases it turns out that the adsorption energy decreases strongly as saturation is
approached. At small coverages, however, g, is either constant, decreases, or increases
with the particle concentration.

For coverage-dependent heat of adsorption, i.e., dg,/d@ # 0, we mostly deal with the
so-called induced heterogeneity of a surface which simply reflects the operation of the
aforementioned particle-particle interactions. With H adsorbed on Ni(110) at and above
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room temperature there is evidence for an initial increase in the heat of adsorption which
is due to attractive lateral interactions. This means that adsorption into a given ensemble
of already adsorbed particles is more favorable than adsorption onto the bare surface.

In a variety of cases, however, more than just one region of constant adsorption energy
is observed in the experiment, whereby the two regions are well separated by a steplike
decrease of g,. Clearly, there occurs a successive population of adsorption sites with dif-
ferent binding conditions, in other words, we have two types of adsorption sites which
differ with respect to the depth of the potential energy well. In thermal equilibrium there
will be a Boltzmann distribution of the population of these sites which we may denote as
a and b, and we have

N, = N,exp(-AE,4/kT) , (N = particle numbers) 3.17

if AE,4 stands for the energy difference of the two sites g, , - g, 1,, and partition function
effects are neglected. This so-called a-priori heterogeneity is certainly important in prac-
tical catalytical reactions dealing with dispersed and heterogeneous surfaces. Effects of
this kind also show up, however, in model experiments using single-crystal surfaces. Fre-
quently, the initial heat of adsorption decreases by some 10% at still small coverages and
then reaches a constant value. Such behavior was among others reported for a stepped pal-
ladium [104] and platinum surface [123] interacting with hydrogen, while the correspond-
ing flat low index planes did not exhibit this initial decrease. Evidently, crystallographic
defects must be made responsible for this behavior, and the a-priori energetic heteroge-
neity is manifested by the adsorbing atoms which function as sensitive probes of the sites
with higher adsorption energy. Usually, these are the step and kink sites, because they
can provide the adsorbed particle with a higher degree of coordination. Furthermore, it
could be shown by the group of Comsa [124] that, for example, dissociation of dihy-
drogen effectively occurs on Pt(111) surfaces only at step and defect sites. Other groups
reached the same conclusions [125, 126].
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The isotope exchange reaction
H, + D, < 2HD 3.18

is greatly inhibited in the gas phase because of the large dissociation energy barrier for H,
dissociation (432 kJ/mol). Even if the H, molecule is dissociated, there remains a small
barrier of ~42 kJ/mol for the successive atom-molecule reaction

H+D, < HD +D. 3.19

With a stepped transition metal surface present the above reaction can take place rapid-
lyeven below 10 0 K surface temperature as temperature-dependent isotope exchange
measurements demonstrate. The limiting factor here appears to be surface diffusion of H
(or D) atoms which sets in above 30 to 40 K surface temperature.

The particular catalytic activity of stepped surfaces was convincingly illustrated by
angle-dependent molecular beam experiments in the group of Somorjai [127]. It was
reported that the rate of the H,/D, isotope exchange reaction on a stepped Pt surface
depended sensitively on how the molecular beam was directed with respect to the direc-
tion of the steps. The situation is depicted in Fig. 3.24 taken from Salmeron et al. [127].

In the experiment a mixed molecular beam of H, and D, was incident on a Pt(332) sur-
face. Figure 3.24 shows the production of HD as a function of the polar angle of
incidence, for different (fixed) azimuthal angles @ [® = 90° for curve a) and @ = 0° for
curve b)]. @ = 90° means that the plane of molecular beam incidence is perpendicular to

a) ¢=90
Pt(332)

o,
)

oDl ®=0
PT - PH332)

Fig. 3.24. HD (hydrogen deuteride) produc-
tion as a function of angle of incidence © of a
molecular beam consisting of Hy and D,
impinging on a Pt(332) surface. The produc-
tion rate was normalized to the D, intensity
Ip,. The chopping frequency of the beam was
1 10s -1, the surface temperature 7' = 800 °C,
the gas temperature T , = 25°C. Curve a) was
02- ,aA'A-&.Q 8 obtained for ® = 90° (gstep edges perpendicu-
. A N \ﬁa a lar to the incident beam), curve b) for the pro-
" ,ﬁ'ﬁ AN c) jection of the beam on the surface being paral-
P S Pt lel to the step edges (@ = 0°), and curve c)
refers to the reaction behavior on a non-
stepped Pt(111) surface. After Salmeron et al.
[127].

0 T v T T T T T Y T
-80 40 0 40 80
angle of incidence 8 [deg.]

61



the step edges, as illustrated in the inset of Fig. 3.24. In curve b), the projection of the
reactant beam to the surface is parallel to the direction of the step edges, i.e., @ = 0°.
The experiments were performed with a beam modulation frequency (chopped beam) of
10s™! with the surface temperature kept at 1100 K. The result of these experiments can be
summarized as follows: for the beam incident perpendicular to the open step edge the
activity (as measured by the HD production rate, normalized to the incident D, intensity)
is a factor of two higher than if it approaches the “shielded” edge from above. Compared
to a “flat” Pt(111) surface (curve c)), there is a generally higher activity of a factor 4.
Apparently, the dependence of the H,-D, exchange probability on the direction of
approach is closely correlated with the structural anisotropy of the Pt surface, indicating
a unique activity of so-called step sites of Pt for H-H bond breaking, whereby the site
associated with the inner corner atom was found to be the most active. This certainly has
to do with local coordination (overlap of wave functions of metal substrate and adsorbate
particles) which may be one of the mysteries of the active centers in heterogeneous cata-
lysis.

There is yet another consequence of the g,(6) dependence in practice which concerns
the drop of the heat of adsorption at high surface concentrations of adsorbate. Close to
saturation g, and hence the adsorbate binding energy can be reduced by as much as 50%
to 80% of the initial value. These weakly bound species are often especially reactive —
owing to their small binding energy to the substrate they can easily be transferred to
neighboring functional groups of coadsorbates to give a desired reaction product. At high
reactant pressures and not too elevated temperatures which are common in practice one
can assume highly covered surfaces, and processes of this kind can play a significant
role.

3.3 Surface Kinetics

We have, in Sect. 2.6, presented a short introduction to surface chemical kinetics which
was based on the macroscopic picture, with emphasis on desorption phenomena. The
adsorption was very briefly mentioned in the context of the kinetic derivation of the Lang-
muir adsorption isotherm (cf., Sect. 2.4), and we shall repeatedly refer to equations and
definitions given there. .

In the following, we are going to attempt a more microscopic (atomistic) understand-
ing of various surface kinetic processes, namely, of trapping and sticking, of adsorption
and desorption. Actually, this is a very demanding matter, for which there exists a wealth
of current investigations. It is not at all possible, within the scope of this book, to treat the
subject exhaustively and we must repeatedly refer to the relevant literature.

3.3.1 Trapping and Sticking

A gas phase atom or molecule that approaches a solid surface can “feel” a weak attractive
van-der-Waals potential relatively far outside the actual surface. At room temperature
and for normal incidence a gas atom has an appreciable amount of translational energy;
with molecules also the rotational and (ground state) vibrational energy contents must be
considered. The particle will finally collide with the surface and suffer momentum and
eventual energy exchange with the solid. The phenomena of trapping and sticking are
closely coupled to the shape of the effective surface potential felt by the particle and its
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residence time in this potential. This time can vary over many orders of magnitude. There
may be the direct reflection at the repulsive branch of the potential which occurs in a time
scale of less than 107!3 s whereby the particle “remembers” very well the direction of
impact, there may be just exchange of momentum, but not of energy. Accordingly, a
sharp specularly reflected beam will be obtained in a scattering experiment; this phe-
nomenon is called “elastic scattering”. A second situation can be envisaged if the incom-
ing particle does feel the potential, carries out one or two vibrations in the potential, and
is then reflected back into the gas phase with about the same energy that it had before.
Here, the particle has almost forgotten its initial impact direction and there is exchange of
momentum and of some (very small though) kinetic energy. This process is referred to as
“direct inelastic scattering”. It leads to a broadened angular distribution around the specu-
larly reflected beam. The mean residence time of these particles is around 10712 57! to
10713 71, they have actually “seen” the potential, and the aforementioned energy
exchange comprises excitation of electron-hole pairs near the Fermi edge of the metal,
the coupling to surface phonons, or transformations from translational to rotational
energy states. The residence time in the potential is thereby too short for the particle to be
considered as having really stuck on the surface, rather one refers to this process as “tran-
sient trapping”.

Of much greater importance in our context is the situation where the impinging par-
ticle really succeeds to get into the ground state of the chemisorption potential and to stay
at the surface for an appreciable time (which can range from microseconds to hours).
These molecules have actually accommodated to the surface, their initial kinetic energy
has been dissipated to the phonon bath of the solid surface, and they represent the typical
adsorbed species that we have always dealt with before. In molecular beamscattering
experiments these particles can be distinguished from all others because they come off
the surface in a cosine distribution and no reflection angle is preferred. A typical example
is given in Fig. 3.25, taken from a work by Engel and Ertl, which shows the spatial dis-
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g B Fig. 3.25 Angular scattering distribution in the scatter-
ing plane for CO scattered from a Pd (111) surface
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60° and 45°, respectively. After Engel and Ertl [128]
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tribution of carbon monoxide scattered off a Pd(111) surface [128]. The counter example
is provided by the same authors, who also looked at helium scattering (He is known not to
interact with Pd) and obtained a sharp specularly reflected beam, as expected, from elasti-
cally scattered particles. The sharpness of the specularly reflected He beam lobe can
indeed be utilized to probe the crystallographic roughness of a surface. Comsa and
coworkers compared a clean and perfectly smooth surface with a mirror that clouds upon
adsorption of particles. In a He scattering experiment, disordered adsorption shows up by
a decrease of the elastically scattered He intensity [129].

In macroscopic adsorption experiments, for example in thermal desorption studies,
one usually exposes a given surface held at constant temperature T to a certain gas press-
ure P for a well-defined time ¢ and compares the amount of gas taken up by the surface (o,
= number of adsorbed particles per unit area) with the total number of gas particles that
have actually struck the surface at the pressure chosen. The kinetic equations, as well as
the definition of the “sticking probability”, have already been presented in Chapter 2 (cf.,
Eq. 2.44). Here we give a supplementary definition of the term “exposure”. The gas expo-
sure simply is the product of P and ¢, with the dimension [Nm~2s]. However, there is, for
practical reasons, still the dimension Langmuir [L] being used in surface chemistry,
whereby 1 L = 107 Torr- 1s = 1.33 107 mbar- 1s. The reason is that if every gas molecule
impinging on the surface sticks, an exposure of just 1 Langmuir would approximately
lead to the adsorption of one complete monolayer.

As far as interaction dynamics are concerned, one of the most significant properties of
an adsorption system is the initial sticking coefficient s, that is, the sticking probability
at vanishing coverage. This is nothing other than the probability that an incident particle
is finally chemisorbed after collision with a surface. Before we enter our (brief) dis-
cussion of s, and s we acknowledge the exhaustive review article on that subject by
Morris et al. [130], who also present a long list of experimentally determined s, values
for various adsorption systems. A small selection of such data is given here in Table 3.5.

Table 3.5. Some selected values of initial sticking probabilities for metal-
gas interaction [130]

System Initial sticking probability s, Reference
H/Ni(100) 0.06 [131, 132]
H/Ni(111) 20.01 [133]
H/Pt(111) 0.1 [134]
<0.0001 (124, 135]
H/Ni(110) ~1 [136]
0.96 [137]
H/Rh(110) ~1 (64]
H/Ru(1010) ~1 [65]
H/Co(1010) 0.75 (£20%) [105]
0O/Cu(100) 0.03 (300K) [138]
O/Ni(100) 1 [139]
O/Pt(111) 0.2 [140]
CO/Ni(111) 1 [92, 141]
CO/Pd(100) 0.6 [75]
CO/Pd(111) 0.96 [142]
CO/Ru(1010) 1.0 [96]
CO/Pt(111) 1.0 [143]
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Apparently, the values range between unity and 1078, although for “normal” adsorption
systems such as CO, H, or O, interacting with transition metal surfaces, 1 2 5, 2 0.1.
Careful single-crystal studies have shown that the crystallographic orientation of a sur-
face governs the magnitude of s, sensitively. There is a clear trend that s, is substantially
higher on atomically rough surfaces than on smooth samples, whereby this effect is more
pronounced for hydrogen and nitrogen than for CO. This may be documented by the
well-known fact that hydrogen-sticking probabilities on the open fcc surfaces with (110)
orientation usually reach the value 1.0, whereas on the atomically flat (111) surfaces s, is
often lower than 0.1 [100]. Other parameters, which are expected to influence the magni-
tude of s are the collision angle with the surface, gas temperature T, (i.e., kinetic energy
of the incoming particle), distribution of the internal energy to the various degrees of free-
dom of a molecule, and surface temperature. The state of the energetic excitation of the
molecule is essential in the case of activated adsorption (Sect. 3.2), because translation-
ally or vibrationally excited particles can possibly surmount the respective activation bar-
riers. This holds, e.g., for hydrogen adsorption on various low index copper surfaces
[111, 113].

The message that is worth remembering for practical purposes here is that chemically
reactive gases usually stick with relatively high probability on transition metal surfaces,
whereby sticking is generally more effective on atomically rough surfaces, which can
obviously provide good energy accommodation. Carbon monoxide and nitric oxide stick
quite effectively (0.2 < s, < 1) on many transition metal surfaces regardless of their cry-
stallographic orientation. However, on open surfaces, these gases tend to dissociate. This
dissociation is almost the rule for metals such as Fe, Mn, Cr, or V. Noble metals as well
as sp-electron metals have very little activity for adsorbing N,, H,, or CO, for reasons out-
lined in Sect. 3.2. Oxygen, however, is adsorbed on these metals with fairly high prob-
ability. It appears that the whole pattern pertaining to whether or not a molecule sticks
effectively or even gets into the dissociated stage is, unfortunately, rather complicated
and requires a careful investigation in each case. Definitely, however, it is the beneficial
role of surface defects (steps, kinks, dislocations) which can significantly contribute to
accumulate chemically reactive species at surfaces.

3.3.2 Coverage Dependence of Sticking, Precursor States

Certainly, there will be no single reaction running at vanishing coverages. A discussion
of sticking would, therefore, be totally incomplete without treating the coverage depend-
ence, i.e., multi-particle effects. We have in Chapter 2 briefly touched the coverage-
dependences of the adsorption and desorption rates. Here, we are going to present the
underlying microscopic picture. Figure 3.26 is useful for describing and delineating all
microscopic kinetic processes that may occur at a surface. Let us represent each process
by means of its probability p. We base our considerations on a surface which is approxi-
mately half-covered with adsorbate atoms. We can then distinguish completely bare and
locally more or less densely covered areas. A particle that arrives from the gas phase may
hit the surface either on an empty or an occupied adsorption site. Accordingly, its prob-
ability for chemisorption p will be different in each case. In the simple Langmuir
model, p,, will be 1 in the first, and O in the second case. This means that s would drop
immediately with the adsorption of the first particles, according to the expression
5¢(1-6) for molecular adsorption, which was already discussed in Chapter 2. However, it
is a well-known fact in adsorption kinetics that s often remains constantly high over an
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Fig. 3.26. Schematic representation of the possible kinetic processes occurring at a transition metal surface
as a function of the distance z perpendicular to the surface. Direct processes are indicated in the right-hand
part of the diagram by the probabilities p ., for chemisorption and p 4 for desorption. In the middle, precur-
sor, reflection, migration, and adsorption phenomena are considered by their respective probabilities: n g =
number of impinging gas molecules, o/ = fraction trapped in the intrinsic, ¢/’ = fraction trapped in the
extrinsic precursor state. p’y desorption from the intrinsic, p’j desorption from extrinsic precursor. p’y, and
P'm denote the probabilities for migration in the intrinsic and extrinsic precursor state, respectively, and p
that of the particle’s migration in the chemisorbed state via the probability p’y,. The potential energy situ-
ation pertinent to these processes is indicated in the left part of the figure.

appreciable coverage range until the sticking decreases fairly abruptly at medium cover-
ages and reaches zero at saturation. Some typical curves of this kind are comprised in
Fig. 3.27 for CO adsorption on various transition metal surfaces. A possible explanation
for this unusual non-linear behavior is the existence of a so-called precursor state, which
means a molecularly trapped (but not yet fully accommodated) particle in a weak poten-
tial well somewhat outside the surface. Kisliuk [144,144a] was one of the first to draw
attention to precursor states in adsorption kinetics, and he derived a statistical model for

14— H
o s
Z 05 3 > 05
Ni(m)/co } 0 Pd(M)/C0
0 05 05 0 05 10
] B6/8ax
1 . . Lo .
14o 000 Fig. 3.27. Relative sticking probabil-
0\0 oo, ities for CO adsorption onto various
- \1% (111) transition metal surfaces at
< o X\ (54 \\ room temperature. Upper panel left:
v = R Ni(111)/CO [92]; right: Pd(111)/CO
\\ [94]. Lower panel left: Pt(111)/CO
0 PHINNCO R 0 Pd(im)/Co [155]; right: Pd(111)/CO [142] (mole-
0 025 05 0 075 05 cular beam study). In this latter case
K F ’ the absolute sticking probability
s(©) was measured
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it. While trapped in the precursor, the molecule is only weakly held and therefore fairly
mobile. Apparently it can diffuse across the surface and search for an empty adsorption
site. For usual precursor lifetimes, which are in the 107 s range, there is a good chance to
find such site if the surface areas already covered are not too large. Because the molecu-
lar precursor potential will be locally affected wherever particles are preadsorbed, one
must, for precise considerations, distinguish between intrinsic and extrinsic precursor
states [130]. The first exists at empty surface sites and the latter at sites filled with a che-
misorbed particle.

Returning to Fig. 3.26, we can introduce various probabilities, namely, for physisorp-
tion into the intrinsic and extrinsic precursor ¢/ and ¢/’, for migration of particles trapped
in the precursor state (p),, p, for intrinsic and extrinsic precursor, respectively), p/, for
chemisorption from the intrinsic precursor, and pj (py) for desorption into the gas phase
via the intrinsic (extrinsic) precursor. Using rate constants (k;) and populations (A;), we
may formulate the schemes:

a) for molecular (non-dissociative) adsorption, at vanishing desorption
(A = adsorbing species)

Gas-phase species
AQ
ko Ko K s
. Kn .
Ap < kl = Ap k'h Ach
Extrinsic Intrinsic " Chemisorbed
precursor species

and b) for desorption (vanishing adsorption)

Gas- phase species
Ag
@ Tk‘d Vi
. ki . ky
Ap pr :n AP k;:h Ach
Extrinsic Intrinsic Chemisorbed
’ Precursor species

to give just one example. Quite similar schemes can be worked out for dissociative
adsorption and desorption [130].

With known probabilities and rate constants, it is possible to arrive at expressions for
macroscopic rate of adsorption or desorption which, of course, must be fully equivalent
to the formulae given in the overall macroscopic treatment of Chapter 2 (Egs. 2.44 and
2.45). The only difference that appears is a new s() function, which accounts for the pre-
cursor existence. Following the model considerations of Kisliuk [144,144a], one can com-
bine the decisive probabilities to a new precursor constant K which reads

pll
K=—-"4_ 3.20
Pen t Pa
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and one obtains, for molecular adsorption, the function [144]

1
$(@)=spg————— . 3.21
1+ %K

K =1 then corresponds to the (linear) Langmuir behavior, where s,(1-6). K > 1 leads to
concave curves (smaller s values at a given coverage) and 0 < K < 1 results in typical
convex precursor relations, whereas K = 0 yields s(0) = s, independent of coverage. An
example is presented in Fig. 3.28. Obviously, K is largely determined by the probability
P4, which must become smaller than the sum of p, and pj in order to reach the condition
K < 1. It should be added that similar considerations and derivations can be put forth for
dissociative adsorption. For the purposes of heterogeneous surface reactions, the exist-
ence of weakly bound precursor states may be of some significance. At higher reactant
pressures, even weak (physisorbed) states may become considerably populated, so that
the rate constants associated with adsorption into as well as transition and desorption
from the precursor state become rate-limiting.

10
s/ So

051

Fig. 3.28. Calculation of various sticking coeffi-
cient-coverage dependences as predicted by the
Kisliuk model for molecular adsorption, accord-
ing to Eq. 3.21 [144,144a].

There is yet another factor, which can and will modify the coverage dependence of the
sticking probability, namely, adsorbate-induced changes of the surface structure, the
adsorbate-induced reconstruction. As we learned in Sect. 3.1, it may very well be that a
certain local or overall critical concentration of adsorbate makes the surface reconstruct,
whereby the new configuration of substrate atoms can provide a more (or less) effective
energy accommodation and hence sticking. We shall return to this point in the context of
oscillating surface reactions in Chapter 5.

All in all, surface kinetical processes, such as adsorption, usually depend very much on
the surface concentration of adsorbed particles. The example of the precursor model
could illustrate that a microscopic analysis of the surface processes can help people under-
stand the macroscopic behavior.
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3.3.3 Pre-exponential Factor and Coverage Dependence of Desorption

Desorption is, of course, the reversal of the adsorption process. The relations between
adsorption and desorption, that is entering and leaving the surface potential energy well,
has led many investigators to spend some effort on developing kinetic and statistical
models [130, 145-149]. The famous concept of detailed balancing is just mentioned
here. In a somewhat naive interpretation, it states that those particles that stick very effec-
tively must leave the surface with a correspondingly low efficiency.

When dealing with desorption, we confine ourselves to the process of thermal desorp-
tion (the respective experimental spectroscopy will be presented in Chapter 4). The
adsorbed particles are assumed to reside in the minima of the surface potential and to be
in equilibrium with the surface (full accommodation). One of the problems is to treat the
coupling of the particles’ vibrations to the phonons of the substrate. More details on the
microscopic view of the single desorption event may be found in the works by Gortel et
al. [150] and Kreuzer and Gortel [151].

We remember the principal kinetic equation for thermal desorption (associative desorp-
tion):

r4es(0, T) = VS(O) - f(O) - exp ( 3.22

RT

Let us first briefly comment on the microscopic meaning of the pre-exponential factor v.
We had defined v phenomenologically as a kinetic coefficient (rate constant at infinite
temperature), cf., Sect. 2.4, Eqs. 2.46 and 2.48, and could express it in terms of transi-
tion-state theory by the molecular partition functions g; (Sect. 2.6). The relation to ther-
modynamics could be established by introducing the activation entropy for adsorption,
AS* (Chapter 2, Eq.2.88).

Microscopically, v, can be regarded as representing the total frequency of attempts of
the adsorbate particle to move in the direction of the (desorption) reaction, i.e., to escape
the chemisorptive potential. The exponential term of Eq. 3.22 then stands for the number
of successful attempts (having the necessary activation energy). In this very simple pic-
ture, v; would then equal the frequency of vibration of the adsorbed atom f;, multiplied
with the respective partition functions if it is assumed that it desorbs like an atom (first-
order desorption of adsorbed noble gases may be taken as an example).

A fairly straightforward explanation of v, describing a recombinative desorption, can
be offered, for example, if the adsorbed gas is completely mobile in two dimensions.
Then, v, simply equals the collision frequency in this two-dimensional gas:

2
vy = da\/7kTIm [mT] , 3.23

where d, = collision diameter [m], m = mass of A [kg].

In many cases, however, this assumption is certainly invalid, because, at higher adsor-
bate concentrations, island and cluster formation due to lateral interactions inhibits the
mobility of the adparticles. Furthermore, precursor states may influence the elementary
kinetic processes in a complex manner, which obscures a simple interpretation of the pre-
factor. Before we enter the discussion of coverage effects, we present in Table 3.6 a selec-
tion of some experimentally determined frequency factors for first- and second-order
desorption reactions. For an interpretation of these values, we refer to the discourse of
transition-state theory (Sect. 2.6).

For practical purposes, it is often useful to consider the coverage dependence of the

_ AEdes(Q) )
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Table 3.6. Selection of experimentally determined frequency
factors for first- and second-order desorption reactions [130]

System Frequency factor Reference
at small coverages
H/Ni(100) 8 x102 cm’! (o1

25%x1070  em?s! [131, 133]
3 x10°0  emZs! [132]

H/Ni(111) 2 x1070  em?s! pio1

23%x102  cm?s! [70]
H/Pd(100) 1 x102% cm2s!  [103)]
H/Pd(111) 13x1070  em?s! [152)
H/Rh(111) 12x102  cmZs!  [153]
CO/Ru(0001) ~5x 106 7! [95]
CO/Pd(100) 3 x1016 41 [75]
CO/Mr(111) 24x1014 71 [154]
CO/Ni(111) 1017 s [141]
CO/P(111) 4 x1085 7! [155]
0/Ag(110) 4 x10% 71 [156]
O/Ix(110) 35x102  em?s! [157]
N/Ru(1010) 5 x1012 1 [158]

desorption phenomena, which can govern the progress of a surface reaction to a great
extent. While the macroscopic kinetic equations have already been presented in Sect. 2.6
(Egs. 2.69-2.88) and discussed in terms of transition-state theory, we shall now be con-
cerned with a microscopic understanding of the coverage dependence of the desorption
rate. Besides the explicit f(©) function, any such coverage dependence can come about
for two different reasons: i) The pre-exponential factor Vs4es Of Eq. 3.22 is coverage-
dependent, and ii) the activation energy for desorption AE(;'es depends on coverage.

The microscopic model behind the function f(®) simply is that the number of desorp-
tion events is directly proportional to the number of particles in the adsorbed state. For
molecular (associative) desorption, this means that f(©) becomes © (first order desorp-
tion), whereas for dissociative adsorption and molecular desorption two individual par-
ticles must encounter each other before they can recombine and leave the surface as a
molecule. The probability for this recombination is proportional to the square of ©, hence
f(©) becomes & (second order desorption). In a few cases, other coverage functions than
first- or second-order are observed, particularly on surfaces with adsorbate islands or
high concentrations of crystallographic imperfections.

Cassuto and King [159], Alnot and Cassuto [160], and Gorte and Schmidt [146] have
pointed out that the existence of any precursor state in the adsorption path can also be
relevant for the desorption reaction and modify the coverage function f{@). Likewise,
expressions for the rate of desorption can be derived, which again contain sort of a precur-
sor constant. This, in turn, is composed of the various probabilities, which we have dis-
cussed in the context of the adsorption kinetics. However, we abandon presenting the rela-
tively complicated formulae, which can be looked up, for example, in the review article
by Morris et al. [130].

The coverage dependence of the pre-exponential factor, w(0), and the coverage depend-
ence of the activation energy for desorption AE, (6) shall be discussed together, because
these quantities are intimately related with each other via the so-called compensation
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effect, which we shall deal with later. For associative desorption, the variation of v, with
coverage can be explained in terms of a random-walk surface-diffusion process as the
rate-limiting step [161,161a]. It is immediately seen that this kind of diffusion will be
greatly affected if the adsorbed particles are subject to mutual interaction forces with
energy o. Island formation can take place if o is attractive, and directed-walk may be
superimposed on random-walk phenomena. Accordingly, the respective kinetic formulae
must be modified to include the w-related effects. Even more obvious seems to be the
influence of coverage-dependent activation energy for desorption. As in adsorption, one
must distinguish between a-priori and induced energetic heterogeneity. With “real” sur-
faces, certainly the a-priori heterogeneity determines the overall desorption phenomena.
That is to say, if a linear temperature ramp is applied to the system, for example in a tem-
perature-programmed desorption experiment, the various filled potential wells of differ-
ent depths are successively emptied as thermal energy is supplied to the system, starting
with the shallowest and ending with the deepest wells. Likewise, at constant temperature,
particles desorb from shallow potentials at a much higher rate than from deep ones. On
ideal single crystal surfaces, on the other hand, the induced heterogeneity should be domi-
nating as provoked by the mutual particle-particle interactions at medium- and high-sur-
face concentrations. The net effect, however, will be exactly the same in this case,
namely a reverse proportionality between desorption rate and adsorbate bond strength.

A discussion of the abovementioned compensation effect is now in order. This interest-
ing phenomenon consists of an apparent coupling between the pre-exponential factor v
and the activation energy for desorption AE‘;CS. In a sense high prefactors are associated
with high AE(;;S values and vice versa. This has the surprising consequence that an
increase in the activation energy for desorption does not lead to the expected decrease of
the rate constant and hence the rate, because there occurs at the same time an increase of
the pre-exponential factor, which more or less compensates the influence of the change
in the exponent! A typical example is shown in Fig.3.29. It concerns the CO desorption
from a Ru(0001) surface as measured by Pfniir et al. [95]. Obviously, v,,, follows AEj,_
in every detail.

In practical catalysis, the phenomenon of a compensation effect has been known for a
long time and has been discussed repeatedly. Constable [162] probably was the first to
discover it in the context of his study of dehydrogenation of ethanol over copper cata-
lysts. Cremer [163] treated the problem of the compensation effect in catalysis in some
more general manner and explained it in terms of a relation between activation enthalpy
and activation entropy (which is implicit in the pre-exponential factor). For the simple
thermal desorption reaction from surfaces there was an early work by Armand and Lapu-
joulade [164] followed by an extensive consideration of Alnot and Cassuto [160]. Both
groups were able to establish a logarithmic relation between the frequency factor and the
activation energy for desorption, of the kind

- AE;es
V—uoexp( RT: ) , 3.24
where T, represents the so-called isokinetic temperature.

The meaning of T; can be deduced from Fig. 3.30 in which the rate of desorption is
plotted vs inverse temperature. For quite different systems it appears to be a constant. At
T;, any pairs of AEd*es and v will lead to the same rate of desorption. The compensation
effect shows up quite clearly: small slopes cause a low v; large slopes cause high prefac-
tors. So far, a reasonable physical interpretation of the compensation effect has not been
given. If we believe Alnct and Cassuto [160], it is, however, nothing but an artifact,
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Fig. 3.29. Illustration of the operation of a compensa-
tion effect by a CO adsorption study on Ru(0001)
[95], where (upper panel) adsorption energies
obtained by various methods (different symbols) are
contrasted to the pre-exponential factors k( deter-
mined for the same CO coverages (monitored by the
relative work-function change A/A® ,,) The forma-
tion of an ordered (V3 x ¥3) R 30° LEED structure
results in both cases in a sharp rise around AG/AD ¢
=0.5.

caused by improper data-evaluation procedures using the simple Arrhenius plot of
In(rate) vs 1/T. They stress that precursor states in the desorption path must be taken into
account, which then results in deviations from linearity of an In(rate) vs 1/T plot.

In(rate)

mﬂ -

AED

AE3

AE;
AEY

72

1 0
T K

Fig. 3.30. Schematic Arrhenius diagram explaining
the compensation effect. Apparently, small activation
energies AE* (small slopes) cause small values of
In(rate) and vice versa. Rates and activation energies
coincide at the isokinetic temperature T ;.



A final word should be devoted to the role of thermal desorption processes in heteroge-
neous reactions. As pointed out in the introductory chapter, it is the thermal desorption
reaction, which finally removes the reacted particles of the product from the surface, thus
clearing the way or better the adsorption sites for the subsequently adsorbing reactants. If
there were no desorption, the surface would be blocked shortly after the beginning reac-
tion, leading to complete poisoning. A description of experimental thermal desorption
techniques will be presented in Chapter 4.

3.3.4 Surface Diffusion

As repeatedly mentioned previously, the phenomenon of surface diffusion plays a central
role in adsorption phenomena. It can primarily affect the substrate, but also the adsorbate
structure, and principally, one must distinguish two kinds of diffusion processes (which
can occur at the same time). First, the atoms of the substrate material can move, particu-
larly at elevated temperatures, because the surface tends to lower its free energy content.
This process can occur during thermal annealing or in the course of exothermic heteroge-
neous reactions, whereby in the latter case the extent of substrate atom diffusion is also
governed by the turnover of the respective reaction. Diffusion, which involves substrate
material, is usually quite an unwanted process in heterogeneous catalysis, because it
leads to the sintering phenomena or to the healing of crystallographic defects, resulting in
an overall loss of active surface area of porous materials. Furthermore, bulk impurity
atoms can segregate at the surface and poison active sites. The diffusion of substrate
atoms has been investigated frequently in the past, among others by Bonzel [165-167],
Butz and Wagner [168,168a], Ehrlich [169], and Holzl and coworkers [170,171]. Due to
the rather high activation energies required for substrate atom displacements, tempera-
tures of up to 1000 K have to be employed to obtain reasonable rates of diffusion. Fre-
quently, surface-reconstruction phenomena are often based on a collective migration of
surface atoms and hence involve substrate diffusion.

Within the framework of this chapter, however, we shall be more concerned with the
second type of surface diffusion, which does not require as vigorous temperature condi-
tions, namely, diffusion that occurs within the adsorbate phase. Pioneering investigations
in this field were performed among others by Gomer and his group [172,173]. Similar to
the first type, this diffusion is closely related to mobility. While mobility in the physi-
sorbed state (via precursor intermediates) usually improves the rate of chemisorption,
mobility in the chemisorbed state can help establish thermodynamic equilibrium, in
which all particles have reached the minima of the potential energy curve and thus reside
in periodic sites. It is self-evident that only in this situation the maximum degree of long-
range order will exist, and in a diffraction experiment (cf. LEED, Chapter 4) intense
“extra” spots will be obtained. Furthermore, surface diffusion helps to overcome lateral
concentration gradients due to non-equilibrium clustering phenomena, which frequently
occur at very low temperatures. There exists a vast literature on the topic surface diffu-
sion, and we can give only a selection here [130, 169, 170]. The mechanism of diffusion
can be thought of as individual “hops” of particles from their original site to empty
adjacent (nearest neighbor) sites. The hopping frequency depends in the usual manner
exponentially on the temperature, via

AFE};
D(T) = D() €Xp <—T;:f£) . 3.25
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This equation is closely connected to the residence time of a particle in a given site (Eq.
3.16). D is the diffusion coefficient at temperature T, AE, the activation energy for diffu-
sion (the height of the barriers in x-y direction of Fig. 3.21) and D), the pre-exponential
factor called diffusivity.

D, can be expressed in terms of transition state theory assuming the transmission coef-
ficient » to be unity as [130]

N KT [ ASig
D() = E Texp (T) s 3.26

where A stands for the jump distance, « for the symmetry number (= 2 for a two-dimen-
sional problem), and ASJiff for the activation entropy of surface diffusion.

A decisive parameter of Eq. 3.25 is the activation energy for surface diffusion AE;iff
which is approximately one-tenth the value of the adsorption energy. For normal chemi-
sorption systems, such as CO on Pd, this means that AE;iff =3 - 4 kcal/mol = 15 - 20
kJ/mol. In the physisorption regime, this barrier height is is certainly lower by an order of
magnitude.

The diffusion coefficient Dy, can be experimentally determined by field emission
[175, 176] or by laser desorption experiments [177-179]. In the first case, there is a direct
observation of the diffusing boundary in the field electron microscope possible [172],
while the latter technique is well suited for single crystal surfaces covered with adsor-
bate. A short laser pulse is shot onto the surface, and due to local heating all the particles
adsorbed within the zone of impact of the light beam (~1 mm2) desorb, thus creating an
empty spot on the surface. Subsequent laser pulses fired on the same spot after well-
defined time intervals ¢ allow conclusions to be made about the rate of surface diffusion
into the bare zone. The diffusion coefficient D ;, and the mean-square displacement x are
interrelated by

x = (D)2 3.27

This equation is a “random walk” relation and assumes no concentration dependence of
D when diffusion occurs out of a boundary of adsorbate. In these cases, therefore, D is
sort of an average diffusion coefficient over the range of coverage of the boundary. In the
same way, AEd*iff is taken to be coverage-independent. As long as the particles do not
form a phase with long-range order, these assumptions may represent valid approxima-
tions. However, as pointed out previously, mutual particle-particle interaction forces are
the rule in adsorbate layers, and it is expected that the respective interaction energies @
can greatly modify the distribution of particles across the surface and hence the diffusion
via vacancies. This can be taken care of by introducing a coverage-dependent diffusion
coefficient, and the diffusion problem must be treated using the one-dimensional form of
Fick’s second law

ON ) 0 ( dN
- = D(N)—) y 328
( ot ), Ox dr /,

where N is the number of adsorbed particles per unit area (coverage), ¢ the diffusion time,
x the distance moved at particle number N, and Dy, the coverage-dependent diffusion
coefficient.

A general solution of the partial differential equation (Eq. 3.28) has been worked out
[180] so that diffusion coefficients could be determined. We should add here that D’s
coverage dependence comes about by a coverage dependence of AE;iff and Eq. 3.25 must
actually be rewritten:
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3.29
RT

whereby AE(;ff(Q) can be expressed within the quasi-chemical approximation, as evalu-
ated by Fowler and Guggenheim [181]:

N N Zw (1-20)

AE4(0) = AEgg 0 + 2 {1 T /TS0 o @)-B} )
where B = 1 — exp(o/RT) represents the short-range order parameter, Z the number of
nearest neighbor sites, and o the lateral interaction energy.

This expression must be inserted into Fick’s law ( Eq. 3.28). The partial differential
equation can then be solved numerically with some mathematical effort [182], which is,
however, beyond the scope of our brief overview. In Table 3.7, we instead present some
experimentally determined diffusion coefficients taken from the review article by
Bowker et al. [130].

AE% (O
D(r.0) = Dyexp (___}ﬂ_)> ,

3.30

Table 3.7. Some experimentally determined diffusion
coefficients of adsorbates [130]

System Dy [cmzs'l] Reference
Cs on W(110) 0.23 [183]
K on W (tip) 107..107° [184]
N on W(110) 0.014 [185]
O on W(110) 0.04 ... 0.25 [182]
H on Ni(100) 25% 1073 [178]
D on Ni(100) 8.5x 1073 [178]
H on W (tip) 1.8 x 107 [186]
D on P(111) 8 x 1072 [179]
CO on Pt(111) 1072... 1073 [179]

A final word should be devoted to the role of diffusion in a heterogeneous reaction in
general. As we have pointed out in the introductory chapter (1.2) there may be various
physical processes rate-limiting for the overall velocity of a surface reaction, namely, i)
trapping and sticking, ii) adsorption, iii) surface reaction, and iv) desorption of product
molecules. So far we have mainly considered surface diffusion as a vital elementary pro-
cess in steps ii — iv. In view of the practical conditions in which heterogeneous reactions
are carried out, namely, at pressures in the kPa and MPa range, two additional reaction
steps can come into play. Strictly speaking, they do not have so much to do with surface
diffusion, but with diffusion or mass transport in the vicinity of the surface. Frequently,
these steps determine the overall macroscopic reaction rate. The respective diffusion phe-
nomena comprise the transport of reactants to the catalyst surface and the transport of pro-
ducts away from it, particularly under viscous flow conditions. When either of these pro-
cesses is slower than the chemical reaction rate, the total rate will be governed by the rate
of arrival of reactants and of the removal of products, respectively. A reaction of this kind
is called diffusion-limited. Here, the microscopic diffusion parameters are not really rele-
vant anymore; rather the more macroscopic parameters such as flow rate, viscosity,
geometrical dimensions of the reactor, and porosity of the catalyst material become opera-
tive and determine the scenery. Diffusion limitation is indicated by one of the three char-
acteristics. i) The rate is no longer directly proportional to the weight (surface) of the cata-
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lyst material, a power law with exponent 0 < n < 1 is obtained instead. ii) The rate can be
greatly affected by changes in the flow rate conditions. iii) The temperature coefficient of
the reaction is low, pointing to very small apparent activation energies. Diffusion limita-
tion can also be a problem with porous catalyst material. However, in this case, changes
in the flow rates do not affect the rate of diffusion inside the pores. Here we touch again
on practical questions as to the optimum macroscopic morphology of catalyst particles
for a given reaction, which are not to be addressed here.
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4 Some of the Surface Scientist’s Tools

In the preceding chapter we provided the reader with a whole variety of detailed physical
and chemical information about the state of surfaces and adsorbates. Certainly, on sev-
eral occasions, the question has arisen about how this information was obtained for each
case, and in the following, we are going to answer at least some of those questions as we
present a selection of appropriate experimental methods.

There is one common feature of the respective experimental techniques, namely, their
surface sensitivity. Since, for a given piece of bulk material, the number of bulk atoms
always exceeds the number of surface atoms by many orders of magnitude, surface sensi-
tivity really is the key property of any such analytical method. Surface sensitivity can be
attained in various ways, whereby the penetration depth or escape depth of impact or off-
scattered particles is one of the most prominent physical properties. As we shall see later,
most surface analytical tools use electrons as probing particles, and the escape depth of
electrons with variable kinetic energy emitted from solid, particularly metallic, material
is essentially the basis of any surface sensitivity here. The electron-escape depth is rela-
tively independent of the kind of metal and can be determined in various ways, for
example, by probing the characteristic electron emission of a substrate metal which is
then uniformly coated with a different kind of material. Simultaneously, the decay of the
original emission is monitored as a function of overlayer thickness. In Fig.4.1, we pres-
ent the so-called universal mean free path (1) curve for electrons in solids as a function of
their kinetic energy [1]. Each point in that curve refers to an individual A measurement. It
is quite obvious that the curve exhibits a pronounced minimum of 1-3 monolayers
(3-10A) around 10-100eV electron energy, which is the reason why this particular
energy range is usually chosen in surface electron spectroscopy experiments.

Another quite important criterion for the applicability of an analytical method is that it
is non-destructive. In other words, the surface properties should be retained after the ana-
lysis has been made. Unfortunately, there are various methods that actually do damage
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the surfaces, at least partially, and one must therefore distinguish destructive and non-
destructive surface analytical techniques.

Before we enter a detailed description of selected methods, we should, once again,
emphasize the importance of the pressure gap pertinent to what we call surface analysis
(cf., Chapter 1). Accordingly, the surface analytical tools must be subdivided into two
classes, viz., those operating at pressures below ~10"*mbar, and those functioning at
higher and much higher pressures. Unfortunately, by far the most standard surface analy-
tical methods are based on unperturbed particle impact and detection and thus require
Knudsen (molecular flow) conditions, where the mean free path of the gas molecules or
electrons is larger than the dimensions of the reactor. Moreover, since it is demanded to
analyze (or characterize) well-defined systems, it is mandatory to establish ultra-high
vacuum conditions. It follows immediately from kinetic theory that the number of gas par-
ticles, N,, striking a surface area of 1cm? per second is given by

) RT P
N, =N/ —— =2.634 x 10— , 4.1
M T

where 'N equals the number of gas molecules per cm?, and P the gas pressure in [mbar].

Assuming an average molecular weight of M = 28 [gMol '] (which could refer to mole-
cular nitrogen or carbon monoxide), one can, from Eq.4.1, construct a plot of the number
of impact particles/s and cm? against gas pressure, as is reproduced for three kinds of
gases with different molar mass in Fig.4.2. It is perhaps surprising that around 1078 mbar
ambient pressure there are as many particles colliding with the surface in 1s as are necess-
ary to build up a complete monolayer (we recall that this fact led us to define the expo-
sure in “Langmuir”, cf., Sect. 3.3.1). Even at 107! mbar pressure there are still about
10'% to 10! particles hitting a 1cm? surface in 1s, and evidently, contamination prob-
lems can arise with long-term surface analyses. Unfortunately, there is not enough space
to comment on the production of ultra-high vacuum conditions which is achieved by all
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sorts of simple, and more sophisticated and powerful vacuum pumps, along with the use
of stainless-steel reaction chambers, system bake-out procedures, etc. Rather, we refer to
the relevant textbooks or monographs which deal with vacuum technology [2-6]. Pref-
erence here is given to the book by Dushman [3], which is a compilation of the whole
body of vacuum physics, including details of pumping speed and pressure measurements,
of sample handling and cleaning, as well as of all kinds of material aspects as far as
vacuum compatibility is concerned.

In surface analysis, there is principally only a limited number of analytical tools avail-
able, in that matter can interact only with particles and/or radiation, with thermal energy,
or with electrical and magnetic fields.

Some years ago, Benninghoven [7] gave (along with an overview of the surface analyti-
cal methods) a matrix that compiles most of the techniques that can be and are still
applied to surface and interface analysis. This scheme is reproduced in Fig.4.3. Horizon-
tally, the excitation sources are displayed and vertically, the emitted particles are listed,
whereby a distinction is made between photons, electrons, ions, and neutral particles.
Although this matrix includes many methods it is, nevertheless, incomplete; for example,
work-function change measurements or scanning tunneling microscopy are not con-
sidered. Furthermore, the “resolution” of the matrix is not sufficient, i.e., the fields 12,
21, and 22 could easily be subdivided into elastic and inelastic processes, and into low-
and high-energy regimes, etc. Nevertheless, one immediately realizes that just in this
matrix there are no less than 22 methods listed, and since most all of them have relatively
complicated names, it has become quite common in surface analysis to use abbreviations.
In Table 4.1 we give a short selection of commonly used abbreviations in surface science.

photons photons
eiectrons electrons

ions ions
neutrals \ neutrals
electric field \
A\ é
AN
solid surface

excitation ——

photons electrons ions neutrals heat lectric field|
hv e i N kT
emission electron ion neutral
hv reflection | induced induced induced thermal
photo- photo- photo- radiation
secondary
Photo- and | electron ion neutral thermal field
e Auger emission | induced induced electron electron
electrons (includ. electron electron | emission | emission
EXAFS inelastic | emission | emission
electrons)
electron neutral
; photo- induced | secondary | induced thermal field
desorption | desorption ion i desorption ion
of jons of ions emission | emission of ions emission
P p— Fig. 4.3. Schematic overview of the prin-
| phowo- | induced | cathodic | cathodic |desorption” cipally possible excitation and emission
desorption | desorption | sputtering | sputtering | (of spectroscopies with a solid surface. After
of neutrals | of neutrals neutrals) .
Benninghoven [7].
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Table 4.1. Some abbreviations and acronyms frequently used in surface chemistry
and surface analysis

EDC
EELS
ELS
ESCA
ESD
ESDIAD
EXAFS
EXELFS
FEM
FIM
HREELS
ILEED
INS

IPE
IRAS
ISS
LEED
LEEM
LEIS
NEXAFS
PSD
RHEED
SBZ
SDOS
SERS
SEXAFS
SIMS
STM
TDS
TDMS
TEM
TON
TPD
UHV
UPS
XANES
XPS

Auger electron spectroscopy

appearance potential spectroscopy

angle resolved ultraviolet photoelectron spectroscopy
bremsstrahlung isochromat spectroscopy
Brillouin zone

desorption induced by electronic transition
density of states

electron distribution curve

electron energy loss spectroscopy

electron loss spectroscopy

electron spectroscopy for chemical analysis
electron stimulated desorption

electron stimulated desorption angular distribution
extended x-ray absorption fine structure
extended electron loss fine structure

field electron microscopy

field ion microscopy

high resolution electron energy loss spectroscopy
inelastic low energy electron diffraction
ion neutralization spectroscopy

inverse photoemission

infrared reflection-absorption spectroscopy
ion scattering spectroscopy

low energy electron diffraction

low energy electron microscopy

low energy ion scattering

near edge x-ray absorption fine structure
photon stimulated desorption

reflection high energy electron diffraction
surface Brillouin zone

surface density of states

surface enhanced Raman scattering

surface extended x-ray absorption fine structure
secondary ion mass spectrometry

scanning tunneling microscopy

thermal desorption spectroscopy

thermal desorption mass spectroscopy
transmission electron microscopy

turn-over number

temperature programmed desorption
ultra-high vacuum

ultraviolet photoelectron spectroscopy
x-ray absorption near edge structure

x-ray photoelectron spectroscopy
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Of course, we are also aware of the wealth of literature covering the field of surface
and interface analysis. We refer the reader who is interested in other methods, or in cer-
tain apparative or theoretical details, to the relevant literature; here, we do not attempt a
complete and exhaustive description of all the currently existing methods. A synopsis of
modern surface analytical techniques is given, among others, in the book by Woodruff
and Delchar [8] or in the Handbook of Surface Analysis [9]. Also in the monographs of
Ertl and Kiippers [10] or of Prutton [11] there are various such methods presented. Every
year there are, worldwide, several status seminars on the methodical aspects, and it is
extremely difficult for any surface scientist to really keep up with all the technical devel-
opments. Certainly, there is a clear trend to computerize and to automatize the surface
analytical methods whenever possible, therefore it becomes increasingly difficult to
track the physical principles behind such methods. In industry, surface analyses have
been performed routinely for a number of years, preferentially based on AES, ESCA or
SIMS techniques. Now, instead of discussing the methods in the sequence as given by
Benninghoven’s matrix it seems more appropriate to use a different organization prin-
ciple and to confine ourselves to a few important and frequently exploited analytical tools.

We shall list, in this sequence, selected and representative methods for analyzing
geometrical surface structure, electronic surface structure, surface chemical composi-
tion, and surface thermodynamical (energetic) and kinetic properties in order to make
clear how the microscopic information provided in Chapter 3 can be obtained. In all
cases, it is tacitly assumed that a clean surface as well as adsorbate phase properties are to
be analyzed.

4.1 Determination of Geometrical Surface Structure

The task here is to get information about bond lengths and bond angles of the atoms or
molecules present in the surface region. These may comprise substrate atoms as well as
adsorbate particles. Furthermore, the determination of surface periodicity (long-range
order) is one of the goals of surface structure analysis. Quite generally, we may distin-
guish “real space” and “diffraction” methods; historically, certainly the diffraction
methods have attracted the main interest, LEED in particular, while in recent years direct
imaging techniques have also been developed (scanning tunneling microscopy (STM),
high-voltage transmission electron microscopy (TEM), LEED microscopy (LEEM), ion
scattering, etc.). We again recall the difficulty to restrict analysis to the topmost atomic
layer, due to the electron mean free path-energy correlation of Fig.4.1. Actually, there
are very few techniques which really probe the structure of the outermost atomic layer,
for instance, STM, field ion microscopy (FIM) or Penning ionization spectroscopy [10].

For practical purposes it is relevant as to whether one deals with polycrystalline or
single crystalline samples. Monocrystalline structure should extend over areas greater
than ~1 mm? (the typical width of probing electron beams) in order to produce a well-
defined diffraction pattern. Polycrystalline matter usually consists of grains or agglom-
erates with much smaller diameter, and within the width of the probing beam, there are
no longer any well-defined phase relations between the scattered waves, thus leading to a
loss of constructive interference maxima. It must be borne in mind that all diffraction
methods require large single crystalline surface areas. Unfortunately, these are not
common in practical chemical applications (except perhaps in semiconductor technology
where relatively large single crystals of silicon are used for wafer production).

88



Rather, polycrystalline powders, pellets or foils dominate, e.g., in practical catalysis,
as pointed out in Chapter 2. Here, the ordinary diffraction methods are no longer very
helpful, since most of them are not compatible with high-pressure conditions. However,
in recent years other powerful analytical techniques have been developed which can
probe surface structure on a more microscopic scale; these include x-ray absorption tech-
niques or tunneling microscopy which will be dealt with further on. Despite these devel-
opments, it is not at all easy to obtain clear structural information from “practical”
materials, and this is the reason why, in this area, structure-sensitive methods are not as
popular as analyses that probe the surface chemical composition.

Our model approach, however, relies very much on the use of single crystals, and most
of the structure-sensitive tools here are based on an understanding of the microscopic or
macroscopic diffraction physics. This is why we present diffraction methods in the first
place and focus on the well-established diffraction of low-energy electrons (LEED),
including the most recent development of LEED microscopy LEEM.

4.1.1 Electron Diffraction

Low-energy electron diffraction (LEED): The physical principles and the technical realiz-
ation of the LEED method have been repeatedly described in the literature [10-18]. It is
not the intention here to present all important details of the method, but rather the reader
shall be exposed to the basic physical principles, as well as the standard experimental
set-up of LEED.

The method itself dates back to experiments carried out by Davisson and Germer in
1927 [19,20]. These authors studied the reflection of electrons from nickel targets in
vacuo. These targets were recrystallized by heating, giving rise to anomalies in the angu-
lar distribution of the back-scattered electrons. Using a larger monocrystal, they
observed maxima and minima in the angular distribution which were interpreted as being
caused by constructive and destructive interference of the reflected electron waves. Their
results nicely supported the earlier work of de Broglie on the wave theory of electrons.
However, owing to the complexity of the experimental set-up at that time, it took another
30-40 years until low-energy electron diffraction patterns could be obtained routinely,
thanks to the development of bakeable all-metal vacuum systems, reliable ceramic-
to-metal seals, universal mechanical motion feedthroughs and improved low-energy elec-
tron-gun designs, as well as the use of powerful vacuum pumps and the accumulation of
knowledge concerning the preparation and cleaning of single crystal surfaces.

Fig. 4.4. Schematic set-up of a LEED
experiment. Low-energy electrons are
produced by a W cathode and focused
onto the sample. The back-scattered elec-
trons pass a grid system, which cuts off
the inelastic fraction (suppressor) before
the elastic (diffracted) electrons are post-
accelerated onto a phosphorous screen
(collector).
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Fig. 4.5. Illustration of the diffraction
and imaging process occurring on a sur-
face with a two-dimensional grating.

Before we enter a (brief) presentation of some basic diffraction physics, it is deemed
useful to show the typical experimental arrangement. According to Fig. 4.4, a single crys-
tal piece (area ~1 cm?) mounted on a mechanical manipulator (allowing motion in x, y, z
coordinates and rotation around a perpendicular axis) inside a UHV chamber is required;
an electron gun provides a well-collimated monoenergetic beam of slow electrons; a
so-called LEED optics consists of at least three (or, better, four) highly transparent con-
centric hemispherical grids and a solid phosphorous screen behind. Usually, the surface
normal passes the center of the electron gun and that of the spherical cap made up by the
grids and the screen, whereby the crystal is positioned so that it is right in the center of
the grid curvature. As is illustrated in Fig. 4.5, the electron wave originating from the gun
hits the surface and is diffracted at its atomic grating. The elastically back-reflected elec-
tron waves interfere with each other, thus leading to diffraction maxima and minima. The
maxima can be made visible on a fluorescent screen, by post-accelerating the slow elec-
trons by a high electric field (U < 7keV). The second and third grids are kept on a poten-
tial slightly lower than the primary electron beam energy in order to cut-off the inelasti-
cally scattered electrons which do not carry relevant structural information and simply
contribute to background intensity. (The first and fourth grids are held on ground poten-
tial and are only added to reduce field inhomogeneities.) Some typical LEED patterns are
reproduced in Fig.4.6. There are several new and sophisticated developments in LEED,
among others a reverse-view system coupled with a TV camera and computer-controlled
data acquisition (Video-LEED) [21-23], or an instrument with a high resolving power
(SPA {spot profile analysis} LEED [24,25]). The particularly interesting LEED micro-
scopy will be dealt with further below, after a short discourse in theory.

The formation of a diffraction pattern can be rationalized as follows: The incoming
electron beam of energy U [Volts] is described by a plane electron wave of length
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Tungsten (110)
125 volts

Lithium Fluoride
(100) 170 volts

Silicon (111)
60 volts

Oxygen on Tungsten
(110) 125 volts

Typical LEED Diffraction Patterns

PRI

150

mu U[Volt] A

Fig. 4.6. Examples of typical LEED pat-
terns from surfaces with different sym-
metry (courtesy Intevac, formerly
Varian).

4.2

and gives rise to interference phenomena on gratings of atomic scale, in close analogy to
x-ray diffraction. Note that an electron beam of 150eV energy has a wave length of 1A.
The most important difference compared to x-rays, however, consists in a much smaller
penetration depth of the low-energy electrons (10eV-500eV energy, corresponding to
0.55A < 1< 3.8A) which ensures that the backscattered electrons originate only from the

surface.

The one-dimensional situation is illustrated in Fig.4.7, which shows a chain of atomic
scatterers of mutual distance a; which is hit by an electron wave at angle ¢,.

Fig. 4.7. Scattering of a plane electron
wave at a one-dimensional periodic chain
of atoms. The path difference for rein-
forcement of adjacent scattered beams
(angle ¢) is indicated.
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The condition for constructive interference (path difference between neighboring
waves = integral number of wavelengths) states (n = diffraction order):

aj(sing —singpg) =n- A 43
The two-dimensional surface can now be regarded as an array of parallel rows of atoms
along [h, k] direction with distance dh,k, and the corresponding diffracted beam will

appear in the same plane as the incoming beam, perpendicular to the direction [A,k].
Again, in close analogy to Eq.4.3, there will be interference maxima at angles ¢ given by

dh,k(sinp — singp) =n A 44
Most often, the LEED experiment is carried out under normal incidence conditions (@, =
0°), and Eq.4.4 simplifies to

A .
sin<p=—1-1—=—i—-— 4.5

Ak 150
™ A,k UVolf]

Accordingly, a certain beam will appear for the first time at an electron energy of
_ 150
diy

It is now quite important that the formation of a surface layer with a new or altered perio-
dicity will give rise to additional or altered interference maxima, since the sensitivity of
LEED is not restricted to the outermost layer; also, the second and third layers are
imaged, as illustrated in Fig.4.8, and the respective LEED pattern contains both the sub-
strate maxima and additional spots caused by the overlayer. If the “grating” distance here

4

is denoted by d} ;, one obtains
nA

i’

a condition which is fulfilled simultaneously to Eq.4.5, and additional diffraction spots
appear on the LEED screen. These “extra” spots can be easily associated with ordered
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Fig. 4.8. Scattering of a plane electron wave (normal incidence ¢,) at a one-dimensional grating consisting
of substrate atoms (open circles, distance of adjacent scatterers = a 1) and an adsorbate layer on top (black
circles, distance between adjacent scatterers = b,). The reinforced scattered electron beams leave the sur-
face at different angles ¢ and ¢f, respectively, thus leading to the formation of ‘extra’ LEED spots.

92



adsorbate layers or (in some cases), also with reconstructed surfaces; they help to ident-
ify adsorbate periodicities and coverages.

A more elegant description of the diffraction physics can be obtained using the Laue
formalism in two dimensions, based on the concept of reciprocal space. If s and s,
denote the unit vectors for the directions of the scattered and incident beam, respectively,
the interference conditions on a two-dimensional lattice (distance a,, of scatterers in
h-direction, distance a, in k-direction, electron wave length A) read:

a(s—sg)=h\ 4.8a

ax(s —sp)=kA. 4.8b
The two equations 4.8 must be solved simultaneously for all possible s at given s,; the sol-
ution is found as
S — 8
A

where the a,” and a," are the unit mesh vectors, and g is a translation vector of the
so-called reciprocal lattice which is related with the real-space lattice via the conditions

=haj +ka; =g, 49

a;-aj =1 4.10a
a;-a;=0 4.10b
ay-a; =1 4.10c
a-a; =0 4.10d
This means that a; * is always perpendicular to a, and has the length
1
laj| = ————; 4.11a
|| sin o

correspondingly, az*J_ a,, and
1

_ 4.11b
|@z| sin a

laz| = ;

whereby « denotes the angle between the real space lattice vectors @, and a,.

These relations can be used to construct the reciprocal lattice from the real space lat-
tice and vice versa. This is illustrated, for two differently chosen unit cells, by means of
Fig.4.9.

One can immediately realize, using the definition in Eq.4.10, that Eq.4.9 represents
the only possible solution of the interference condition (Eq.4.8).

In a LEED experiment, one determines the direction of the diffracted beams (vector )
as points of intersection with the hemispheres of the LEED optics which are made visible
as bright spots on the fluorescent screen. The well-known Ewald construction can serve
to illustrate the interference condition [26]. Here it suffices to say that the LEED pattern
obtained in a diffraction experiment is a direct representation of the reciprocal lattice. It
must be added that, so far, only single diffraction events were taken into account. In
reality, however, multiple scattering phenomena are the rule, those being predominantly
double scattering, meaning that a scattered electron wave can be scattered a second time
before leaving the surface. Therefore, the diffraction pattern that originates from a sub-
strate lattice (vectors @; and a,) plus an overlayer lattice (vectors b, and b,) leads to an
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Fig. 4.9. Example of transformation of real space to reciprocal space for two differently chosen unit
meshes a,, a,. Open circles represent the reciprocal, full circles the real lattice points. After Woolfson [29].

effective reciprocal lattice and, hence, a diffraction pattern which can be described by the
expression:

g= h]a’{= + kla; + hzb? + kzb; . 4.12

Apparently, the diffraction pattern does not only contain the periodicities of the indi-
vidual reciprocal lattices of the two layers, but also their linear combinations. This can
cause interference maxima which are not produced by either of the layers alone. It is
possible to show that these spots only appear with complex LEED structures (coin-
cidence lattices and incoherent structures), but do not play a role with the normal simple
overstructures.

Furthermore, in many cases there are various domains or islands of a certain structure
coexisting on a macroscopic surface. If the diameter of these domains is smaller than the
coherence length Ax of the electrons (this will be explained further on), then there occurs
a superposition of the respective scattering amplitudes of the individual domains with cer-
tain phase shifts that result in reflex splitting, reflex broadening or streak formation. How-
ever, if the mean island diameter exceeds Ax the individual scattering intensities are
superimposed and the characteristic spot patterns are observed simultaneously.

A word must be added to comment on the coherence length of the LEED electrons, Ax.
This quantity is, among others, limited by the energetic width of the primary electron
beam, AE, and the beam divergence, i.e., the deviation from parallelism, SAx can be
approximately expressed by

T~ A 4.13

26/1+(AEJE}?’
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and is, for normal LEED instruments, of the order of 100-200 A. The already mentioned
SPA LEED system [24] provides a much better coherence length of several thousand
Angstroms and can be used to analyze beam profiles with respect to domain sizes, sur-
face crystallographic defects, etc. with high resolution.

We turn now to the very purpose of LEED, namely, the actual determination of surface
structure. So far, it has only become clear that the geometry of a LEED pattern carries the
information of the substrate (or overlayer) symmetry, but one must keep in mind that any
displacements of the adsorbate lattice parallel to the surface lattice result in identical dif-
fraction patterns. Furthermore, primitive and non-primitive unit meshes cannot be distin-
guished except in some special cases. As in x-ray crystallography, it is essential to con-
sider the LEED intensities and their dependence on the electron wave length, that is, on
their kinetic energy. The simplest approach is to apply kinematic diffraction theory, in
analogy to x-ray diffraction, and to calculate the structure amplitude F, ;. This implies
that an incident wave suffers only a single scattering event. Actually, however, slow elec-
trons interact strongly with matter, thus making multiple scattering events most likely.
As a consequence, kinematic theory is seldom appropriate to correctly describe the intens-
ity-energy dependence, and there is a need for dynamical LEED theories [15,18,27,28]
that treat the complex problem of intralayer and interlayer scattering of spherical or plane
electron waves in the surface region of the crystal. For the sake of simplicity and easy
physical understanding it is sufficient to briefly touch on kinematic LEED theory; a full
account of the dynamical treatment is given, among others, in Pendry’s book [15].

We define the wave vectors for the incident and scattered wave, respectively, as

2
ko = 7“ 80 , 4.14a
and
2
k = Tﬂ s, 4.14b
whereby
k—k0=Ak=2T7r(s—so)=27rg. 4.15

The intensity for diffraction on a periodic two-dimensional array (unit mesh vectors a,
and a,) is given by

sin®(La; N1 Ak)  sin’(2a, N, Ak)
I o |Fril'—— =
sin“(3a;1 Ak) sin“(3a2Ak)

) 4.16

in which the sinus square terms denote the interference function (lattice factor) due to the
presence of the lattice, i.e., the periodic repetition of N, - N, unit cells. F,, , stands for the
kinematic structure factor. It is obvious that reinforcement of the diffracted electron
waves occurs only in those directions k that satisfy both Laue equations (cf., Eq.4.8)
which can be rewritten as (h, kK = Miller indices)

1a1Ak = hr | 4.17a
and
laAk =k . 4.17b
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For a primitive unit mesh containing a single atom j at location r; (cf., Chapter 3) the
structure factor F, , reads

F, = fjexpiAkr;) 4.18
(f; = atomic scattering factor for electrons), whereby
T; =Uja) + ;a2 +W; 4.19

(the coordinates u;, v; extending in the surface plane and measured in fractions of a,, and
a,, respectively, the coordinate w; taking care of a displacement of the atom perpendicu-
lar to the surface spanned by a,, a, given in absolute units of length).

Considering a non-primitive unit mesh containing n atoms, we have for normal beam
incidence

Fri= i fiexp (2mi {huj +kv; + (1 +cos w)%}) 4.20

3=1

(¢ = diffraction angle to surface normal as defined before).

The dependence of the intensity of a given LEED spot on the electron wave length
(which we remember is defined by the voltage V applied to the electron beam of the
LEED gun) actually contains all the structural information, as mentioned before. Such a
typical LEED “ILV” curve is shown in Fig.4.10 for a Pt(111) curve [30]. It can be
measured by a moveable Faraday cup inside the LEED optics or by a TV camera that dis-
plays the pattern on a monitor, whereby the intensity of selected beams can be electroni-
cally followed and stored as a function of energy (“Video-LEED” [21-23]). Any changes
produced by adsorbed gas (hydrogen in our case) can likewise be monitored.

Fig. 4.10. LEED intensity-energy (voltage) curve of the specularly reflected (0,0) beam, normalized to the
incident intensity I, for the clean (full line) and H-covered (dotted line) Pt (111) surface. The primary
Bragg maxima and their diffraction order are indicated by arrows. After [30].
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When looking at a typical 1,V curve it is immediately realized that there is no constant
intensity, but rather there are relatively sharp maxima (“Bragg maxima”) separated by
low intensity regions. The reason is that we do not have an ideal two-dimensional lattice
consisting of a single layer, but the electron waves do at least partially enter the crystal
(cf., Fig.4.10), with the consequence that, in addition to interference between electron
waves scattered off adjacent atoms parallel to the surface, interference also occurs with
scattered waves originating from second, third etc. layers perpendicular to the surface.
This happens whenever the third Laue condition for the respective layer distance is satis-
fied (I = Miller index):

as(s —sg)=1-A 421

where a is the vector of the (bulk) lattice unit cell (spanned by a,, a,, a;).
The diffraction can also be regarded to occur at the individual layers of the solid with
mutual distance d,;;, as described by the well-known Bragg equation

Zdhkl sin@=n-A s 422

O being the angle between the electron wave impact direction and the surface.

Therefore, the aforementioned maxima of the 7,V curve are called (primary) “Bragg”
maxima. In reality, not only these primary Bragg maxima appear in the I,V curves, but
also additional smaller peaks known as “secondary” Bragg maxima. They are due to
multiple scattering (dynamical) effects.

To conclude the explanation of the LEED method we briefly describe how a structural
analysis is usually carried out. First, a series of experimental 1,V curves is measured for a
variety of beams. Thereafter an electron scattering calculation is carried out for various
plausible adsorption geometries, in which multiple scattering is explicitly considered.
The thus obtained theoretical 1,V curves are compared with the experimental ones and the
geometrical parameters of the best fit curve are believed to reflect the “true” surface struc-
ture. The agreement between theoretical and experimental I, V curves is judged by the
so-called reliability (r) factor. r is a mathematical function which compares peak maxima
positions, curve shapes, intensities etc. and can range between zero and 1, whereby r =0
means perfect agreement. r values greater than ~0.5 indicate disagreement between
theory and experiment.

The present state of the art is r factors as small as 0.05 for clean, unreconstructed metal
surfaces, and 0.2 < r < 0.4 for adsorbate layers.

Electron microscopy: Closely related to LEED is the microscopy of electrons. Depend-
ing on their kinetic energy and the particular scattering geometry, we may distinguish
“low energy electron microscopy (LEEM)” and “high energy electron microscopy”,
which is normally known as TEM (transmission electron microscopy). As LEED, LEEM
is carried out in the reflection mode, while high energy electrons (E 2100keV) can pene-
trate thicker layers and form a transmission image. We recall that there are principally
two kinds of optical images of an object possible (Fig.4.11): A primary image, namely,
the diffraction pattern, and a secondary image known as the real image of the object.
If a LEED microscopy is to be carried out, there is need for other focussing elements
which collect the diffracted beams to a real image of the respective structure. Bauer has
been working on a LEED microscope for many years, and in 1985, he came up with a suc-
cessful solution that is schematically illustrated in Fig.4.12 [31, 32]. The heart of the elec-
tron optics is the cathode lens which, along with a collimator lens, an intermediate lens
and a projective lens allows imaging of a surface by means of its reflected electrons. A
relatively high electric potential (~25keV) has to be applied to the cathode lens which
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Fig. 4.11. (left) Schematic illustration of the occurrence of an electron-diffraction image in a transmission-
electron microscope.

Fig. 4.12. (right) Experimental set-up required for low energy electron microscopy (LEEM). After
Telieps and Bauer [31. 32].

bears some technical problems and makes the whole microscope somewhat bulky. In
order to achieve a good optical image it is important to use a field emission electron gun,
its brilliance is up to 10° times greater than that of a conventional tungsten-tip cathode.

The currently attainable magnification allows to image structure elements of the order
of 40A to 60A diameter, which is possible simply by changing the focal point of the
microscope to also obtain ordinary diffraction, that is, LEED patterns. The LEED micro-
scope has been proven particularly useful to monitor silicon surfaces and to follow the
growth kinetics of reconstructive phase transformations, for example, the formation of
the well-known Si(111)-7x7 structure from the unreconstructed (1x1) surface. Other
examples are molybdenum and tungsten surfaces with adsorbed oxygen layers. In all
these cases the formation and growth of the nuclei can be nicely followed by means of the
microscope. (For more details the reader is referred to the thesis work of Telieps, who
helped to develop the microscope [33]).

In high-energy electron microscopy one can, as mentioned before, obtain transmission
patterns, but with a lack of surface sensitivity. However this can be regained if a very
small angle of incidence (“grazing” incidence) is chosen. Here, we refer to the so-called
RHEED technique (reflection high-energy electron diffraction) in which medium energy
electrons (1 < E_ < 5keV, Ep = primary beam energy) are diffracted at the surface region
of a crystal and made visible on a fluorescent screen as more or less streaky reflexes
[34,35]. While RHEED cannot really compete with the well-established LEED tech-
nique, high-resolution electron microscopy has again moved to the center of interest
because electron microscopists have succeeded in imaging surface structures with atomic
resolution [36,37]. Semiconductor, oxide, and clean metal surfaces can be seen directly
with transmission electron microscopy (TEM). Figure 4.13, which is taken from the
article by Smith [38], gives two examples which are particularly revealing for chemists
in that it is possible to directly follow oxidation processes with TEM (Fig.4.13 a), as well
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b)

Fig. 4.13. Two examples for the power of high-resolution transmission electron microscopy: a) surface of
a Pd crystal showing the development of oxide growth during observation. b) Single frame images from a
videotape showing the edge of a small Au crystal with atom hopping. The time proceeds from left to right.
The arrow points to an individual atom. After Smith [38]. Reproduced by permission.

as reconstruction phenomena (e.g., with clean Au(110)-1x2 surfaces). Furthermore, even
migration and hopping processes of individual atoms can be monitored. In Fig. 4.13b a
hopping event of a gold atom at the edge of a small Au crystal as recorded by videotape
technique is illustrated [38]. Problems still encountered in this type of microscopy are
achieving and sustaining real UHV conditions (to avoid sample contamination) and mini-
mizing electron beam damage on the samples which can easily occur with the high
energy beams (~100-500keV) at larger current densities.

It should be added here that in surface structure analysis diffraction of light ions and
neutral particles (hydrogen, helium) also plays an important role (see [39-44]).

4.1.2 Field-Electron and Field-Ion Microscopy (FEM and FIM)
Both techniques for imaging surface structure with atomic resolution date back to Miiller
who invented the field techniques for surface microscopy. We do not attempt to present

an exhaustive description of the methods, which can be found in many textbooks and
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review articles [45-50]; instead, only some of the latest applications of FEM and FIM for
surface structure analysis will be briefly reviewed.

The physical basis of field emission microscopy techniques is the occurrence of the tun-
neling effect if the potential well at a surface is bent and narrowed by a high electric field,
as illustrated in Fig.4.14. Electrons from the Fermi level of the metal can escape by tun-
neling through the potential barrier rather than by surmounting it. The tunneling prob-
ability in part depends exponentially on the thickness of the barrier, and to make this thin,
very high electric fields are required, i.e., of the order of several 107 Volts/cm.
Experimentally, these high field strengths can be obtained by using metal tips with a
small radius of curvature and by applying a high accelerating voltage of about 20-30
keV, as schematically sketched in Fig.4.15. In the field electron microscope electrons
are extracted from the tip and electrostatically accelerated towards the screen, where they
produce bright patterns on a dark background. These patterns correspond directly to the
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Fig. 4.15a) Experimental realization of a simple field-elec-
tron microscope, as proposed by Erwin Miiller [45]; b) per-
pendicular cut through the emitting tip with atomic resolu-
tion, whereby the arrows indicate the direction of the emit-
ted electrons.
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tip structure or, more precisely, to the lateral distribution of the surface work function. It
is clear that areas with small work function will emit electrons more effectively than
those of higher work function. In the field ion microscope the tip is cooled to liquid
hydrogen temperature (10-20 K) and helium gas at low pressure is admitted to the micro-
scope tube. When He atoms hit the surface they become ionized under the high field con-
ditions. The He™ ions then travel outward in a straight line to the screen from the tip-sur-
face atom. The magnification factor is enormous, it equals the ratio of the area of the tip
to the area of the screen, and atomic resolution is easily obtained.

There are many practical applications of the FEM and particularly of the FIM method
in surface physics and chemistry. It is the FIM technique that first enabled a direct obser-
vation of surface diffusion phenomena, and we refer to the original investigations of
Gomer [48] and Ehrlich [51-54a). By means of sophisticated imaging techniques it was
possible, for example, to make the movements of single atoms, of doublets, triplets, etc.,
visible at W or Ir tips [54,54a]. Recently, FIM was combined with a video imaging tech-
nique which rendered the direct observation of the surface reconstruction of Ir(100) and
Ir(110) possible [55, 56]. This is illustrated by means of Fig.4.16, taken from the work by
Witt and Miiller [55]. For completeness, it is recalled that the presence of high electric
fields can drastically influence the chemistry of the surfaces. Block has devoted much of
his work to this issue [57]. However, it is felt that FEM and FIM have at present lost gen-
eral interest, since the development of scanning tunneling microscopy (STM) offers
another extremely suitable means to image the structure of all kinds of surfaces with
atomic resolution having the advantage of practically field-free conditions. This is why
we shall give STM more priority in this book, as will be shown in the following section.

Fig. 4.16a) Surface of an Ir field-emission tip after heating and slight field evaporation, with the (110) and
(113) surfaces showing 1x2 superstructures due to reconstruction; b)-d) formation of the (100) superstruc-
ture by heating to 900 (b), 1100 (c), and 1200 K (d). After Witt and Miiller [55, 56].
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4.1.3 Scanning Tunneling Microscopy (STM)

The invention and experimental realization of the scanning tunneling microscope by
Binnig and Rohrer in 1983 [58, 59] (for which they were awarded the Nobel prize in phys-
ics in 1986) is certainly one of the most spectacular technical innovations of recent years,
and has almost revolutioned the area of surface structure analysis. The impact on this
field can be measured by the exponential increase of the number of related investigations
since 1982, whereby the band width of applications includes biology, electrochemistry,
surface structure analysis and lithography. The possible technical potential of STM,
especially with regard to semiconductor technology, cannot be surveyed at present. For
an introduction to the area of STM and the related recent developments the reader is
referred to several review articles [60—-66].

This section is organized as follows: First, some basic physics of the STM will be
presented along with a description of the method; thereafter selected examples will be
given of the performance and capacity of this ingeniously simple instrument.

The apparative principle consists of a very sharp tungsten tip which is, as one electrode
of the tunnel junction, brought so close to a metal surface that electrons can tunnel from
one metal to the other if a low potential (0.5-10 Volts) is applied to the system. As soon
as the tunneling current starts to flow (which depends strongly on the distance d: tip — sur-
face; see the following) there is a feedback circuit that regulates a servo drive mechanism
to such a value of d that a preselected tunneling current is reached and held constant. At
the same time, a lateral motion of the tip across the surface (x, y direction) is accom-
plished with small increments Ax or Ay of ~1-5A (lateral scans). The tip itself is
mounted on a piezo tripod which allows, by respective high voltage adjustment of the
piezos, well-defined small motion in x, y and z directions. The arrangement is schemati-
cally shown in Fig.4.17. In the original version by Binnig and Rohrer [58], the coarse
positioning of the sample was achieved by a so-called “louse” L (Fig.4.18). Its body con-
sists of a piezo plate (PP) with a sample holder on top that rests on three metal feet (MF),
separated from the the metal ground plates (GP) by high dielectric-constant insulators
(). The feet are electrostatically clamped to GP by applying a voltage V. Elongating and
contracting the “louse” with the appropriate clamping sequence of the feet (voltage V!)

Fig. 4.17 (left). Principal experimental realization of scanning tunneling microscopy (STM) by means of a
tunnel tip T mounted on a piezo tripod with legs x, y, z and the sample S fixed to the so-called louse L
which can be mechanically driven and coarse-adjusted to the tip by piezo elements. After Binnig and
Rohrer [58].

Fig. 4.18 (right). Detailed sketch of the louse used by Binnig and Rohrer [58], showing the electrical con-
nections. PP = piezo plate, MF = metal feet, I = insulators with high dielectric constant, GP = ground pla-
tes, Vg = feet voltage.
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allows motion of the device in any direction in steps between 100 A to 1um, with a fre-
quency of 30 steps per second. Then the sample is brought to within about 100 A to the
tip, and in this way the tunnel current servo-mechanism is activated, which finally results
in tip-surface distances (tunnel gaps) as small as 0.2A.

The lateral resolution of the STM crucially depends on the properties of the metal tip,
especially its curvature. In Binnig and Rohrer’s original publication W or Mo wires of
~1 mm diameter were used; they were ground at one end at roughly 90°. This yielded tips
of overall radii of 107%m, whereby the rough grinding process produced many sharper
minitips. Owing to the strong sensitivity of the tunnel current on distance d, that minitip
is automatically activated in the experiment to give the highest current, that is closest to
the surface. Also, an in situ sharpening of the tip by gently touching the surface can bring
the lateral resolution well within the 10 A range, additional application of high electric
fields (~108 Vem™) for a certain time interval enabled resolutions even smaller than that
value.

One of the main technical problems of STM is the vibrational damping and decoupling
from the surroundings. The original STM was mounted in a relatively bulky device that
used mechanical springs, etc., but more recent developments such as Viton rings, for
example, allow a much smaller device to be constructed, the so-called “pocket-size”
STM [67] which can, meanwhile, be purchased from vacuum companies.

Turning to the physics of STM we can only repeat that its principle is really straightfor-
ward. Consider, for example, Fig.4.19, which shows, on an atomic scale, the tip and the
facing surface. The circles represent the respective atoms; the broken lines indicate the
exponentially decreasing equipotential surfaces between the two tunnel electrodes. Note
that their distance is of the order of only some atomic diameters. Under these geometrical
conditions, the electron wave functions of the two electrodes overlap so that when a
(slight) potential difference V7 is applied the electrons can flow from one electrode to the
other. The resulting tunnel current density /, depends exponentially on the gap width d.
For the one-dimensional case, one can formulate, according to Bethe and Sommerfeld
[68],

Fig. 4.19. Illustration of the tunnel-tip surface junction on the macroscopic (left-hand side) and atomic
(right-hand side) scale. After Wintterlin [67].
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eo = unit charge 1.602 x 10~1° As,
h = Planck’s constant 1.054 x 10~34Js,
= /2myP/h? = %\/3 = characteristic decay curve of the wave function
in the potential barrier,
& = average barrier height (surface potential) in [eV], and
d = gap distance in [A].

In these units, 2» becomes approximately 1. 025«/—_ This means that with & on the
order of some [eV], the tunnel current changes by a factor of ~10 for every Angstrom of
d, which leads to a very high sensitivity or space resolution perpendicular to the surface.
In the scanning mode, the electronic control unit adjusts a voltage V, to the p, piezo drive
to keep the tunnel current I, constant while the tip is scanned (via voltages V, and v,
applied to the piezos p, and Py respectively) across the surface. The electronic situation
in the tunnel junction can be visualized from the potential diagram depicted in Fig.4.20.
It is evident from Eq.4.23 that there is (besides d) another decisive quantity, namely the
“effective” work function @, which can be set equal to the arithmetic average of the
effective work functions of the tip and the investigated surface:

45 = (¢Eﬁ+¢eff ) . 4.24

1
2 sample

The effective work functions @, are not identical to the work functions in a field-
emission or photoelectric experiment. In STM, the work functions are reduced somewhat
due to interactions between the tunnel electrons and the electrons inside the two solids.
These interactions can be described classically as image potential effects, and lead to a
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Fig. 4.20. Electrostatic potential situation in the tunnel junction for negatively (left-hand side) and positi-
vely (right-hand side) polarized sample. In the first case, the electrons tunnel from occupied states of the
sample to unoccupied states of the tip (negative tunnel current); in the second case, tip electrons tunnel to
empty states of the sample (positive tunnel current). The occupied electron states are indicated by solid
lines, unoccupied states by broken lines. After Gritsch [80].
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(distance-dependent) reduction of the barrier height. Note that the work function is
defined as the work required to bring an electron from the Fermi level of the solid to a dis-
tance 107 cm outside the surface. In an STM experiment, however, there are much smal-
ler distances involved, and the shape of the potential barriers can play a significant role.
Nevertheless, it is the work function (or part of it) that is largely responsible for the tun-
neling current, and a lateral scan of the surface basically yields its work function struc-
ture. As pointed out by Binnig and Rohrer [58], one can delineate work function struc-
tures and “true” surface topography by modulating the tunnel distance d by Ad while scan-
ning at a frequency higher than the cut-off frequency of the servo control unit. The modu-
lation signal J; = Aln I/As ~\®, then directly monitors the system’s effective work
function.

We have to add here that there exists a convention with respect to the sign of the tunnel
current. It is chosen so that it always designates the potential of the sample. Negative
tunnel voltages ( V,O) then mean electron emission from the sample, whereas with V,0 elec-
trons stem from the tip and tunnel into the sample.

As far as a theoretical description of the phenomena leading to the tunnel current is con-
cerned, there are, at present, some promising concepts, although in general any such
theory must be very complicated. Not only must it take into account the electronic struc-
ture of both the tip and the sample near the Fermi level (it is clear that the density of the
overlapping wavefunction states in the region of the tunnel junction plays a decisive
role), but also the topographical structure of the sample with its crystallographical imper-
fections (adatoms, steps, and kinks), which contribute to the tunnel current. Instead of
presenting more detailed theoretical descriptions of the STM process, we refer to the lit-
erature [69-74].

Turning to the practical application of the STM technique in the area of surface-struc-
ture analysis, its power can perhaps best be demonstrated by showing scans from recon-
structed metal and semiconductor surfaces. It should be mentioned here that precisely
this STM allowed a final decision to be made on the long-discussed problem of the (7x7)
reconstruction of the silicon (111) surface [75,76]. Other less spectacular examples are
the (1x2) reconstructed Pt(110) [77] and Au(110) [78] surfaces. From LEED studies, it
has been argued [79] that this latter reconstruction was of the missing-row type, and this
could be confirmed nicely by STM. In Fig.4.21, we present an example taken from the
thesis work by Gritsch [80]. Clearly, the close-packed Au rows in [110] direction can be
resolved to show the strong corrugation of this reconstructed surface. Also, lattice
defects, such as facets and kinks, can easily be monitored. STM’s high resolution renders
it possible to distinguish monoatomic steps, for example, from larger steps. On Al(111),
steps of various height could be resolved by Wintterlin [81]. This is illustrated in
Fig.4.22.

To image adsorbed particles with STM is more difficult for various reasons. One
reason is the high mobility of most of the adsorbed gases at room temperature. (Here we
should add that so far temperature-dependent measurements cannot be performed with
STM due to serious thermal drift problems. That is to say, the sample contracts or
expands as a function of temperature so that it is impossible to follow these (compara-
tively large) motions with STM and find a given surface area again, which would be
necessary in order to follow, e.g., temperature-dependent structure changes.) There are
two ways to circumvent these problems. One method is to conduct the STM experiment
at such low temperatures (< 10K) that any adsorbate is actually immobile. Here one of
the most recent developments is the 4K STM designed by Eigler and Schweizer [82],
where individual xenon atoms adsorbed on Pt(111) could be made visible with large mag-
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Fig. 4.21. Perspective view of the STM
image of a reconstructed Au (110)-1x2
surface. While the densely packed rows
of the reconstructed surface can be
resolved (distance of adjacent rows 8.16

), it is not possible to resolve the indi-
vidual gold atoms parallel to the rows in
[1T0)] direction. Tunnel voltage V, was
-130 mV; tunnel current I, = 40 nA. The
bottom part of the figure visualizes the
surface corrugation in [001] direction per-
pendicular to the rows. After Gritsch
[80].

Fig. 4.22. STM image of an Al(111) sur-
face showing steps of monatomic, dia-
tomic, and triatomic height. This surface
produced a very sharp and bright (1x1)
LEED pattern. After Wintterlin et al.
[81].

nification. The other method is to pack the adsorbate layer so densely that the molecules
no longer possess any translational degrees of freedom. In this way, Gritsch et al. [83] suc-
ceeded in imaging adsorbed CO molecules on a Pt(110) surface. At saturation, these
molecules form a non-primitive (2x1)p1g1 structure, for which a zig-zag row configura-
tion along [170] direction was concluded from LEED and UPS experiments [84]. As
Fig.4.23 illustrates, the zig-zag topography of the CO layer could indeed be monitored
by STM investigation.

Despite these — admittedly — spectacular observations (we are reminded of the fascinat-
ing STM photographs obtained by Wintterlin [81] showing aluminum (111) surfaces
with extremely high resolution, cf., Fig.3.4), it is thought there is an even higher poten-
tial of the STM method, namely, to monitor directly the mechanism(s) of surface pro-
cesses, such as adsorption, restructuring, and chemical etching, in situ.

Very recent investigations have disclosed, for example, the CO-induced lifting of the
inherent Pt(110) 1x2 reconstruction as a local process [83]. Pt atoms in the direct vicinity
of the adsorbed CO molecule are displaced in a manner depicted in Fig.4.24. Even more
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Fig. 4.23. STM image of a Pt(110) sur-
face covered with a monolayer of CO
molecules (which form a (2x1)p2mg
superstructure  with mutually inclined
molecules). Clearly, the well known zig-
zag chains of adsorbed CO can be distjn-
guished in the [170] direction. Irregular
monatomic steps and other defects are
responsible for the perturbations of the
image. Tunnel current I, was 110 nA.
After Gritsch [80].

exciting are STM investigations of metal-vapor growth processes (for instance, observ-
ing a layer-by-layer growth of copper deposited on ruthenium (0001) surface [85]) and
the outstanding in situ measurements of electrochemical metal-deposition and surface-
etching processes in the condensed (liquid) phase [86]. It is one of the great advantages
of the tunnel microscope that it obviously can be employed not only in the UHV environ-
ment, but also at higher gas pressures and even at the liquid-solid interface. This potential
opens up a whole variety of practical chemical applications about which one, at present,
can only speculate. To repeat, the interpretation of an STM image has the advantage of
arguing in real space, unlike the diffraction methods, which always yield the Fourier
transform. Nevertheless, one must bear in mind that even the STM image is not a full
replica of the “real” world. Rather, charge densities and tunnel probabilities are involved,
which, however, correspond in many cases directly to our view of the atomic structure of
matter.

Fig. 4.24. Mechanism of the CO-induced removal of the Pt(110) — 1x2 reconstruction as imaged by STM.
An adsorbed CO molecule displaces four atoms of a row sidewards and forms a local (1x1) domain as a
hole of ca. 15A x 15 A area. a) direct STM image, b) schematic structure model. Dark circles represent Pt
atoms of the top rows. After Gritsch et al. [83].
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4.1.4 (Surface) Extended X-Ray Absorption Fine Structure ((S)EXAFS)

In this section it will be shown that even phenomena known for a fairly long time can be
profitably used for surface analysis if data are carefully evaluated.

It was in the 1930s when the complex structure of a solid’s x-ray absorption intensity
as a function of energy (extending up to 1000 electron volts above the absorption thre-
shold) was realized. Due to the shortcomings of the experimental equipment at that time
(low intensity x-ray tubes, unsatisfactory detection and counting circuitry) the interpreta-
tion of these phenomena remained dormant until in 1970 Lytle and collaborators [87, 88]
repeated some measurements and realized that the analysis of the fine structure of x-ray
absorption edges (EXAFS) could provide valuable bulk and surface-structure informa-
tion for solids. It was underlined that backscattering and diffraction of ejected photoelec-
trons from the atoms in the direct environment of the photoionized atom gave rise to the
fine structure observed. Similarly, the idea was borne that a careful analysis of the diffrac-
tion maxima’s position on the energy scale could in turn be used to deduce geometrical
parameters (atomic distances).

The use of intense synchrotron radiation sources instead of unfiltered x-ray (Brems-
strahlung) tubes beginning in 1972 was a real breakthrough in the field of EXAFS [89].
Since then, this method has entered the field of structure analysis and has become compe-
titive to LEED, because it can also probe the structure of polycrystalline disordered
material. It became possible for the first time to obtain access to reliable distance par-
ameters even of practical catalyst particles and promoter distributions in highly diluted
substances having overall concentrations of as low as 10'* atoms/cm?. In the following
discussion we shall briefly present the basic physics of EXAFS and supply the reader
with some selected practical examples. From the wealth of literature, we provide only a
selection here [90-93]. The following description is based on a short review presented
some years ago by Eisenberger and Kincaid [90].

The primary process in x-ray absorption is the photoionization of a given atom,
whereby, depending on photon energy #w, excitation of outer or inner shell electrons is
achieved. In case of EXAFS, mostly inner-shell (K-shell) electrons are removed. There is
a minimum photon energy required for this process to occur (fiw = Eg where E, = K
shell-binding energy). For photons with greater energy, the balance for the kinetic energy
of the ejected photoelectron E,; reads

Exin = hw — Ex . 4.25

Photons with lower energy cannot ionize the respective shell, so there is a real threshold
of excitation when i reaches E, for the first time. In an x-ray transmission spectrum, we
observe at this point the so-called K absorption edge. If we describe the absorptive power
of material by an absorption coefficient , the initial x-ray intensity I, is damped accord-
ing to

I = Iyexp(—pud) , 4.26

where d stands for the thickness of the material.

The photon energy range for K-shell excitation varies, according to the different K-
shell electron-binding energies, largely with the atomic number of the elements Z. For
low Z elements, say from sulfur to copper (16 < Z < 29), this energy lies between ~3keV
and 16keV. For iodine excitation (Z = 53), for example, photons of approximately 35
keV energy are needed. A synchrotron storage ring with its almost continuous radiation
and a crystal x-ray monochromator is required to provide an intense monochromatic
beam of x-rays; monochromator crystal rotation then provides tunable radiation.
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In order to understand the principle of EXAFS, we must distinguish now between
matter in the monoatomic dilute state (e.g., noble gases) and in the polyatomic state (dia-
tomic gases, such as chlorine or bromine on the side of diluted material, and metal crys-
tals, e.g., (Cu), with n 2 N; on the side of condensed matter).

If we follow the x-ray absorption behavior of a Kr atmosphere, for example, there is a
sharp rise of u right at the absorption edge followed by an almost monotonic decay above
this edge. Quite revealing now is a comparison with Kr’s neighbor, bromine Br,. Its
absorption curve has the same overall shape, but exhibits additional wiggles on the decay
side of the x-ray transmission spectrum. This is illustrated in Fig.4.25. It is precisely
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these wiggles that EXAFS is all about, and they are called EXAFS oscillations. Their
physical origin is an interference of the outgoing photoelectrons ejected from neighbor-
ing atoms. Consider, for example, part of a cubic copper crystal (Fig.4.26) and assume
the center atom to be hit by the x-ray photon. The emitted photoelectron wave is a spheri-

x-ray photon

© G

electron

a) b)

Fig. 4.26. The sinusoidal EXAFS pattern can be understood as the changing interference pattern between
the outgoing wave and the wave scattered at the absorbing site (Cu atom) with the varying photoelectron
wavelength (energy): a) indicates constructive interference, b) destructive interference between outgoing
and scattered wave. After Eisenberger and Kincaid [90].
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cal wave with length A, = 2#/k (k = wave vector), whereby A and hence k depends on the
kinetic energy

2me(hw — Ey)
k= ‘/ — 4.27

where m, = electron mass, and E;, = threshold energy, where electrons from the respec-
tive shell are emitted for the first time.

This wave now is back-scattered from the four neighboring Cu atoms, and evidently
there is an interference between the original outgoing and the reflected waves, which can
be constructive or destructive depending on the path difference. The phase shift is solely
determined by the distance R; of the excited atom to its neighbors and 4,, as well as by
the propagation of the electron between the absorbing and the scattering atoms. A compli-
cating factor, therefore, is that, according to Eq.4.25, photoelectrons of various wave-
lengths can interfere, each leading to a different phase shift and hence to a different
amount of interference. Furthermore, there are not just first neighbors, but also second,
third, and more neighbors, which can cause (although with decreasing efficiency) back-
scattering. If we define the function y(k) as the fractional modulation of the absorption
coefficient caused by EXAFS interference and the difference Au = u(k) — yy(k), we
obtain

A
X(k) = -—M =
o
=y “Nilfick,m)] "(kz’ Dl g2 g2y sin[2kR; + §;(k)] 4.28a
- k- R
¥ J
=Y A;(k)-sin2kR; +6(k)] , 4.28b
J
where
u(k) = oscillatory part of the x-ray absorption coefficient,
u(ko) = absorption coefficient for an isolated atom,
N; = number of scattering atoms at distance R; (shell atom),
fi(k,m) = electron scattering amplitude in the backward
direction of the atom j,
e~ 205k = the Debye-Waller factor accounting for thermal vibrations
or static disorder with root-mean square fluctuations o,
e~ TR; = damping due to inelastic photoelectron scattering,
A = electron mean free path,

sin[2kR; + 6;(k)] = the sinusoidal interference function in which é;(k)

represents the phase shift.

As can be seen from Eq.4.28, each shell of neighboring atoms contributes a sine function
multiplied by a slowly varying amplitude function A; (k).

The complicated equation 4.28 simply tells us that EXAFS is a relatively complex pro-
cess, and the task is clearly to extract the structural information, i.e., determine the values
of Rj in the first instance, 4; (k), Nj, and others.
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The first step in EXAFS analysis is always to obtain the experimental energy depend-
ence of the absorption coefficient, i.e., the curve y(E). Usually, the smooth part of this
function is taken as y,; the remaining wiggling part gives access to 4u, hence (k) can be
deduced. There is, however, ambiguity concerning the exact value of the threshold
energy and thus E,, which is circumvented by making E, a variable parameter in later
stages of the analysis. Then, by some additional procedures, for instance, background sub-
traction, the EXAFS oscillations can be extracted, usually being plotted in the form of a
k3 -x(k) function vs the wave vector k [A™!7in order to give smaller oscillations at larger
k more weight. This is documented in Fig.4.27a. The next step then is a Fourier transfor-
mation, which isolates the contributions of the different shells of neighbors (Fig.4.27b).
The largest peak of the Fourier transform always corresponds to the first shell scattering
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Fig. 4.27a) Processed absorption spectrum of powdered crystalline Ge. A value for E,, has been chosen
and a smooth background has been subtracted from the raw spectrum. The result, after division by the
smooth background, has been multiplied by k> to generate the function k> (k) as a function of the wave
vector k, defined by Eq. 4.27. b) Fourier transform spectrum of the data shown in a) (full line) together
with the filter function (dotted line) used to isolate the first-shell scattering contribution. Other outer shells
are also visible by the maxima in the curve. After Eisenberger and Kincaid [90].
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contribution; several other smaller peaks are due to more distant shells of neighbors. The
advantage of Fourier transform data handling is that a filter function can be employed to
isolate just the first shell contribution. All higher sine-wave frequency parts are filtered
out, and the single peak in the Fourier transform spectrum corresponds to a well-behav-
ing sine function with unique amplitude and phase. This function can then be obtained by
backtransformation from the Fourier transform. It carries two different pieces of informa-
tion. The phase function contains the terms 2 kRj and A; (k). If the latter were known, R
could be obtained easily with high accuracy by subtraction. Here it helps to consider A(k)
as an empirical function independent of the chemical environment and characteristic of a
given pair of atoms. The idea of chemical transferability of phase shifts A(k) has been
quite successfully applied to many different materials, and distances as accurate as
R;+0.01 A have been evaluated. The amplitude function A (k), yielded from the Fourier
transform-filtering analysis, provides information about N, number of nearest atoms,
chemical nature of the atoms involved, electron mean free path, and amount of order or
disorder.

Before we turn to some applications, a few words about surface EXAFS are worth-
while. As pointed out in the introductory part of this chapter, predominant surface sensi-
tivity is achieved if the energy of the probing or detected electrons is approximately
between 10 and 100eV. In a typical EXAFS experiment, electrons having much higher
energies are involved, and the method is not per se particularly surface sensitive. Here,
one can, however, use electrons, which are emitted in a secondary process, to monitor the
x-ray absorption edge. In particular, Auger electrons (cf., Sect. 4.3.1) associated with the
decay of the core hole after photoionization can be used rather than the direct measure-
ment of the x-ray absorption coefficient [94]. Thus, real surface sensitivity (SEXAFS) is
attained. In most cases, however, the ordinary EXAFS technique still allows surface-
structure analysis if particles with a large surface-to-volume ratio are investigated. Fortu-
nately, most of the practically important catalyst materials belong to this category.

The EXAFS method can be successfully exploited in various fields ranging from biol-
ogy to surface chemistry. Within the framework of this book, application in heteroge-
neous catalysis and surface analysis are to be emphasized. Sinfelt and coworkers
[95-100] have consequently applied EXAFS to structural characterization of bimetallic-
supported catalyst materials, for example Cu on silica (SiO,) and Cu + Ru on SiO, sur-
faces, the great advantage being that the method can be used under the catalyst’s working
conditions. Hence, structural changes occurring in the course of a reaction can be moni-
tored directly. An example for the usefulness of EXAFS in heterogeneous catalysis is pro-
vided by Sinfelt’s work on silica-supported copper-ruthenium catalysts [100]. For the
efficiency of these materials, the local structure, that is to say, the kind and number of Cu
and Ru neighbors, is of great importance. The question arises as to whether there are Cu
(Ru) atoms as first-shell ligands or an effective metal atom ensemble exclusively consists
of Ru (Cu) atoms. Figure 4.28 summarizes some of Sinfelt’s results [100]. It presents a
comparison of Cu on SiO, (upper part) and Cu/Ru on SiO,(lower part). In the left part a)
the normalized absorption coefficient ky(k) near the Cu K-absorption edge (EXAFS oscil-
lations) are shown (here, the y(k) function was only multiplied by k, not by k3 as
described before, a procedure also possible). Then a Fourier transformation and filtering
over the range 0.170 x10™ m < 0.310 x10 m was carried out. Figure 4.28b presents the
back transform function k y(k) vs k in the respective wave-vector range for the Cu and
Cu/Ru catalyst. It comes out quite clearly that both functions differ in amplitude and
phase. These differences can be directly attributed to the fact that in the Cu/Ru catalyst
particles the Cu atoms possess nearest neighbors consisting of Cu and Ru, while in the
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Fig. 4.28. EXAFS data of the Cu K-absorption edge from Cu/silica and Cu + Ru/silica catalysts: a) dis-
plays the function kx(k) vs k as obtained by data processing; b) shows the corresponding inverse transform
spectra over the window 170 <r < 310x107'2 m. After Sinfelt et al. [100].
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Cu/SiO,material there are only Cu atoms present. These findings are evidence that an
atomistic view is justified. Then small Ru particles are covered with a kind of chemi-
sorbed Cu atoms and lend these noble metal atoms some of their peculiar catalytic activ-
ity (cf., Sect. 3.1.1). In other words, a direct vicinity of Cu and Ru atoms is responsible
for the interesting catalytic reactivity of these bimetallic materials. It should be noted
that it is not necessary in these investigations for the materials to be in their single-crys-
talline state! With regard to further chemical-catalytical applications of EXAFS it is only
mentioned here that even complicated molecular structure can be resolved. An example
is provided by Wilkinson’s catalyst [101], chlorotris(triphenylphosphine)rhodium,
((C¢Hs)3P);RhCI, which is active in dehydrogenation if it is used in a supporting
medium consisting of polystyrene cross-linked with divinylbenzene. Its structure could
be analyzed particularly with respect to its polymer-bound network, as described in detail
in the review article by Eisenberger and Kincaid [90].

For reasons mentioned above, SEXAFS is the appropriate method when one aspires to
obtain high-precision surface-structure parameters, for example, of adsorbed atoms on
single-crystal surfaces. Here, we briefly present some of the results obtained by Citrin et
al. [94] with the adsorption system iodine on silver, which were obtained by determining
the absorption edge via the Auger electron yield, i.e., by measuring the Auger intensity as
a function of photon beam energy incident on Ag(111) covered by 0.1 monolayers of
iodine. In addition to the basic information about the average first-shell Ag-I distance
(which offers a somewhat higher degree of precision than in the previous LEED work
[102]), the absolute configuration of the iodine atom (I, adsorbs dissociatively on Ag)
was accessible by measuring the spectrum with two different polarizations of the photon
beam set normal and parallel to the surface. Since that study, many EXAFS and SEXAFS
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investigations have been carried out in the field of surface-structure analysis. Naturally,
not all of them can be listed here. Instead, we just want to mention that even the shape of
the x-ray absorption intensity very close to the absorption edge can be analyzed and
exploited to determine the local structure of an adsorption complex (NEXAFS or
XANES technique). For more details, we refer to the literature [103, 104].

4.1.5 High-Resolution Electron-Energy-Loss Spectroscopy (HREELS)

We conclude our brief excursion into structure sensitive tools with an extremely versatile
method, high-resolution electron-energy-loss spectroscopy (HREELS), whose descrip-
tion would deserve a whole chapter. In the first instance, the HREELS method probes
vibrations of adsorbed molecules and surface atoms in general. It can be used favorably
to identify the chemical nature of surface species by means of an analysis of their vibra-
tional modes. Therefore, it has much in common with conventional infrared spectros-
copy. However, due to the excitation mechanisms of the surface vibrations by means of
the used low-energy electrons, which will be explained further below, another quite
important facet is HREELS’ comparative sensitivity to the orientation of an adsorbed
molecule on the surface, which we shall emphasize here. The real breakthrough of
HREELS in surface analysis was achieved by the pioneering investigations of Ibach and
his collaborators in the mid-1970s [105-108a]. They designed an appropriate high-reso-
lution electron-energy-loss spectrometer, which provided a monochromatic electron
beam (about 5—10meV half-width) and contained an energy analyzer capable of detect-
ing scattered low-energy electrons with a similar resolution.

Practically all theoretical and instrumental aspects of HREELS are elucidated in great
detail in the monograph of Ibach and Mills [109]. Some other important review articles
can also be recommended for further reading [110,111]. Our presentation of the
HREELS technique is organized so that first some basic physical principles of inelastic
low-energy electron-scattering are presented, along with a comment on important selec-
tion rules (which make HREELS a structure-sensitive tool!). This is followed by a short
summary of the instrumentation required to obtain high-quality EEL spectra. We con-
clude by presenting some practical examples taken from Ibach’s and our own work.

Low- energy electrons (1eV < E; < 10eV) are emitted from a cathode and monochro-
matized electrostatically (resolution AE/E, ca. 1072 . .. 107%) and directed to the surface.
Most of them are backscattered elastically, forming a strong elastic peak (0,0 LEED
beam), but some electrons can excite surface vibrations. The required energies (E;, =
hv, where v = the respective vibrations’ ground state frequency) are relatively small,
between say 50meV and 500 meV. These electrons loose the respective energy and come
off the surface with a correspondingly reduced kinetic energy:

Ekin = EO - Evib . 4.29

If the energy distribution of all backscattered electrons is measured with sufficient resolu-
tion, one detects the so-called vibrational loss peaks at the respective positions on the
energy axis. Then these can readily be identified and used for structural and chemical ana-
lysis of the surface species in a manner described in the following. Although we do not
enter the quantum physics of vibrational excitation, it is nevertheless quite important to
consider a vibrating adsorbed particle (see Fig.4.29) as an oscillating dipole, which can
and will interact with the wave field of the incident electrons. Strictly speaking, it is the
perpendicular component of the dynamic-dipole moment, which is responsible for the
interaction. This can easily be rationalized by means of Fig.4.29 which shows, in a some-
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Fig. 4.29. Illustration of the dipole excitation mechanism in HREELS. a) symbolizes two cases of dipole
orientation on a conducting surface. Only a dipole, whose dipole moment £ has a component perpendicu-
lar to the surface, is reinforced by image charge effects, while a dipole oriented parallel to the surface is
totally compensated. b) indicates the electric field exerted by an electron €™ on top of a conducting surface.
The electron can be described by a plane wave (wave vector k;), which is specularly reflected at the surface
(angles o and o, respectively, wave vector k of the scattered electron wave.

what simplified and naive view, an electron idealized as a negative point charge at a dis-
tance R above the (metal) surface. This point charge exerts an image force on the metal
electrons, which redistribute so as to form a positive image charge at distance R’= R
inside the metal. The associated dipole field is characterized by lines of force which are
always directed perpendicularly to the surface, as illustrated in Fig.4.29. A vibrational
excitation of an adsorbed particle is hence only possible if its dipole moment has a compo-
nent 4, perpendicular to the surface (which likewise causes non-vanishing image charge
effects, unlike any parallel component of u, which leads to cancellation with its own
image dipole).

This kind of interaction (which is of the long-range type) is called dipole scattering,
and its cross-section is strongly peaked in the direction of specular reflection. That is to
say, vibrational excitation occurs predominantly in forward scattering. The other import-
ant consequence is the so-called dipole selection rule, which follows from the fact that
only vibrations with perpendicular components can be dipole-excited. The dipole selec-
tion rule offers an elegant means of determining the orientation of the respective bond on
the surface. The HREELS dipole scattering is blind to vibrations that do not have this
component of the dynamic dipole moment . An outline of dipole scattering theory is
provided, for example, by Newns [112].

The question arises how many vibrational modes of an adsorbed molecule can be
excited by low-energy electrons. Although this seems a reasonable and simple question,
its answer must be very complicated, because it involves complete information about the
shape of the molecule, its normal vibrations, its adsorption site geometry, and its vibra-
tional coupling to the substrate atoms. Within the framework of this section, we must
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avoid trying to provide an exhaustive answer. Instead, we recommend Ibach’s book for
further reading [109]. Nevertheless, a few simple remarks can perhaps provide an intro-
duction to this matter. Great simplification is achieved if one can neglect vibrational
coupling between the substrate and adsorbate atoms. In other words, we consider the
atoms of the solid as frozen, which represents a fairly good approximation if we deal with
very light adsorbate atoms, for example, hydrogen on metals.

Let us first consider a single atom. Upon adsorption it loses its three degrees of transla-
tional freedom (provided we deal with localized adsorption) which are converted to vibra-
tional modes — one mode describing the motion perpendicular to the surface, the other
two the parallel motion. These two parallel modes are degenerate for a totally symmetric
adsorption site (for example, a fourfold hollow site of an fcc (100) surface), but are non-
degenerate for a site with lower symmetry (e.g., a bridge site on an fcc (110) surface).
With dipole scattering only the perpendicular mode can be excited. In other words, only a
single loss peak is observable in a HREELS experiment. This holds, by the way, for all
similarly symmetric adsorption sites, for example those illustrated in Figs.3.11 and
3.12a,b,d. On the other hand, one may also regard asymmetric binding sites (cf.,
Fig.3.12c). In this case, all those vibrational modes, which possess a component perpen-
dicular to the surface, can be dipole excited. Within the framework of the model outlined
above, we can take a further step (Fig.4.30). Following Ibach and Mills [109], we can cal-
culate the vibrational frequencies w, and @y within the approximation of a so-called cen-
tral force model. It is assumed therein that the equilibrium position of the adsorbed par-
ticle is fixed by the condition de(x)/dx = 0, if ¢(x) denotes the central potential. The curva-
ture of the potential is then given by the second derivative, i.e., d?g(x)/dx?. Allowing d,,
to be the distance between the adsorbed atom and each of the neighboring substrate
atoms, and mg and m,, the mass of the substrate atom and the adsorbate atom, respec-
tively, and considering the case that m is much larger than m,;, one may write for the
two frequencies @, and @y, describing the motions perpendicular and parallel to the sur-
face, respectively:
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Fig. 4.30. Central force model applied to hollow adsorption sites of fourfold a) and threefold b) symmetry.
o represents the bond angle. For these sites, there are three normal modes of adsorbed atom’s vibration
(one motion normal to the surface, two (degenerate) parallel motions). After Ibach and Mills [109].
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and

d2p(dp)

—= 2 /Mg 4.31

w” =2sina

where o represents the bond angle and ¢(d,)) stands for the central potential. Likewise,
expressions can be written for finite substrate masses and different adsorption geometries
[109,113].

Turning to adsorbed molecules, all 3N-6 normal vibrations must be taken into account
as well as the frustrated translations and rotations due to the coupling to the substrate.
Because usually rich loss spectra are observed for polyatomic adsorbed molecules, a com-
parison with the gas-phase infrared spectra as well as isotope substitution can help signifi-
cantly in vibrational loss assignments. Furthermore, the dipole-selection rule may, for
certain positions of the adsorbed molecule, greatly limit the number of observable vibra-
tions. :

Besides dipole scattering there is another excitation mechanism, the so-called impact-
scattering, which does not show the pronounced directional dependence of dipole scatter-
ing. Impact scattering is due to a short-range type of interaction, because the scattering
occurs only at very small distances upon an actual impact event between the incoming
electron and the adsorbed particle. The extent to which this impact scattering occurs
depends entirely on the shape of the electron-molecule interaction potential curve;
during the scattering the electron may become transiently trapped in an unoccupied orbi-
tal of the hit particle. It can be shown that, in contrast to dipole scattering, there is no
strong angular dependence of the impact cross-section. Accordingly, basically all vibra-
tional modes are impact-active and can be detected even in off-specular directions,
including the dipole-forbidden ones. A distinction between dipole and impact losses can,
therefore, be made by plotting the scattering intensity vs the angle of detection. Only
those peaks that are strongly peaked in specular direction are due to dipole active vibra-
tions; the others are impact losses. There are, however, also selection rules, which govern
the impact excitations, and these selection rules can be favorably used to implement struc-
ture sensitivity. Consider Fig.4.31, which depicts typical scattering geometries of an elec-
tron energy-loss experiment with a face-centered cubic (110) single crystal surface. We
must define two directions, namely i) the crystal azimuth (given in the x,y plane by the
angle ¢) and ii) the direction of the scattering plane of the electrons spanned by the emit-
ting cathode, the reflection point on the surface and the electron detector position defined
by the angle 2a. Arbitrarily, we can place the scattering plane in the xz position and intro-
duce the electron wave vector k; (which forms an angle ¢; with the z axis) and k; (angle o
with z axis). One selection rule of impact scattering then states that if the scattering plane
is parallel to a mirror plane of the respective vibration (here, the surface complex formed
by the adsorbed particle and all substrate atoms participating in the bonding must be con-
sidered) all those modes are invisible that are antisymmetric with respect to this mirror
plane [109, 114, 115]. This holds for all detection angles. The other rule considers the situ-
ation in which the scattering plane is perpendicular to a mirror plane. In this case, the
cross-section for excitation of antisymmetric vibrations with respect to the mirror plane
only reaches zero if the wave vector of the incident electron k; is equal to that of the
outgoing electron, k. Due to the fact that k; # k_ principally for an inelastic process, this
selection rule is not strictly obeyed; only for specular scattering geometry and large pri-
mary energies almost vanishing intensity is observed compared with the loss energies.

If a loss peak has been identified as impact active and there exists, due to the particular
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Fig. 4.31. Two simple cases of possible HREELS scattering geometries on a surface with twofold symme-
try (here, a ruthenium (10T0) surface is chosen). Left-hand side: electron-scattering plane perpendicular
to the direction of the rows (angle ¢ = 90°), parallel to the [0001] direction. The incoming electron wave
(wave vector k;) includes the angle o with the surface normal; the outgoing wave (k) can be probed in the
specular angle (e) or off-specular (a + Ac). Right-hand side: electron-scattering plane parallel to the rows
([170] direction), angle ¢ = 0°.

adsorption geometry (C, or C,, symmetry), a mirror plane through the adsorption com-
plex, a 90°-rotation of the scattering plane with respect to the crystal azimuth (defining
the direction of the mirror plane) can make a particular loss disappear. There are several
cases in the literature where, based on these impact selection rules, the local symmetry of
the adsorption site could be determined. One nice example is provided by the
H-on-Ni(110) system by Voigtldnder et al., who could distinguish two different sites
with C; symmetry for the H saturation structure [115].

This application can also be illustrated by the 1x1-2H structure found in our own labora-
tory with a Ru(1010) surface [116]. As the structure model of Fig.4.32 shows, all the H
atoms are bound in sites with quasi-threefold symmetry, whereby, however, two kinds of

mirror

Fig. 4.32. Structure model of H atoms
adsorbed on Ru(10T0) forming a
(1x1)-2H phase [116], as derived on the
basis of HREELS impact selection rules.
The direction of the mirror planes and the
two types of sites are indicated in the
figure.
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sites must be distinguished: The so-called fcc sites (consisting of two atoms located in
the troughs and one atom in a row) and the hcp (hcp = hexagonal close-packed) sites (two
row atoms, one trough atom). Both sites have C; symmetry, and for both of them there is
a mirror plane in [0001] direction, that is, perpendicular to the rows. For a H atom in any
such adsorption site, there should be two dipole-active losses (one vibration perpendicu-
lar to the surface and one parallel mode with a dipole-active component). The second par-
allel mode does not have this perpendicular component and is therefore dipole forbidden,
it is, however, impact-active, as are all the other modes, too.

The loss spectra found in the two orthogonal azimuths indeed reveal evidence of two
different adsorption sites, each of C; symmetry. The loss spectra were recorded under
off-specular conditions, in order to suppress the dipole-active losses, and for two orthogo-
nal azimuthal directions, i.e., parallel and perpendicular to the troughs. Evidently, the
spectrum taken in [1210] direction (scattering plane L mirror plane) is characterized by a
wealth of losses (corresponding to all impact active modes of the two adsorption sites),
whereas, in [0001] direction (scattering plane || mirror plane), merely two strong losses
were observed. All asymmetric modes have disappeared according to the first-impact
selection rule explained above. This enabled us to develop the structure model of
Fig.4.32, in which both the hcp and the fcc sites of “quasi” threefold symmetry are occu-
pied, thereby forming a very homogeneously packed hydrogen layer, which contains
nominally two H atoms per Ru surface atom.

Among the various applications of HREELS in regard to structure sensitivity, we must
not forget CO-adsorption chemistry. It is well known that carbon monoxide adsorbs read-
ily on transition metal surfaces and can form terminal, bridge, threefold, and fourfold
coordinated complexes with the underlying metal atoms. The CO-binding chemistry can
well be described by the so-called “Blyholder” mechanism [117-119], whereby the bind-
ing to the surface occurs via the carbon end of the molecule so that there is overlap
between the 5 0 CO-molecular orbital and the metal’s wave functions, resulting in an elec-
tron donation from this MO to the metal and thus providing a stable Me-CO bond. On the
other hand, there is a back-donation of metallic charge into the anti-bonding 7" MO’s of
the CO, which more or less weakens the C-O bond. It is assumed that this back-bonding
effect becomes more pronounced as the coordination of the CO complex on the metal sur-
face increases. The frequency of the CO-stretching vibration vis an excellent monitor
of the degree to which this bond weakens [126]: terminal configurations of the Me-CO
complex shift v, from 2143 cm™! (gas-phase value) only to the region between
2130cm™! and ~2000cm™. Typical examples for terminally bound CO are Ru and Rh
surfaces [120-123]. Bridge-bonded CO, which is found with some palladium surfaces
[124,125], is characterized by v, lying in the range 1880 em™! < Vo < 2000 cm!, and
higher CO-metal coordinations reveal vy frequencies smaller or much smaller than
1880cm™" [126,127]. These extremely weakened stretching vibrations often precede a
dissociation of CO, which can readily occur on the active surfaces of iron, chromium,
tungsten, and related metals.

It is thus shown that the position of a vibrational frequency detected by means of
HREELS can indeed provide conclusions not only about the surface and adsorbate struc-
ture, but also about surface chemistry (dissociation processes and surface chemical reac-
tions).

The HREELS experiment requires, as mentioned above, an electron spectrometer,
which provides sufficient resolution to observe vibrational losses. In Fig.4.33, we pres-
ent a schematic drawing of a typical spectrometer design. The instrument can be divided
into four essential parts. First, there is the electron source composed of a tungsten hairpin

119



cathode sqmple channeltron

Wehnelt
cylinder

monochromator analyzer

scattering
chamber

Fig. 4.33. Single-pass electron-energy-loss spectrometer consisting of a (fixed) electron source plus mono-
chromator and a (rotatable) electron-energy analyzer plus detector (channeltron). A typical electron trajec-
tory is indicated by the broken line. Both monochromator and analyzer represent 127° spherical conden-
sers and provide, together with electrostatic focusing- and correction-lens elements, an overall energy reso-
lution of better than 10 meV.

cathode, Wehnelt cylinder, and focusing lens elements. Adjacent to these lenses, there is
an electron monochromator consisting of a 127° spherical condenser which, along with
imaging lenses, focuses the electron trajectories at a point right in the center of the scatter-
ing chamber. In an actual loss experiment, the sample surface must be moved right into
this center. The third part, the analyzer section, is basically a repetition of the monochro-
mator — the back-scattered electrons are collected in another 127° spherical condensor
and focused on the fourth part, the electron detector. Commonly, a channeltron is used to
detect and amplify the electron current (which, for weak losses, can be lower than
10716 A). Instead of 127° analyzers, hemispherical condensers are often used. Also, two-
stage cylindrical capacitors in the monochromator and analyzer section are common.
These two-stage instruments usually provide a superior resolution. It is possible, by care-
fully tuning the spectrometer and by using extremely well-stabilized electric-supply volt-
ages, to bring the resolution well into the 2meV regime. A particularly impressive
example for the present state of the art is taken from Ibach [128], who investigated CO
adsorption on a Ni(110) surface. A loss spectrum is reproduced in Fig.4.34. Very
recently, this resolution could even be improved to yield 0.93 meV, for CO adsorption on
an Ir(100) surface. This was only possible by a careful computer-assisted calculation and
optimization of the electron-optical elements of the loss spectrometer [129]. Although
HREELS does not yet allow the high resolution that can easily be obtained in an infrared
vibrational experiment, it has the advantage of a comparatively large sensitivity to even
small amounts of adsorbate; surface concentrations as small as 10> CO molecules/cm?
can, for example, be detected well.

Among recent developments in the HREELS field we just want to draw attention to
time-dependent HREELS, where dynamic effects of adsorption and surface reaction can
be followed by monitoring spectra successively at a high rate. Several articles by Ho and
coworkers should be acknowlegded in this context [130], as well as the work of Froitz-
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Fig. 4.34. Example for a HREEL spectrum of CO adsorbed on a Ni(110) surface, where the resolution has
been tuned up to 15,5 cm™! (=2meV). Only with this superior resolution can fine structure pertinent to the
CO vibrational loss spectrum become visible. The upper part of the figure presents a spectrum with a
magnification factor of 250; the lower spectra are further magnified and reveal additional spectral features.
After Voigtldnder et al. [128].

heim [131], who was able, by a careful experimental design, to perform state-selective
HREELS. This provided valuable information about the adsorption and desorption
kinetics of CO adsorbed in linear and bridge position on a platinum (111) surface.
Figure4.35 presents an example of monitoring the growth of these two CO species under
exposure.

Although this chapter is devoted to surface structure, the very potential of HREELS
lies in detecting vibrational modes. It is primarily a method for delivering chemical-ana-
lytical information, namely, allowing the identification of surface species by means of
vibrational assignment. It is, for example, very useful in detecting all sorts of surface
intermediates in the course of a chemical reaction, and we shall briefly return to this issue
in the excursus about analysis of surface-chemical composition (cf., Sect. 4.3).
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Fig. 4.35. Time-resolved HREEL spectra obtained from CO adsorbed on a Pt(111) surface, at T = 220 K
(upper part) and at T = 300 K (lower part). Shown is a sequence of spectra after different time intervals,
whereby only the loss-energy region between 200 and 280 meV is displayed, in which the stretching vibra-
tion v, of the two observed CO coordinations (on-top site around 250 meV, bridge site around 220 meV)
appear. This experiment allows the simultaneous observation of the occupation of different adsorption
sites and is, hence, suitable for investigating site-specific adsorption kinetics as a function of temperature
and coverage. After Froitzheim and Schulze [131]

4.2 Determination of Surface Electronic Structure

Closely related to surface geometrical structure is, as mentioned before, the electric-
charge distribution in the surface region. Actually, the combination and overlap of the
individual orbitals of the atoms in a solid determine the macroscopic shape of the crystal
and hence of the surface. In surface analysis, there are various experimental tools that
probe specifically the electronic structure of the surface or at least the surface region.
Among these tools, we shall devote our attention only to the methods of photoelectron
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spectroscopy which are, for practical and instrumental reasons, subdivided into UV
(ultra-violet) and x-ray photoemission, with a short comment on inverse photoelectron
emission spectroscopy (IPE).

There is a wealth of literature concerning the photoexcitation and -emission process,
and we only list monographs and review articles by Plummer [132,133], Roberts [134],
Siegbahn [135], Spicer [136], and Feuerbacher and Fitton [137,138]. Figure 4.36 illus-
trates the probing characteristics of photoelectron spectroscopy, i.e., the energy depend-
ence of photoexcitation and, hence, the difference between UPS and XPS. In the lower
portion we display the potential energy situation of a (metallic) solid, and in the upper
portion the respective photoelectron spectra. The only important variable here is the
photon energy, which can be spanned from wavelengths of, say, 400nm (corresponding
to ~3.1eV energy, a wavelength just sufficient to excite photoelectrons from metals with
low work function) up to the (soft) x-ray region, i.e., 0.8nm (1500eV), where all sorts of
valence and core orbitals can be excited. Although the instrumentation will be dealt with
in the subchapters, we may premise here that there are light sources with fixed frequen-
cies emitting line spectra (resonance lamps and x-ray tubes with filters) and sources emit-
ting practically a radiation continuum (unfiltered x-ray (Bremsstrahlung) tubes and syn-
chrotron storage rings). Returning to Fig.4.36, it immediately can be seen that low-
energy photons can only excite the outermost orbitals (shells) of atoms with relatively
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Fig. 4.36. Schematic illustration of the probing characteristics of a photoelectron excitation experiment
(UPS and XPS). Shown is a representation of the valence/conduction band region as well as the core-level
electronic structure of a metallic solid, whereby the electron bands are indicated by hatching. Depending
on the photon energy (5 eV on the left, 1500 eV on the right) electrons with low or high binding energies
can be excited. The corresponding electron-energy distribution curves (EDCs) may be, at first approxima-
tion, regarded as replicas of the electronic structure of the solid.
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small electron-binding energies (the valence or conduction band region), whereas radia-
tion of much higher energy can also ionize and probe inner atomic shells (the so-called
core levels) with their relatively high electron-binding energies. The first (lower-energy)
photoelectron spectroscopy is called UPS, because ultraviolet radiation is used; the high-
energy regime is probed by XPS, because x-ray photons are utilized for excitation.
Another name for this technique is ESCA (electron spectroscopy for surface analysis),
which underlines the fact that the method is very useful in chemical analysis of surface
species (as will be explained later). Before we enter the photoemission spectroscopies
with a description of the basic physics and instrumentation, a few historical and organiz-
ing remarks may be worthwhile.

The use of UPS as a surface spectroscopy dates back to Spicer’s work [139, 140, 140a].
In addition, the investigations conducted in the early 1970s by Eastman and his group
deserve much attention. Eastman and Cashion were the first to introduce a UHV-com-
patible windowless-discharge photon source and were thus able to expand the accessible
photon energy range appreciably [141,142]. Among others, they irradiated clean and
CO-covered Ni single-crystal surfaces with He I photons of 21.2eV photon energy and
observed not only an image of the Ni-electron density of states, but also CO-induced elec-
tronic levels, which they attributed correctly to the chemisorptive interaction between
CO and Ni. These studies were still performed in an angle-integrated mode, that means
the electrons were collected over a whole range of emission angles, without any spatial
resolution. Today, it is an increasing trend to conduct angle-resolved UPS which
accounts for the fact that the spatial distribution of the emitted photoelectrons carries
important information about the spatial symmetry of the excited orbitals. Preferably, syn-
chrotron radiation sources, together with rotable energy analyzers, are used for this pur-
pose.

As far as XPS is concerned, it was Siegbahn and his crew at the university of Uppsala
who developed in the 1950s all the instrumentation for generating soft x-ray photon
sources and photoelectron energy analyzers to probe the kinetic energy of emitted elec-
trons with sufficient resolution [135]. They were able to detect even small chemical
shifts of core orbitals as a function of the excited atoms’ chemical environment. It soon
turned out that ESCA represented an extremely powerful and versatile technique in gas-
and bulk-material analysis. Somewhat later (1965 or so), it was also realized that ESCA
had a pronounced surface sensitivity and could provide a lot more information in the field
of elementary surface-electronic excitations, surface core-level shifts, chemical-surface
analysis, and practical catalytic material characterization.

In the following, we will comment on UPS and XPS photoemission techniques.

4.2.1 UV-Photoelectron Spectroscopy (UPS)

This method (as well as XPS, see the following section) is entirely based on the outer
photoelectric effect. An ionizing radiation (UV light or vacuum UV light VUV) is
directed onto a surface, and electrons in the conduction or valence band are excited. If
they gain sufficient energy, they can overcome the surface potential barrier and escape
into the vacuum, where they are monitored by an electron detector or energy analyzer.
Very useful here is the naive representation of the electronic structure of a metal by
means of the so-called Fermi sea (Fig.4.37a), which we had already used when illustrat-
ing the field-emission process (cf., Fig.4.14) and in which three important energy levels
must be distinguished: the bottom of the sea, which is arbitrarily defined as zero; the fill-
ing level of the sea, which is called Fermi energy E;; and the height of the outer barrier,
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Fig. 4.37. Sketch of the energy balance of the UV photoexcitation process (UPS): a) Simple electron-sea
model accounting for the energy balance, (Eq. 4.32); b) Refined electron-sea model considering the den-
sity of electron states within the conduction band, whereby a typical transition metal is chosen as an exam-
ple. Also shown is the corresponding photoemission spectrum of width AW.

the so-called vacuum level E,, . It is certainly known to the reader that the work function
of the sample @ practically corresponds to the difference E, . — E;, whereby this work
function (cf., Sect. 4.4) is a very revealing and characteristic quantity of the surface-elec-
tronic structure. In this very simple picture, one can nevertheless conveniently illustrate
the photoemission process. Figure 4.38 describes the energy level situation pertinent to
photoelectron spectroscopy. This figure shows that actually the work function of the elec-
tron-energy analyzer @, enters the formulae as a decisive quantity, because the electron
kinetic energy is measured in and referenced with respect to the spectrometer. A photon
having an energy #w is incident on the metal and ionizes an electron with binding energy
E, (which is normally referenced to E;). If it can leave the surface with energy E,;,
(measured by means of the analyzer), the balance reads:

hw — Eb - CQ@A = Ekin . 4.32

Therefore, for a given photon energy, and work function of the spectrometer, a measure-
ment of a photoelectron’s kinetic energy immediately yields its binding energy in the
metal. The observable maximum kinetic energy is carried by those electrons excited
directly at the Fermi edge. They give rise to a typical threshold behavior, and with a
given analyzer the position of E; coincides for all samples. The maximum kinetic energy
then amounts to (E, = 0):

Ekin(max) = hw — e()@A . 4.33
Of course, electrons in deeper lying states, i.e., with larger binding energies, can and will
be also excited. They would leave the surface, according to Eq.4.32, with greatly reduced
kinetic energy. Among the electrons leaving the surface with low kinetic energy are all

those that have suffered energy exchange processes with the solid, so-called true-second-
ary electrons. The cut-off emission of a photoelectron spectrum then is determined by
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those electrons (cf., Fig.4.37) that had just sufficient energy e,® to overcome the sur-
face potential of the sample.
At the spectrometer they appear with a kinetic energy

Eiin (min) = €0(Ps — P 4) . 4.34

Hence, between the electrons with a maximum and a minimum kinetic energy a character-
istic so-called electron energy distribution curve (EDC) is obtained, which is the typical
photoemission spectrum. The work function of the sample ®; as a quantity of interest can
then be calculated from the width AW of a photoelectron spectrum:

AW = Ekin (max) — Ekin (min)

= hw — 60¢A - e()@s + eo@A = hw — eo@g . 4.35

Looking again at Fig.4.36, it is immediately realized that it contains nothing but a collec-
tion of EDCs obtained after excitation with ionizing radiation of increasing photon
energy /iw. Evidently, there is a great deal of relevant fine structure seen in these curves,
and this is why we must leave the naive electron sea model of Fig.4.37a and turn to a
more realistic band-structure description of the irradiated solid’s electronic states. In
other words, we must take into account the density of states of a metal. Again, a typical
transition metal, such as nickel, can serve as a good example (Fig.4.37b). It is well
known that Ni exhibits a high density of d states right at E; which is superimposed on a
broad sp band with large dispersion. We repeat that for constant photon energy, the elec-
trons excited right at the Fermi level will exhibit the highest kinetic energy, and the
number of electrons in a given energy interval will be, in a first approximation, directly
proportional to the density of states inside the metal. For the sake of simplicity, we shall
not submit matrix-element (excitation-probability) effects here. We simply state that the
actual shape of a UV photoemission spectrum near E; is determined by the electronic
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states of the metal, near the cut-off edge, however, by true secondary electron emission.
Details here can be taken from the literature [136—140].

A very important application of UPS is derived from the fact that the photo-excitation
and emission process is by no means restricted to a solid’s electron states. Any adsorbate
particle at the surface can be ionized as well, and will contribute density of states to the
metal either by its own occupied molecular orbitals or by altering the charge distribution
of the underlying substrate surface. These changes are most pronounced for chemical
interactions (chemisorption), and in turn, the analysis of adsorbate-induced spectral fea-
tures in the EDCs allows frequently valuable conclusions on the kind and strength of the
particle-substrate interaction, particularly in comparison with quantum chemical calcula-
tions. We shall return to this point later.

Another potential of UPS lies in its angular dependence. The photoionization process
occurs on such a short time scale (~107'¢s) that the emitted electrons cannot really equili-
brate and still carry the spatial information of their parent orbitals. Therefore, angle-
resolved measurements are increasingly more carried out, although the additional
instrumental effort is appreciable. In addition, the use of polarized and tunable light at a
synchrotron storage ring enables surface scientists to even map the electronic band struc-
ture of solids in great detail. These ARUPS studies have greatly contributed to our
improved understanding of the electronic structure of the solids [133].

We add here a remark on the surface sensitivity of the UPS method. Although photons
can enter a solid to appreciable depths (in the um range) UV photoemission nevertheless
is a relatively surface-sensitive spectroscopy, because the photoelectrons (which carry
the relevant information) obey the universal mean free-path-energy relation of Fig.4.1.
With Hel or Hell resonance radiation (A = 21.2eV and 40.8 eV, respectively) we are
well in the minimum of this relation and hence probe between one and at most three
atomic layers.

The principal instrumentation of UPS is relatively simple (Fig.4.39). One needs a
(monochromatic or tunable) photon source spanning the range from VUV to the soft
x-ray region, a sample mounted on a moveable manipulator, and an electron energy ana-
lyzer of sufficient resolution equipped with a sensitive detector (SEV or channeltron).
The point of light-incidence, photoelectron ejection, and focus of the analyzer must coin-
cide. The operating pressure must be lower than, say, 107> mbar in order to meet the
requirement for unperturbed electron trajectories. It is, however, attempted to keep it
below 107! mbar to avoid surface contaminations while taking UP spectra.

In a surface analytical laboratory, most frequently the aforementioned gas-discharge
resonance lamps, which have been commercially available for a number of years, are
utilized for photon generation. Depending on the kind of noble gas used in the discharge,
fairly intense line spectra, ranging from 11.62eV (argon I) to 40.8eV (helium II) radia-
tion, are obtained. For normal lamps, photon fluxes of up to 10'! photons/s can be pro-
vided with the line widths in the range of 5 to 20eV. A minor problem is that VUV radia-
tion in this spectral range is absorbed by almost any material, and one must introduce the
photons to the UHV system in a windowless manner. Because the operating pressure in
the discharge can reach several hundred millibars powerful differential pumping stages
must be mounted between the UHV system and the photon source, whereby long glass or
metal capillaries help to conduct and focus the light onto the sample and provide suffi-
cient flux resistance so that the background pressure in the vacuum system only increases
by several percent. Figure 4.39 gives a typical example for the set-up of a He-resonance
lamp.

The other important ingredient of a photoelectron spectrometer is the electron-energy
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analyzer with a resolution of 100meV or better. Principally, the analyzer part of the
HREEL spectrometer described in Sect.4.1.5 could be used. Usually however, somewhat
larger and commercially available hemispherical analyzers are common, whereby the
operating principle is completely the same. In some cases, a cylindrical mirror analyzer
(CMA) also is utilized. It is characterized by good transmission characteristics,
especially the double-pass CMA. We regret that we cannot describe the interesting phys-
ics of electron-energy analyzers, and instead refer to the literature. Useful brief excurses
here are given in the books of Ertl and Kiippers [10], Ibach and Mills [109], and
Woodruff and Delchar [8]. For the sake of convenience, surface-analysis laboratories are
very often equipped with a combination UPS/XPS apparatus, where a common analyzer
and detector part counts the respective UV- or x-ray excited photoelectrons. The consider-
ably higher electron energies involved in an XPS experiment, however, make great
demands upon analyzer voltage stabilization. The typical resolution of an x-ray experi-
ment is somewhat lower, about 500meV or so.

Finally, we present some selected examples to demonstrate the usefulness of UV photo-
emission in surface analysis application. It is appropriate to distinguish clean surfaces
and adsorbate-covered systems here. With regard to clean surfaces (we shall consider pri-
marily metal surfaces), ultra-violet photoemission is easily capable of unraveling the typi-
cal electronic structure of a material. Thus, it is possible to observe the position of the
metal’s d band and to determine the position of the Fermi level in a single experiment.
Thereby, the characteristic differences between a transition (d-band) metal and a free
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electron-like (alkali, noble) metal become immediately apparent. As pointed out earlier,
a d metal is characterized by a high density of states (DOS) right at the Fermi energy
(maximum in the EDC), whereas an sp electron metal has a comparatively low DOS at
E;, as seen by a low onset of the electron emission. This is illustrated in Fig.4.40, where
EDCs of Ni (as a typical d metal) and Ag (as an exponent of a free electron-like metal)
are contrasted with each other [143].

Owing to its surface sensitivity, it is convenient to follow changes of surface structure
by means of UPS. As mentioned earlier, there are various metals whose surfaces tend to
reconstruct under certain conditions. Usually, the geometrical changes are accompanied
by alterations of the surface electronic structure (e.g., quenching of surface states), which
in turn show up in the density of states and hence in the EDCs obtained in a photo-
emission experiment. Examples here are Ir(100) [144] and Pt(100) surfaces [145].

Of much more chemical relevance is the photoemission in the field of adsorption and
surface interaction in general. Although a UPS experiment probing electronic states of
adsorbed particles cannot resolve (due to inherent broadening and relaxation effects) the
respective vibrational fine structure as is possible in the gas phase, it is, nevertheless, a
very useful method for probing and characterizing the nature of electronic adsorbate—sub-
strate interaction, as pointed out before. Chemisorbed and physisorbed species are easily
distinguishable; often also those molecular orbitals of an adsorbed particle can be
detected, which are involved in and therefore responsible for the chemisorptive binding.
According to chemisorption theory, particularly those orbitals which interact most
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strongly with the surface, broaden and exhibit an electron-binding energy shift. This phe-
nomenon was emphasized among others by Demuth and Eastman [146] and called chemi-
cal bonding shift Ag,. Ag, can reach several eV. While this is, as an inherent system
property, clearly an initial-state effect, there always occurs another shift of all the molecu-
lar orbitals of the adsorbate as a final state effect, which is caused by relaxation processes
of the electronic environment of the hole created by the photoionization process. The
relaxation (including fluctuations of charge due to screening the photoelectron hole)
changes the apparent binding energy of the emitted photoelectron somewhat, due to
image-charge effects in the solid, thus resulting in some additional kinetic energy of the
emitted electron. This phenomenon is known as extra-atomic relaxation shift A, and is
of the order of several electron volts. Usually, Ae, depends on the electronic structure,
i.e., polarizability of the environment surrounding the adsorbate. Upon completion of an
adsorbed monolayer the free valencies of a surface become saturated, and relative abrupt
changes occur in the overall charge distribution at the surface. Accordingly, the quantity
Ag, can be used to determine the transition from monolayer to multilayer coverages fairly
accurately. If we take into account these initial- and final-state effects, we may relate the
(often tabulated) ionization energy of the gaseous particle I, with the actual electron-
binding energy of the adsorbed particle via

Ey=1; — (95 + AD) + Ae, + Agy 4.36

where A® denotes the change of the surface potential induced by the adsorbate. In
Fig.4.41 we present, from our own work on pyridine adsorption on silver surfaces
[147,148], a typical application of this aspect of UV photoemission. Not only can the
pyridine orbitals be identified (and hence a pyridine dissociation be ruled out), but also
the type of bonding and the monolayer sorption capacity can be inferred from the
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Fig. 4.41. He I photoelectron (difference)
spectra of pyridine adsorbed on a silver
(111) surface. Displayed are pairs of suc-
cessive pyridine exposures, as indicated
to the right. The ionization features (pyri-
dine orbitals are marked at the top)
demonstrate a pronounced energy shift
starting at exposures above 1.2 L. This
increase in binding energy for physisor-
bed pyridine as compared with the chemi-
sorbed species is attributed to a reduction
of relaxation effects due to molecular
polarization, charge transfer, and final-
gaseous state image-charge screening for the phy-
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sequence of spectra. This points to another important application of UPS in surface chem-
istry, namely, the identification of surface species and reaction intermediates. Rubloff
and Demuth [149] investigated the adsorption and reaction of methanol on a Ni(111) sur-
face as a function of temperature. They showed that below 200K most of the adsorbed
methanol was present in its molecular (undissociated) form as evident from the four typi-
cal methanol orbitals. Upon heating to beyond room temperature, however, two character-
istic orbital features disappeared, leaving behind merely two orbitals, which could be
attributed to a methoxide CH,O species. The results of this work were confirmed later in
a HREELS investigation by Demuth and Ibach [150]. A related study concerned the inter-
action of methanol with Pd(100), and arrived at similar conclusions [151,151a], although
on Pd different and less stable forms of CH;O species were found.

We are aware there are many more aspects of UV photoelectron spectroscopy that
would deserve attention here. However, we must leave this interesting topic and turn to
another.

4.2.2 X-ray Photoelectron Spectroscopy (XPS)

Because the XPS physical process is practically the same as in UPS, the description of
basic physical principles and apparative methods can be kept very short. We once again
refer to Fig.4.36, showing curves obtained after excitation with photons of higher energy
(hw 21keV). In order to describe the excitation process, the consideration of the elec-
tronic structure of a solid must be extended well to the proximity of the ion cores, i.e., to
the inner shells with electron-binding energies of several hundred to 1000eV. As com-
pared to conduction and valence band structure, where several bands usually overlap, we
must appreciate the fact that atom-specific electronic structure is retained more as a
given orbital is located closer to the nucleus, i.e., the better it is screened against neigh-
bors by outer electrons. Accordingly, the inner atomic shells are distinguished by sharp
energy levels, and the respective electron-binding energy is a characteristic quantity for a
given atomic species (atomic number Z). The well-known Aufbau principle (quantum
numbers n and /) giving rise to K, L, M . . . shells, determines the energetic position of the
emitted photoelectrons, and an ESCA spectrum even shows the shell fine structure (K,
Ky L, Lg..) if it is measured with sufficient resolution. We present in Fig.4.42 a typi-
cal spectrum of a stainless steel sample spanned over the appreciable energy range of
1000¢eV. Clearly, excitations of Fe and Cr can be distinguished as well as carbon contami-
nations and the gold-binding energy reference mark. Because the relaxation of a photo-
ionized atom can also occur via the Auger process, Auger electrons also usually appear to
some extent (cf., Sect. 4.3.2) in an XP spectrum. While this kind of spectra provides a
very useful overview of a solid’s chemical composition at the surface (although it must
be borne in mind that XPS is somewhat less surface sensitive than UPS, cf. Fig. 4.1) infor-
mation about the chemical state of a given constituent atom is not so easy to obtain. For
this purpose, high-resolution XPS is required. This application is based on the fact that,
depending on their chemical environment and bonding status, atomic orbitals, even in
inner shells, exhibit small so-called chemical shifts. An extremely high potential of XPS
is analyzing such shifts, and, for example, the energetic position of Fe 2p or the splitting
of 3s electronic levels differ slightly, depending on whether one deals with elementary
clean iron metal or with Fe compounds [153]. These chemical shifts and fine structures of
the spectra can help distinguish various valence states or even electronic environments of
atoms. It is hence possible to delineate graphitic carbon from carbidic carbon or to ident-
ify carbon in organic compounds of various complexities [152]. This is compiled in
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Fig. 4.42. ESCA spectrum of stainless steel after heating to 450°C in UHV as obtained after irradiation

with Al K x-ray photons. The Fe and Cr levels show up as well as carbonaceous contaminations and the
Au reference mark. After Ertl and Kiippers [113].

Fig.4.43a. In the field of heterogeneous catalysis, XPS is widely used to map the valence
states of the atoms under consideration, which may depend on the degree of reduction in
the course of a heterogeneous reaction. An example here may be taken from the work of
Ertl and Thiele [154], where XP spectra of the Fe 2p,, were recorded for an industrial
ammonia synthesis catalyst. While, with the oxidized catalyst, the Fe 2p,, peak
appeared around 711.4eV, it shifted with increasing reduction down to 706.9eV
(Fig.4.43b).

In order to fully understand these chemical shifts, we must expand somewhat on the
physical background of XPS (which resembles that of UPS). As pointed out before, the
photoionization event occurs at inner atomic shells and leaves behind extremely reactive
systems, which relax in a very short time scale. Let us first consider the evaluation of elec-
tronic-binding energies in general. The ionization process with photon energy #i® obeys
the energy balance

Einny + hw = Ey(N—1.n) + Ein(a) » 4.37

where E;, \, represents the initial energy of the atom with N electrons before ionization,
Eg;(N-1,,) the final state energy where one electron (excited at level n) has been removed,
and Ey; »)is the kinetic energy of the photoelectron detected in the analyzer A. Equation
4.37 may be rearranged to yield the original core binding energy of the emitted photoelec-
tron:

Eyny = Efin(N-1,n) — Einvy 4.38

which, in this case and contrary to UPS, is referenced to the vacuum level. This is why
the work function does not appear in Eq.4.38. Usually, because the final (ionic) state of
the atom has a very short lifetime, there is an unavoidable line-width broadening. Evalu-
ation of the binding energy most frequently makes use of the approximation of the
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Fig. 4.43. High-resolution XP spectra showing the chemical shift for different environments: a) C 1s elec-
tron-binding energy as a function of the bonding situation of the C atom (hydrocarbon polymers, benzene,
fluorocarbon polymers, and fluorobenzene) [152]; b) energy position of the Fe 2p,, level of an industrial
ammonia catalyst at various states of reduction. Top curve: fully-oxidized, bottom curve: fully-reduced
sample. After Ertl and Thiele [154].

so-called Koopmans’ theorem [155], which corresponds to a one-electron description of
the excitation process. It is therein assumed that the energy situation, including the spa-
tial distribution of the ionized (N-1) system, is the same as in the initial state prior to the
ejection of the electron (approximation of frozen orbitals) with the consequence that the
electron-binding energy simply equals the negative orbital energy E, of the emitted elec-
tron:

Eb(n) ~ —En . 4.39

As in UV photoemission there occur, of course, relaxation effects AE, . which alter the
kinetic energy of the photoelectrons. Likewise, relativistic and electron correlation
effects Ag,,, and 4e_, respectively, have some influence on the exact value of E,. Con-
sidering these terms, Ey,, is more precisely defined as

Evny = —Ep, — Aerelax + Atrey + Aecorr - 4.40

It may be added in brief that the intensity of an ESCA peak depends on the probability of
a respective transition, which is proportional to the square of the transition matrix
element and can be expressed in terms of the dipole approximation [156]. As with YV
photoemission, one must consider the ESCA process as an optical transition, where ‘elec-
trons are excited from an occupied to an unoccupied electronic level. Accordingly, the
shape of the spectra is governed by initial and final state effects. For example, the well-
known spin-orbit coupling shows up in the final-state effects and leads to a splitting of
the respective core-emission lines. In a fully occupied core subshell, e.g., the 2p orbital,
the excitation can occur from two possible spin states (m, = +1/,). The respective spin
momentum vectors couple to the orbital angular momentum vectors in a different way,
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giving rise to states with different total momentum vectors j. The respective energy dif-
ference clearly appears as fine structure in the XP spectra. In detail, p subshells split up
into two lines corresponding to p,, and p,, states, d subshells into ds, and d,,, and f
subshells into f;, and f5, states. The degree of splitting is thereby proportional to the
charge of the nucleus [157].

Finally, we make a short remark on the possibility of using XPS for quantitative sur-
face analysis. For a given element, the line intensity usually is proportional to the number
of excitable atoms and hence to its concentration, because the excitation probability of a
core level is independent of the valence state of the atom. This allows exploiting XPS for
quantitative determination of surface-adsorbate coverages.

Let us now return to the chemical shift problem by starting with the definition of two
different binding states of a given element, E, ) and E, ,,. The chemical shift AE,, again
tied to the vacuum level, can then simply be expressed as:

If one refers to E = 0, eventual work-function effects of the analyzer must be addition-
ally considered, as well as charging effects in case insulating samples are used. We recall
Fig.4.38, which was discussed in the context of UV photoemission. One can, however,
circumvent these problems by always including an internal reference standard element,
e.g., the Cls level, to which the orbital binding energies are referred. Taking advantage
of the considerations leading to Eq.4.40, the chemical shift can now accurately be writ-
ten as:

AEy(n) = —AE, — A(A€reiax) + A(Acrey) + A(Aecorr) 4.42

whereby in most cases the last two terms will be almost negligible. The problem here is
unraveling the relaxation contribution, which may be split up into two parts: the intra-
atomic relaxation represents the relaxation contribution of the individual atom, regard-
less of its environment; the extra-atomic part stems from additional screening of the core
hole by the neighboring atoms of the condensed phase. For metals, the extra-atomic relax-
ation may be appreciable (4e,,,., = 5-10eV). Many chemical shifts of core level binding
energies are tabulated. For further details, [158] is recommended.

A special application of core level shift spectroscopy concerns the so-called surface
core level shifts. In order to understand their physical origin, the charge potential model
is helpful [159,160]. It relates the binding energy Ey ; of a certain core level of atom i
with a reference energy Eb ;» its own charge ¢g; and the point charges located at the neigh-
boring atoms j via (« bemg a proportionality factor and rij the distance between atoms i
and j):

'3

. 4.43
Tij.

Ebﬂ; = El()),i +aq; +
J
For any valence state, the last two terms have a specific value. The energy difference
between the same level of a given atom being in two different valence states 1, 2 can be
written (V; = Xq; /r; and V) = V) = AV)
J
AFEy = Eyo) — Eb(l) = a(gi) — Qz(l)) +AV;. 4.44
V; is actually closely interrelated with the Madelung potential of an ionic crystal, and
Eqgs.4.43 and 4.44 can best be rationalized by assuming the photoionized level being

located in the center of a hollow sphere with radius r, and by the electrostatic action of
the surrounding potential inside the sphere, given everywhere by g, /r. Hence, the binding
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energies of all core levels will be subjected to this field and more or less shifted in
energy, whereby normal chemical shifts can reach appreciable magnitudes, up to 10eV.

Surface core level shifts are now much smaller — up to several tenth of an eV — and the
superior resolution of a synchrotron-radiation experiment is required for their observa-
tion. These shifts are solely caused by the smaller coordination of surface atoms as com-
pared to the bulk, i.e., the potential terms of Eqs.4.43 and 4.44 are affected. Likewise,
altered periodicities of the surface, induced by relaxation and reconstruction phenomena,
show up in the core level energy position. Examples for semiconductors as well as for
metal surfaces have been provided among others by Eastman’s group. It is even possible,
by careful curve deconvolution procedures, to disentangle the XPS signals and determine
quantitatively the relative concentrations of the displaced or altered surface atoms [161].

Although the essential parts of a photoelectron spectroscopy experiment have been
described in the UPS section, a few remarks on ESCA equipment are nevertheless worth-
while, particularly with regard to the excitation source. Soft x-ray radiation is usually pro-
vided in the laboratory by an x-ray tube, in which an electron beam of several keV is inci-
dent on a (water-cooled) anode (anti-cathode) where Bremsstrahlung and characteristic
x-ray radiation are generated, depending on the anode material. Most frequently, the
Al-K, (iw=1486.6eV) and Mg-K , (fiw = 1253.6eV) radiation is used for XPS, whereby
thin Al or Be foils transparent for the radiation separate the x-ray gun from the ESCA
apparatus. In a few cases, also yttrium anode coatings are used with the Y-M{ radiation
emitted at the considerably lower energy of 132.3eV [162,162a]. A problem encountered
in this kind of excitation sources is the non-negligible line width of the x-rays, which
amounts to 500meV to 800meV and limits the resolution of an XPS experiment, regard-
less of the performance of the spectrometer. In some cases, the additional use of mono-
chromators can help improve the line width, albeit, at the cost of intensity. Outside the
lab, of course, a synchrotron storage ring provides a whole spectrum of soft x-ray radia-
tion, which can beneficially be used for XPS experiments.

Today, in XPS, as in UPS, apparatuses are generally equipped with electrostatical
deflection energy analyzers; commercially, hemispherical (180°) or 127° spherical ana-
lyzers are often available. The efficiency of this type of (dispersive) analyzer can be
improved if the ejected photoelectrons are preretarded. The small electron current is
amplified by a channeltron and fed into an ordinary counting electronics device. As
usual, the energy sweep is obtained by varying the retarding voltage between the sample
and the entrance slit (in the case of preretardation) or of the electric potentials applied to
the hemispherical condensor plates. Modern computer facilities have been widely
exploited in XPS instrumentation; commercial spectrometers equipped with carousel
sample holders allow almost automatic data acquisition for a wide variety of samples,
which is of great importance for routine analyses in industrial application.

4.2.3 Inverse Photoemission Spectroscopy (IPE)

While XPS is not so often used to determine the surface electronic structure, but rather as
a fingerprint technique for chemical analysis and state of oxidation or reduction of cata-
lysts, another spectroscopy has been developed primarily by Dose and his group [163],
which is almost ideally suited for complementing the information obtained by UV photoe-
mission. As we remember, UPS detects the occupied electron states of a solid’s valence
or conduction band located below the Fermi level E,. Bremsstrahlung isochromat spec-
troscopy (BIS), or inverse photoelectron spectroscopy (IPE), has the invaluable potential
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of probing the density of states of unoccupied electronic levels above E, and hence
allows, by combining ARUPS and angle-resolved IPE, a full mapping of the band struc-
ture of a solid. We, therefore, conclude this chapter about surface-electronic structure by
some (short) remarks on IPE.

This technique is based on the well-known fact that a surface bombarded by electrons
can emit photons within a certain spectral range, depending on the kinetic energy of the
impact electrons (the so-called Bremsstrahlung). The emitted photons carry information
about the density of states (DOS) above E, [164-166]. This method has been adopted for
analysis of surface-electronic structure, and more details are communicated in various
review articles [163,167,168].

The physical mechanism of IPE can be understood based on the idea that the inverse
photoemission is the time reversed process of ordinary photoelectron emission. Pendry
[169, 170] laid the theoretical basis for this view. In principle, electron waves incident on
a surface are de-excited and the corresponding energy is released in the form of photons.
In close analogy to the three-step-model developed for UV photoemission by Berglund
and Spicer [140] (consisting of i) photoionization, ii) transport of the photoelectron to the
surface, and iii) the escape of the electron from the surface), a similar model was pro-
posed by Dose [163]. The three steps are: i) capture and radiative decay of an incident
electron with energy E in an unoccupied state at E — fw, ii) transport of the created
photon to the surface, and iii) escape of the photon from the surface to the detector.

Therefore, in order to perform an IPE experiment, essentially three ingredients are
necessary: there must be an electron source (hot cathode) in the first place; a sample that
emits the photons; and, as a more delicate part, a photon detector. Before we describe a
typical experimental set-up, we present, in Fig.4.44, the energy-level diagram pertinent
to IPE.

The threshold for the emitted radiation of energy %a, is given by the expression

hwo = €@ + 3KT + €qVace 4.45

where @, represents the work function of the cathode, T the filament temperature, and
V,cc the accelerating potential between sample and cathode. According to Fig.4.44 the

electrons incident on the sample have the maximum energy E = ¢,V, . + e, @, + /2 kT,

TR e ——— —
LRSS
&
T B eV &+ 3KT
cathode T T
€ Vacc o
_ Fig. 4.44. Potential energy diagram for

l EF. s | inverse photoemission IPE. The energy diffe-
///// // rence between cathode and sample is compo-
/ sed of the thermal energy part of the cathode

sample electrons plus cathode work function @, plus
p acceleration voltage V, . After Dose [163].
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which is referred to the Fermi level of the sample. The work function of the sample @,
does not enter the balance equation Eq.4.45!

Returning to the description of the IPE experiment, it is in principle required to detect
the emitted photons with energy resolution. Because the photon yields are generally
small, there is a problem of obtaining sufficient signal-to-noise ratio if the radiation is
made passing a monochromator [171]. A more convenient way was proposed and
developed by Dose [172]. He explicitly abandons analyzing the spectral distribution of
the emitted photons, but instead uses a simple photon detector based on the principle of a
Geiger-Miiller counter, which consists of a tube filled with a gas mixture of He and
iodine vapor and with a CaF, or SrF, entrance window for the radiation. This counter rep-
resents kind of a band-pass filter, limited on the low-energy side by the photodissociation
threshold of the iodine vapor (~9.23eV), and on the high-energy side by the transparency
of the window, which has a cut-off around 10eV. Accordingly, the pass energy is around
ho=9.4to 9.6eV. Using a hot tungsten filament (2200K) as a primary energy source,
there is some thermal broadening to approximately 250 meV, at a primary current of 1 to
10 #A. The accelerating voltage is swept and the pulses of the counter detector are
measured. A typical experimental set-up as proposed by Dose [163], is reproduced in
Fig.4.45.

- a—
|| filament :::filument Vae -
supply .
CaF, or Srf, window
1 1
—| charge
integrator
L]
pulse
shape
T Fig. 4.45. Schematic set-up of a Brems-
¥ strahlung  isochromat  spectrometer
employing the energy-selective Geiger-
Lo computer Miiller counter. DAC = digital-analogue
converter; V,  accelerating voltage. After
Dose [163].

With IPE, clean surfaces as well as adsorbate-covered systems can be analyzed. Useful
band-structure information is, however, only obtained if the experiment is performed in
an angle-resolved mode. Examples of band-structure determinations can be found,
among others, in [173]. In view of surface chemistry, however, the detection of unoccu-
pied electronic states of surface complexes are more important. This renders a full com-
parison with quantum-chemical calculations of the adsorbate-surface interaction
possible, including the location of empty levels. Various examples, which were mainly
obtained by Dose’s group [163], could be listed here. Among others, measurements of
the O/Ni(100) system’s unoccupied states [174] made clear the onset of oxidation
showed up in the DOS above E;. Also, the hydrogen interaction with Ni(110), which
leads to surface reconstruction at a certain threshold coverage, was successfully investi-
gated by Rangelov et al. [175].
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4.3 Surface Chemical Composition

Probably the greatest interest of surface chemists and physicists concerns the exploration
of the kind and number of atoms present at the surface or in the surface region. We have
already learned that there are a variety of predominantly structure-sensitive spectros-
copies, which also bear valuable additional chemical information. Because we shall not
return to these methods again, as a reminder we will repeat their names. HREELS ana-
lyzes surface vibrations, which are often characteristic of certain chemical compounds.
UV photoemission can detect characteristic emissions arising from excitation of specific
adsorbate orbitals. In some cases, even complex organic adsorbates can be identified
when guided by an analysis of their additional photoemission levels. Most important as a
chemical probe seems to be XPS, as we have pointed out before, because each element
has characteristic core orbital energies and leaves behind its finger print in an ESCA spec-
trum.

There are, however, several experimental techniques, whose power lies almost exclu-
sively in the field of chemical-surface analysis. We consider Auger electron spectros-
copy (AES) and secondary ion-mass spectrometry to be among these tools. Hence, we
devote our attention in this chapter to these two methods.

4.3.1 Auger Electron Spectroscopy (AES)

The experimental appearance of Auger electrons was for the first time reported in 1925

when Pierre Auger irradiated photoplates with x-ray radiation [176]. However, 30 years

passed before the Auger electrons regained interest [177], and it was not until 1968 that

Auger electron spectroscopy was discovered as a surface-analysis tool. In that year,

reports by Harris [178,178a,179] using a 127° electron analyzer appeared, and indepen-

dently by Weber and Peria [180] and Palmberg and Rhodin [181] utilizing conventional

LEED optics in conjunction with electronic-differentiation techniques as a retarding

field analyzer. Another milestone was the use of a cylindrical-mirror analyzer (CMA) in

AES by Palmberg [182], resulting in a higher recording speed and an improvement of the

signal-to-noise ratio.

Today, Auger electron spectroscopy has developed to one of the most useful analytical
tools providing access to surface-chemical composition. Despite its great importance, we
shall deal with AES here only briefly; the interested reader is referred to the vast amount
of literature devoted to AES [8-10, 183—190]. In the following discussion, we will first
provide a concise introduction into the basic physics of the Auger process, describe a typi-
cal Auger electron spectrometer, and present of some selected examples of Auger spectra
to elucidate various aspects of AES application.

If a solid is irradiated with a beam of electrons of medium or higher energy (1keV < E
< 10keV), outer and inner electronic shells of the atoms become ionized and relaxatlon
can occur in two different ways, which are illustrated in Fig.4.46:

i) The core hole becomes filled by an energetically higher electron of the same atom,
and the resulting energy is emitted via electromagnetic (x-ray) radiation, according
to AE = hv.

ii) As before, the core hole is filled by an outer electron, but the energy equivalent is, in
a radiationless manner, transferred to a second electron of the atom, which is ejected
and leaves the atom with a characteristic kinetic energy E,; .

One can understand this as an internal photoelectric effect — the originally formed x-ray

photon (process i) is absorbed within the atom; its energy is then used to emit a photoelec-
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(Eq. 4.46).

tron, namely, the Auger electron (process ii). However, this naive view is not quite cor-
rect. The Auger process is actually radiationless, as an inspection of the selection rules
for optical processes i) and for electronic transitions ii) demonstrate. In the Auger transi-
tion, electrostatic forces caused by the interaction of the surrounding electron cloud with
the core hole dominate. The most prominent property of an Auger electron is its kinetic
energy, which is characteristic for a given atom. This can be clarified by explaining the
three processes that occur. The first process is the ionization of an inner shell, say, a K
shell (1s electron). The second process is the internal transition of an outer electron, for
example, an L, electron (2p,,), to the K shell to fill the hole. Apparently, a second elec-
tronic level becomes involved here. The third process is the energy transfer to a third elec-
tron (the Auger electron), often of the same shell (L, or L; = 2p,,, 2p3,), but of course,
also from an outer (M) shell. No matter from where the Auger electron is emitted, three
electronic states participate in the process, and with relaxation phenomena neglected, the
kinetic energy of the Auger electron can be written

Exin=FE, — E, - E3, 4.46

where E; denotes the binding energy of the initial core electron prior to ionization, E,
that of the electron that fills the core hole, and E; the binding energy of the ejected elec-
tron. The essence of using Auger electron spectroscopy as an element-specific analytical
tool is that in each case the emitted electron carries a characteristic energy, which arises
from the combination of energetically well-defined atomic levels unique for a given
atom. In this respect, AES highly resembles the XPS method, which is also (even more
directly) a core level spectroscopy.

For atoms with many electron states (high Z atoms), there are many different Auger
transitions possible. According to the above process, Auger transitions are assigned by
capital letters denoting the shells, whereby sub-figures indicate the participating sub-
shells. The sequence of these capitals is chosen according to Eq.4.46. A KL, L, transi-
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tion then means that an electron hole produced in the K shell is filled by an L, electron,
and the energy surplus is transferred to kick out an L, Auger electron. Some other
possible transitions within the K and L shells are K L;L,, K L,L,, K L;L,, K L,L,, and K
L;L,. Likewise, KLM, LMM, MNN, and NOO transitions can occur and lead to a wealth
of Auger emission features for high Z elements. If the Auger process is subjected to a
detailed consideration, the so-called Coster-Kronig transitions [191], among others, must
be mentioned. These are of the L,L;M type and involve the energy transfer within the
same subshell having the same principal quantum number. Such processes are extremely
fast and lead to significant lifetime broadening effects. Another experimentally import-
ant fact is that the primary step, viz., the ionization by electron impact, is also very fast
(t< 10716 s) as compared to the lifetime of the core hole (¢ 210715 s). Hence, the energetic
width of the ionizing electron beam does not affect the line widths of the Auger transi-
tions. By the way, the primary ionization can also be provided by any other ionizing radia-
tion, for example, x-rays; however, with reduced efficiency.

The exact correlation between the kinetic energy of an Auger electron and the elec-
tron- binding energies of an atom is actually more complicated than the simple Eq.4.46
predicts. The main reason is that E; and E, refer to the neutral state of the atom, whereas
the level E; corresponds to a slightly increased energy compared with the neutral state,
because the E; electron moves in an orbital of increased positive charge, which in turn is
caused by the missing electron of energy E,. For detailed considerations of this effect,
see [192]. For practical application of Auger electron spectroscopy, particularly for quan-
titative use, it is essential to regard the excitation probability of a certain Auger transi-
tion, which depends on several parameters, including the atomic number of the involved
atom. The interesting quantity here is the so-called Auger yield. According to Fig.4.46,
there are two competing processes (Auger electron and x-ray quanta emission). If we
denote the probability of ejecting an Auger electron as P,, 1 — P, remains for the prob-
ability P, of x-ray emission. Then the Auger yield Y, is

YA = PA/(PA + Px) . 4.47

Transitions involving the K shell (KLL and K, K, ..., respectively) lead to x-ray
emission proportional to Z*, based on dipole 1nteract10n whlle a calculation of the Auger
transition probability should consider the electrostatic interaction between the electrons
involved in the process. For hydrogen-like wave functions (a reasonable approximation
for inner-shell electrons), it can be shown [157] that P, is independent from the number
of the nuclear charge, and one has:

1
Ya=——— .
AT T+ pBz*’ 4.48
and the x-ray emission yield is
__BZ
== 14520 4.49
where B is a parameter and must be fitted according to experimental data.
Burhop [193] derived a semi-empirical function:
Ya(Z)={1+(34-1072Z —6.4-102 - 1.03- 1070 2%)*} "' 4.50

which is the physical basis for Fig.4.47 [159].
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Fig. 4.47. Competition between Auger electron and x-ray yields per K-shell vacancy as a function of the
atomic number Z. After Siegbahn et al. [159].

Obviously, up to the element with Z = 20 (calcium), almost 90% of the emission after
K shell excitation is due to the Auger process. Only for germanium (Z = 32) are Auger
and x-ray yield comparable; for higher Z-elements the x-ray deexcitation clearly predomi-
nates. (This is a lucky circumstance, which enables surface spectrocopists to monitor
abundant non-metallic impurity elements, such as carbon or sulfur, with preferential sen-
sitivity!)

When discussing the cross section Q for Auger emission, another important factor con-
cerns the dependence of Q on the primary energy E, of the ionizing electron beam. It was
shown theoretically [194] that this cross section is roughly proportional to the product
3-E,, when E| refers to the core-electron energy. Q decreases strongly for lower, but only
slightly for higher E, values. Because most of the analytically relevant Auger lines
appear between 50eV and 1000eV, this means that 3keV < E, < 5keV is an appropriate
choice.

We have seen so far that there are many different kinds of possible Auger excitations,
all of which involve more or less discrete electronic states. This actually holds for dilute,
i.e., gaseous material consisting of free atoms or molecules. However, condensed matter
requires a separate treatment, because of the electronic bands that are formed in the outer
electronic shells. In these valence or conduction bands, electronic states are delocalized
and have a finite energy width. This situation gives rise to the so-called LVV Auger tran-
sitions, which are depicted in Fig.4.48 for silicon, according to Chang [183]. With solid
Si, the M electron states form a valence band of about 10eV in width, and this represents
an electron reservoir which allows filling the L core vacancy and emitting the Auger elec-
tron into the vacuum. It is apparent that the band structure will have an effect on the line-
shape of the Auger emission peak. Furthermore, there is always a work-function contribu-
tion for condensed matter, which has to be surmounted by the ejected electron. Because
the Auger electrons are detected and sampled with respect to their kinetic energy in an
energy analyzer with a work function @,, we face similar problems as in photoemission

(cf., Fig.4.38), and @, must be taken into account in practical energy measurements.
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However, this is only important in quantitative AES when the exact energy position of an
Auger line of a solid is to be monitored. As will be shown below, some chemical and even
structural information similar to XPS is contained in these energy positions. These
effects are discussed in great detail by Weissmann and Miiller [188]. In most of the Auger
applications, however, the absolute-peak position on the energy scale is not explicitly
examined; rather the Auger spectrum as a whole and the relative-peak positions are con-
sidered as a fingerprint of the surface region’s chemical composition. Here, of course, the
intensity of a given Auger line deserves most attention, because — as in XPS — there is a
direct proportionality between the number of excited atoms and the Auger intensity.
Unfortunately, the actual situation in quantitative determination of elements present in
the surface is rather more complicated, because Auger electrons also can be excited in
deeper layers of the solid. According to Fig.4.1, at least three, sometimes up to five,
atomic layers can contribute to an Auger electron spectrum, and any attempt to perform
quantitative surface analysis must take into account the sampling depth of an Auger
experiment. This being one of the most important properties of AES, investigators tried
to obtain information on the detected volume soon after AES was introduced as a surface
analytic tool. Palmberg and Rhodin [181] deposited silver on Au surfaces and recorded
Auger spectra as a function of Ag surface deposition. They found that AES was sensitive
to amounts of ~10% of a complete monolayer and that deposition of more than five mono-
layers made Auger emission of the substrate practically disappear. Within a homo-
geneous attenuation model, the Auger electron current of the deposit i, 4., which may be
thought of as a homogeneous metal layer of thickness d, should exhibit a simple exponen-
tial increase (4, being the escape depth of Auger electrons and s, dep the signal of the
pure deposit) according to:

i dep = foo,dep 1 — /0055 )) 451
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The decay of the substrate Auger signal i, ¢ should obey the relation

. . —d /(Ao cos
tA,3s = TA,3,00 ' € /G ) , 4.52

where cos « is a correction term due to the electron analyzer used in the experiment (@ =
emission angle) [195].

In a solid; however, not only the primary impact electrons can and will excite Auger
transitions, but also all the scattered electrons (elastically and inelastically scattered
ones), and hence also Auger electrons with a kinetic energy larger than the ionization
potential of a certain shell. These effects comprise the backscattering process; conse-
quently, there is an increase in the excitation cross section leading to an enhancement (up
to 25%) of the Auger signals [196,197]. Gallon, therefore, introduced a layered model
[198] and proposed a relation, whereby I, the intensity originating from a slab of thick-
ness n (monolayers), is related to the bulk emission intensity /_, and that of a single mono-
layer I; via

ny"
In-Iw{l—(l—K>}. 4.53

Using formulae of this kind, Auger electron-escape depths were determined for Ag layers
on an Au substrate on the order of 4 A for Auger electrons of 72¢eV and of 8 A for elec-
trons of 365eV energy [181].

Before we present some actual experimental examples for Auger electron spectra, a
few words on the AES instrumentation are appropriate. From the foregoing, it has
become apparent that there are two essential ingredients (as in XPS). In the simplest case,
the excitation source typically consists of an electron gun with up to 10keV adjustable-
beam energy and currents on the order of microamps. In a few cases, an x-ray tube also
can be utilized here along with an electron analyzer/detector, which provides the energy
separation of the emitted electrons. Note that AES, in contrast to LEED, probes inelastic-
ally scattered electrons, whereby (and this discriminates AES from HREELS) the inelas-
tic processes involve energies up to 1000eV and more, with a typical energy resolution
of 1eV to 2eV. A surface irradiated with medium-energy electrons gives the energy dis-
tribution of backscattered electrons displayed in Fig.4.49. At very low kinetic energies,
the true secondary electrons dominate. At the high-energy end, there is a sharp (asymme-
tric) maximum due to elastically reflected electrons. In the intermediate range, there is a
smooth, but strongly varying background with small wiggles, and these wiggles actually
represent the Auger electrons. It would be possible, of course, to amplify the electron cur-
rent by several orders of magnitude to obtain larger signals, but the steep background
would cause problems. A much more elegant way to separate the Auger electrons is an
electronic-differentiation modulation technique used in conjunction with a lock-in ampli-
fier. For this purpose, a small alternating voltage is superimposed on the measured detec-
tor current. Details of this method have been communicated first by Leder and Simpson
[199] and lead to an experimental set-up, which is shown schematically in Fig.4.50. A
standard 4-grid LEED optics device can be chosen as a retarding field-energy analyzer
(Fig.4.50a) with a (negative) sweep potential applied to the second and third grid [200]
and the LEED screen acting as an electron collector. The function principle corresponds
to that of a high-pass filter. Even with electronic-differentiation techniques [199], where
the second derivative of the collector-electron current (corresponding to the first deriva-
tive of the energy distribution curve dN(E)/dE) is actually measured, only a relatively
poor signal-to-noise ratio is achieved, because all electrons with energies higher than a
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Fig. 4.49. Typical electron-energy distribution curve (N(E) vs E) obtained after electron impact with 30
keV primary electrons. The sharp peak on the right indicates the elastically scattered primary electrons,
with small inelastic contributions on the low-energy side, owing to so-called characteristic energy losses
(mainly plasmon excitations), whose energy positions depend on and shift with the primary beam energy.
In the medium-energy range the Auger excitations are visible as small bumps superimposed on the smooth
background. The low-energy region (left part of the spectrum) is entirely dominated by the true secondary
electrons, which have lost most of their initial energy by the cascade-excitation processes.

momentarily adjusted value are collected and contribute to the noise level. Much more
convenient is the use of a cylindrical mirror analyzer (CMA), whose operation is com-
parable to a band-pass filter [182] (Fig.4.50b).

The Auger electron gun required for excitation emits a focused beam of medium-
energy electrons incident on the sample with an energy width of 0.5-1eV and a diameter
of ca. 0.5mm?. Usually, the sample is mounted on a manipulator (as in a LEED experi-
ment) and can be rotated with respect to the electron beam so that a whole range of
impact angles from grazing to normal incidence can be adjusted. Thereby, a flat angle
between electron beam and sample assures a particularly high surface sensitivity [201,
202], because surface atoms are struck preferentially. Often mounted on commercial
Auger spectrometers containing a CMA as an energy-dispersive element are integral elec-
tron guns, which are suited only for perpendicular electron impact. The spatial distribu-
tion of the ejected secondary electrons usually varies with the cosine of the polar angle
(cosine distribution), and in order to obtain Auger spectra with best performance the
focal point of the electron-energy analyzer and the point of electron impact must be care-
fully aligned. Sometimes, significant deviations from a cosine distribution can occur, and
one also can use AES as a structure-sensitive tool [203]. Experimental data regarding
Auger intensities as a function of polar and azimuthal angle for fixed electron-beam
incidence show fine structure correlated with the orbital symmetry of the surface atoms.
Furthermore, diffraction of Auger electrons plays a role [204,205], and can, in some
cases, significantly influence the shape of Auger electron spectra.
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Fig. 4.50. Experimental set-up for Auger electron spectroscopy by means of electron-impact excitation:
a) employment of a retarding-field analyzer (RFA), often realized by a conventional 4-grid LEED optics in
conjunction with lock-in technique to obtain the differentiated electron-energy distribution dN(E)/dE;
b) use of a cylindrical mirror analyzer as an energy-dispersive element.

A crucial property of the excitation-electron source is the spatial width of the electron
beam or the beam diameter, which determines largely the lateral resolution of the AES
experiment. In many technological applications, there is need to analyze lateral concen-
tration profiles, for example, in semiconductor fabrication. Here, a resolution in the um
range is often required, along with beam scanning over the sample. The use of lanthanum
hexaboride (LaBg) cathodes or even field-emission electron guns has largely improved
the brilliance and lateral beam-divergence properties.
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During recent years, various experimental developments and improvements have been
made in automatizing Auger analyses. By scanning AES it is possible to form an image
of the surface using Auger electrons of a particular energy and hence of a selected chemi-
cal element, whereby lateral chemical distributions can be conveniently monitored. Even
Auger microscopes have been developed and are progressively utilized for industrial sur-
face analysis [10].

So far, Auger electron spectroscopy could appear as an almost ideal instrument for
probing elemental surface concentrations. However, one must be aware that a finely
focused electron beam of several keV energy and current densities of up to 50 zA per mm?
25 mA/cmz) can and often will induce severe damage effects on the illuminated area of
the surface, especially on insulating or semiconducting crystals with small heat conduc-
tivity. As a consequence of the local heating effect, there may occur melting, desorption,
decomposition, and hence depletion or segregation effects particularly with adsorbed
layers. These conditions prevent AES from analyzing the original surface composition.
In many cases, it will help to reduce the electron-beam current density by minimizing the
emission current and/or defocusing the beam. However, this is done at the expense of lat-
eral resolution and signal-to-noise ratio. At any rate, for these reasons, AES can be reck-
oned among the destructive surface-analysis techniques, in contrast to photoelectron
spectroscopy.

Finally, we shall present some examples for typical applications of Auger electron
spectroscopy.

As emphasized above, AES serves, in almost any surface laboratory, as a fingerprint
technique to identify chemical elements in the surface region. A typical application here
is the control of surface cleanliness in catalytic model studies using metal single crystals.
As an example, we display in Fig.4.51 an Auger spectrum of a nickel (111) crystal
(measured by the retarding field analyzer) directly after mounting in vacuo (where large
concentrations of impurity elements (C, S) are visible) and after final cleaning [206]. The
sensitivity of Auger electron spectroscopy has meanwhile been improved to an extent
that (depending on the element) about 1% of a monolayer can be detected.
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Fig. 4.51. Examples for use of Auger electron spectroscopy in surface analysis: a) Ni(111) surface heavily
contaminated with sulfur and carbon impurities; b) same surface after cleaning by prolonged argon-ion
sputtering. Respective Auger transitions are indicated. After Christmann and Schober [206].
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In order to identify a certain element, the respective Auger transition lines must be cor-
rectly assigned. To facilitate this task, a huge data body of Auger spectra exists for practi-
cally all chemical elements (except, of course, H and He, where for physical reasons
Auger transitions cannot occur). We mention here the collection of Auger spectra in the
Auger Handbook, in which, beginning with lithium (Z = 3) and ending with uranium (Z
= 92) Auger spectra of each chemical element are reproduced [207].

In some cases, AES can also be exploited for quantitative analysis of adsorbate concen-
trations if certain precautions are taken (low-beam densities to avoid thermal or electron-
induced desorption). In this respect, for instance, xenon-surface concentrations on
Pd(100) were determined by Palmberg [208]. Other applications are determining the
growth mode of a given deposit material, whereby basically two mechanisms are
possible — small three-dimensional crystallites on a complete first monolayer (Stranski-
Krastanov growth) or strictly layer-by-layer growth (Frank-van-der Merwe growth). Par-
ticularly the layer-by-layer growth mode can be identified by characteristic breaks in a
plot of the deposit Auger signal vs the overall deposited amount, which occur whenever a
monolayer is completed. This has been exploited in many cases, where metal or carbon
vapors were condensed onto metallic substrates [210].

An example, in Fig.4.52, is presented for silver growth on a Cu(111) surface, taken
from Bauer’s work [211]. Furthermore, chemical surface reactions, in particular decom-
position reactions in which split-off particles desorb in a certain temperature range, can
be followed by AES. Glycine H,N-CH,-COOH adsorbed on Pt(111) at low temperatures,
for example, decomposes at elevated temperatures into nitrogen- and oxygen-containing
fragments. The disappearance of the O Auger signal and the persistence of the N signal
around 450K indicates the desorptive removal of a formic-acid-like fragment from the
surface [209].
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Fig. 4.52. Auger-electron spectroscopy
as a monitor of thin-film growth. In the
experiment by Bauer [211], silver was
deposited onto a Cu(111) surface by
vacuum evaporation. At 300 K, layer-
by-layer growth (Frank-van der Merwe
mechanism) was observed as indicated
by the breaks in the slope of the declining
Cu and increasing Ag Auger transition
intensities, respectively, which are
marked by arrows.
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A very significant application of AES is in the field of determining alloy-surface com-
position. Here, vertical concentration gradients need to be detected as they arise from
segregation, particularly, if the catalytic activity of a chemically modified surface is to be
correlated with the number of atoms of the additive in the surface. A vast number of
studies has been and still is being devoted to this issue, and we can only refer to some
selected publications [202,212-214] in this field.

Closely connected with determining alloy composition is a field known as depth profil-
ing, which is of great practical importance in thin-film and semiconductor technology.
Here, perpendicular surface concentration gradients in materials are analyzed. The proce-
dure is actually relatively simple — the material is gradually removed (preferentially in a
layer-by layer mode) by ion sputtering, and Auger electron spectra are simultaneously
recorded. More details can be found in a recent communication by Hofmann [215].

The line shape and line widths of Auger transition peaks is also a source of rich chemi-
cal and physical information. Here, the so-called high resolution AES, in which small
modulation voltages lead to energy resolutions of less than 0.5—1eV, must be performed.
Similar to XPS, the line shape characteristic of those transitions involving outer elec-
tronic shells react sensitively to the chemical bonding state and the environment of an
atom and hence indicate the chemical nature of the excited atom. Thus, in a certain
respect, AES can at least for low Z elements also probe valence states. Striking examples
here are the silicon LVV transition around 93eV or the carbon KLL transition around
275eV. Depending on whether elemental silicon, silicon monoxide, or dioxide are pres-
ent, characteristic line-shape and intensity changes of the Si LVV peak group occur [216],
and graphitic or carbidic carbon can well be distinguished by the C KLL group peak
shape [217]. Quite generally, oxidation processes, for example, lead to a red shift of the
Auger transition; the naive, but straightforward explanation is that the electronegative O
atom withdraws charge from the adjacent atoms.

All in all, and this has made the foregoing discussion perhaps a little lengthy, AES rep-
resents one of the most important methods for surface analysis. We regret that we could
only touch on some of its applications here.

4.3.2 Secondary-Ion-Mass-Spectroscopy (SIMS)

Besides AES which has found its way into practically all the surface analysis laboratories
even in the chemical industry, there is a second method, secondary ion mass spectros-
copy (SIMS) [218], which has become quite popular particularly for routinely analyzing
the chemical composition of solid materials. It is based on the mass spectrometric detec-
tion and identification of particles formed when the solid surface is bombarded with
medium-energy ions. The following discourse is based on several articles by Benning-
hoven and coworkers [219,220], who first realized the power of secondary ion emission
for surface analysis. In contrast to AES, the SIMS method has the additional potential to
identify chemical compounds present in the surface and obtain information about the
local configuration of adsorption complexes [221,222]. Furthermore, all elements are
detected (including hydrogen and helium), and an extremely high sensitivity (0.1% of a
monolayer) can be achieved. Also, surface reactions can be followed by means of SIMS
[219]. For further details of the method and its applications in surface science, we refer to
the literature [218-224].

The experimental equipment for secondary-ion mass spectrometry is actually very
simple. One needs an ion gun, which produces noble gas ions of ca. 3keV energy (the
so-called primary ions) — often argon being used —, the s<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>