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Preface

This book was planned with two intentions. The first one was to close the gap
between the holistic view on flood risk, which was established in the last decade
by risk oriented planning, focused on socio-economic consequences of floods, and
a flood hydrology, which was still based on a safety oriented approach inherited
from structural flood protection in the past. In safety oriented planning it was suffi-
cient to specify a single flood event which was assessed as the limit of flood safety. If
this event was exceeded the system was at risk. This remaining risk was not consid-
ered any further. Nowadays it is widely accepted that the consideration of remaining
risks is an essential component of Integrated Flood Management. Integrated Flood
Management, as proposed e.g. by the WMO and the Global Water Partnership,
demands risk management. Risk management calls for identification and assess-
ment of risk. Risk has to be assessed and eliminated or at least minimised if it
is unacceptable. In this process we are faced with many uncertainties, which are
mainly hydrological uncertainties. These uncertainties have to be specified and con-
sidered with regard to multiple failure modes and the complex relationships between
hydrologic loads and social vulnerabilities.

The second intention was the propagation of new instruments of flood risk man-
agement, which were developed within the framework of the National Research
Program “Risk Management of Extreme Flood Events” (RIMAX), funded by the
German Federal Ministry of Education and Research. With regard to this program
it was not feasible to present all projects here as the number of these projects was
large. Thirty eight projects were supported between the year 2005 and the year 2010.
Instead of entire projects a selection of tools and ideas will be presented here which
were developed and applied in some of these projects. These components are on the
one hand essential for flood risk estimation and management and on the other hand
at the cutting-edge in this field of research. This selection from RIMAX-projects has
to be not comprehensive as another publication about RIMAX-result is under prepa-
ration by the RIMAX-project steering group. Several innovative solutions, which
were provided by RIMAX-projects, were not integrated in this book. On the other
hand some aspects of flood risk estimation, which the RIMAX-programme did not
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vi Preface

entail, but should be discussed in their relevance for flood risk estimations (e.g.
regionalization of flood probabilities) were integrated here.

The resulting book is not a report about research projects or a collection of papers
which were presented at a scientific conference. It is also definitely not a textbook;
yet some general aspects are included in the introduction of the different chap-
ters. The readership of this book is expected to consist of hydrologists and water
managers which are interested in recent developments of hydrological tools and
methodologies for flood risk estimation, assessment and management.

The editor wishes to thank not only the authors, with whom he co-operated
for 2 years, but also the Chief-engineer of the Institute of Hydrology and Water
Management, Dr. Markus Pahlow, and the secretaries Mrs. Smolka and Mrs. Mueller
who supported him with the compilation of chapters.

Bochum, Germany Andreas Schumann
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Chapter 1
Introduction – Hydrological Aspects
of Risk Management

Andreas H. Schumann

Abstract Flood risk is widely under discussion. It is understood as a result of
interactions between mankind and nature. In this chapter the definitions of risk,
risk estimation and risk assessment are discussed. The main emphasis is given to
hydrological aspects of risk and challenges for flood hydrology. It is shown that
the problem of hazard specification cannot be solved without consideration of the
needs of risk management. It is shown that the flood probability alone is not suf-
ficient if multiple failure modes have to be considered in planning. At the other
side operational flood risk management depends strongly on hydrological forecasts.
Based on this discussion the different chapters are summarized to give an impres-
sion about the overall content of this book and its relevance for flood risk estimation
and management.

Contents

1.1 Determinants of Flood Risk . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Importance of Detailed Flood Characterisations

in Risk Estimations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.3 Hydrological Information for Flood Risk Management . . . . . . . . . . . . . 5

1.4 The Content of This Book . . . . . . . . . . . . . . . . . . . . . . . . . . 7

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

1.1 Determinants of Flood Risk

Flood risk management became an item on the political agenda of the European
Union (EU) due to severe floods in Europe around the turn of the century. In the year
2007 the EU issued the European Flood Directive (European Commission, 2007).
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2 A.H. Schumann

It demands the assessment and management of flood risk with the aim to reduce
adverse consequences of flooding. In the Directive flood risk is defined as “the
combination of the probabilities of a flood event and of the potential adverse conse-
quences for human health, the environment, cultural heritage and economic activity
associated with a flood event”. This combination of probabilities and consequences
interprets risk as an expected value of consequences. However, there is a need to
apply a more holistic view on flood risks. First of all, consequences are not unam-
biguously related with flood probabilities. Harm, losses, damages, perturbations or
stress result from hazards only if vulnerability to theses impacts exists. Hence con-
sequences are uncertain but not probabilistic. The vulnerability of a society depends
strongly on socio-economic conditions. Socio-economic categories which are deter-
mining the extent of adverse consequences of flooding are considered in the concept
of “vulnerability”. There are many different definitions of the term “vulnerability”.
A very short one was given by the U.N.: “Degree of loss (from 0 to 100%) resulting
from a potentially damaging phenomenon” (U.N. 1992). A more common defini-
tion was formulated by Kasperson et al. (2010) “the degree to which a system or
unit (such as a human group or a place) is likely to experience harm due to exposure
to perturbations or stresses”. These authors discuss three dimensions of vulnerabil-
ity: 1. the exposure to stresses or perturbations, 2. the sensitivity to the stress or
perturbation including to anticipate and cope with the stress and 3. the resilience,
the ability to recover from the stress, to buffer themselves against and to adapt to
future stresses and perturbations. For a social system, e.g. a community, vulnera-
bility can be defined by “A set of conditions and processes resulting from physical,
social, economical and environmental factors, which increase the susceptibility of
a community to the impact of hazards” (U.N. ISDR 2002). With regard to floods
Merz et al. (2010) characterised the vulnerability V by a combination of exposure
E, susceptibility S and response capacity RC. The exposure E is specified by social,
economic, ecologic and cultural consequences that may be affected by floods. The
susceptibility S is the degree to which the system is damaged by floods. The response
capacity RC describes the ability to respond to and to recover from a flood.

1.2 Importance of Detailed Flood Characterisations
in Risk Estimations

Exposure, susceptibility and response capacity are categories which depend on dif-
ferent flood characteristics in a nonlinear way. The loss susceptibility S will be
extremely high if it is related to a probable maximum flood, but low for a “normal”
flood, e.g. with a return period of 10 years. Also, the response capacity depends
on the severity of the flood event that is being considered. There are attempts of
more differentiated views on flood risk. Merz et al. (2009) argue that “Low prob-
ability/high damage” events are more important from the societal point of view
than it is considered by the expected annual damage. They suggest a penalizing
of events with disastrous consequences by integrating risk aversion into decision
making. In this argumentation high damages are connected with floods which have
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a low probability. This one-to-one assignment is doubtful. Normally, extreme large
floods will result in large damages. However, the severity of socio-economic con-
sequences depends on multiple flood characteristics, which can not be specified by
a single probability. To give an example for this thesis: damages in agriculturally
used floodplains will differ with seasons. Another significant factor which influ-
ences consequences is the spatial extent of a flood event, which determines not only
the degree of a disaster, but has also impacts on the response capacity. A flash flood
is confined to the direct neighbourhood of a river and often to small watersheds only.
Floods in alluvial plains of large river basins with widely extended inundated areas
could paralyse national economies.

Usually flood events are specified only by the probabilities of their flood peaks.
These probabilities are derived from statistical analyses of yearly discharge max-
ima or discharges above a threshold. Other flood characteristics are considered
as conditioned on the peak. The statistical relationships between multiple flood
characteristics can not be handled by the probability of the peak. If these proba-
bilistic interdependencies between flood characteristics, e.g. between the shape of
the hydrograph, its volume and its peak, are disregarded, the risk estimation for a
flood event of a certain dimension will not be reliable. The estimation of these inter-
relationships is difficult as the database is often insufficient for statistical analyses
of multivariate characteristics. Here we are confronted with a number of epistemic
uncertainties. Uncertainties can be differentiated into three different types: (1) the
epistemic uncertainty, which is the uncertainty attributable to incomplete knowl-
edge about a phenomenon that affects our ability to characterise it, (2) the aleatoric
uncertainty, inherent in a nondeterministic (stochastic, random) phenomenon and
(3) the surprisal uncertainty which results from totally unexpected factors, e.g. from
human behaviour (Table 1.1). The probabilistic methodologies which are widely
applied in flood hydrology are an attempt to describe the second type, but the out-
come will be affected strongly by the first type. As the epistemic uncertainty may
be reduced with time if more data are collected and more research is completed, sci-
entific activities should be focussed on it. Aleatoric uncertainty can not be reduced
by further studies, as it expresses the inherent variability of a phenomenon. With
regard to risk communication the problem exists that the aleatoric uncertainty has
to be specified with a large impact of epistemic uncertainty. Even if the epistemic
component could be reduced, uncertainties in general and epistemic uncertainties in
particular will be an integral part of flood risk management. This becomes evident
also in flood control. Uncertainties are one reason why river training, construction
of dykes or flood storages and other technical measures with the aim to reduce the
probability of flooding never ensure complete safety to floods (the other main rea-
son is the aleatoric uncertainty and the need to limit flood control on a reasonable
goal).

If epistemic uncertainties are neglected then the illusion of flood safety or of per-
fect flood control arises. The remaining risk endangers flood affected regions and
their inhabitants if epistemic and aleatoric uncertainties are disregarded. Technical
flood protection structures may increase this risk. This “levee effect” of flood pro-
tection structures was described by Tobin as follows: “the structure may generate
a false sense of security to the extent that floodplain inhabitants perceive that all
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Table 1.1 Types of uncertainties

Type of
uncertainty

Epistemic uncertainty Aleatoric uncertainty Surprisal uncertainty

Incomplete knowledge
about a phenomenon
that affects our ability
to describe it, can
result from ignorance,
from scarce data and
from unknown biases

Nondeterministic
(stochastic, random)
phenomenon, usually
modelled by
probability
distributions

Covers matters which are
unexpected

Mostly arising from
human factors

Ways to
handle

Can be reduced with the
acquisition of more
information and by
research

Can not be reduced by
further studies, but can
be quantified with
standard probability
theory

Minimize the chance of
error and the
unexpected occurrence

Ensure that the system
does not fail when the
unexpected occurs

Type of
knowledge

Ignored unknowns Known unknowns Unknown unknowns

Known unknowns

flooding has been eliminated” (Tobin, 1995). Possible effects of this false sense
of security are reduced preparedness and a significant economic development of
flood protected areas. As a result the risk will be increased. Even if these effects
are difficult to specify in terms of monetary values, they become evident in public
discussions after floods which mirror the unfulfilled expectations of flood control
by technical measures.

The adverse consequences of floods depend on the resistance of affected
structures or systems. In safety engineering these interactions between load and
resistance are considered. Here the probability of a failure is defined by superimpos-
ing the probability density functions (pdfs) of the load and of the bearing capacity
of a structure. With regard to the different failure modes of flood protection systems
it becomes necessary to specify the hazard in greater detail by its strength, intensity
or extension. A detailed characterisation of typical failure modes is essential for a
relevance ranking of multiple flood characteristics. To give some examples for this
thesis: A dyke e.g. is endangered by overtopping but also by seepage. With regard to
these two different failure modes the water level of the flood peak is not sufficient to
specify the total risk of a failure. Other examples are: The function of flood storages
depends on the volume but also on the shape of the hydrograph, or the stableness of
a building during a flood depends on the hydrodynamic load and the buoyancy. More
holistic hydrological analyses are obviously essential to characterize the hazard with
regard to these different failure modes. An integration of such information in flood
risk assessments provides options to identify the weakest points in flood protection
systems and the impacts of possible failures. To give a practical example of this
approach: The author was asked to analyse the flood risk in a river basin which was
affected by land subsidence caused by mining activities. Some areas are drained by
pumping stations. The estimation of flood risk was based on a detailed modelling of
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the flood processes and an analysis of possible damages within the inundated areas.
The question was raised how the pumping stations should be considered within
the risk estimation process. If the pumping stations would be turned off during a
flood, the resulting inundations would be higher. The operating company precluded
a failure of the artificial draining system, e.g. caused by an areal power blackout,
completely. They argued that in such cases an emergency power supply would be
established locally. Nevertheless, the flood simulations were done twice: with oper-
ating pumping stations and without pumping. The inundated areas of both scenarios
were compared. Based on this comparison it was possible to identify the neural-
gic points of the pumping system. The operating company improved the planning
of the emergency power supply system based on the most critical locations within
the basin. In this risk assessment, the duration of the floods and their volume were
specified with probabilities which were derived from statistical analyses of rainfall
events with different durations.

1.3 Hydrological Information for Flood Risk Management

Hydrological information plays the major role in flood risk management (Plate,
2009). Flood risk management can be subdivided into two different parts. In a nar-
row sense flood risk management describes the process of managing an existing
flood risk situation (Plate, 2002). In a wider sense it includes the planning of activ-
ities which will reduce flood risk. This planning can be directed to an optimisation
or improvement of existing systems with the aim of being prepared for a flood and
to minimise its adverse impacts or to set up a new or revised system. A system has
not necessarily to be a constructional system. The installation of an early warning
system based on meteorological and hydrological forecasts, a system of flood insur-
ances or a legal system specifying building codes could also reduce flood risk at
different levels. In all cases the performance of such measures has to be assessed
within the process of risk analysis. Risk analysis provides the base for decisions
on maintaining, improvement or abandonment of existing flood control systems.
It should include the estimation and evaluation of residual risks for the case that
existing flood protection systems fail. In all cases where the residual risk has to be
reduced or an increase of risk caused by changes seems to be unbearable, the plan-
ning of further measures has to be started again. In this planning process the causes
and consequences of potential disasters including the remaining risks have to be
estimated. These analyses have to be repeated for each of the planning alternatives
to mitigate not only adverse consequences of flooding, but also the risk that planned
systems have a lower performance than expected.

The relationship between hazard, consequences and planning decisions was
specified by Plate (2002) with the following definition of risk RI:

RI(D) =
∞∫

0

K (x|D) fx (x|D) dx (1.1)
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where K(x|D) describes the consequence function, depending on x, the magnitude
of the event causing the load (e.g. water level) and D is the vector of decisions
that influence the consequences K of event x. The function fx(x|D) is the pdf of the
occurrence of x. Flood control measures can modify this pdf. Other decisions have
impact on the consequences, indirectly by reducing hydrological loads or directly
by reducing their adverse consequences. Thus the function K is conditional of x and
D. In his definition Plate considers two types of decisions, decisions which influence
the consequences of flooding and decisions which modify the pdf of floods. With
regard to the argumentation given under point Section 1.2, the magnitude of the
event x is also a vector, as different flood characteristics have to be considered. A
single pdf of x is insufficient to describe the multivariate probabilistic structure of
flood events, which in turn determines the consequences of flooding.

We have to differentiate between “risk analysis”, which is an examination of the
complex item “risk”, its elements (hazard and vulnerability) and their relationsships
and “risk assessment”, which determines the importance, size, or value of risk. Risk
assessments have to be based on risk analyses. Plate (2002) differentiates between
three parts in flood risk assessments for the planning stage (Fig. 1.1):

• Flood risk analysis, which consists of hazard determination, vulnerability analy-
sis and risk determination,

• Disaster mitigation, which can be achieved by technical and non-technical
measures and

• Preparedness, which involves planning for disaster relief and early warning and
evacuation.

As discussed above, hydrological input is essential for risk analyses. Hydrology
has to characterize floods as part of the hazard determination and it is a precondition

Fig. 1.1 Project planning as part of risk management from Plate (2002)
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for assessments of vulnerabilities. Hydrological information is needed to spec-
ify measures of disaster mitigation by their efficiencies and remaining risks.
Preparedness can be ensured only if the degree of a potential disaster is known,
which depends on the hazard, and if the options for early warnings, which depend
on hydrological and meteorological forecasts, can be assessed in a realistic way.

Hydrological information will be never complete. Flood risk changes in time
(Merz et al., 2010). Many of these changes are highly uncertain and can not be
assumed in advance. Any improvement of a flood protection system requires mon-
itoring of hydrological and socio-economic changes and a reassessment of risks
depending on the newest information. But also the options to provide the neces-
sary information increase. New technologies and methods are under way. Some
approaches which were developed in the last years or which are still in the stage
of development are presented here.

1.4 The Content of This Book

In this book multiple facets of applications of flood hydrology in risk management
are discussed. Special emphasis is given to uncertainties in operational flood man-
agement and in the planning of technical flood protection measures. The two stages
of flood risk management, the operational stage and the planning stage, subdivides
this book in two parts.

In the first part hydrological aspects of operational flood management are pre-
sented. Often early warnings and damage prevention (e.g. evacuation) depends on
hydrological forecasts. These forecasts are associated with different levels of uncer-
tainty. These uncertainties depend strongly on the forecasting lead time and the
time of reaction of the hydrological system (watershed, river basin or river reach)
of interest. For fast reacting systems a forcing of forecast models by observed data
from different sources could be insufficient. In such cases the forecast horizon is
limited by the time it takes the flood producing precipitation to reach the river
profile of interest. With regard to operational flood protection measures this time
span could be too short. The lead time can be extended by quantitative precipitation
forecasts based on numerical weather prediction (NWP) models. High-resolution
NWP can be coupled directly with flood forecasting systems. However, the quality
of forecasted precipitation is often not sufficient for flood forecasts in fast-reacting
basins where the precipitation fields can vary significantly with time and space.
Precipitation forecasts in hilly regions are characterised by a wide range of uncer-
tainties. For flood risk management the current uncertainties in NWP, as well as the
handling of these uncertainties have to be taken into account. In Chapter 2 a brief
introduction to the generation of weather forecasts with particular focus on the accu-
racy of rainfall prediction is given. Special emphasis is placed on meteorological
ensemble forecasts which can be used to mirror uncertainties. Precipitation forecasts
are provided for areas, but if flood forecasts are based on rainfall measurements
a spatial estimation of rainfall is needed to provide the input into a hydrologi-
cal model. In Chapter 3 conventional and geostatistical methods are presented for
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the spatial interpolation of the point measurements to raster cells and areas. It is
focussed on the application of stationary and non-stationary geostatistical methods.
The latter type of methods becomes increasingly important as additional informa-
tion e.g. from weather radar can be considered for the estimation of mean areal
rainfall. In this chapter also methods for conditional spatial simulation of precipita-
tion are discussed. Those simulation approaches preserve the high spatial variability
of rainfall and can be used for uncertainty assessments.

The benefits resulting from flood forecasts depend on their uncertainties. In
Chapter 4 tools are presented which can be used to characterise these uncertainties
and to reduce them in nowcasting by assimilation of observed data. It is focused on
ensemble methods. Ensembles can be combined with data assimilation to produce
“best guess” forecasts based on the Bayes’ theorem. It starts with the well-known
Ensemble Kalman Filter which is widely applied to update state variables of hydro-
logical models. Other ensemble forecasts which are discussed here are based on
meteorological ensembles forecasts and parameter ensembles. This forecasting part
ends with an overview of currently available neural network designs with the pur-
pose of a timely warning for operational flood risk management, which is given in
Chapter 5. As neural network models are very effective with regard to their com-
putational requirements they provide new options for operational scenario analysis
and ensemble forecasts.

The second part of this book is dedicated to hydrological methods which are
essential for the planning stage of flood risk management. There are two ways to
specify the hydrological hazard: a deterministic one which is based on a transfer
of precipitation into runoff by deterministic models and the probabilistic character-
isation of flood risk with methods of mathematical statistics. The most common
characterisation of a design flood is the flood peak and its probability. Despite
many methodological developments since the pioneering work of the mathemati-
cian Gumbel, the general problem of flood statistics consists in their high epistemic
uncertainty. Derived from a rather limited database, the resulting assessments about
flood probabilities are highly variable in time. This is caused mainly by the stochas-
tic character of flood inducing processes. This temporal variability of statistical
results is very problematic for long-term planning. The occurrence of a single
extreme event may modify the results of flood statistical analysis significantly.
Another problem consists in the limited spatial information value. Flood region-
alisation methods can be applied to reduce the uncertainties of flood estimations
from local data in gauged catchments by pooling flood data within a region. These
methods can be used also to provide flood statistical information for ungauged
catchments, where no local streamflow data are available. Chapter 6 summarizes
the most important methods and recent findings from the literature with a focus on
the ungauged catchment case. Regionalisation methods, which are based on a trans-
fer of flood information from hydrological similar catchments to catchments, where
flood statistics have to be estimated, are discussed together with multiple regressions
between flood statistics and catchment attributes and geostatistical methods, which
use spatial proximity as a measure of hydrological similarity.
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Precipitation series are essential for deterministic simulations of design floods.
These series are often to short. The database for flood estimations can be improved
by a coupling of stochastic rainfall generators with deterministic models. Chapter 7
is dedicated to stochastic rainfall synthesis focusing on methods for generation of
short time step precipitation as required for flood studies. Here different character-
istics of rainfall as stochastic process are discussed. Alternating renewal models,
time series models, point process models are described as well as disaggrega-
tion and resampling approaches. The applicability of daily and hourly space-time
precipitation models is demonstrated with two case studies.

Compared with observed data, generated flood series cover a wider range of
possible flood situations. As described under point Section 1.2 such a broad charac-
terisation of possible flood situations is essential to estimate the risk of failures. Also
in the planning process of technical retention facilities it is necessary to use simul-
taneously multiple flood characteristics (peak, volume and shape). Nevertheless, a
probabilistic specification of such events is needed. This can be done by multivariate
statistical methods which are described in Chapter 8. The proposed Copula method
can be applied to derive multivariate distributions from multivariate frequency anal-
yses of correlated random variables. It has the main advantage that the marginal
distributions of these random variables can be different.

After the characterisation of the hydrological hazard the consequences which
would result from them has to be specified. For this purpose the next three chapters
are dedicated to risk estimations and consideration of risks in flood management
planning. In Chapter 9 the options of hydraulic modelling are presented. Two impor-
tant aspects are discussed: the high spatial resolution of these models, which is
essential to provide flood risk information at the local scale and the need for efficient
algorithms which ensure short computational time requirements and an operational
use of these models in nowcasting. Both aspects are contradictory. It is shown how
the focus of modelling approaches can be shifted between flood risk planning and
operational management to assess flood height, inundated areas and flood velocities
in a problem-oriented way.

A special flood risk for urban areas results from sewer system and rising
groundwater levels. Chapter 10 describes these problems of interactions between
groundwater aquifers and sewer systems. A coupled modelling approach which
considers these interdependencies is presented. It combines individual modules con-
sidering different model geometries, time synchronization and data exchange. The
coupled model was applied for the City of Dresden (Germany). It describes the
impact of floods on groundwater and can be used for a mapping of subsurface
flood hazard in flood endangered urban regions. As described before, risk combines
hazard and consequences.

Risks depend on hazard and susceptibility to hazards. Vulnerability has to be
considered in risk management as an integral part of the analysis of consequences.
Chapter 11 gives an overview about the assessment of direct economic losses as
consequences of flooding. The basic concepts of damage assessments are introduced
and the factors that influence flood damage are discussed. A damage model which
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can be used to estimate flood losses of private households is presented. It is based
on extensive surveys of flood damages in Germany.

The book closes with Chapter 12 which presents a planning approach for tech-
nical flood retention facilities where the uncertainty of the hydrological hazard is
considered. Copulas were applied for a multivariate statistical description of flood
scenarios. With regard to the known unknowns the multivariate statistical character-
istics of flood scenarios were handled by imprecise probabilities. These imprecise
probabilities are specified by Fuzzy Numbers and integrated in a Multi Criteria
Decision Making framework, which was developed for flood retention planning in
a river basin.

In total this book is an attempt to integrate multiple facets of flood risk, where
priority is given to hydrological methodologies, which were developed recently or
which are still under development. It has the intention to show new options in such
a way that it could be useful for practitioners and scientists.
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Chapter 2
Uncertainties in Weather
Forecast – Reasons and Handling

Dirk Schüttemeyer and Clemens Simmer

Abstract The generation of precipitation forecasts by means of numerical weather
prediction (NWP) models is increasingly becoming an important input for hydro-
logical models. Over the past decades the quality and spatial resolution of mete-
orological numerical models has been drastically improved, which makes it now
possible to incorporate high-resolution NWP output directly into flood forecasting
systems. The quality of forecasted precipitation, however, is still close to insuffi-
cient because rainfall constitutes merely the very end of a complex of interlinked
process chains acting at a broad range of spatial and temporal scales. Consequently
the precipitation fields can vary significantly with time and space and inherit wide
ranges of uncertainties. For the purpose of flood risk management it is of particular
interest to investigate both the potential and implications of the related variations
and uncertainties. For this endeavour the general background and current uncertain-
ties in NWP as well as the handling of the uncertainties has to be taken into account.
This chapter gives a brief introduction into the generation of weather forecasts with
a particular focus on the accuracy of rainfall prediction. It includes in this context the
relatively new field of ensemble forecasting and discusses ways to link numerical
NWP with radar-based precipitation nowcasting.
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2.1 Introduction

Flood risk management at various lead times is taking advantage from the improve-
ment in quality and spatial resolution of meteorological numerical models used for
quantitative precipitation forecasts (QPF) and numerical weather prediction (NWP)
in general. The forecast quality necessary for a successful prediction of flood events
to support civil protection actions, however, still poses a considerable challenge
for operational weather forecast systems. The challenge results from the fact, that
weather development and precipitation in particular results from the intrinsically
nonlinear characteristics of fluid dynamics on a sphere coupled with complex ther-
modynamic processes e.g. phase changes of water, surface heat and water exchange
at the surface, interaction with radiation from the sun and the atmosphere itself and
so forth (compare e.g. Dirmeyer et al., 2009). The resulting precipitation fields –
the by far most important and decisive input for hydrological models – constitute
merely the very end of this complex of interlinked process chains acting at a broad
range of spatial and temporal scales. Consequently the precipitation fields can vary
significantly with time and space and inherit wide ranges of uncertainties.

The prediction of precipitation is closely connected to weather prediction in
general. The quality of weather prediction especially in the medium range scale
(several days) has been improving since the beginning of applying numerical meth-
ods roughly by 1 day per decade. This means, that the quality of the current 2-day
forecast will roughly improve up to the quality of the current 1-day forecast within
a decade. This statement also holds for the medium range forecast of precipita-
tion (Bougeault, 2005). Considerable progress has also been achieved over the last
decade in numerical weather prediction (NWP) on shorter and smaller scales e.g.
by improved cloud microphysics modelling and the exploitation of the increas-
ing available computing power for higher spatial model resolutions. The latter is
also important for data assimilation strategies to further enhance the prediction
capabilities of current NWP models. Especially for high resolution hydrological
forecasts in fast responding catchments different combinations of Nowcasting and
very short range NWP could be more suitable and are under development. The
major aim is to produce reliable forecasts with high resolution in space and time.
Most important for these applications are Precipitation Radar (PR) data, which
are nowadays available from many national Radar networks1 almost immediately
after the measurement process with horizontal resolutions of kilometres and tem-
poral resolution of minutes. The German Weather Service (DWD) for example
operates one of the most advanced Radar networks in the world. The network is
currently upgraded to polarisation diversity, which will allow – besides improv-
ing quantitative precipitation estimation (QPE) – to distinguish between different
hydrometeors. Together with the anticipated improvements in the treatment of
cloud and precipitation processes in weather forecast models, this will enlarge the

1The OPERA initiative of the national European weather services strives to unify the different
formats and procedures in order to allow for European radar data composites.
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potential of Radar information for data assimilation into forecast models and for
improving precipitation nowcasting (usually up to a few hours) based on PR data
alone.

The nonlinearity of the climate and weather system dictates, however, that predic-
tion skill drops with increasing time starting from the initial condition. Thus, there
remains an upper temporal bound to deterministic predictability of the atmosphere
(Lorenz, 1963) currently believed to be between 10 and 15 days. Furthermore,
the chaotic nature of weather and the non-Gaussianity of prediction errors on the
short and very short scales – when convective events tend to dominate the system
state – further limit deterministic predictability and require new concepts. It must be
accepted that a complete description of the weather prediction problem should be
formulated in terms of the time evolution of an appropriate probability density func-
tion (PDF) in the phase space of the atmosphere (see e.g. Molteni et al., 1996). In
such a probabilistic framework the potential user of a weather forecast obtains infor-
mation on the likelihood of a range of weather states and developments. Ensemble
prediction methods are one (if not the only) method to obtain such information
because it is computationally unfeasible to forecast the complete evolution of the
probability density function in the future (Ehrendorfer, 1994a, b).

For ensemble forecasting a limited number of forecasts are generated by inte-
grating a numerical model of the weather system forward in time starting with
a limited set of distinct and plausible initial conditions (Leith, 1974). Figure 2.1
depicts such a probabilistic forecast system from the start until its final verification,
where the different atmospheric states at the beginning (denoted by grey dots) are
illustrated for an ensemble forecast with disturbed initial conditions. By means of
uncertainty analysis during the forecast time the best members of the ensemble are

Fig. 2.1 Basic principle of a probabilistic forecast (source: http://chrs.web.uci.edu) adapted from
Wilks (1995)
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selected and thus enhance model system performance. The individual integrations
can be done by the same model (single model ensemble), by different versions of
the model in order to accommodate effects of model uncertainties, or by a set of
different models (multi model ensemble). An example of this process is given by
Stensrud et al. (2000), who tested different sets of ensemble conditions separately,
with both perturbed initial conditions and different model physical parameterisa-
tions. These methods are already used by the leading weather prediction centres
like the European Centre for Medium-range Weather Forecast (ECMWF), the
National Centers for Environmental Prediction (NCEP), the Meteorological Service
of Canada (MSC), and also by the German Weather Service (DWD) in the near
future.

One of the most crucial problems in ensemble prediction is the construction of
an ensemble, which takes due account of the numerous sources of uncertainty in the
forecast. In addition, the allocation of the demanding computational resources is an
important consideration for the implementation of operational ensemble forecasting
systems.

2.2 Background and Current Uncertainties
in Weather Forecast

During the last decades numerical weather prediction models have been developed,
which explicitly model many of the important precipitation related processes, lead-
ing to an improved simulation of the nonlinear atmospheric evolution. In these
numerical prediction systems, the atmospheric state at any time step is given by the
predicted values of the model variables within a three-dimensional domain given
the a priori information on the initial state of the weather system denoted as anal-
ysis. The latter is typically generated by an optimal merging of observations with a
prior forecast (=background) through a statistical process. For every NWP model
a number of coupled partial differential equations for the temporal development of
the 3D-fields of the state variables (usually pressure, temperature, humidity, cloud
water, precipitation water, and wind as a minimum) have to be integrated. These
integrations have to be performed

• by taking into account the boundary conditions at the ground and the upper part
of the atmosphere

• by parameterizing the non-resolved processes like turbulence, radiation, convec-
tion, cloud microphysics, exchange processes at the surface,. . .

• by nesting models of different resolution (thus creating additional boundary-
value problems) – or – variable grid-resolutions (creating the need for scale-
adaptable parameterisations).

Different examples for so-called meso-Gamma scale models are the 5th gener-
ation Penn State University/NCAR mesoscale model MM5 (Grell et al., 1994), its
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Fig. 2.2 Typical model setup
for NWP using the
COnsortium for Small-scale
MOdeling (COSMO) model
system as an example
(source: DWD)

successor Weather Research & Forecasting (WRF), and the COnsortium for Small-
scale MOdeling (COSMO) model. These models are non-hydrostatic limited area
atmospheric weather prediction models, meaning that vertical velocity – and thus
convection – is predicted at least partially directly, and that lateral boundary values
for all predicted state variables need to be imported from a larger scale – usually
global – model. Figure 2.2 gives an overview of a typical setup for such a numer-
ical model system, utilizing the operational setup for the COSMO-model, centred
over Europe and Germany. The operational version of COSMO currently runs with
a horizontal resolution of 2.8 × 2.8 km2 ranging over 421 grid cells in longitude
and 461 grid cells in latitude at its finest resolution. The atmosphere is vertically
resolved into 50 terrain following layers. In general, the finest grid might reach
from 1 × 1 km2 to 5 × 5 km2 grid size for the horizontal domain and 20–60 vertical
layers

For the nesting procedure or interpolation of boundary conditions from a driving
host model (with lateral as well as top boundary conditions) the EU domain is taken
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from the same model with 7 km resolution which is again nested in a global model
(currently the so-called GME).

An increasing forecast domain size demands higher computational resources
given the same resolved spatial scale. Finer model resolution usually leads to a
better physical description of the details in the future state of the atmosphere; at
least it gives the potential to do so.

Enhanced computer resources led in the past to a particular focus on the improved
representation in the models of convectively driven precipitating systems. A large
body of literature on numerical simulations of convective storms suggest – as a
rule of thumb – that mesh sizes of the order of 1 km will suffice to simulate
deep moist convection (e.g. review by Wilhelmson and Wicker, 2001). A study
of Bryan et al. (2003) advocates, however, that in order to realistically represent
deep convection, mesh sizes of the order of 100 m are necessary; they concede,
however, that simulations on a 1 km grid are already able to reproduce the basic
convective circulation itself, even if several aspects of it (e.g. precipitation amount,
system phase speed) are modelled incorrectly. Most numerical studies on severe
convection have been performed for the USA, so the applicability of the results
in other regions, particularly mountainous areas, still remains to be shown. A first
attempt to gain a deeper understanding of convective systems was made in the
context of the COPS (Convective and Orographically-induced Precipitation Study,
Wulfmeyer et al., 2008) experiment that took place in southwestern Germany and
eastern France in the summer of 2007. During COPS the pre-convective conditions
and deep convective systems were observed during most of their stages of devel-
opment with ground-based and airborne instruments. Based on surface, in-situ, and
remote sensing data, 4D data sets of key meteorological variables were acquired in
order to understand convection initiation processes and hence improve mesoscale
model forecasts of convective precipitation by e.g. advanced mesoscale data assim-
ilation projects (Zus et al., 2008). Figure 2.3 shows the basic ideas of COPS,
which might also explain the general background for improving model performance
for NWP.

Fig. 2.3 Basic ideas of the Convective and Orographically-induced Precipitation Study (COPS)
study that took place in summer 2007 for 3 months over the Black forest in Southern Germany
(source: Wulfmeyer et al. (2008))
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2.3 Data Assimilation Strategies

Besides model quality the generation of initial conditions for the higher resolved
prediction systems becomes more demanding. As more weather satellite platforms
and denser weather radar coverage become available, advanced cloud and precip-
itation assimilation algorithms are often advocated as the solution to the problem
of mispredicted rainfall (Macpherson, 2001; Marécal and Mahfouf, 2002; Fillion
and Mahfouf, 2003; Hou et al., 2001). The general idea of data assimilation is
described in Fig. 2.4 where an optimal merging of observations with a prior fore-
cast (=background) through a statistical process (described below) forms the basis
to adjust the different model runs. For any data assimilation scheme the precipita-
tion location and its structure as well as the correct movement are key topics to be
addressed.

There are two general approaches to data assimilation: variational and non-
variational. Variational assimilation methods effectively deal with the solution of
linear estimation problems thereby incorporating the model dynamics (see e.g.,
Courtier, 1997) and aim to minimize a cost function that depends on the error
covariance matrix of both the background state and the observations (Bouttier and
Courtier, 1999). In this framework the so-called analysis state is the most likely one,
given the observations and their statistical errors (Kalnay, 2003). This framework is,
however, under-determined and an a priori estimate (background) of the model is
needed.

Typical examples for variational implementations are Optimal Interpolation (OI),
where local measurements are directly taking into account or three-dimensional
variational (3DVAR) data assimilation, where a first guess, background error statis-
tics, and observations are combined. With these three sources of information,
cost-function minimization is performed in order to produce an “optimal” analysis.

In recent years four-dimensional variational assimilation (4DVAR) techniques
became increasingly popular, also due to the fact that computational resources

Fig. 2.4 Basic principle of data assimilation, where observations together with a prior forecast are
utilized to adjust the model run (adapted from F. Ament, private communication)
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became larger. 4DVAR is based on the same information as 3DVAR; but 4DVAR
uses this information over a certain time period – the assimilation window – (e.g. 3,
6 or 12 h) in a model-consistent way. 4DVAR produces the initial condition, which
leads to a free model run closest to the observation during the whole assimilation
period. It has demonstrated its potential for mesoscale and storm-scale forecasting
using Doppler radar winds and reflectivity data (Sun and Crook, 1997). In addition
Zupanski et al. (2002) demonstrated for a Great Plains tornado outbreak that the
NCEP 4DVAR system is well able to analyse precursor features for tornado activ-
ity, including wind shear, humidity, high and low level jet streaks, and convective
available potential energy, although they also admit that model errors are a criti-
cal limitation. However, often even sophisticated and development-intensive data
assimilation algorithms like 4DVAR fail to demonstrate the desired performance
despite its outstanding suitability for remote sensing observations (for an exam-
ple see Marécal and Mahfouf, 2002). Park and Droegemeier (1999, 2000) found
the phase error to contribute more to the total error in the forecasts of develop-
ing convective systems than the amplitude error for domain integrated accumulated
rainfall.

Another method for data assimilation is physical initialization (PI) which was
introduced by Krishnamurti et al. (1991). The authors showed that PI entails the
assimilation of observed rain rates in a numerical prediction model. Haase et al.
(2000) and later Milan et al. (2008) extended the original PI to a scheme called PIB
(Physical Initialization Bonn). To give an example for a typical application of such
an assimilation scheme the PIB is explained in more detail and applied to one case
to better perceive the impact of such a scheme.

The basic idea of PI and PIB is that the improvement of precipitation forecasts
depends strongly on the coupling of humidity and wind fields in the atmosphere and
it assumes that updrafts connected with horizontal humidity flux convergence in
the lower part of the cloudy column lead to rain formation (compare also Wilson
and Schreiber, 1986; Cotton and Anthes, 1989). The PIB connects the observa-
tion space directly with the model space in such a way that both the model and
the observed precipitation at every grid point for every time step is taken into
account. In case the difference between model precipitation and analyzed precipita-
tion exceeds 20%, the profiles of vertical wind, specific water vapour, cloud water
content and the cloud ice content are modified. The threshold is a rough guess of the
uncertainty of the precipitation estimate. The modification consists of the following
steps:

• For every grid point with analysed precipitation above 0.1 mm/h a single column
cloud/precipitation model is utilised to modify the simulated cloud base and top
heights, the vertical wind profile, and the humidity profile.

• At grid points with analysed precipitation below 0.1 mm/h PIB reduces the water
vapour content, the cloud water content and the cloud ice content based on the
information from the satellite data.

• In areas where precipitation data are not available, the model fields are not
modified.



2 Uncertainties in Weather Forecast – Reasons and Handling 19

An advantage of PIB compared to other assimilation methods is the short
assimilation window: Only a few time steps are necessary to achieve acceptable
results.

The scheme is applied for one forecast by means of the COSMO-model
(described above) during the COPS experiment, where the radar-based RADOLAN
(radar online adjustment, Bartels et al. (2004)) data are used to estimate surface pre-
cipitation. The results are compared to another assimilation technique, the Latent
Heat Nudging (LHN). This scheme is based on the work of Manobianco et al. (1994)
and on the successive application from Jones and Macpherson (1997). The principal
idea is to correct the model’s latent heating at each time step by an amount calcu-
lated from the difference between observed and modelled precipitation. Practically
this scheme nudges (Anthes, 1974; Hoke and Anthes, 1976) the model temper-
ature profile to the estimated temperature profile (using a saturation adjustment
technique).

For the chosen example the weather is characterised by an upper low pressure
system near the western part of Brittany in the early hours of the day. Its cold front
moves slowly eastwards while the convective activity weakens until noon. In the
radar data (Fig. 2.5) an area with convective activity moves across southern and
central Germany. During this event the DWD rain gauge network in Germany shows
strong precipitation, e.g. the 6 h rain gauge accumulation was 48 mm at Cologne-
Bonn Airport (in the middle of the model region). This case is interesting to see if
and how PIB improves a poor model forecast. The operational COSMO prediction
in the time range between 0 and 6 UTC indicates no or only little precipitation. At
the end of the assimilation window, the PIB run reproduces the cold front, although
with some overestimation of precipitation in the middle of western Germany.

CTL PIB LHN

CTL

CTL

PIB

PIB

LHN

LHN
0.1 mm/h

>
30.0 mm/h

Δ = 2.0

Fig. 2.5 Hourly accumulated precipitation. Results at the end of the assimilation window, upper
row, after 3 h, middle row, and after 6 h of free forecast, lowest row
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The LHN run creates convective cells instead of a contiguous field and also has
the tendency to overestimate precipitation. After 3 h of forecast both LHN and PIB
overestimate precipitation but only the PIB run keeps the frontal structure of the
rain field with strong precipitation in eastern Germany. After another 3 h of forecast
the cold front has passed the model area: The precipitation in the eastern part of
Germany cannot be attributed to the assimilation.

The forecast is quantitatively evaluated by a fuzzy logic system based on the
work of Ebert (2008) using the Equitable Threat Score (ETS) (see more detailed
description below). The ETS is both spatially scaled and calculated for a range of
thresholds. The basic idea is that for high resolution forecasts the verification should
also take into account the area mean and not only a grid point value. In a consis-
tent forecast the ETS score should decrease with a threshold increase and it should
increase when enlarging the spatial scale. Figure 2.6 clearly shows that the PIB
assimilation scheme is a suitable tool. It can also seen, however, that PIB still has a
location problem, because the ETS values rise strongly when analyzing the different
scales.

In contrast to variational assimilation methods explained above non-variational
data assimilation systems, for example ensemble Kalman filter methods

Fig. 2.6 Equitable Threat Score (ETS) for hourly accumulated precipitation. Results at the end of
the assimilation window, upper row, after 3 h, middle row, and after 6 h of free forecast, lowest row
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(Houtekamer and Mitchell, 1998; Anderson, 2001) implicitly calculate ensemble-
based estimates of the flow-dependent forecast error as part of the solution and
give a systematic way to calculate the time evolution of the forecast-error statistics
according to the dynamics of the forecast model. One of the advantages of the
ensemble Kalman filter approach is the fact that it is embarrassingly parallel
(Evensen, 1994). This affords the opportunity to construct larger ensembles on an
operational basis (compare Section 2.5). One important point to mention is that
every assimilation scheme has to be implemented in a model-consistent way to
not introduce larger disturbances (e.g. strong gravity waves) which would result
in degradation of the weather forecast. In addition a model-consistent assimila-
tion of precipitation and the corresponding fields of humidity can reduce the lack
in the hydrological variables results in the so called spin up (spin-down) problem
(Krishnamurti et al., 1993), i.e. a hydrological imbalance between precipitation and
evaporation.

Although there is no doubt that data assimilation techniques have improved
over the last decades there are certain limitations of the developed and applied
techniques that lead to low performance gains of utilized NWP models of the
atmosphere. Optimal Interpolation (OI) and all versions of the Kalman filter, vari-
ational algorithms rest on the assumption of Gaussian error distributions. But
especially convective cloud processes with their highly nonlinear features and short
life-times do not comply with this assumption. A theoretically sound treatment of
non-Gaussian error characteristics provides Van Leeuwen (2001) in the context of
an ensemble Kalman smoother by introducing high complexity and poorly known
PDFs. On an ad hoc basis this problem has so far been addressed in practise at
ECMWF by Andersson et al. (1998) for radiosonde data assimilation, in Simmons
et al. (1999) for stratospheric humidity analysis, and in Andersson et al. (2000) for
water vapour sensitive radiance observations. A means to ease the problem for water
vapour has been devised by Dee and da Silva (2003), who introduced a pseudo-
relative humidity, where the mixing ratio is scaled by the background saturation
mixing ratio. Nevertheless, discontinuities cannot be removed. Discontinuities due
to modelled water phase transitions not only violate the assumption of Gaussian
error characteristics, but also render tangent linear approximations (TLA) and
hence adjoint calculations questionable (Douady and Talagrand, 1990). Park and
Droegemeier (1997) found the TLA highly sensitive to the amount of input modi-
fication; they found e.g. total TLA failure close to regime changes, with the largest
errors near cloud tops. In a model study with artificial parameter perturbations,
Park (1999) found predictability limits beyond 140 min. Fillion and Mahfouf (2003)
re-examined diagnostic and prognostic cloud schemes, aiming at smoothing by suit-
able simplifications for a better applicability in the variational context. The Tiedtke
(1989) operational convection scheme at ECMWF has been subject to a modifica-
tion towards reduced complexity, which is less prone to non-linearities, and making
assimilation of space based observation more feasible. The lack of differentiabil-
ity (lack of smoothness) also leads to TLA errors due to the restricted vertical and
horizontal extent of cloud formation (location problem) and finite lifetime (timing
problem). It is partly true that these errors can be significantly reduced by well
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analysed synoptic scale fields with advanced data assimilation methods, especially
on the meso-Gamma-scale, particularly in regard to the vertical extent of convective
systems. However, even sophisticated data assimilation algorithms cannot exclude
severe misplacement errors in the timing and horizontal location of convective
systems.

Difficulties in using meso-scale forecasted fields often stem from conditions,
where convection is properly developed in the model, but improperly positioned.
This may be due to erroneous propagation velocities, phase errors, or wrong posi-
tioning of the embedding meso-scale structure. Attempts to address the problem
using techniques originally developed for image processing have been made by
several researchers. Hoffman et al. (1995) defined and estimated distortion errors
of forecasted fields, which were extended to SSM/I precipitable water fields by
Hoffman and Grassoti (1996). Mehrkorn et al. (2003) further developed this method
to decompose analysis and forecast errors into phase error, amplitude error, and
residual error, calling their procedure Feature Calibration and Alignment (FCA).
This method was applied only to large-scale two-dimensional meteorological fields.
In addition to quantification and separation of the forecast errors in general, such
methods also hold promise for correcting phase errors, and may be applicable to
high-resolution fields. Alexander et al. (1998) employed a “digital warping” method,
which was adopted from animated motion picture production.

In addition with ever-increasing resolution of NWP models, the nonlineari-
ties, non-Gaussian PDFs, flow-dependent and poorly-known balance within the
systems are likely to become so strong that the mentioned approaches will not pro-
vide enhanced weather forecast. Therefore there is clear need to further develop
ensemble-based assimilation strategies.

2.4 Reasons for Uncertainties

In general, the above described models and related data assimilation systems – as
usually employed in meso-scale weather prediction – will be influenced by three
main sources of uncertainty:

• Initial conditions: uncertainty due to structures not seen by the observing system
or estimated by the data assimilation scheme, due e.g. to limited resolution or
other instrument limitations

• Physical parameterisations: uncertainty resulting from the model formulation of
convection, cloud microphysical, planetary boundary layer, or other processes

• Boundary conditions: uncertainty in the synoptic and meso-scale environment
that influences the limited area model through the boundary conditions obtained
from a global model

The uncertainty in initial conditions is of particular interest due to the nonlinear-
ity of the system and the fact that small errors in the initial conditions can grow
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very fast and make all forecasts to diverge from the truth after a certain time.
The initial state of the atmosphere is by observations alone largely underdeter-
mined because~107 regularly distributed model variables are constrained usually
by only~105 irregularly distributed observations.

The physical parameterizations for the different model formulations of convec-
tion, cloud microphysical, planetary boundary layer, land surface or other processes,
form the second large source of uncertainty, since the related processes are charac-
terized by extremely complex inner patterns, structures and processes that act at
different time and space scales. As a consequence the state variables are strongly
heterogeneous and variable in space. In addition the mentioned processes interact
on the different scales in time and space as described in Fig. 2.7. This makes the
correct description of the system and the related forecast extremely challenging. In
this context it is crucial to note that with new developed parameterisations for the
described processes any deviation from the former (operational) setup of a NWP
model needs to be validated first in order to optimally adapt the other “screws” in
the model.

The typical model setup for NWP by nesting of models of different resolution, as
described above, forms the third source of uncertainty (compare also Fig. 2.7). The
needed information is available on a coarser model domain and the spatial resolution
of the different fields from these domains is often insufficient to capture all scales
relevant for the smaller domain. To address this problem, downscaling algorithms
were and still have to be developed, that produce 3-dimensional fields with a higher

Fig. 2.7 Sketch of the related
processes of convection,
cloud microphysical,
planetary boundary layer,
land surface that are
characterized by extremely
complex inner patterns,
structures and processes that
act at different time and space
scales (adapted from F.
Ament, private
communication)
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resolution from such available coarse domains. The produced 3-dimensional fields
should add subscale variability to the coarse field of the right amount and with the
right spatial correlations.

2.5 Handling of Uncertainties

As stated in the introduction, only ensemble forecasts seem to be able to solve the
general predictability problem. The main question is how to produce a probability
density function (PDF) from the ensemble forecast with known deficiencies of the
ensemble, by mapping the uncertainties in initial and boundary conditions as well as
uncertainty in physical parameterizations. Decisive for the quality of an ensemble
forecast is thus the extent to which the discussed uncertainties are embedded in the
ensemble generation. In effect the ensemble should be created in such a way that
the ensemble results can be transformed into a PDF of the future atmospheric state.
A number of methods have been proposed to generate ensembles that reflect the
described sources of uncertainty. In this context it is important to take into account
the different time scales for NWP.

In medium range ensemble prediction, the most important source of uncertainty
is probably the initial condition, and a number of methods have been developed to
generate perturbations that reflect this uncertainty. These include lagged and scaled
lagged average forecasting (Hoffman and Kalnay, 1983; Ebisuzaki and Kalnay,
1991, respectively), the breeding method (Toth and Kalnay, 1997), and a singular
vector (SV) approach (Molteni et al., 1996, Buizza, 1997). The latter methods in
particular attempt to identify the most rapidly growing linear perturbations of the
initial conditions. In case of convective storms, methods based on linear growth
of errors may be less appropriate, however. The timescale for growth – about an
hour for convective systems – is short compared to the forecast length, which may
range from several hours up to several days, and the errors may have long-since
saturated. This is more analogous to seasonal prediction than the classical problem
of medium-range weather forecasting. In this case, a more random distribution of
initial conditions, or a stochastic forcing term, may be required to explore the state
variable space, with predictability coming via the surface and lateral boundary con-
ditions, rather than preferred rapidly growing structures during the initial part of the
forecast.

The most obvious way to account for boundary condition uncertainty is to use
a set of boundary conditions generated by a global ensemble forecasting system. A
brute-force approach that uses every member of the global ensemble is likely to be
inefficient, however, since much of the variability in the global ensemble may be
confined outside of the domain of the limited-area model. One solution to this prob-
lem is to cluster global forecasts that are similar in the target region, and use only
a single representative set of boundary conditions for each cluster. This approach
has been implemented in the Consortium for Small-scale MOdelling Limited-area
Ensemble Prediction System (COSMO-LEPS) developed in Italy using the former
Lokal Modell (LM, now COSMO) of DWD (Molteni et al., 2001, Tibaldi et al.,
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2003). It was found in this system that most of the variability in the 51 member
ECMWF EPS for a region centred on the Alps can be retained by as few as five
members.

Various studies concerning the effects of model errors have also been published.
Further improvements for the ensemble approach can be expected by additionally
applying error regression techniques on the ensemble members, which was demon-
strated with great success by Krishnamurti et al. (1999). Shin and Krishnamurti
(2003) tested super-ensemble approaches based on three different composition
methods: multi-cumulus scheme, multi-model scheme, and a multi-analysis scheme,
which achieved a QPF improvement of about 20%, with the multi-model configura-
tion being the most effective. Verlinde and Cotton (1993) investigated the possibility
and computational costs of parameter optimisation with intermittent observations,
which are formulated as functions of prognostic variables, as given by reflectiv-
ity and liquid water path. Hou et al. (2001) investigated the ensemble approach
in the framework of the Storm and Meso-scale Ensemble Experiment (SAMEX)
with resolutions down to 3 km. Apart from the beneficial impact of multi-model
ensembles, the authors found improved results with perturbations to model physics
parameterisations. A detailed investigation of the relative contributions of initial
value versus model physics perturbations for forecast skill is given in Stensrud et al.
(2000), demonstrating that both act primarily on different time scales: model physics
variance acts much faster during the first 12 h than initial conditions. A promising
approach for parameterized convection is presented by Grell and Dévényi (2002).
Ensembles are generated by a suite of different parameterisation schemes, for which
domain-averaged precipitation rates show significant improvements with respect to
single ensemble members. An effect is exploited here which makes use of better
statistics, first demonstrated by Leith (1974). Grell and Dévényi (2002) showed the
beneficial impact of Bayesian PDF construction with assimilated observations, to
reduce diagnostically the precipitation bias.

Relatively new is the approach of using stochastic parameterisations; the uncer-
tainty of defining parameterisations, which are usually on very restricted measure-
ments data on complex or sub-scale physical processes, is exploited by a random
selection of parameterisation constants. Different selections, e.g. for spatial or
temporal domains, will lead to different results when running the model in configu-
rations with different selection criteria. Preliminary tests on the meso-scale by Theis
(2005)2 exploiting the current rather simple ECMWF approach, have, however, not
lead to sufficient ensemble spread. Bright and Mullen (2002), however, found that
introducing a simple stochastic cumulus parameterisation in a mesoscale model sig-
nificantly increased the spread of the ensemble, but did not affect the bias. Craig
et al. (2005) describe a stochastic convection scheme based on a physical model of
small-scale convective behaviour, i.e. a canonical ensemble of convective plumes,

2PdD thesis by Susanne Theis, Meteorological Institute of University Bonn. Stochastic parame-
terisations were introduced to the LM in a similar way, as it is tested currently at ECMWF. The
results on the prediction of temperature and precipitation were evaluated against measurements.
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that in single-column tests is able to reproduce the convective variability found in a
cloud-resolving simulation.

Ongoing research is dealing with ensemble-based data assimilation systems for
the convective scale (1–3 km model mesh-size; forecast time up to 24 h). For these
applications the above mentioned uncertainties as well as increasing nonlinearities
due to even higher resolutions have to be taken into account. Until now two different
approaches with different strength and weaknesses appear to be suitable to enhance
forecast capabilities for the convective scale:

• Different methods that make use of the Kalman filter
• Different methods that belong to the group of particle filters, where the model

PDF is represented by a discrete set of model states

It is far beyond the scope of this document to give a detailed overview of the
related techniques. Instead the reader is referred to the different publications for
the given examples. For the first group of methods that rely on the Kalman filter the
Local Ensemble Kalman Filter (LEKF, see Ott et al., 2004) and the Local Ensemble
Transform Kalman Filter (LETKF, see Hunt et al., 2007) look promising for applica-
tions on the convective scale. The most important features of both schemes are that
(i) they assimilate all observations that may affect the analysis at a given grid point
simultaneously and (ii) they obtain the analysis independently for each model grid
point (Szunyogh et al., 2008). The LETKF also introduces changes that improve
the computational efficiency of the algorithm and adds flexibilities that are benefi-
cial when non-local observations, such as satellite radiances, are assimilated. When
only local observations are assimilated the LETKF and the LEKF schemes produce
identical results (Szunyogh et al., 2008).

In the LETKF (Hunt et al., 2007), an ensemble of forecasts is used to represent
a situation-dependent background error covariance. This information is deployed in
three steps taking into account the observations and their errors:

1. The analysed state is computed from the ensemble mean forecast.
2. The analysis covariance is calculated.
3. The analysis perturbations are determined as a suitable linear combination of the

background perturbations (i.e. the deviations of the individual ensemble forecasts
from the ensemble mean forecast).

Localisation by using only observations in the vicinity of a certain grid point,
requires the ensemble to represent uncertainty in only a rather lower-dimensional
local unstable sub-space. The method provides an algorithm how to make smooth
transitions between different linear combinations of the ensemble members in
different regions. This should allow keeping both the ensemble size and the
imbalances reasonably small (source: http://cosmo-model.cscs.ch/content/tasks/
priorityProjects/kenda/default.htm: last visited 25.01.2010).

The group of particle filters, where the model PDF is represented by a discrete
set of model states are seen as an alternative and very elegant way to be applied on
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the convective scale. A typical particle filter consists of the following steps (see e.g.
van Leeuwen, 2009 and references therein for a detailed description):

1. Take an ensemble together with a prior probability density function (PDF)
2. Compute the “distance” of each member to the available observations. Direct and

indirect observations (e.g. radar, satellite) with complex observation operators
can be used, as no direct inversion of these operators is needed.

3. Based on the distances, Bayesian statistics is used to calculate the posterior PDF,
reflecting the weights the individual members should get in the next steps.

4. Use the posterior PDF to re-sample the members. Members with small weights
are discarded and the importance of members with large weight will be
increased. In the simplest form, several copies of them will be generated.

5. Cycle to the next analysis time, typically 3 h later, and repeat steps 1–3.

There are two potential areas of concern. One is the ensemble size needed to real-
istically sample the PDF. They might become too high to become operationally
feasible. The other concern is filter divergence. In the pure form, observations
never influence the model states – they only weigh the member importance; thus
all members might drift away from reality.

The method offers a number of advantages over traditional assimilation schemes.
These include the possibility to handle highly nonlinear processes and to deal with
non-Gaussian probability density functions. Also, there is no need to know and for-
mulate balance conditions between the analysis increments for the mass-, wind-,
and humidity fields, which is still an unsolved problem for the convective scale. The
related technique has, however, some problems with ensemble collapse. Thus spe-
cial care must be taken in spreading by varying the duplicated ensemble members.
Van Leeuwen (2009) lists a number of resampling methods to eventually tackle the
problem of filter divergence and also gives first ideas to relax the boundary between
particle filtering and other solution methods (e.g. the ensemble Kalman filter) for
data assimilation problems

For all the mentioned methods it is crucial to note that short range Numerical
Weather Prediction (NWP) are typically limited by the time the model needs to
establish its hydrological cycle, the so called spin-up time, as already mentioned
above. This limitation can be tackled by Precipitation Radar (PR) data for improv-
ing precipitation nowcasting (usually up to a few hours) based on PR data alone,
by analysing the motion and intensity trends in precipitation fields in the past hours
and project these changes into the future (e.g. KONRAD in Germany (Lang et al.,
2003), GANDOLF in the United Kingdom (Pierce et al., 2000), and TITAN (Dixon
and Wiener, 1993) and TREC (Rinehart and Garvey, 1978) in Colorado. Nowadays
the needed data are available from many national Radar networks almost immedi-
ately after the measurement process with horizontal resolutions of kilometres and
temporal resolution of minutes, which means that these techniques can be applied
for larger regions.

Currently enhanced nowcasting algorithms by means of an ensemble of Radar-
based forecasts are also under development. Therefore an ensemble of predictions
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is generated taking the free parameters concerning initial track direction and inten-
sity tendency into account. In such a probabilistic framework the potential user of a
weather forecast obtains information on the likelihood of a range of weather states
and developments. Such an ensemble can be very useful for predicting floods in
flash flood prone catchments of low mountain ranges, i.e. in relatively fast respond-
ing catchments without utilizing any NWP model. Furthermore the velocity of the
precipitation field can be analyzed in a statistical manner to gain deeper knowl-
edge about typical velocities and intensity trends. The Radar-based nowcasting
techniques can also form the basis for enhanced data assimilation procedures by
utilizing theses extrapolation techniques to produce an extended ensemble forecast
as was experienced by Krishnamurti et al. (1997) by utilizing the PI method for
hurricane ensemble forecasts. In such a way a very robust system is set up that can
be reliably applied to any convective or other case. A major advantage of such a
system would be the short length of the assimilation window: Only a few time steps
are necessary to achieve acceptable results and therewith it does not rely on large
computing resources. In addition such a combined approach could be very useful
to overcome the above mentioned problem of ensemble collapse due to particle
divergence by utilizing information from the radar-based forecast together with PIB
for precipitating or at least cloudy situations in which the particles are confronted
with the observations before the actual measurement time to guide them in the right
direction (guided SIR; van Leeuwen (2009)).

2.6 Verification and Applications

One of the central tasks related to the above described weather prediction model
systems is, to quantify the quality of the produced forecasts, and to demonstrate
that such forecasts do indeed enable better decisions compared to those made using
alternate information like e.g. deterministic forecasts combined with model-output-
statistics (MOS systems) using a collection of long-term observations of similar
weather situations. The verification procedure should also guide forecasters and
potential users on which products to trust most and use.

The most intuitive way to judge forecast performance is to use human judgment
by looking at time series or maps of the latest forecast. This is a difficult or even
impossible task in case of utilizing larger ensembles. To judge in detail how good
or bad a deterministic forecasts or a probabilistic forecast is, different verification
tools already exist or are in development. In general, verification in the meteoro-
logical sense is the comparison of the forecast to the true atmospheric state or in a
more practical sense, the estimation and analysis of the common probability density
function between forecast and observation (Murphy and Winkler, 1987; Murphy,
1991). A general overview of verification methods can for example be found in
Stanski et al. (1989) or more recently by Toth et al. (2003) in Jolliffe and Stephenson
(2003).

Even for a deterministic forecast it is not easy to prove the real value using tradi-
tional verification statistics. For any model that produces a high-resolution forecast
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it is very difficult to match precisely observed small-scale features. The case of a fea-
ture being forecast but offset in space and/or time from the observations, resulting in
a “double penalty” of observed-but-not-forecast and forecast-but not- observed, is
more prevalent at high resolution than at low resolution Ebert (2008). Even when the
forecast captures the large-scale weather well, the small-scale errors easily dominate
the total error using simple methods (e.g. Mass et al., 2002).

Ebert (2008) describe “Fuzzy” verification techniques which require that the
forecasts are in approximate agreement with the observations, meaning that fore-
casts are close in space, time, intensity, and/or other aspects. This is especially
important for the forecast of precipitation due to the fact that at some scales the
features may be unpredictable, for example, intermittent convective rainfall (Ebert,
2008). The techniques described by Ebert (2008) provide guidance on the spatial or
temporal scales of all crucial model output for deterministic NWP.

For ensemble forecasts current research develops enhanced verification tech-
niques focussing on the probabilities or uncertainties of the ensemble forecast. A
fundamental way to analyze an ensemble forecast and to answer the question how
well the ensemble spread of the forecast represents the uncertainty of the observa-
tions is to calculate the ensemble spread and the related forecast errors (e.g. the Rank
histogram, see Talagrand et al., 1997). Other methods like the Relative operating
characteristics (ROC) to discriminate between forecasted events and non-forecasted
events became already standard verification tools. These techniques do also pinpoint
sources of error in the generation of ensemble forecast systems.

2.7 Outlook

For flood risk management, forecasts from the above described weather prediction
model systems should provide constructive information for optimal management
and planning in the case of flooding. To tackle the meteorological and hydrolog-
ical model uncertainties, rigorous meteorological/hydrological/hydraulic modeling
together with computationally highly efficient algorithms has to be performed. One
crucial aspect to note is the sample size for these rare events. There may be no statis-
tical significance reached by means of traditional verification and therewith even the
application of ensemble weather forecasts might be only the necessary prerequisite.

There is also a growing interest by the NWP community in predicting discharge
with their models. Grasselt et al. (2008) extended the Land Surface Parameterization
TERRA_ML of the operational NWP model system COSMO of DWD by a routing
scheme and tested the impact on soil moisture and discharge evolution. Such an
approach could lead to operational flood forecast. In this context the limited sample
size of most NWP ensemble systems, where the ensemble size comprises usually
less than 50 members, is an open issue for flood forecasting.
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Chapter 3
Interpolation of Precipitation
for Flood Modelling

Uwe Haberlandt

Abstract This chapter discusses possibilities for the spatial estimation of rainfall
for flood modelling. It is assumed, that some high time resolution point measure-
ments from a network of recording rainfall gauges are available as basic information.
Conventional and geostatistical methods are presented for the spatial interpolation
of the point measurements to raster cells and areas. The focus here is on the appli-
cation of stationary and non-stationary geostatistical methods. The latter are able
to utilise additional information e.g. from daily non-recording stations, weather
radar and elevation for the estimation of mean areal rainfall. Alternatively, methods
for conditional spatial simulation of precipitation are discussed. Those simulation
approaches preserve the high spatial variability of rainfall and can be used for uncer-
tainty assessment. Two examples regarding flood modelling are presented at the end
of the chapter. The first one deals with interpolation of hourly rainfall using radar
as additional information. The second one compares the application of precipitation
data obtained from interpolation and simulation for rainfall-runoff modelling.
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3.1 Introduction

For distributed hydrological modelling of floods precipitation data with high-
resolution in space and time are needed. The spatial resolution of recording
precipitation networks for hourly or shorter time step data is seldom sufficient. For
example the network of recording rain gauges in Germany operated by the German
Weather Service (DWD) over a period of at least 10 years has a density of about
one station per 2,000 km2. Much denser networks exist usually for non-recording
gauges; e.g. the network density for daily measurements in Germany is about one
station per 90 km2. Alternatively to point observations, weather radar data, which
have a very high spatial resolution are increasingly used as input for hydrological
modelling (from Ehret et al., 2008; Kim et al., 2008; Segond et al., 2007). However,
there is often a large space-time variable bias in radar rainfall estimates (Krajewski
and Smith, 2002). To provide optimal input for flood modelling, the best strategy
is certainly a combination of all available information on rainfall and applying
sophisticated interpolation methods.

Quite a number of modern interpolation methods have been proposed for rainfall
(Dubois et al., 1998). Besides geostatistical approaches, such as ordinary krig-
ing, external drift kriging and co-kriging (Carrera-Hernandez and Gaskin, 2007;
Goovaerts, 2000; Lloyd, 2005), other techniques based on splines (Hutchinson,
1998a, b) or genetic algorithms (Demyanov et al., 1998; Huang et al., 1998) have
been applied. This article focuses on geostatistical interpolation approaches. Non-
stationary geostatistical methods are able to consider additional information in the
interpolation procedure. Time invariant elevation data are most frequently used as
supplementary information (Goovaerts, 2000; Hevesi et al., 1992a, b). However,
the extra value of the elevation information depends on the time step and generally
decreases with increasing time resolution. Using time variant additional informa-
tion allows the combination of point measurements from rain gauges with other
data sources like radar (Goudenhoofdt and Delobbe, 2008; Haberlandt, 2007; Seo
et al., 1990a, b), satellite data (Grimes et al., 1999) or results from numerical weather
prediction models (Haberlandt and Kite, 1998).

Interpolation provides a smooth mapping of the variable under consideration with
minimum error variance. Disadvantage is the loss of variability, i.e. small values will
be over- and large values underestimated. This may lead to errors, especially if the
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data are used for modelling of floods with high non-linearity between input and
output. One possibility to preserve this variability is conditional spatial simulation
of precipitation providing several equal probable realisations. Subsequent runs of a
hydrological model using these different realisations of precipitation would then
allow an assessment of uncertainty from the precipitation input and provide a
less biased model result (Bliefernicht and Bárdossy, 2008; Haberlandt and Gattke,
2004). There are different methods available for spatial stochastic simulation of ran-
dom variables like Gaussian sequential simulation, turning bands method, simulated
annealing etc. (see e.g. Deutsch and Journel, 1992; Goovaerts, 1997). The peculiar-
ity of precipitation simulation is the space-time character of precipitation which
needs to be preserved in the simulation process.

The chapter is organised as follows. In Section 3.2 the idea of the interpolation
procedure and the two most common conventional interpolation methods are pre-
sented. In Section 3.3 geostatistical methods are introduced, including the statistical
model, variograms as well as the most common simple and advanced interpolation
methods. Section 3.4 discusses briefly the validation of interpolation methods. In
Section 3.5 conditional simulation is presented. At the end of the Chapter 2 exam-
ples regarding rainfall estimation for flood modelling are briefly discussed, one for
rainfall interpolation in Section 3.6 and one for rainfall simulation in Section 3.7.

3.2 Interpolation Principle and Conventional Methods

The objective of spatial interpolation is the estimation of a variable, in our case pre-
cipitation, for unobserved locations. Usually the interpolation is done on a regular
raster, often with subsequent spatial averaging of raster values over larger areas like
subbasins to calculate mean areal precipitation as input for hydrological modelling.
The general estimator for all interpolation methods can be written as

Z∗(u) =
n∑

i=1

λi · Z(ui), (3.1)

where Z∗(u) is the estimated value at the unknown location u, Z(ui) are the known
values at observed points ui in the neighbourhood and λi the weights with i =
1, . . . , n. The estimation of the weights λi is different for different interpolation
methods.

The simplest and frequently applied nearest neighbour (NN), or Thiessen method
uses only the precipitation measurement Z at the nearest point uk for estimating
precipitation Z∗ at an unknown point u, such that

λ = 1 for d(u, uk) = min d(u, uk), (3.2)

with d(u, ui) denoting the Euclidean distance between the points u and ui.
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The inverse distance weighting (IDW) method is often applied for interpolation
using the four nearest neighbours, one in each quadrant Qj, j = 1, . . . , 4 around the
unknown location u. The weights are calculated as

λj =
1
/

d2
j (u, ukj)

4∑
j=1

1
/

d2
j (u, ukj)

for dj(u, ukj) = min
i∈Qj

dj(u, ui). (3.3)

Most often the squared distance is used for IDW. However other exponents are also
possible for d.

The conventional methods NN and IDW cannot account for the spatial persis-
tence structure of a special target variable like precipitation. They rely solely on the
geometric configuration of the network, i.e. the estimated weights are the same for
any variable under consideration if the same network is considered. Advantage of
the NN and IDW methods are their simplicity. The latter one can often be applied
with sufficient performance when the network density is high enough.

For flood modelling it is required to apply these methods on hourly or shorter
time-step data. Often the recording station network is very poor. To augment the
sparse networks it recommended including rainfall data from the denser daily station
networks. Note, that this is only possible if no operational forecast is required. The
simplest way for the disaggregation of daily data Zd(u) at location u say to hourly
data Zh(u, t) with t = 1, . . . , 24 at the same location is to apply direct scaling using
the intensities from the nearest neighbour uk with hourly data:

Z∗
h (u, t) = Zh(uk, t) · Zd(u)

24∑
t=1

Zh(uk, t)

. (3.4)

After disaggregating the data from the daily network, they can be applied together
with the hourly data using e.g. NN or IDW for interpolation.

3.3 Geostatistical Interpolation

3.3.1 Statistical Model

Geostatistics uses the concept of random functions (RF) for the description of spa-
tial persistence, interpolation and simulation of the variables under consideration. A
random function Z(u) is the set of all random variables (RV) Z(ui) at the points ui

in the domain D. A regionalised variable z(u) is one realisation of the RF, e.g. the
set of all observations for one state at all points ui in D. For the complete descrip-
tion of the RF a n-dimensional distribution function F[Z(u1), . . . , Z(un)] would be
necessary. The problem is that the sample size is usually not sufficient to estimate
F. Available is only one value at each point ui for the estimation of the RV and only
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one realisation for the estimation of the RF. A solution to this problem would be
replacing unavailable replications at a point by observations at other points from the
whole domain. This requires certain statistical assumptions which are discussed in
the following.

One assumption is the hypothesis of second order stationarity which consists of
two conditions:

1. The expected value of the RF Z(u) is constant all over the domain D

E[Z(u)] = m for all u ∈ D. (3.5)

2. The covariance of two random variables depends only on the distance vector h
between the two point and not on the specific locations u and u + h

C(h) = E[(Z(u + h) − m) · (Z(u) − m)] u ∈ D. (3.6)

The function C(h) is called the covariance function. This hypothesis requires also
that all points in D have the same finite variance. This is not always met.

A weaker assumption is the intrinsic hypothesis, which requires:

1. The expected value of the RF Z(u) is constant all over the domain D, Eq. (3.5).
2. The variance of the increment Z(u + h) − Z(u) of two RV’s depends only on the

distance vector h between the two points and not on the specific locations

γ (h) = 1

2
Var[Z(u + h) − Z(u)] u ∈ D. (3.7)

The function γ (h) is called the semivariogram, or simply variogram as in the
following text.

3.3.2 Variograms

The variogram describes the spatial persistence of the RV under study. The
experimental variogram can be estimated from the observed sample with

γ ∗(h) = 1

2n(h)

n(h)∑
i=1

[z(ui) − z(ui+h)]2, (3.8)

where n(h) is the number of data pairs separated by the distance vector h. If the data
are observed on a regular raster a sufficient subsample for different distances h is
usually available. In case of irregular observations classes for distances and angels
have to be built as follows in order to have enough values for averaging:

∣∣ui − uj
∣∣ ≤ |h| ±�h and angle ϕ ≤ ϕ ±�ϕ. (3.9)
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For robust variogram estimation the number of available data point pairs per class
should be n(h) ≥ 30.

For interpolation (Kriging) a theoretical variogram model is required, to obtain
variogram values for any distance vector. The standard variogram models are the
nugget effect model, the spherical model, the exponential model, the Gaussian
model and the power model (Goovaerts, 1997). The power model is the only one
of them without sill. Also linear combinations of those permissible models can be
used. A very common combination is that of a nugget effect and a spherical model

γ (h) = c0 +
{

c
(

3
2

h
a − 1

2
h3

a3

)
if h ≤ a

c otherwise
(3.10)

where a is the range, c is the partial sill and c0 is the nugget variance. If the vari-
ogram depends only on the length of the vector h and not on the direction the random
function is said to be isotropic. Otherwise anisotropy needs to be considered e.g.
by applying different variograms for different directions or by data transformations
(see Isaaks and Srivastava, 1989). In practice small sample sizes often prevent the
consideration of anisotropy.

The parameters of the theoretical variogram models are inferred based on the
experimental variogram. Manual (visual) and automatic variogram fitting is pos-
sible. Manual variogram fitting is labor intensive but expert knowledge can be
considered. Automatic fitting is much faster but a “blind” method.

Considering that usually time series of precipitation need to be interpolated, the
fitting of the theoretical model γ (h) to the experimental one γ ∗(h) has to be done for
each time step anew. If done manually this can be a very time consuming procedure.
Two different approaches are suggested in this case. The first one is based on an
average experimental variogram

γ̄ ∗(h) = 1

m · 2n(h)

m∑
t=1

1

s2
t (Z)

n(h)∑
i=1

[
Z(ui, t) − Z(ui+h, t)

]2, (3.11)

where m is the number of time steps t and s2
t is the variance for each time step. In this

case only one variogram is finally obtained, for which the fitting of the theoretical
model can be done manually. The second approach is an automatic fitting procedure,
which provides a specific variogram γt(h) for each time step t such that the weighted
sum of squares between the experimental and the theoretical variogram values for
k = 1, . . . , K lags becomes a minimum (Cressie, 1985):

K∑
k=1

nt(hk)

γ 2
t (hk)

· [γ ∗
t (hk) − γt(hk)

]2 → Min. (3.12)

This gives more importance to the smaller lags and the ones computed from more
data pairs. The minimisation of Eq. (3.12) can be done e.g. using the Nelder and
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Mead optimisation method (see e.g. Press et al., 1992) assuming that s2
t = c0 + c.

Thus, only two parameters, the range a and the ratio c0/c need to be estimated for
the theoretical model providing a sufficient robust optimisation procedure.

The sensitivity of the variogram estimation on the interpolation performance is
often not very high. However, if the error variance is needed e.g. for uncertainty
assessment or simulation a good variogram estimation is necessary.

3.3.3 Ordinary Kriging (OK)

Ordinary Kriging (OK) (Matheron, 1971) is the best known geostatistical interpo-
lation method. For using OK the requirements of the intrinsic hypothesis have to be
met (Eqs. 3.5 and 3.7). For estimation of values Z(u) at unknown points Eq. (3.1) is
applied. The weights λ are calculated using the OK kriging system

n∑
j=1

λjγ (ui − uj) + μ = γ (ui − u) i = 1, . . . , n
n∑

j=1

λj = 1, (3.13)

where γ are the variogram values and μ is a Lagrange parameter. Equation (3.13) is
obtained by minimising the estimation variance

σ 2(u) = −
n∑

j=1

n∑
i=1

λjλiγ (ui − uj) + 2
n∑

i=1

λiγ (ui − u) (3.14)

considering the variogram, the network configuration and ensuring that all weights
add to one (unbiasedness condition). In praxis, the stationarity conditions from Eqs.
(3.5) and (3.7) can often be satisfied by selecting a small enough search radius to
restrict the domain D.

3.3.4 Simple Kriging (SK)

For Simple Kriging the expected value m(u) needs to be known (compared to OK)
in the whole domain D. The hypothesis of second order stationarity applies, which
requires a finite variance. Only variograms with sill are permitted. For estimation
of Z(u) Eq. (3.1) can be used if the expected value m(u) is subtracted from all data
before. The weights λ are calculated using the SK kriging system

n∑
j=1

λjC(ui − uj) = C(ui − u) i = 1, . . . , n (3.15)

where C are the covariances. Equation (3.15) is obtained by minimising the
estimation variance

σ 2(u) = −
n∑

j=1

n∑
i=1

λjλiC(ui − uj) + C(0) − 2
n∑

i=1

λiC(ui − u). (3.16)
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For SK the expected value m(u) needs not to be constant in the domain D. So, SK
can also be applied for instationary random functions, when a model for estimating
m(u) is available.

3.3.5 Residual Kriging (RK)

Residual Kriging (RK) is a non-stationary method which allows the consideration
of additional information (e.g. topography) to explicitly estimate the trend m(u) of
the target variable Z(u). RK is applied usually in the following steps:

1. Estimate the trend m(u) using regression:

Z(u) = α +
k∑

j=1

βjYj(u) + R(u) = m(u) + R(u). (3.17)

2. Subtract the trend from the original data:

R(u) = Z(u) − m(u) with E[R(u)] = 0. (3.18)

3. Apply the residuals for interpolation e.g. using OK:

R∗(u) =
n∑

i=1

λiR(ui). (3.19)

4. Add the trend back to the interpolated residuals:

Z∗(u) = R∗(u) + m(u). (3.20)

This method is statistically not fully consistent, since regression requires indepen-
dent residuals but kriging relies on dependent residuals (to estimate the variogram).
As a work around an iterative procedure could be used (Neuman and Jacobson,
1984). However, in praxis the above method is often successfully applied without
iteration.

3.3.6 External Drift Kriging (EDK)

External Drift Kriging (EDK) (Ahmed and De Marsily, 1987) allows the implicit
treatment of non-stationary random functions Z(u), so Eq. (3.5) does not have to be
met. The approach uses an additional variable Y(u), which is linearly related to Z(u).
The conditional expected value of Z is then

E [Z(u)|Y(u)] = a + bY(u) (3.21)
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where a and b are unknown constants. The linear estimator is equivalent to Eq. (3.1).
The Kriging system for calculating the weights γ is now derived by minimising the
estimation variance Eq. (3.14), considering both the unbiasedness condition and the
additional variable given in Eq. (3.21) as

n∑
j=1
λjγ (ui − uj) + μ1 + μ2Y(ui) = γ (ui − u) i = 1, . . . , n

n∑
j=1
λi = 1

n∑
j=1
λiY(uj) = Y(u)

, (3.22)

where μ1 and μ2 are two Lagrange parameters. From Eq. (3.22) it can be seen that
the constants a and b have been eliminated, but the additional variable Y has to be
given for all target points u and for all other points where Z is known. In praxis it is
sufficient to estimate the variogram using the regional data Z(u). EDK can be used as
an alternative to the better known but more demanding co-Kriging approach, where
variograms of Y and cross variograms between Z and Y are required additionally.
EDK can be extended to the multivariate case using several additional variables.

When EDK is applied for the spatial interpolation of a whole time series of
precipitation, the weights are estimated independently for each time step of the
series using Eq. (3.22). The coefficients a and b denoted in Eq. (3.21) will implic-
itly change not only in space (as compared to RK), but also for each time step.
Thus, with EDK, it is possible to consider a space-time variable connection between
precipitation as the primary variable and any additional information. This fea-
ture is quite important when radar data are used as an additional variable since it
enables the imitation of a space-time variable Z-R relationship between rainfall and
reflectivity (see Section 3.6).

3.4 Validation of Interpolation Methods

Objective of the validation exercise is to test in general the functioning of the geo-
statistical model and in special the interpolation performance of the selected kriging
method. The geostatistical model includes the variogram(s), the type of kriging and
the search strategy. There are two basic approaches for validation

1. Jack-knife. This is resampling without replacement, i.e., when one data set is re-
estimated from another non-overlapping data set. This requires a large enough
sample, which can be divided into two subsets.

2. Cross-validation. The observed data are dropped one at a time and re-estimated
from some of the remaining neighbouring data. After re-estimation the datum is
replaced again with its original value.

Cross-validation is usually preferred because the sample size is seldom large
enough for jack-knife. The observed values Z(u) are then compared with the
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interpolated ones Z∗(u) using different performance measures. Some useful criteria
with complementary information are:

the bias

Bias = 1

n

n∑
i=1

[
Z∗(ui) − Z(ui)

]
, (3.23)

the relative standard error normalised with the observed average

RSE = 1

Z̄
·
√√√√1

n

n∑
i=1

[Z∗(ui) − Z(ui)]2 (3.24)

and the coefficient of correlation

Cor = Cov
[
Z(u), Z∗(u)

]
√

Var [Z(u)] · Var [Z∗(u)]
. (3.25)

3.5 Simulation Methods

With simulation the spatial variability of the target variable can be preserved.
Spatial simulation of precipitation provides equal probable realisations which can be
applied to assess the uncertainty of precipitation and resulting flood flows through
rainfall-runoff modelling. There are different methods available for spatial stochas-
tic simulation of precipitation which are mostly known from the geostatistical
literature like sequential simulation, turning bands method, simulated annealing
etc. (see e.g. Deutsch and Journel, 1992; Goovaerts, 1997). The main difference
of precipitation simulation to parameter simulation is the space-time character of
precipitation which needs to be preserved in the simulation process.

Two general cases of simulation can be distinguished: conditional simulation,
which is directly honoring the observations at the known locations and uncondi-
tional simulation, which is not reproducing the observations. Although geostatistical
simulation methods can be used in both cases the main application here is con-
ditional simulation. Methods for unconditional simulation are often considered as
stochastic models which are discussed in Chapter 7 of the book. The two simulation
methods sequential simulation and simulated annealing are briefly described in the
following.

3.5.1 Sequential Simulation

In sequential simulation values of the variable Z(u) are drawn from its conditional
distribution, which is constructed using data from the neighbourhood and previously
simulated values. Usually the following steps apply:
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1. The set of points to be simulated S = {y1, ..., yN} and the set of available observed
points B = {x1, ..., xn} are defined.

2. A point yk is selected at random from the set S.
3. The conditional distribution function F(Z(yk)|x1, . . . , xn) for the variable at point

yk given the observed points B is estimated.
4. A value z∗(yk) from F(.) is drawn at random.
5. The point yk is removed from the simulation set S and added to the observation

set B.
6. Steps 1–6 are repeated, until all points from set S have been generated.

The central point is the estimation of the conditional distribution function
F(Z(yk)|x1, . . . , xn) for the unknown location yk in step 3. The two most common
ways for the assessment of F(.) are the Gaussian and the Indicator approach outlined
below (for details see e.g. Deutsch and Journel, 1992; Goovaerts, 1997).

For sequential Gaussian simulation first the Normal score transformation is
applied on the original data. Then simple kriging (SK) can be used with observed
and previously simulated points from the neighbourhood providing E[Z(yk)] as
interpolation results and Var[Z(yk)] as estimation variance. This way for each loca-
tion yk an estimation of the conditional Gaussian distribution F(Z(yk)|x1, . . . , xn) is
possible.

For sequential Indicator simulation first binary indicator transformations are
applied on the original data for different thresholds indicating non-exceedance
and exceedance probabilities. The successive interpolation of all those indi-
cators provides then an approximation of the conditional distribution function
F(Z(yk)|x1, . . . , xn) at location yk.

This still leaves the problem of space-time sequential simulation as required for
precipitation. On way to do this is to consider time as third dimension in the interpo-
lation procedure. There are only few publications dealing with this question. Some
ideas can be found in De Cesare (2002) or Nunes and Soares (2005).

3.5.2 Simulated Annealing

Simulated annealing can be considered as a discrete optimisation technique in which
an initial image is gradually perturbed so long as to match a set of constraints like
the reproduction of the probability distribution and the spatial covariance estimated
from the observed sample data. Information about the theoretical background of
simulated annealing is given by Aarts and Korst (1989) and about practical geo-
statistical aspects by Goovaerts (1997). The procedure can be applied with the
following steps:

1. A start raster is defined. The observations are assigned to the nearest grid points
each and random values are generated for all other grid points from the sample
histogram.
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2. An objective function O is defined and its initial value calculated, e.g. using
observed γ (h) and simulated γ ∗(h) variogram values:

O =
∑

hi

[
γ ∗(hi) − γ (hi)

γ (hi)

]2

(3.26)

3. A start annealing temperature Ta = T0 and a reduction factor R (0 < R < 1) are
selected.

4. Two pixels are chosen at random and their values swapped. The objective
function (Eq. 3.26) is recalculated providing Onew.

5. The change is accepted with the probability:

Paccept =
{

1, if Onew ≤ Oold

exp
(

Oold−Onew
Ta

)
, if Onew > Oold

(3.27)

6. The steps 4 and 5 are repeated M times.
7. The annealing temperature is reduced Ta+1 = Ta × R.
8. The steps 6 and 7 are repeated until O becomes smaller than a prescribed value

or if O does not decrease anymore for a certain number of iteration steps.

Step 5 is essential for the optimisation not to stop at any local minimum but to
find a good solution near the global minimum. The annealing temperature regulates
the probability of negative changes. The lower Ta the less likely is the accep-
tance of a negative change. The convergence is ensured in reducing the annealing
temperature Ta each time after M iteration steps.

Simulated annealing is a very flexible method since it allows the incorporation
of any desired rainfall characteristic in the objective function. However, the method
is numerically very demanding. An example for considering space-time simulation
of precipitation is given in Section 3.7.

3.6 Example for Rainfall Interpolation

This example discusses the optimal interpolation of hourly precipitation exemplarily
for the heavy rainfall event of 10–13 August 2002 in parts of the Elbe River basin
(Haberlandt, 2007). For interpolation, multivariate External Drift Kriging (EDK)
using additional information from weather radar (Radar), daily precipitation in form
of the total event sum (Pev) and elevation (El) has been used. The main focus was on
the optimal combination of point surface precipitation and weather radar data. The
EDK method considers implicitly a space-time variable relationship between hourly
point rainfall and all additional information, honoring the variability of the Z–R
relationship. For the investigation, hourly precipitation from 21 recording stations,
daily precipitation from 281 non-recording stations, and radar data from 3 locations
were used.
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Fig. 3.1 Average experimental and fitted theoretical standardised variograms characterising
hourly rainfall for the August 2002 extreme rainfall event over the Elbe river basin

Variograms are inferred based on automatic estimation (Eq. 3.12), manual fitting
of a mean variogram (Eq. 3.11) using gauge and radar rainfall with and without
considering anisotropy. Comparing interpolation results has revealed only little sen-
sitivity to the selected variogram estimation method. Figure 3.1 shows exemplarily
two variograms, one fitted using hourly gauge rainfall and the other fitted using
hourly radar data. The fitted spherical models (Eq. 3.10) are similar. The scatter
in the experimental gauge based variogram results from the small sample size. In
both variograms the values increase almost permanent with increasing distance. This
indicates a drift in the data, which has been neglected here but is considered in the
interpolation through EDK.

Figure 3.2 shows the results of a step-wise cross validation for the interpolation
of hourly precipitation using different methods with correlation as the performance
criterion. The performance of the EDK approach is clearly better than for any uni-
variate reference method. If no radar data are available the best method is EDK using
Pev as an additional variable. In this case, including elevation has no significant

Fig. 3.2 Cross validation for hourly precipitation from 10 to 13 August 2002 for time steps with
P > 1 mm/h (from Haberlandt et al., 2007)
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Fig. 3.3 Spatial distribution of precipitation in parts of the Elbe river basin in mm/h for the 12th
of August 2002 from 6 to 7 h estimated using different interpolation methods

impact. However, when radar data are available elevation becomes significant and
a model using Radar and El is recommended. This model is almost as good as
the model using all three variables and has the advantage of being applicable for
operational forecasts.

Figure 3.3 illustrates the spatial distribution of precipitation for one selected hour
of the event for the four interpolation methods Thiessen, OK, EDK with the event
sum Pev and EDK with Pev, Radar and El as additional variables. The result from the
Thiessen interpolation clearly shows the polygons separating the geometric regions
of influence for each available station. The application of OK based on the small
sample size of 21 stations leads to a very smooth map. When using EDK with Pev
more spatial structure becomes visible. The application of EDK with Radar, Pev
and El as additional information improves the spatial representation of precipitation
significantly. This map shows more precipitation variability, higher extremes and
the typical anisotropic rainfall patterns.

3.7 Example for Rainfall Simulation

In this example conditional spatial simulation of precipitation is presented using
simulated annealing (Haberlandt and Gattke, 2004). The simulated annealing algo-
rithm is designed here such that it honors the measured values at their locations,
reproduces the histogram and the variogram of the observed sample data. To
consider in addition the space-time persistence of precipitation the simulated maps
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are forced to correlate with the interpolated maps, which preserve the correlation
in time. The required correlation is estimated from cross validation using OK.
This way, the similarity between interpolated and simulated maps depends on the
uncertainty of the interpolation.

The technique has been tested exemplarily for the 107 km2 Lippe river basin
using daily precipitation data from two advective storms with durations of about 10
days. A simple conceptual hydrological model (FGM-IWK, Plate et al., 1988) has
been forced by interpolated precipitation using ordinary kriging and 100 realisations
of simulated precipitation using simulated annealing in comparison.

Figure 3.4 shows a comparison between interpolated and simulated precipitation
together with prescribed and simulated variograms exemplary for 1 day of one event.
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Fig. 3.4 Observed data (a), interpolated map (b) and two simulated realisations of precipitation
(c, e) in mm/d with prescribed and simulated variograms (d, f) for March 5, 1998
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Fig. 3.5 Modeled discharge using interpolated precipitation (solid line) and simulated precipi-
tation (average: dashed line, range from 100 realisations in grey) (from Haberlandt et al., 2007)

The smooth interpolation map is clearly different from the two simulated maps,
which are expressing significantly more variability but are still conserving the major
patterns. Also, the simulated realisations reproduce the prescribed variograms quite
well. For this time step the simulation is conditioned with a correlation of 0.38 on
the OK interpolation map.

Figure 3.5 compares simulated runoff for one selected sub-basin using interpo-
lated and simulated precipitation for both storm events. The relatively wide range
of simulated flows gives an idea of the uncertainty resulting from the uncertain spa-
tial rainfall distribution. However, averaged hydrographs based on simulated rainfall
do not deviate very much from the hydrographs based on interpolated rainfall. The
reason is, on the one hand, the relatively low dynamics of advective precipitation
events, and on the other hand, the application of a quite simple almost linear hydro-
logical model. Further work is required to extend the study to convective storms
based on smaller time steps and using a more physically based model.
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Chapter 4
Framing Uncertainties in Flood
Forecasting with Ensembles

Andreas H. Schumann, Yan Wang, and Jörg Dietrich

Abstract Under the assumption of rational decision making flood forecasts pro-
duce economic benefits only if their application reduces the uncertainties of future
developments. In general a forecasting system cannot provide the exact future value
of the predictand. There are many different sources of uncertainties. In this chapter
tools are presented which can be used to characterize them. It is focused on ensem-
ble methods. Ensembles do not only provide descriptions of uncertainties. They
can be combined with data assimilation to produce “best guess” forecasts based on
the Bayes t́heorem. The forecasting system can be adapted indirectly to the actual
state of information by selecting an ensemble member which is in good agreement
with observed data. A widely used approach, based on this methodology, is the
Ensemble Kalman Filter (EnKF). The EnKF can be used to update state variables of
hydrological models. In addition meteorological ensembles forecasts and parameter
ensembles are discussed. A case study, demonstrating the applicability of ensemble
forecasts, closes this chapter.
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4.1 Introduction

Flood forecasting is a prerequisite for operational flood risk management. Flood
emergency management which is based on forecasts can prevent damages and losses
or at least reduce them. Often the economic effect of emergency management results
from the decisions to start countermeasures (alerts, evacuation etc.). If such mea-
sures are not required then they produce only costs, otherwise benefits. False alerts
are critical not only by their economic aspects but also from the psychological point
of view, as they undermine the confidence in the forecast system. Here it is essential
that a forecast is “good”. Murphy (1993) specifies a good meteorological forecast
by three aspects: consistency, quality and value. With “consistency” the degree to
which a forecast corresponds to the forecaster’s best judgement about the situation
is characterised. The quality of a forecast describes the agreement of the forecast
conditions with the observed conditions during the valid time of the forecast. The
value of a forecast is the degree to which a forecast helps users to realise some
incremental economic and other benefits.

The economic benefits of forecasts depend on the following aspects. Actions
for operational flood damage prevention have to be started in relationship to an
expected but future unknown value of a predictand y (water stage, discharge etc.). If
the economic effect of a certain operational decision can be described with a utility
function U(y), which depends on the hydrological variable y, its expected value E
can be estimated as the integral value of the probability density function (pdf) of the
predictand f(y):

E(Ut) =
∞∫

o

U(y) · f (yt) dy (4.1)

Rational decision making requires that the total uncertainty about a hydrologic
predictand can be quantified in terms of a probability distribution, conditional on
all available information and knowledge (Krzysztofowicz, 1999). A discussion of
this “predictive uncertainty” in flood forecasting is given by Todini (2010). It is
used here to specify the forecasting problem. In Eq. (4.1) the index t characterises
the fact that the predictand has to be known in the future with t > t0 (t0 is the
present time). The difference between t and t0 is the forecasting time TF. If the
actual value of the predictand yt0 is known and a forecast is available for yt, then
the economic effect of this forecast will be defined by the differences between the
pdf’s f (yt) and f (yt|y′

t), where y′
t is the forecasted value of yt. The pdf f (yt|y′

t)
describes the predictive uncertainty. It characterises the uncertainty that a value yt

occurs if the value y′
t is forecasted. The integration of additional information in

the form of a forecast aims at sharpening this posterior pdf. If a flood forecast y′(t)
is available, the economic effects of a decision should be estimable with a higher
degree of certainty. The main task of a forecasting model prediction is to reduce
uncertainty in the decision making process. It has to be accepted that a model does
not provide the future value of the predictand as it involves many uncertainties.
These uncertainties are induced by the model choice, the limited representation of
hydrological processes, the errors of input and output data and other impacts. The
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hydrological model represents here the knowledge about the hydrological system,
its actual status and future developments. Unfortunately the predictive uncertainty
f (yt|y′

t) can be characterised empirically only by analyses of differences between
observed and forecasted values. With regard to rare floods such assessments are not
possible. Instead attempts to characterise predictive uncertainties are based on re-
forecasts of observed floods. However, the uncertainty of simulations f (y′

t|yt) of an
observed value yt, which was characterised by Todini (2010) as “validation” uncer-
tainty, is different from the predictive uncertainty f (yt|y′

t). In Fig. 4.1 the differences
between f (y′

t|yt) and f (yt|y′
t) are shown schematically.

In reality the predictive uncertainty increases with forecast time TF (Fig. 4.2). Re-
forecasts of observed flood events of the past can be used to analyse the different
sources of uncertainties regarding their impact on the forecasted values (Fig. 4.3).

Fig. 4.1 Predictive uncertainty (left), describing the variance of observed values if a prediction
is available, and validation uncertainty (right) characterising the uncertainties of predictions of an
observed value

Fig. 4.2 Conditional PDFs of the predictand Q (e.g. discharge) derived from uncertain forecasts Q’
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Fig. 4.3 Uncertainty of simulations characterised by conditional PDFs of the predicted value
Q’(t+TF) depending on the hydrological situation characterised here by the observed value Q at
the forecasting point t

Ensembles are tools to specify uncertainties of input data, of parameters or even
of models. Needless to say, these analyses will not result in narrowing the pdf of
forecasts f (y′

t|yt). The benefit of applying ensemble forecasts consists in the char-
acterisation of validation uncertainty, as it is shown schematically in the Figs. 4.1
and 4.3. The variance of forecasts is temporal variable, as the different components
of uncertainties interact in different ways at different time steps. Ensembles demon-
strate that forecasts are based on uncertain assumptions of future developments or
on presumed behaviour of a hydrological system. If the spread of ensemble fore-
casts does not include the real development it shows that the expectations about
uncertainties are insufficient.

In the following tools will be discussed which are helpful to characterise and to
compensate modelling (validation) uncertainties. As shown in Fig. 4.1, predictive
uncertainty is related with, but not equivalent to modelling uncertainty. Forecasts
of many different events in the past with the same model, data collecting system
and within the same range of input and output data would be needed to characterise
predictive uncertainties empirically. Obviously this is not possible. Normally only
differences between observed and re-forecasted values for some observed events
can be used to review a flood forecasting system. The credibility of a hydrological
simulation model is usually assessed by estimating the goodness of fit of the model
output in comparison to observed records in a calibration and/or validation period.
To evaluate a flood forecast model it has to be operated in a quasi “forecasting
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mode”, where records of input variables (predictors) are used to compute a record
of the predictand in the same way as it would be done operationally. Especially
precipitation forecasts should be provided in a similar way as this would be done
during a flood event in real time to ensure a realistic evaluation. However, this is
often not possible as meteorological forecasts can not be provided for flood events
of the past by re-forecasting with the same modelling systems which are used today.

In the operational mode analyses of differences between observed and forecasted
values from previous time steps can be applied to sharpen the pdfs of predicted val-
ues. Ensemble forecasts can be coupled with data assimilation for this purpose. This
will be shown exemplary in the case study later on in this chapter for a German flood
forecast model. Here ensembles are used which specify the impacts of uncertainties
of state variables, input data (characterised with ensembles of predicted rainfall) and
model parameters.

4.2 Sources of Uncertainties

In Systems Theory a model is composed of seven different components: system
boundary, inputs u, initial states xo, parameters θ , structure, states x and outputs
y (Liu and Gupta, 2007). During simulations the input, state and output variables
change with time. The structure of the resulting State- Space- model is shown in
Fig. 4.4. The model itself can be separated into two parts (Brammer and Siffling,
1994). One part, characterized by an operator f(), describes the evolution of the state
variable xt with time, depending on the state at the end of the previous time inter-
val xt−1, the input ut during this time interval and the set of model parameters θ .
The output yt is estimated from the state variable xt with the second component
of the model, the transformation function h(xt). Differentiating a model in these

Fig. 4.4 Structure of simulations with the State-Space-model
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parts, the input – output relationships are described in an indirect way. In hydrologi-
cal applications the input variable ut is e. g. precipitation and output yt is runoff and
the state variable xt could be e. g. the soil moisture content.

Uncertainties of modelling can be categorized into three primary types (Liu and
Gupta, 2007):

1. Structural errors of the model. Models are imperfect approximations to the
complex reality, based on assumptions and simplifications.

2. Model parameter uncertainties. Model parameters are conceptual representa-
tions of the properties of a real system. As the model is only an approximation of
reality, parameters are uncertain per se. Often parameters have to be estimated in
an indirect way by calibration, comparing the results of simulation with observa-
tions. The limited amount of information which can be used for their estimation
is a main source of parameter uncertainties. The widely applied deterministic
calibration techniques often ignore uncertainties of measured data and structural
errors of models.

3. Data errors. Data errors generate uncertainties in hydrologic predictions through
model inputs. In many cases calibration problems may result from observational
errors. Liu and Gupta (2007) differentiate data errors between errors of mea-
surements and representativeness errors due to scale incompatibility between the
measured variable (e.g. precipitation measured at a point) and the corresponding
model input variable (e.g. areal precipitation).

Structural, parameter and data uncertainties collectively lead to uncertainties
in hydrologic predictions of model outputs and states. Ensemble based methods
are attempts to specify the different sources of forecast uncertainties. They can
be applied to compare the relative importance of the different components of
uncertainties with the aim to handle them in operational flood risk management.

4.3 Treatment of Uncertainties in Operational Flood Forecasts
Using Ensemble Methods

4.3.1 Overview

As described before, there are several reasons why forecasts will be uncertain. In
reality the uncertainties of simulations will become obvious with time in com-
parisons with observations. If such analyses are implemented in operational mode
during a flood event it gives flood managers options to control the simulation pro-
cess, e. g. in cases where the forecasts show systematic biases or if initial state
variables of simulations seem to be inappropriate. These activities can be supported
by ensemble forecasts, which demonstrate the sensitivity of simulation results in
relationship to the uncertainties of input and state variables or model parameters.
The value of a prediction is limited if the corresponding uncertainties are not under-
stood, quantified and reduced. Often sampling (or ensemble) methods are used to
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quantify the uncertainty in model output. Samples from the assumed pdfs of uncer-
tain input data, initial state variables and model parameters are taken to run the
model forward several times. As result of such an analysis the uncertainties in model
outputs from a large sample of predictions can be described with statistical means.
Monte Carlo simulations can be applied to account for uncertainties associated with
the parameters of a probability model that Bayesian methods handle natively. The
limitations of this approach are: the pdfs of uncertain characteristics and variables
are not known; they vary in time and depend on the actual hydrological situation. In
contradiction ensembles are based on a lower number of data points and involve
many assumptions about the model, model parameters and other characteristics
which are not modified. Among the different sources of uncertainties only some can
be considered within the forecasting ensemble to limit the complexity of such anal-
yses in real-time. An ensemble forecasting system does not completely represent
the uncertainties of models. One basic assumption which is often used is that each
result within the forecast ensemble has the same probability. Neither the total varia-
tion (which would result from a large amount of possible combinations of uncertain
aspects of modelling) nor a differentiation in more or less probable forecasts can be
represented in this way. However, a probabilistic evaluation of the outcome would
be useful in many applications. Thus it is challenging to develop ensemble genera-
tion mechanisms which do not only result in a large number of model outcomes, but
also represent the probabilistic assessment of the variables under consideration.

Ensembles can be applied in the operational mode to merge data and information
in real time that is provided by imperfect models and uncertain data. Their appli-
cation aims to select such combinations of parameters, initial states and forecasted
input values which adapt the model output optimal to observations. Here the Bayes’
theorem can be applied to assimilate data and to select the most adequate members
from the ensemble. A prototype of this methodological approach is the ensemble
Kalman filter (EnKF), which is widely used for updating state variables in hydro-
logical models. It will be presented below as an option to adapt the state variables
in accordance with observed output variables. Assimilation of observed data and
Bayesian inference can be applied to produce a “best guess” forecast. Uncertainties
of model parameters can be characterised also by ensembles. As mentioned before,
the third group of uncertainties are uncertainties of input data. Here ensemble fore-
casts of precipitation, which are described in Chapter 2, can be used to characterise
these uncertainties. In the following the different options for the applications of
ensembles are discussed in greater detail.

4.3.2 Updating of State Parameters by Data Assimilation
Using the Ensemble Kalman Filter (EnKF)

The EnKF is based on the Kalman filter (KF), which was developed for optimal con-
trol of linear systems. Here the generic discrete-time – stochastic-dynamic system
which can be derived from the State-Space model (Fig. 4.4) is used to describe
the methodology of the KF (Moradkhani et al., 2005). The state vector xt, an
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n-dimensional vector representing the state variables of the system at time t, is
expressed in the form of

xt+1 = f (xt, ut, θ ) + ωt, ωt ∼ N(0,�m
t ). (4.2)

The nonlinear propagator f( ) contains the model input vector ut, the state vector
at the previous time step xt and the time-invariant model parameter vector θ . The
model error is considered by a dynamical noise term ωt with covariance �m

t . It
represents all uncertainties related to the model structure and the forcing data. This
stochastic forcing term flattens the probability distribution of the states. Simplified
the model error can be represented as a stochastic perturbation. The output variables
of the model y′

t are functions of the state variables and the parameters characterizing
the model:

y′
t+1 = h(x∗

t+1, θ ) + vt+1, vt+1 ∼ N(0,�y
t+1) (4.3)

Where the propagator h( ) relates the state variables to the measured variables.
It yields the expected value of the prediction given the true model states x∗ and
parameters. All sources of errors in the observation are reflected by vt+1 which
will be assumed to be Gaussian distributed. It denotes the error deviation of the
observations. At each measurement time an output observation yt becomes available
and the output forecast error zt can be computed

zt = yt − y′
t = yt − h(xf

t , θ ) (4.4)

where xf
t is the forecasted state vector and not the true one. The Kalman Filter KF

is now applied to update the state vector

xu
t = xf

t + Kt(yt − h(xf
t , θ )) (4.5)

where xu
t is the updated state and Kt denotes the so-called Kalman gain. Kt depends

on the size of the measurement and model errors. The recursive transition to the next
state is

xf
t+1 = f (xu

t , ut, θ ). (4.6)

The application of the KF is limited to the linear case. In case of nonlinear
dynamics the state vector can be linearized to use the Extended Kalman filter (EKF)
(Jazwinski, 2007). An alternative is the Ensemble Kalman filter (EnKF) (Evensen,
1994). It is based upon ensemble generations of model trajectories from which
the time evolution of the probability density of the model states and related error
covariances are estimated. The approximation of the forecast state error covariance
matrix (a priori) is made by propagating an ensemble of model states using updated
states (ensemble members) from the previous time step. Thus the EnKF propagates
an ensemble of n state vectors in parallel. Each state vector represents one real-
isation of generated model replicates. A description of its functionality is given
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by Moradkhani et al. (2005). The model forecast is computed for each ensemble
member as follows:

xi−
t+1 = f (xi+

t , ui
t, θ , t) + ωi

t i = 1, . . . , n (4.7)

where xi−
t+1 is the ith ensemble member forecast at time t + 1 and xi+

t is the ith
updated ensemble member at time t.

In addition to representing the additive process noise, EnKF represents the mul-
tiplicative model errors through forcing data perturbations, adding the noise ζ i

t with
covariance �u

t to the forcing data ui
t each time step t

ui
t = ut + ζ i

t ζ i
t ∼ N(0,�u

t ) (4.8)

The error covariance matrix associated with the forecasted (a priori) estimate can
be calculated as the ensemble covariance matrix:

P−
t+1 = E(Xt+1XT

t+1) = 1
n−1 Xt+1XT

t+1

where Xt+1 = [xi−
t+1 − x̄−

t+1, . . . , xn−
t+1 − x̄−

t+1] and

x̄−
t+1 = E(xi−

t+1) = 1
n�

n
i=1xi−

t+1

(4.9)

After updating all of the ensemble members the updated (a posteriori) error
covariance can be estimated similarly.

With the assumption of the forecasted states xi−
t+1 the observation yt+1 is used to

obtain the posterior estimatexi+
t+1. According to the standard KF a linear correction

equation is used to update forecasted state ensemble members:

xi+
t+1 = xi−

t+1 + Kt+1(yi
t+1 − y′i

t+1) (4.10)

where yi
t+1 is the ith trajectory of the observation replicates generated by adding the

noise of ηi
t+1 with covariance �y

t+1 to the actual observation:

yi
t+1 = yt+1 + ηi

t+1, ηi
t+1 ∼ N(0,�y

t+1). (4.11)

Observations are treated in the EnKF as random variables by generating an obser-
vation ensemble with a mean equal to the actual observation at each time and a
predefined covariance. The ith predictive variable y′i

t+1 is estimated with the model
h( ) using the ith a priori state variable

y′i
t+1 = h(xi−

t+1, θ ) (4.12)

The Kalman gain matrix is estimated in the ensemble case as

Kt+1 = �
xy−
t+1

[
�

xy
t+1 +�

y
t+1

]−1 (4.13)
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where �yy
t+1 is the forecast error covariance matrix of the prediction y′i

t+1 and �xy−
t+1

is the forecast cross covariance of the state variables xi
t+1− and y′i

t+1.
The main advantage of the EnKF compared with KF consists in the possibility

to estimate the Kalman gain K without an observation transition operator after lin-
earization of the observation model f( ). The estimation of the a priori model error
covariance P? is not needed to estimate K. However, the quality of the ensemble
generation method, the forecast model and the analysis scheme influence the per-
formance of the EnKF. The variance of the noises introduced to the input and output
variables can be selected proportional to the magnitude of the variables (Moradkhani
et al., 2005).

4.3.2.1 Meteorological Ensemble Forecasts

Numerical weather predictions are essential for flood forecasts with lead times
longer than the runoff concentration time of the catchment of interest. As described
in Chapter 2 the accuracy of the precipitation forecast is often not sufficient.
Precipitation forecasts form the end of a meteorological process chain which bridges
different spatial and temporal scales. The non-linear and complex atmospheric sys-
tem cannot be predicted exactly. Over the last decades ensemble prediction systems
were developed to produce multiple weather predictions for the same location and
time (Cloke and Papenberger, 2009). Ensembles specify the differences between
several forecasts which are derived from variations of model parameters, initial
and/or boundary conditions or conceptualisations of process models. Different types
of ensembles can be classified according to the generating mechanisms:

• single system ensembles are specified by perturbation of uncertain initial and
boundary conditions or different model components (e.g. convection schemes in
atmospheric models or perturbation of model parameters),

• multi model ensembles combine simulations for the same location and time
derived from different models (e.g. Georgakakos et al., 2004 or Ajami et al.,
2007),

• lagged average ensembles are specified combining actual forecasts with earlier
forecasts if forecast times are overlapping.

Several meteorological ensemble prediction systems (EPS) are operational at the
global or regional scale (e.g. ECMWF, MSC, NCEP) (Buizza et al., 2005). One
example for an EPS is COSMO-LEPS, a Limited Area Ensemble Prediction System
(Molteni et al., 2001) for the medium range (3–5 days lead time). It was developed
within the COSMO (Consortium for Small-scale Modelling) to improve the pre-
dictability of extreme weather events in Central and Southern Europe. The added
value of the system consists in joining the skill of the ECMWF EPS to depict the
possible evolution scenarios with the capability of the COSMO limited area model
to improve the descriptions of local meteorological processes. It runs on a daily
basis using 10 km grid spacing and 40 vertical layers, starting at 12UTC and with a
forecast range of 132 h. Driven by a cluster of ensemble forecasts which is derived
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from 102 members of the EMCWF EPS a forecast ensemble with 16 members is
provided as a physical ensemble.

The short-range SRNWP-PEPS (Denhard and Trepte, 2006) is a “Poor Mans
Ensemble Prediction System” which combines up to 23 deterministic forecasts from
21 national meteorological services with a lead time of 2 days. It can be seen from
case studies and probabilistic verification for Germany (Trepte et al., 2006) that
this ensemble is a valuable tool for severe weather forecasting. A major benefit of
this multi-model EPS is the possibility to compare the behaviour of all operational
European limited area models.

Hydrological applications of meteorological ensemble forecasts started in the
late 1990s and are still subject of ongoing research (e.g. Verbunt et al., 2006;
Komma et al., 2007; Reed et al., 2007; Diomede et al., 2008). The HEPEX project
(Hydrological Ensemble Prediction Experiment, Schaake et al., 2007) promotes
the development of ensemble stream flow forecast systems. The European Floods
Alert System (EFAS) which is under development at the Joint Research Centre of
the European Commission (Thielen et al., 2009) uses the ECMWF ensemble with
51 members and a forecast time up to 10 days, but also COSMO- LEPS with 16
members for 5 days forecasts. It provides flood information for the medium to
long-range at large scale river basins being relevant for decisions at national or
EU level.

The application of meteorological ensemble forecasts in flood forecasts is con-
nected with several problems. One problem consists in the limited options to
validate such systems. The meteorological reasons of floods are manifold but
extreme flood events are rare. Thus the performance of meteorological ensemble
systems can be evaluated only with relatively small samples of limited representa-
tiveness with regard to the large variety of flood inducing meteorological situations.
Other problems result from the fact that EPS are still under development and can be
tested only occasionally under operational conditions. Re-forecasts of flood events
of the past are costly and restricted by limited data availability. In particular if
nested regional models have to be used for re-forecasting, a specification of ini-
tial and boundary conditions of the atmosphere is needed which could be provided
by modelling at the global scale only.

4.3.2.2 Utilisation of Parameter Ensembles

Simulated discharges result normally from an overlay of several process models,
which can not be calibrated separately as observations for the different runoff com-
ponents are missing. In the mathematical sense such models are over-parameterised.
The calibration results in a large number of equifinal sets of parameters. Equifinality
means that different combinations of parameters could result in similar model out-
puts with small differences in model efficiencies (Beven and Freer, 2001). Other
problems which are causing non-uniqueness of parameters are the utilization of
different quantitative measures to specify the adaptation of simulations to obser-
vations or the limited amount of data which is available for calibration. This data
problem is aggravated as hydrological processes are non-linear and extreme floods
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are rare. Nevertheless hydrological models have to be extrapolated to extreme
situations.

The operational online recalibration of model parameters during a flood event is
critical as the information about the input variables is often limited. However, it is
possible to use an ensemble with different sets of parameters which were derived
during the model calibration process in advance. The variability of flood genera-
tion processes, which can be estimated from observed events in the past, could be
considered in this way. The application of a parameter ensemble demands parallel
simulations with the same model but different sets of parameters. This results in
an ensemble of forecasts. It can be evaluated against observed values. According to
the principle of Bayesian inference this can be done operationally with the likeli-
hood which has to be specified for each parameter set (Box and Tiao, 1992). This
likelihood can be estimated from the temporal development of differences between
observed and simulated data. Here the methodological approach of Bayesian
Model Averaging (BMA) (Vrugt and Robinson, 2007; Ajami et al., 2007) can be
applied.

Bayesian model averaging (BMA) (Hoeting et al., 1999) is a probabilistic
technique which estimates a consensus prediction from competing predictions
using a weighting with likelihood measures. As the name implies it is frequently
applied in multi-model simulations. The likelihood measure (weight) for each
member model is based on the success frequency of the predictions that an indi-
vidual model has made within the observations. For this reason, BMA weights
are a measure of individual model performance. BMA has been applied suc-
cessfully in meteorology (Raftery et al., 2005, Chapter 2). A description can be
found in Ajami et al. (2007) which is used here to specify this methodological
approach.

A quantity y is the observed output variable which has to be forecasted by a set of
K models M = [M1, M2, . . .MK]. The pk(y′

k|Mk, u, y) is the posterior distribution of
y′

k which represents the quantity to be forecasted under model Mk, given a discrete
data set u (input data) and y (observed outputs). The posterior distribution of the
BMA prediction is

p(y′
BMA|M1, . . . , Mk, u, y) =

K∑
k=1

p(Mk|u, y) · pk(y′
k|Mk, u, y) (4.14)

where p(Mk|u, y) is the posterior probability of model Mk, characterising the like-
lihood of model Mk being the correct model. It represents a weight to combine
the outputs of the several models wk = p(Mk|u, y) with �K

k=1wk = 1. The second
multiplicator is represented by the normal distribution with the mean equal to the
prediction y′

k made by model Mk and standard deviation σ k. The BMA prediction
for y is denoted here with y′

BMA. It is characterized by

E(y′
BMA|y′

1, . . . y′
k, u, y) =

K∑
k=1

wk ⊗ y′
k (4.15)
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and

Var(y′
BMA|y′

1 . . . y′
K , u, y) =

K∑
k=1

wk

(
y′

k −
K∑

i=1

wiy′
i

)2

+ σ 2 (4.16)

where σ 2 is the variance of the time series shaped based on one of the model pre-
dictions (ensembles) being the best at each time step. As shown above, a BMA
prediction is the weighted average of predictions in which the weights are likeli-
hoods that an individual model is correct. The uncertainty of the BMA forecast can
be characterized by the variance between models (first term) and the weighted devi-
ations simulated from observed values from the beginning of the flood event until
time T:

σ 2 = 1

T

T∑
t=1

K∑
k=1

wk(yt − y′
k, t)2 (4.17)

The first term of (4.16) informs about the spread-skill relationship as it repre-
sents the variance between the ensemble forecasts. The second term characterises
the internal variance of the optimal (BMA) forecast and the observed values. This
can be done with a maximum-likelihood approach where the likelihood function is
formulated as follows:

L(w1, . . .wk, σ 2) =
T∑

t=1

log

(
K∑

k=1

wk ⊗ p(yt|y′
kt)

)
(4.18)

The expectation-maximization algorithm (Dempster et al., 1977) can be applied
to estimate the weights (Ajami et al., 2007).

In a multi-parameter ensemble a single model M is applied with different
parameter sets θk. Thus the simulations depend on the parameters set θk only:

y′
k = M(u, θk). (4.19)

If the residuals e can be assumed to be additive, then the observed quantity
will be

y = M(u, θ ) + e(θ ). (4.20)

The parameter set θ is here a probabilistic variable with the posterior probability
distribution P (θ |u, y ), which is conditional on the observed data u and y. According
to Bayes statistics P (θ |u, y ) is proportional to the product of likelihood function and
prior distribution function:

P (θ |y ) ∝ P(θ ) ⊗ L (y |θ ) (4.21)

Assuming that the residuals e(θ ) are additive, uncorrelated and normal distributed
with mean equal zero and a constant but unknown variance σ y the likelihood of a
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parameter set describing the observed data y over the number of time steps (T) can
be estimated as follows (Box and Tiao, 1992):

L
(
θ , σy |u, y

) = 1

σ T
y

exp

(
− 1

2σ 2
y

(
T∑

t=1

(e (θ)t)
2

))
(4.22)

As normal distributed residuals can not be assumed, Thiemann et al. (2001) sug-
gested the one-to-one transformation of the outputs z = g(y) such that the errors
in the transformed output space ν = g(y) − g(y′) are independent, each having an
exponential power density. With regard to the heteroscedastic variance of output
errors these authors applied the Box-Cox transformation z = (yλ − 1)/λ in a case
study. Using the exponential power distribution (Box and Tiao, 1992) the condi-
tioned probability of the residuals ν can be estimated with a fixed shape parameter
βand the standard deviation of residuals σ which is unknown but constant with
respect to time:

p (ν |σ ,β ) = ω(β)

σ
· exp

[
−c(β)

∣∣∣νt

σ

∣∣∣2/(1+β)
]

(4.23)

with c(β) =
{
�[ 3

2 (1 + β)]

�[ 1
2 (1 + β)]

}1/(1+β)

and ω(β) = {�[ 3
2 (1 + β)]}1/2

(1 + β){�[ 1
2 (1 + β)]}3/2

(4.24)

where β is the shape parameter (−1 < β ≤ 1), a measure of kurtosis, σ the standard
deviation of residuals and ν the residual at time t.

With assumption of this error model the conditional density of the transformed
outputs observed at times t = 1, . . . , T will be (Thiemann et al., 2001):

p (z |u; θ , σ ,β ) =
[
ω(β)

σ

]T

exp

(
−c(β)

T∑
t=1

∣∣∣∣νt(θ )

σ

∣∣∣∣
2/(1+β)

)
(4.25)

Assuming that θ and σ are independent Thiemann et al. computed a maximum
likelihood estimate of σ t at the current time step with respect to σ

σT (θ )2/(1+β) = T − 1

T
σT−1(θ )2/(1+β) + 1

T

2c(β)

(1 + β)
|νT (θ )|2/(1+β) (4.26)

The posterior density of θ can be estimated with the following recursive
formulation

p (θ |u, zT+1, z;β ) ∝ NT (θ ) p (θ |u, z;β ) (4.27)
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where

NT (θ ) = 1

σT (θ )
exp

[
−c(β)

∣∣∣∣ νT (θ )

σT (θ )

∣∣∣∣
2/(1+β)

]
. (4.28)

During a flood event more and more data will become available from observa-
tions. With an updating of posterior densities the differentiation between parameter
sets within the ensemble can be adapted stepwise.

4.4 Case Study: Ensembles as a Part of a Flood Forecast System
for the Mulde River Basin

The different ensemble based methods presented above were applied in a case study
for the Mulde River basin (Schumann, 2009; Dietrich et al., 2009, 2008). The Mulde
River basin is located at the northern part of the Ore Mountains which forms the
natural borderline between Germany and the Czech Republic. The watershed has
an area of around 7,400 km2. The basin is formed by several parallel sub-basins,
draining from South to North. Especially for west-cyclonic rainfall events, which
have caused extreme floods in the past, the uncertainty of precipitation forecasts in
location, time and volume is crucial. To develop an operational flood management
system, the hydrological model ArcEGMO (Becker et al., 2002) was adapted to the
needs of operational flood forecasting. Three ensemble based methods were applied
to consider the uncertainties of initial state variables, forecasted meteorological
inputs and model parameters:

• the EnKF,
• two meso-scale EPS and one lagged average EPS to consider the uncertainties of

precipitation forecasts and
• a parameter ensemble, combined with Bayesian inference to select the best

parameterisation considering the difference between forecasts and observations.

The model ArcEGMO is a GIS-based modular modelling system containing
several sub-models. It is a conceptual model, however several parameters have a
physical meaning and some of them can be derived directly from a geodatabase.
The watersheds are partitioned into homogenous units (hydrotopes), for which the
vertical and horizontal processes are simulated. Distribution functions for essential
parameters like saturated conductivity, field capacity, etc. are applied to consider
the spatial variability of land use and soil related properties. The model concept
is shown schematically in Fig. 4.5. With regard to the geomorphological structure
of the river basin, the model was differentiated horizontally into uplands and hill-
slopes. Subsurface flow is modelled with a system of linear reservoirs. A second,
fast responding reservoir is activated if the water level in the soil reservoir exceeds
a threshold (Becker et al., 2002). A sensitivity analysis (Wang et al., 2007) revealed
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Fig. 4.5 Conceptual diagram of the hydrological model ArcEGMO (Becker et al., 2002) as it
was applied to the Mulde River Basin using a subdivision into two different hydrological systems
(uplands and hillslopes)

that the model parameters for the fast reservoirs are most relevant for the calibration
of runoff in the headwaters during the summer season.

The model can be used in a water balance simulation mode with a daily time step
continuously or event-based in a flood mode with hourly time steps. The system
state of the water balance mode is used as initial state of the flood event mode.
The flood model can be operated parallel with different parameter sets and different
meteorological inputs (e.g. from rainfall ensemble forecasts). So the computational
demand is reduced to one set of model initialization runs including a state update
procedure and a large number of semi-automated process simulations are executed
for a limited number of time-steps. This strategy allows an efficient integration of
ArcEGMO into the computation and optimization of a probabilistic flood forecast
chain.

Uncertainty in initial conditions (e.g. soil moisture, content of groundwater stor-
age) is reduced by an update of the state variable with the Ensemble Kalman Filter.
The efficiency of this approach is shown with the example of 1 year simulations
with daily time step in the water balance mode (Fig. 4.6). The application of EnKF
improves particularly simulations of recession periods. This is advantageous for
flood forecasts where the initial state has to be assumed from these simulations.

The efficiency of EnKF is shown for the example of a single flood event in
Fig. 4.7. At the left the differences between storage contents of simulations with
and without updating by application of EnKF are shown. At the right, the impact of
an improved approximation of the initial storage content is presented.



4 Framing Uncertainties in Flood Forecasting with Ensembles 69

Fig. 4.6 Runoff simulation for 1 year (daily time steps) with and without an update of state
variables by EnKF (year 1995, gauge Zoeblitz)

Fig. 4.7 Update of the initial state of the daily model (left) and the effect of an update of the initial
state for flood simulations (right)

The EnKF was applied in this case study only for estimation of the initial state
at the beginning of a flood event. It was used for updating the storage content
of the continuous model which defines this initial state. Other ensemble methods
which were applied in this case study were meteorological ensemble forecasts and
parameter ensembles.

A meteorological ensemble system was developed which combines medium-
range forecasts provided by COSMO-LEPS (3–5 days lead time), short-range
forecasts from SRNWP-PEPS (1–2 days lead time) and very short-range forecasts
from the COSMO-DE model (Doms and Förstner 2004) with 21 hours lead time
and horizontal resolution of 2.8 km. The COSMO-DE model runs from different
initialization times were combined to generate a lagged average forecast (LAF)
ensemble. The ensemble simulation strategy is shown in Fig. 4.8. It differentiates
between forecasts in medium and short ranges.
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Fig. 4.8 Flow chart of the ensemble system applied in the Mulde River case study

Medium range forecasts have lead times of 3–5 days. These forecasts are pro-
vided for reservoir management and early warnings previous to a potential extreme
flood event. The hydrological model ArcEGMO was applied with a default param-
eter set, which proved to be efficient for simulations of observed flood events in
the past. It can be assumed that the hydrological uncertainty is explicitly lower than
meteorological uncertainties of medium-range precipitation forecasts. These mete-
orological uncertainties are mainly represented by the spread of forecasts provided
by COSMO-LEPS. An example for re-forecasts with COSMO-LEPS is given in
Fig. 4.9.

Short to very short-range forecasts are useful for issuing flood alerts and initiat-
ing flood defence measures. Here decision makers need more detailed information
about relevant criteria like peak time, peak discharge and possible inundation areas.
Updates of meteorological forecasts are provided more often and observed data can
be assimilated. For forecasts in short range the hydrological uncertainty becomes
more important. Here the parameter ensemble was applied in combination with
the COSMO-DE lagged average ensemble. Thus the hydrological model provides
updated forecasts in 1–3 hourly intervals. Uncertainties in initial conditions were
reduced by application of the EnKF as an iterative update procedure, which adjusts

�
Fig. 4.9 Sequence of re-forecasts ensembles for the flood in 2002, gauge Wechselburg at the
Zwickauer Mulde River, a tributary of the Mulde River. COSMO-LEPS hindcasts were initialized
at 09/08, 10/08 and 11/08/2002 at 12:00 UTC and processed by the model Arc-EGMO. The dotted
line shows the observed flood wave
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Fig. 4.9 (Contd.)
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the storage contents representing soil moisture and upper groundwater storages
based on simulations of the preceding 7 days. For framing parameter uncertainty
of the hydrological model the parameter ensemble approach which was presented
above was applied. A hydrological parameter ensemble was generated combining
model parameter sets, which proved to be efficient in simulating flood events in the
calibration and validation periods. For the derivation of the parameter ensemble,
optimization, stochastic methods and expert knowledge were combined. In the first
step multi-criteria optimizations with different algorithms (Yapo et al., 1998; Vrugt
et al., 2003) were used to estimate efficient parameter sets which were capable to
simulate observed flood events. By selection and weighting of different objective
functions a large set of numerically efficient solutions could be derived. Based on
these results a large number of parameter sets was generated to cover the feasible
range of the parameters with a Monte Carlo experiment. The model efficiencies
based on these parameter sets differ between flood events. Nevertheless it was pos-
sible to specify a common default parameter set. The parameter ensemble contains
sets of parameters, which were efficient for different types of floods. To specify
these dependencies of parameters on the runoff conditions the floods were cate-
gorised into two groups. One group contains events which induced large floods with
return periods of more than 50 years, the other ones “normal” floods with smaller
return periods. Even though only two floods of the category “large” were available
it became obvious that the quality of simulations for these events would be lower
than for normal floods if the common default parameter set would be applied. At
the beginning of an operational flood forecast the parameter ensemble members
were weighted according to the type of events which could be expected a priori.
If no information about the type of event was available, all parameter sets were
equally weighted. During the flood simulations, observed discharge data were used
to estimate the residuals which specified the likelihoods as was described above
for the Bayesian inference method. In this way it became possible to update the
weights of the ensemble member if new information became available. An exam-
ple for this approach, based on the re-analysis of the disastrous 1954 flood event,
is shown in Fig. 4.10. It starts with equal likelihoods at the beginning of the flood
event (Fig. 4.10a). After 24 h observed discharge data were considered. A subset of
the parameter set shows higher likelihoods and will be preferred in the following
forecasts (Fig. 4.10b). After 52 h preference is given to another subset of param-
eters based on new observed discharges. A band of uncertainty characterises the
differences between those parameter sets where the likelihoods exceeded a certain
threshold.

When the meteorological ensembles and the hydrological parameter ensembles
are combined within an operational flood forecast model chain, the resulting stream
flow ensemble has 520 members, which has to be updated completely every 12 h
(when all systems deliver new data) and partly every 3 h (when the COSMO-DE
lagged average ensemble receives a new member).

Obviously the large numbers of forecasts can not be provided to decision makers
directly without aggregation of the results. Unfortunately at the time of the case
study a probabilistic differentiation between the members of the meteorological
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Fig. 4.10 Example for applications of the Bayesian inference to specify and reduce uncertainties
of parameters by likelihoods, derived from assimilation of observed discharge values

ensemble was not available. However, a frequency analysis of ensemble forecast
exceeding critical thresholds is possible but not appropriate from a probabilistic
point of view. In medium range forecasts a large variety within the ensemble exists
even if the number of forecast is limited.

For operational flood risk management in Germany flood alert levels are speci-
fied for runoff gauges. If the water level is exceeding these levels, damage preventing
actions are planned. To support this system a post-processing tool which converted
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Fig. 4.11 Persistency diagram, describing the frequency of flood alert levels, forecasted with
ensembles which were provided every 3 h (rows). The different gray shadows visualise the flood
alert levels

simulated discharges into water levels was developed to integrate ensemble fore-
casts in this system. The predicted water levels were linked with the flood alert
system to assess the actual risk of an exceedance of flood alert levels. After discus-
sions with practitioners about their needs, alert persistency charts were developed,
which visualize the frequency and duration (columns, background) of predicted alert
levels (numbers 0–4) from ensembles, depending on the time of forecasts (rows,
Fig. 4.11). These charts show the frequencies, tendencies and persistence of critical
water levels. Details are given in Dietrich et al. (2009).

4.5 Summary

Flood forecasting is the attempt to specify future developments on the base of
incomplete information. The uncertainties of these forecasts limit their practi-
cal value. Many attempts to specify these uncertainties are based on ensembles.
Ensembles provide multiple forecasts based on variations of input variables, initial
states, model physics or parameter values. They visualise the impacts of incomplete
knowledge of these characteristics. In contrast to Monte Carlo-simulations they do
not cover the whole range of uncertainties, but specify the main sources of uncertain-
ties by scenarios. The added value of this approach consists in options to specify the
current knowledge about future developments, to assimilate data which underline
the plausibility of assuming a certain initial state, parameter set or meteorological
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forecast which is competing with other assumptions. Thus the range of uncertainty
can be confined and a forecasted ensemble of future developments can be reduced
based on an improved knowledge base.
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Chapter 5
Design of Artificial Neural Networks
for Flood Forecasting

Johannes Cullmann and Gerd H. Schmitz

Abstract This chapter provides an overview of currently available neural network
design with the purpose of a timely warning for operational flood risk management,
considering the need to evaluate the uncertainty of the forecast. Neural network
models are very effective with regard to their computational requirements and pro-
vide new options for operational scenario analysis and ensemble forecasts. Here
the widely used “multi layer feed forward network” is compared to an alternative,
the “polynomial neural network”. A new training strategy permits to discriminate
between input vectors. This method opens a way to reflect physical facts by means of
input vectors in neural models, i.e. the neural model is portraying the rainfall runoff
process on the basis of process understanding and physical boundary conditions of
the considered catchment.
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5.1 The Challenge of Flood Forecasting

Rain-induced floods represent one of the most common and dangerous natural haz-
ards for small to medium sized catchments. Floods in this chapter are defined as
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high flow events which cause or threaten damage (NWS/NOAA, 2007). Often these
floods are a consequence of severe rainstorms of short duration but high rain-
fall intensities. Regarding the total runoff volume, they are often much smaller
than long-lasting floods in large river systems which affect vast inundation areas.
Nonetheless, due to the critical discharge velocities and steep gradients in the rising
limb of hydrographs, such floods pose a serious threat to human life.

In the effort of anticipating flood related damages to human lives and economic
goods, structural flood retention is the most frequently applied measure. It is a very
effective way to reduce flood impacts on human society. However, timely flood fore-
casts are essential to control technical flood retention structures in an optimal way.
Structural flood retention requires large investments if rare flood events are used in
hydrological design. Nonetheless, there is no absolute protection from extremely
rare events by means of technical measures.

Especially for fast reacting watersheds more efficient flood forecasting systems
are of primary importance. Prolonging forecasting and warning times enables the
affected people to safeguard their belongings as well as their lives in case of a
devastating flood event.

Assuring a lead time with a span that allows for an effective reaction to the
forecast requires taking into consideration a quantitative precipitation forecast and
a detailed and comprehensive description of rainfall runoff processes. Therefore
rainfall-runoff models are the means of choice for flood forecasting. If forecasting is
based on measured rainfall, the gain in lead-time is a function of various processes,
e.g. interception, surface water storage, soil storage, surface water travel times and
flood wave propagation in river channels. When the lead-time is insufficient for
effective flood mitigation and management measures- which is generally the case in
small and steep catchments – radar-based now-casting and/or quantitative precipi-
tation forecast can be applied to prolongate the forecasting time significantly. Here,
the hurdle is the inclusion of the precipitation forecast uncertainty. Online evalua-
tion of this uncertainty requires an extremely fast forecasting model which could be
used e.g. for ensemble forecasts very efficiently.

With regard to these problems, the two main focal points of recent research in
flood forecasting are:

• Classical hydrological modelling approaches which rely on routing, rainfall
runoff modelling and ensemble forecasts in the context of flood forecasting.

• Data-driven models which comprise artificial neural networks (ANN) and proba-
bilistic methods. They are being investigated as a fast and reliable means of flood
forecasting.

In this chapter we focus on ANN. The main contribution of this work consists in a
description of artificial neural networks which are capable to represent all important
rainfall-runoff processes in fast reacting watersheds in the context of rain-induced
floods.

The approach presented here takes full advantage of artificial intelligence in the
form of neural networks. In the following sections neural networks based strategies
are explained in detail for readers which are not familiar with this topic.
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5.2 Representation of Rainfall-Runoff Processes
with Artificial Neural Networks

Trying to compensate for some of the inconveniences of highly sophisticated
numerical approaches (computational effort, data requirements), a considerable
amount of research has been invested during the last 15 years for adapting the
theory of ANN to flood modelling and forecasting. This was mainly motivated by
the principal advantage of neural nets: Once they are trained they are extremely
easy to use and outperform classical models by far in terms of computational
time requirements and simulation speed. General aspects concerning artificial
neural networks and their role in hydrology are concisely reviewed in (ASCE,
2000a, b). Apart from this fundamental work, a vast number of detailed publi-
cations describe the advances in the field of applying neural nets to hydrological
modelling:

Hjelmfelt and Wang (1993) developed a neural network based on the unit hydro-
graph theory. Using linear superposition, a composite runoff hydrograph for a
watershed was developed by the appropriate summation of unit hydrograph ordi-
nates. Smith and Eli (1995) applied a back propagation neural network model to
predict peak discharge and peak time for a hypothetical watershed. In their study,
non-linear reservoir models generate data sets for training and validation. Hsu et al.
(1995) propose straight forward predictions of stream flow employing a three-
layer network. Hsu et al. (1997) further developed the potential of recurrent neural
approaches in the context of hydrological modelling. Dawson and Wilby (1998)
used a three-layer back propagation network to determine runoff from the catch-
ments of the rivers Ambers and Mole in England. The two catchments are of nearly
equal size (about 140 km2). Observed flow data and mean historical rainfall data
serve as inputs in their study. Their results show that nets perform similar to an exist-
ing model with less input information. Zealand et al. (1999) described the potential
of neural nets for short term forecasting of stream flow. Their work explored the
capabilities of artificial neural networks and compared their performance to conven-
tional approaches used to forecast stream flow. Dawson and Wilby (2001) provide a
general overview about neural networks and their application with respect to rainfall
runoff modelling.

After an introduction of the most widely used class of ANN – the multi layer
feed forward net – polynomial neural networks are explained. The focus here lies
on the structure of both net types as well as their specific training procedures.

5.2.1 Multi Layer Feed Forward Nets

Multi layer feed forward nets (MLFN) are widely applied for rainfall-runoff mod-
elling. They have been introduced into the flood forecasting context in the early
1990s. Lately, more attention has been paid to MLFN. Hu et al. (2001) use this tech-
nique for river stage forecasting. Imrie et al. (2000) test different activation functions
for the output layers of MLFN. Cullmann et al. (2006) promoted this net type in their
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flood forecasting approach. This study evaluates MLFN performance in the context
of rainfall-induced flood forecasting.

5.2.1.1 Principles of Multi Layer Nets

The principal function (Fig. 5.1) of multi layer nets is based on the neurons in hid-
den and output layers. They transform their respective inputs to outputs through
two separate stages. First, for each neuron, all single inputs are multiplied by
the corresponding weight (w) and secondly, the total sum of these products plus
a constant known as bias (b) yields the node output in the hidden and output
layers.

An elementary neuron with n inputs is shown in the lower part of Fig. 5.1. Each
input is weighted with an appropriate weight w. The sum of the weighted inputs
and the bias forms the input to the transfer function f (.). Any differentiable transfer
function f (.) is suited to generate output. The output S from the jth node in the
hidden layer – after the summation operation – is defined as follows:

Sj =
n∑

j=1

WjiXi + bj (5.1)

with: n = number of elements in the vector
Xi = the input signal from ith node
Wji = MLFN weights
bj = MLFN bias

Then the net output Yj from the jth output node is:

Yj = f (Sj) (5.2)

5.2.1.2 Structure of Multi Layer Neural Networks

The network geometry determines the number of connection weights and the way
how these are arranged. Generally, a fixed number of hidden layers is defined and
the number of nodes in each layer is chosen afterwards. It can been shown that three
layer networks (1 input – 1 hidden – 1 output layer) with sigmoid transfer functions
in the hidden layer and linear transfer functions in the output layer can approximate
virtually any function of interest to any degree of accuracy, provided that a sufficient
number of neurons are available in the hidden layer (Hornik et al., 1989).

The number of nodes in the input layer is determined by the number of input vec-
tors, whereas the number of nodes in the output layer has to be equal to the number
of model outputs. The critical aspect is the choice of the number of nodes in the hid-
den layers and hence the number of connection weights. The importance of finding
a balance between a sufficient number of free parameters (weights) to guarantee the
desired representation of the function which has to be approximated, and too many
free parameters, which will result in an over-fitting, is well known. This issue has
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Fig. 5.1 Typical three-layer
network structure (top) of an
ANN and operating scheme
for a single node j (bottom)

been discussed widely in the literature (e.g. Maren et al., 1990; Rojas, 1996). The
number of hidden layer nodes influences the performance of a network significantly.
With too few nodes, the network approximates the system output poorly. The ANN
will over-fit the training data if too many nodes are applied. Consequently, an opti-
mal hidden layer geometry reduces both the computational effort which is needed
for a training of the ANN and ensures the best possible generalization performance,
avoiding the problem of over-fitting.

Until now no general theory exists for determining optimal network geometry. In
the case study which is presented here three layers feed forward networks are used.
Following Hornik et al. (1989), this type ensures the required net performance in the
flood forecasting context. The number of input neurons equals the number of input
vectors, while one fixed node represents the model output.

The transfer function converts the effective incoming signal of node j, Sj (Eq. 5.1)
into the output signal (Yj). Multi layer nets typically use sigmoid transfer func-
tions in the hidden layers. These functions are often called “squashing” functions,
since they compress an infinite input range into a finite (−1; 1) output range. Here
non-linear bipolar tan-sigmoid transfer functions are used for hidden layer nodes
(Eq. 5.2; Fig. 5.2), whereas linear transfer functions are characterising the output
layer node.
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Fig. 5.2 tan-sigmoid function (Eq. 5.3)

f (Sj) = 2

1 + exp−sj
− 1 (5.3)

with: Sj = input
f (Si) = output of the transfer function.

The characteristics of the tan-sigmoid function are:

• Upper and lower bounds exist;
• it is monotonically increasing;
• it is continuous and differentiable everywhere.

The simple linear transfer function used for the output layer of the MLFN is
expressed as:

f (Sj) = Sj (5.4)

with: Sj = input

5.2.1.3 Training of Multi Layer Nets

The optimisation of the multi layer network weights is known as “training” or
“learning”. This process can be compared to the parameter estimation phase of con-
ventional hydrological modeling. The aim is to find a global solution for a highly
non-linear optimisation problem (White, 1989). Therefore, the general theory of
non-linear optimisation seems to be the method of choice (Battiti, 1992). The suit-
ability of a particular method is generally a compromise between computational cost
and training performance (Parisi et al., 1996).
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There are numerous approaches for network training. The most popular algo-
rithms are based on supervised training, which has also been used in the following
case study. Paradigms of supervised learning include error-correction learning,
reinforcement learning and stochastic learning. An important issue concerning
supervised learning is the problem of error convergence, i.e., the minimization of
the objective function. Here, the aim is to determine a set of weights which min-
imises the mean square error. One well-known method, which is common to many
learning paradigms, is the least mean square convergence, which was also adopted
in the present study.

After a careful and thorough investigation of different training algorithms, the
Levenberg-Marquardt back-propagation algorithm (Hagan and Menhaj, 1994), was
chosen to optimise the weight and bias parameters during the training process. It is
a quick and stable second order non-linear least square technique (Toth et al., 2000).

The Levenberg-Marquardt algorithm is a modification of the classic Newton
algorithm for finding an optimal solution to a minimisation problem. It is designed
to approach second-order training speed and accuracy without the need to compute
the Hessian matrix. The Hessian matrix contains second derivatives of the network
errors with respect to the network weights, while the Jacobian matrix contains first
derivatives of the network error matrix with respect to weights. If the performance
function has the form of a sum of squares (as is typical in training feed-forward
networks), then the Hessian matrix can be approximated as:

H = JTJ (5.5)

with: J = the Jacobian matrix
H = the Hessian matrix

and the gradient can be computed as:

g = JTe (5.6)

where e is a matrix of network errors.

5.2.2 Polynomial Neural Nets

Shin and Gosh (1992), Foka (1999) and Ma and Khorasani (2005) applied
Polynomial Neural Networks (PoNN) for time series predictions and achieved
promising results. Their analyses describe the options of using polynomial nets as a
Taylor approximation of the rainfall-runoff function. Consequently, polynomial nets
and their potential applicability in the flood forecasting context are discussed in this
chapter. Hereafter, “characteristic feature” describes an input vector of a net. It con-
tains important information about the rainfall-runoff process. A general description
of polynomial neural networks is given in the following.
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Fig. 5.3 Scheme of a polynomial net with (x1 . . . x3) = input vectors, (p1 . . . .p3) =
hidden layer, (w1 . . . .w3) = hidden layer weights, Q = output

5.2.2.1 Basics of Polynomial Neural Networks

Here the overall polynomial approximation of the predicted discharge Q at the out-
let of a catchment is described. A polynomial network is a feed-forward network
with a single hidden layer. The output of the “hidden” layer is the product of the
input terms while the output of the network is the weighted sum of these products
(Fig. 5.3). Polynomial nets have only one layer of adaptive weights. This result
in a very effective training with short CPU times compared to the classical multi
layer nets.

The output of the network is given by:

Q =
N∑

i=1

wipi (5.7)

with: Q = output of the PoNN (discharge)
wi = linear weights of the PoNN (determined in the training)
pi = product vectors
N = number of vectors (3 in Fig. 5.3)

The PoNN product vectors result from a permutation of the inputs x (Fig. 5.3).
They are exemplarily derived for a third degree PoNN according to:

p = xa
kxb

l xc
m (5.8)

Where x are input vectors with k = (1 . . .N), l = (1 . . .N), m = (1 . . .N). The
exponents a, b, c, are realizations of the integers [0;3]. The power a, b, c of Eq. (5.8)
satisfies the criterion:

a + b + c ≤ g (5.9)

where g is the degree of the polynomial applied.
In general the use of second or third degree polynomials is sufficient to guarantee

a satisfactory forecast ability of the PoNN. In this case a + b + c ≤ 3 sets the
frame for the definition of product vectors, i.e. three features are multiplied or one
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squared feature is multiplied with another feature, or just one feature to the power 3
is used. The PoNN transforms the input vectors directly into the flood forecast for a
pre-defined river gauge. However, the total number of product vectors rises rapidly
when high degree polynomials or a large number of input vectors are used. This can
be understood easily from the relation expressed in Eq. (5.10). Here N rises rapidly
with increasing g or n:

N =
(

n + g
g

)
(5.10)

5.2.2.2 Training of Polynomial Nets

A new algorithm which has been developed for the training of polynomial nets in the
rainfall runoff context is stepwise serial regression (SSR) by Görner et al. (2006). It
consists of a combination of regression methods using both Efroymson`s algorithm
as described in Miller (1999) and stepwise regression presented in Meyer-Brötz and
Schürmann (1970). In the training process of the PoNN (Fig. 5.4), first all possi-
ble product vectors p are calculated by means of permutation of the characteristic
features (Eq. 5.8). These vectors are stored afterwards in the vector matrix P. The
training process of the PoNN consists mainly in optimising the net structure and
weights. This is achieved by the transformation of P, into a new – much smaller –
optimised matrix O, which represents the structure of the trained net. The corre-
sponding linear weights wi of the optimised vectors p of O are determined by SSR.
Herein, the general estimator for the target value �(x) is defined as follows:

Fig. 5.4 The first two
training steps of serial
regression polynomial net
training
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�(x) = wO +
n∑

i=1

wixi (5.11)

where: w = weight
x = regressor

In the selection process the objective function (deviation of the target value from
the dependent variable (�x)) has to be minimised:

E{[z −�(x)]2} ⇒ Min (5.12)

The training process itself starts with the selection of the first n of N vectors of
the vector matrix P (top part of Fig. 5.4). These vectors represent the initial matrix
O, which has to be optimised. Now the iterative optimisation (training) can be car-
ried out: The stepwise regression arranges the n vectors in O with the goal to reduce
the total error (MSE of observed and modelled flow), i.e. the first vector is the most
important for the description of Q, the second vector is the second most important
and so on. This process is also known as maximum scatter minimisation. The cri-
terion for the scatter minimisation (�R) is calculated from the nth Element in O
according to:

�R = E(xizi)

E(diagonal ∈ O)
(5.13)

with: E(xizi) = element xz
E(diagonal ∈ O) = diagonal element in O

Based on this ranking, the worst 30% of the vectors are rejected and not con-
sidered further (grey vectors in Fig. 5.4). Now vectors from P are drawn to fill the
places of the rejected vectors in O. Again, the n vectors are ranked and reduced by
rejection of the least 30%. This procedure is repeated until the n optimal vectors of
O are selected from all vectors p in P. In this way the training process runs consec-
utively through the total amount of all the product vectors p. The key advantage of
this training method is the information content of the features, which, in contrast to
the classical MLFN, can be interpreted in a physically meaningful way. The optimal
size of O is a function of the catchment characteristics.

5.2.3 Comparative Analysis of Multi Layer Net and Polynomial
Network Structures with Regard to Hydrological Problems

To determine the optimal net structure in the context of flood forecasting, prelimi-
nary testing involves a comparison of the two methods considered.

• Multi layer feed forward nets are widely applied. Their adoption to flood
forecasting has been promoted e.g. by Cullmann et al. (2006)

• Polynomial neural nets have been proposed for river discharge modelling e.g. by
Foka (1999)
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Both types of ANN were applied and compared in a case study at the Zschopau
River in the Ore Mountains in Germany, to provide forecasts for the Kriebstein
gauging station. The catchment area at this gauge is 1,757 km2. A detailed descrip-
tion of the area can be found in Görner et al. (2006). The tested three layer net
was generated according to principles described in Cullmann et al. (2006). It was
trained with the strategy presented above. The three layer net was fed with 30 input
vectors containing information about rainfall, temperature and pre-event moisture
state of the watershed. The polynomial network was used with the same input vec-
tors. It was generated and trained according to the standard procedures which were
described above. The test was carried out with a lead-time of 24 h for both net
types. The input vectors were derived from precipitation, air humidity, wind speed,
global radiation and temperature data which were provided as 1 km2 grids for 47
years in hourly time steps. First of all these data were transformed into runoff by the
calibrated conceptual hydrological model WaSiM (Schulla, 1997; Cullmann et al.,
2008). The ability of ANN’s to represent the simulated runoff was used as the eval-
uation criterion for the net performance. All 47 years of input data have been used
to discriminate between the two methods concerning training speed, operational
speed, stability, forecast reliability, and easiness of model set up. The approaches
were trained on 80% of the available data – 20% of the database was reserved for
validation.

The scheme in Fig. 5.5 shows the principles of the two approaches. The archi-
tecture is generally different, but some common features exist and simplify a direct

Fig. 5.5 Comparison of architectures multi layer net – polynomial net
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Fig. 5.6 Nash-Sutcliffe efficiency for the test data set versus number of neurons in hidden layer
for a 24 h lead-time prediction with the three layer net

comparison of the results. The number of input neurons of the multi layer net and
the number of characteristic features used to represent the rainfall runoff process for
the considered watershed were equal. For the polynomial net, the input information
consists of the same characteristic features, permutated according to the polynomial
degree. The processing of the input information was solved in the hidden layer of the
three layers net. This layer consists of a number of hidden neurons. Extensive testing
is necessary to determine the optimal number of hidden layer nodes. The number of
hidden neurons of a multi layer net can be compared to the number of products used
for the forecast in the polynomial net. This value is determined by optimisation. The
output of both polynomial and multi layer nets was one-dimensional; it represents
the runoff at the considered lead-time.

As a first result of this comparison, Fig. 5.6 shows that the Nash-Sutcliffe effi-
ciency (NSE) of the validation period. This criterion varies depending on the number
of hidden layer nodes in the multi layer net. The result indicates that the predictive
power of the MLFN is unstable for varying net architectures. This is not only the
case for the Nash-Sutcliffe efficiency, but also proves for the mean square error of
the total runoff during the validation period, as it is shown in Fig. 5.7. The behaviour
of the forecast performance criterion is unforeseeable for an increasing number of
hidden layer nodes. As the performance depends strongly on the input vectors and
weights, this behaviour is characteristic for each watershed. This attribute poses a
serious hurdle in the way of easy general application of a MLFN based flood fore-
casting system because for each watershed this preliminary and cumbersome testing
would have to be repeated.

The number of product vectors used in the polynomial net can be compared to
the number of hidden layer neurons of a multi layer network. This number has an
impact on the predictive power of the polynomial net. However, the generalisation
performance of a polynomial net is a clearly defined function of the number of
product vectors which are used. This allows defining the net structure in the gen-
eral set up of a polynomial net for different catchments easily. For the polynomial
net, the validation graph (Fig. 5.8) illustrates how the predictive performance rises
with an increasing number of product vectors. It reaches an optimum, which is a
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Fig. 5.7 Mean square error for the test data set versus number of neurons in hidden layer for a
24 h lead-time prediction with the three layer net

Fig. 5.8 Nash-Sutcliffe efficiency for training and test data versus number of product vectors for
a 24 h lead-time prediction with the polynomial net

plateau in the test case (vector numbers ranging from 120 to about 450). Generally
the optimal configuration is the one which fully describes the dynamics with the
least number of product vectors. The optimum is a function of effort (increasing
numbers of vectors lead to more computational efforts) and predictive reliability.
The optimal setup may be readapted for each new forecasting task according to the
requirements of the users and available resources. Generally, increasing the number
of employed product vectors improves the training results of nets. Obviously, with
increasing degrees of freedom the ability to generalise decreases. This is visualized
in Fig. 5.8, where product vector numbers > 550 show significant reductions in the
Nash-Sutcliffe efficiency for the validation period (predictive ability). Again, this is
confirmed by a similar behaviour of the mean square error MSE (Fig. 5.9).

In a second test, optimal three layer net architectures were compared to a 3rd
grade PoNN with 220 product vectors. The number of product vectors guarantees
both good training results and a stable predictive performance (Fig. 5.8). The archi-
tecture of the multi layer nets was separately optimised for each lead-time. This
results in varying numbers of hidden layer neurons listed in column 2 of Table 5.1.
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Table 5.1 Training performance of multi layer and polynomial nets

Multi layer net Polynomial net

Lead time
No. of hidden
layer nodes

Training
(min) NSE

Grade/No.of
features

Training
(min) NSE

6 14 111 0.97 3/220 45 0.97
12 14 26 0.93 3/220 45 0.98
18 16 111 0.86 3/220 45 0.98
24 14 237 0.85 3/220 45 0.97
36 15 28 0.86 3/220 45 0.97
48 16 34 0.84 3/220 45 0.97
Mean 15 90 0.88 3/220 45 0.97

Fig. 5.9 Mean square error for the test data set versus number of neurons in hidden layer for a
24 h lead-time prediction with the three layer net

The optimal number of hidden neurons of the multi layer net varies between 14 and
16 (Fig. 5.7). For the optimal multi layer architectures, the Nash-Sutcliffe efficiency
decreases with increasing forecast lead-time, i.e. the predictive power of the multi
layer net decreased if longer lead times were considered (Table 5.1). Contrary to this
finding, polynomial nets are characterized by a stable forecast performance (NSE)
with increasing lead-times. Obviously, this is an essential aspect. It suggests prefer-
ring polynomial nets to multi layer nets in the flood forecasting context. This second
test also reveals that the training time is constant for polynomial nets. In contrast,
multi layer nets exhibit very inhomogeneous training times (Table 5.1). The mean
multi layer training time is doubled compared with the time needed to train poly-
nomial nets. The CPU requirement for flood forecasts, which is most important for
operational applicability, is the same for the two methods.

The general results of the test are: The predictive power of polynomial nets is
superior to the one of classical multi layer feed forward neural networks. Polynomial
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nets can be configured easily as there is a clear relationship between structure and
performance (Fig. 5.8). Their fast and stable training, together with moderate oper-
ational CPU requirements (Table 5.1) allow for a general and easy application of
polynomial net based forecast tools. The comparison identifies polynomial nets as
the method of choice for operational flood forecasting applications. The convincing
reason for this statement is the stable performance criterion of the polynomial net
based system with increasing lead times. This characteristic is of paramount impor-
tance for a reliable forecast and will become more and more important in the future
as rainfall forecasts will become more and more accurate.

5.2.4 Optimal Polynomial Network Forecast Strategy

In this section three tests provide means for defining the optimal net structure in
terms of the power of the polynomial, the best forecast strategy and the training
data requirements. All tests are based on the 585 km2 catchment of the Freiberger
Mulde River (Nossen gauging station) in Germany. In the catchment, the agricultur-
ally used area dominates; around 30% of the catchment is covered with forest. The
time of runoff concentration within the catchment is approximately 18 h. The tests
have been carried out in this catchment to demonstrate a good predictive perfor-
mance even for smaller catchments together with the general nature of the approach
proposed. The meteorological and runoff database is analogue to the one used in the
preceding tests in the Kriebstein basin.

The first test evaluates the dimensionality of the polynomial approach. The net
was used with second and third degree approaches, i.e. it was tested for a + b +
c = 2 and a + b + c = 3 (Eq. 5.8). The results of these tests are displayed in
Fig. 5.10. The black dots mark the performance of the second degree net. The grey
third degree approach (Fig. 5.10) clearly outperforms the second degree approach
for all lead times. Based on this finding, polynomial nets were used in the third
degree for further testing and development.

Fig. 5.10 Testing for the optimal polynomial degree (Nash-Sutcliffe efficiency)
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Fig. 5.11 Prediction strategy for Q and �Q respectively

In principle it is possible to forecast either the absolute flow at the desired lead
time or the flow increment that distinguishes the actual discharge from the flow at the
lead time (Fig. 5.11). The forecasting approach developed in this section follows the
strategy of incremental predictions for lead-times less than 12 h. The calculation of
the forecast at time t for time t+�t (lead time increment) yields the flow increments
�Q with respect to the actual discharge at time t. However, for lead times of more
than 12 h, the prediction does not depend on differences to the actual flow any
more. Therefore it is favourable to predict the flow Q for lead times of more than
12 h directly. The underlying principle is shown in Fig. 5.11. In this figure, the grey
line refers to the prognosis of differences for up to 12 h while the black line is the
absolute value prediction used for longer lead times.

The strategy described was derived from a sensitivity analysis of the Nash-
Sutcliffe criteria for both (Q and �Q) predictions for lead times of up to 48 h. The
results of these analyses are shown in Fig. 5.12, where the grey symbols represent
the results for �Q, while black symbols denote results for Q.

Fig. 5.12 Prediction strategy: Q versus �Q (Nash-Stutcliffe-Efficiency)
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It can be noticed easily that for longer lead times, the validation performance
for the direct flow prediction stays around 0.98, while the grey squares of the �Q
validation performance criterion steadily decrease – down to values below 0.97. This
difference is small, but nevertheless significant, as the Nash-Sutcliffe efficiency was
calculated over a period of 47 years. For smaller lead times, the grey validation stars
of the delta method yield better results than the direct prediction of Q.

In Fig. 5.13, a zoom on the first seven lead time increments of the test confirms
the statements made earlier. For short lead times < 12 h the mean square error of the
�Q prediction strategy clearly outperforms the direct prediction of Q.

Fig. 5.13 Prediction strategy: Q versus �Q (Mean square error)

Fig. 5.14 Effect of the size of the training database on training and validation criteria (Nash-
Sutcliffe efficiency and mean square error)
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A further important characteristic of the setup of the polynomial net is the size of
the training database. In a third test, this size had been varied from 10 to 47 years.
20% of the training database is always reserved for testing the predictive power. One
year of test data comprises a rough average of 20 flood events. The Nash-Sutcliffe
efficiency (Fig. 5.14) yields excellent values for training databases with 20 years
of input data. But if the mean square error is additionally considered, it becomes
clearly visible, that the predictive power best if more than 40 years of data (600
events) were used in the training of the polynomial network.

5.3 Conclusions

A comprehensive overview of the current status of flood forecasting with ANN was
given. At the beginning of this chapter, the approaches used for addressing the lead
time issue of forecasting models as well as the implications arising from the need
for a detailed operational uncertainty analysis were discussed.

In the following section a detailed description and analysis of possible struc-
tures of artificial neural net models were given. This implies an introduction of
the newly developed training algorithm for the polynomial neural network. This
training approach offers a way for evaluating the importance of single input vec-
tors and provides means to control the physical soundness of the information used
in the flood forecasting system. That, in turn, is an essential prerequisite for an
automatic detection of suitable input vectors in the setup procedure of a modelling
system for a new river basin which is to be investigated. After a complete descrip-
tion of the principles, structures and training procedures, multi layer feed forward
models were compared to polynomial network based models. This comparison
indicates that an optimal polynomial neural network structure is a comprehensive
function of the number of its input vectors. The time needed for training is con-
stant and thus it is easy to calculate the expenditure required for setting up a model.
In contrast to these characteristics, it is difficult to define optimal structures for
multi layer feed forward neural networks. The training time required for multi
layer feed forward based models can not be predicted from the structure. This is
a drawback for planning of flood forecasting systems. On the basis of these find-
ings it is recommended to use a polynomial network approach in flood forecasting
models.

This contribution closes with recommendations for the setup of net architectures
based on several data sets from test catchments. The findings here reveal that a
3rd degree polynomial approach outperforms lower degree polynomials. At the end
of this chapter the implications that forecasting absolute flows bring about were
compared to forecasting partial flow increments. The last test which was discussed
here addressed the size of the training data base that is needed for good performance
of the net in our case study.

Generally, polynomial neural networks are well suited in forecasting applications
because of their predictable behaviour and the simple structure.
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Chapter 6
Advances in Regionalising Flood Probabilities

Ralf Merz

Abstract Flood regionalisation methods are used to estimate floods of a given
excedance probability, such as the 100-year flood, in ungauged catchments, i.e.
catchments, where no local streamflow data are available. They can also be used
to improve flood estimates from local data in gauged catchments. The main idea
of flood regionalisation methods is to transfer flood information from hydrologi-
cally similar gauged catchments (i.e. donor catchments) to catchments, where flood
statistics have to be estimated (i.e. target catchments). Different methods for trans-
ferring flood information from donor to target catchments have been proposed in the
literature. The first type consists of pooling hydrologically similar catchments into
a homogeneous group and subsequently using averages within each pooling group
to estimate flood probabilities in target catchments. Examples of this type are the
Index Flood Method and the Region of Influence approach (ROI). The second type
of methods is the application of multiple regressions between flood statistics and
catchment attributes. The rationale of this approach is that catchments with simi-
lar attributes are also likely to exhibit similar flood generation processes and hence
may also behave similarly in terms of their flood frequency response. Catchment
attributes include catchment size, land use, geology, elevation, soil characteristics
as well as climate variables such as mean annual precipitation. The third type is the
application of geostatistical methods, which use spatial proximity as a measure of
hydrological similarity. This chapter summarizes the most important methods and
recent findings from the literature with a focus on the ungauged catchment case
for which flood frequency regionalisation is particularly difficult. For any practical
application, the interest resides in how well flood statistics, such as the 100-year
flood, can be estimated for a given catchment. Results from some intercomparisons
of regionalisation methods are given.
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6.1 Introduction

Flood peak estimates associated with a given exceedance probability or return
period are needed for many engineering problems. As flood estimates are often
required for catchments without streamflow measurements, they are usually
obtained by some sort of regional transposition from gauged catchments to the
site of interest (Cunnane, 1988; Bobée and Rasmussen, 1995; Hosking and Wallis,
1997). The process of transferring flood information from hydrologically similar
catchments (i.e. donor sites) to a catchment of interest (i.e. target site) is gener-
ally referred to as regionalisation (Blöschl and Sivapalan, 1995). The attempt to
estimate hydrological quantities in catchments where no stream gauge data are
available is also known as the Problem of Ungauged Basins. Developing a better
understanding of how to transfer hydrological information from gauged to ungauged
catchments is a major scientific question in hydrology. This has been recently recog-
nised by the international hydrological community. The International Association of
Hydrological Sciences (IAHS) has singled out the problem of ungauged basins as
one of their major science questions and has recently initiated an IAHS Decade on
Prediction in Ungauged Basins (PUB) (Sivapalan et al., 2003).

There are three main issues in regionalisation: what information is best trans-
ferred, from what catchments (i.e. donor catchments) is the information to be taken
and, what is the method to be used for calculating the estimates at the site of inter-
est (i.e. the target site). Methods for predicting hydrological quantities in ungauged
catchments can be grouped into three main types. The first type of methods is based
on the assumption that flood information can be transferred from catchments with
similar hydrological behaviour to the site of interest. As usually more than one
hydrologically similar catchment can be found, the flood information of several
hydrologically similar catchments are grouped or pooled before transferring them to
the catchment of interest. These regionalisation schemes are hence termed pooling
schemes and usually consist of two steps: pooling the catchments into homoge-
neous regions or pooling groups according to some sort of similarity measure; and
subsequently using averaged flood statistics within each regions. The second type
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is based on the assumption that a functional relationship between flood statistics
and catchment attributes in gauged catchments exists and can be used to estimate
flood statistics in ungauged catchments. The most common method of exploiting the
functional relationships between flood statistics and catchment attributes are mul-
tiple regressions. The third type of methods are geostatistical methods, which are
based on the assumption that flood statistics are spatially correlated and hence use
the spatial correlation for the spatial interpolation of flood statistics.

This chapter summarizes the most important methods and recent findings from
the literature with a focus on the ungauged catchment case for which flood frequency
regionalisation is particularly difficult. A comparison of the performance of some of
the discussed methods is presented for a comprehensive data set in Austria.

6.2 Regionalisation Approaches

6.2.1 Pooling Schemes

Pooling schemes are based on the assumption that flood information of catchments
with similar hydrological behaviour can be grouped together and transferred to the
site of interest. The choice of catchments from which information is to be transferred
is usually based on some sort of similarity measure, i.e. one attempt to choose those
catchments that are most similar to the site of interest. The traditional measure of
similarity is spatial proximity with the rationale that catchments that are close to
each other will also behave similarly in terms of their flood frequency response as
climate and catchment conditions will only vary smoothly in space. A traditional
engineering approach which is based on this rationale are regional discharge-area
diagrams, where specific discharges of a given probability are plotted against catch-
ment area for catchments within a region or along a river reach. Within the region,
the flood behaviour is then assumed to be similar, except of the effect for catchment
area, and hence regional flood behaviour is estimated by fitting a line to the observed
flood statistics.

In the hydrological literature, pooling schemes commonly follow the idea of the
index flood procedure (Dalrymple, 1960). The index flood methodology is based
on the identification of homogeneous groups of catchments for which floods with a
return period of T years (T-year floods) can be expressed as the product of a scale
factor, which is called the index flood, and a growth factor, which describes the
relationship between the dimensionless flood and the recurrence interval, T (the
so-called growth curve). The index flood is site-dependent while the growth factor
is assumed to be valid for the entire homogeneous group of catchments. The idea
of the index flood procedure is to estimate the scale of the flood frequency curve
(the index flood) locally to account for the local differences between catchments,
while the shape of the flood frequency curve exploits information from the entire
homogenous group.

The crucial point of the index flood procedure is the identification of fixed
homogenous regions. The aim is to form groups of catchments that approximately
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satisfy the homogeneity assumption, which implies that the site’s frequency dis-
tributions are identical apart from the site-specific scale factor. Different grouping
methods have been proposed in the literature. Traditionally, geographically coherent
regions have been applied in regional flood analyses. In most practical applications
(e.g. Stedinger et al., 1992, p. 18.35), the regions are found by expert judgement,
i.e. by a subjective assessment of which catchments one would expect to behave
similar in terms of their flood characteristics. These subjective considerations are
usually based on a personal knowledge of the analyst of the catchment character-
istics, climatic inputs and runoff response of the catchments. There have also been
a number of attempts at identifying homogeneous regions by multivariate statisti-
cal methods that are used for grouping catchments according to their similarity in
catchment attributes. Cluster analysis is one of the popular statistical methods for
combining catchments into groups (e.g. Acreman and Sinclair, 1986; Burn, 1990).
The idea of cluster analysis is to identify groups (regions) in such a way that the
similarity of catchments within one region is maximized while similarity between
regions is minimized. Other methods used to form regions in regional flood fre-
quency analysis are factor analysis, principal component analysis, artificial neural
networks, fuzzy sets and canonical correlation analyses. A promising technique for
delineating homogenous regions are Classification And Regression Tree (CART)
models (Breiman et al., 1984) which, to our knowledge, have not yet been used in
regional flood frequency analysis. However, interesting applications to other fields
of hydrology can be found in the literature (e.g. Laaha and Blöschl, 2005).

Use of geographically contiguous regions may have a number of drawbacks.
First, analysis of observed flood frequency behaviour often reveals small scale vari-
ability but catchments that are far apart may still be hydrologically similar (e.g.
Pilgrim, 1983). Second, contiguous regions can be highly sensitive to the occurrence
of widespread extreme events (Reed and Stewart, 1991). Third, it may be difficult
to identify hydrologically meaningful regions. As an alternative it has hence been
suggested to pool flood data according to catchment types rather than according to
geographical position (Acreman and Sinclair, 1986). Using this idea, Burn (1990)
proposed the so-called region of influence (ROI) approach. In the ROI approach, the
fixed and contiguous regions are replaced by flexible and overlapping groups that
are not necessarily geographically contiguous. Each site of interest (i.e. catchment
for which flood statistics are to be estimated) has its own pooling group. The start-
ing point of the ROI approach is the selection of a distance measure defining the
hydrological similarity of catchments. The distance measure Di0 between station i
and station 0 usually contains catchment attributes and has been defined by Burn
(1990) as

Di0 =
[

L∑
l=1

Wl(Yl(xi) − Yl(x0))2

]1/2

(6.1)

where Wl is the weight of the relative importance of attribute l out of L attributes
and Yl(xl) is the value of attribute l for station i. Those catchments that are most
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similar to the site of interest in terms of Di0 are included in the group. Reed et al.
(1999) introduced the concept “focused pooling” to the grouping of catchment
according to catchment attributes, rather than geographical regions. Similarly, they
used “pooled growth curves” instead of “regional growth curves”.

Pooling of catchments requires the a-priori definition of similarity measures. In
the case of spatially contiguous regions, the similarity measures may be based on
the differences of at-site flood data, catchment attributes and geographical loca-
tion. Grouping catchments according to their observed at-site flood statistics may
be the most appealing way of fulfilling the homogeneity condition, but it is not
always preferable. First, it can not be used in the case of ungauged target sites.
Second, the procedure tends to group all catchments with large outliers. The pooled
flood frequency curve then tends to overestimate the flood probabilities, while in
the remaining regions where, by chance, no extreme floods have been observed, the
pooled flood frequency curves tend to underestimate flood probabilities. Catchment
attributes usually used for delineating pooling groups include catchment area, cli-
matic indicators, such as mean annual rainfall, and information on topography,
geology, soils, land use and catchment morphology. Zrinji and Burn (1994), for
example, used catchment area, a catchment shape factor, the percentage of area
controlled by swamps and lakes, percentage of barren area, and the mean annual
runoff coefficient to group catchments in Newfoundland, Canada using the ROI
approach. In the UK Flood Estimation Handbook (IH 1999) the pooling group
is initially constructed by seeking those catchments that are nearest to the target
catchment in size-wetness-soils space, i.e. those catchments, that are most simi-
lar according to catchment size, standardised mean annual rainfall and a baseflow
index derived from HOST soil data (Boorman et al., 1995). A similarity measure
that has recently gained increased popularity is flood seasonality. In these seasonal
approaches, pooling groups are delineated based on the timing of the flood peaks
within the year. Piock-Ellena et al. (1999), for example, used cluster analysis based
on circular statistics of flood occurrence within the year to identify homogeneous
regions. They found that the seasonality of the hydrological flood characteristics
can assist in identifying meaningful regions. Castellarin et al. (2001) assessed the
effectiveness of seasonality measures for pooling 36 catchments in Northern Italy.
They compared the pooling based on the seasonality of maximum annual floods and
maximum annual daily rainfall with the pooling based on rainfall and catchment
permeability. The results suggested that the seasonality measures provide an effi-
cient description of the catchment hydrological behaviour. In a somewhat different
analysis, Burn (1997) applied flood seasonalities to test the homogeneity of regions
in the Canadian praries.

The choice of method of forming pooling groups and the assessment of the
plausibility of the obtained pooling, involve testing whether the proposed regions
may be considered homogeneous or not. Many authors have proposed homogeneity
tests in the hydrological literature, including Dalrymple (1960), Wiltshire (1986),
Lu and Stedinger (1992), Fill and Stedinger (1995) and Hosking and Wallis (1993,
1997). The L-moment based test of Hosking and Wallis (1993, 1997) compares
the between-site variations in sample L-moments for the pooling group with what
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would be expected for a homogeneous pooling group. Simulations are used to esti-
mate “what would be expected”. By repeated simulation of a group of catchments
with a common distribution and the same record lengths as observed data, the mean
and standard deviation of the dispersion measure are obtained. The homogeneity test
of Hosking and Wallis (1993, 1997) is now commonly used, although its superiority
over other methods has not been generally demonstrated. Only a few comparisons of
the merits and drawbacks of the methods exist in literature. One of them is Viglione
et al. (2007), who compared the L-moment based test and two rank tests that do
not rely on particular assumptions regarding the parent distribution. They found that
L-moment based tests are more powerful when the samples are slightly skewed,
while the rank tests have better performance in the case of high skewness. They pro-
posed a simple method to guide the choice of the homogeneity test in a particular
application.

An important consideration in the application of a pooling scheme is the number
of stations to be included in the pooling group. IH (1999) recommends the 5T rule
as a rule of thumb, which stipulates that the sum of the observed years of all stations
in the pooling group should be at least five times the return period of interest. For
example, in the case of the 100 year flood being the target return period, the pooling
group should contain at least 500 station years.

Once the pooling group is found, the site specific index flood and the regional
growth curve have to be calculated. The index flood can be estimated from at-site
flood data in the case of gauged catchments. In the case of ungauged catchments
which are the focus of this chapter, the index flood is usually estimated from regres-
sions with catchment attributes or data transfer from analogue catchments. In the
latter case, the index flood is transferred from a gauged catchment, which is assumed
to behave hydrologically similar. IH (1999) define an ideal analogue donor catch-
ment as a catchmnet with a gauge situated just upstream or downstream of the target
site, draining a similar catchment area. A catchment of similar sized on an adjacent
tributary is also considered as a good analogue catchment. In IH (1999) it is argued
that finding useful analogues requires hydrological understanding and experience.
An overview of other methods for estimating the index flood, including hydrological
simulation, is given in Bochiola et al. (2003)

The pooled growth curve is obtained by selecting a pooled frequency distribu-
tion and estimating the distribution parameters by fitting the distribution function
to the pooled data. The choice of one parent distribution for all catchments within
one pooling group is usually based on a goodness-of-fit measure to the observed
data (e.g. Hosking and Wallis, 1993, 1997; Zrinji and Burn, 1994; Castellarin et al.,
2001). Several methods exists for fitting the distribution function to the pooled data.
The station-year method combines the rescaled flood data from all catchments into
a single sample and fits the distribution by treating the combined sample as a sin-
gle random sample. The method is rarely used in regional flood frequency analysis,
because the different accuracies due to varying records lengths of different sites are
not reflected in the combined sample. An alternative method is maximum likeli-
hood estimation, which maximises the likelihood to observe the n rescaled samples
of the n catchments in the pooling group. The most common approach is to estimate
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summary statistics such as coefficient of variation and skewness for each catchment
individually and combine them to obtain the regional estimates. Similar to the homo-
geneity test, the method of Hosking and Wallis (1993, 1997) based on L-moments
seems to be widely used to estimate the regional growth curves. In this method the
pooled L-CV, for example, is calculated as:

tP2 =

M∑
i=1

wi · t(i)2

M∑
i=1

wi

(6.2)

where t(i)2 is the sample L-CV for the ith most similar catchment i out of catch-
ments and wi is the weight of catchment i. A standard choice for wi is to weight
by record length (wi = record length). This approach gives more emphasis to
long records. IH (1999) recommends weights according to catchment similarity and
record length. In this method, the most similar catchment, in terms of the similar-
ity measure used to form the pooling group, obtains the similarity weight one, and
decreasing weigths are given to subsequent sites. The total weight of each site is
then calculated by multiplying the similarity weight and the record length.

6.2.2 Functional Relationships to Catchment Attributes

The rationale of functional relationships between flood characteristics and catch-
ment attributes is that catchment attributes are thought of as surrogates of the
hydrological processes within a catchment. Catchments with similar attributes are
hence likely to exhibit similar runoff generation processes and flood characteris-
tics (Acreman and Sinclair, 1986). Catchment attributes include catchment size,
land-use, geology, topographic elevation, soil characteristics as well as climate vari-
ables such as mean annual precipitation. Stream flow is usually not considered as
a catchment attribute in order to make this group of methods applicable to the
ungauged catchment case. The availability of various digital catchment attributes
in Geographical Information Systems (GIS) has boosted the use of functional rela-
tionships in regional flood analyses. For many regions of the world, (e.g. UK (IH,
1999) and Baden-Württemberg, Germany (LfU, 1999)) GIS data have been used for
detailed analyses of the regional flood behaviour for operational use.

The functional relationships are traditionally exploited by multiple regressions
between flood statistics and catchment attributes (e.g. Tasker, 1987; Merz and
Blöschl, 2005). In multiple regressions, the estimate of the flood statistics at the
site of interest is expressed as

Ŷ(x0) = c0 + c1 · Y1(x0) + c2 · Y2(x0) + . . .+ cn · Yn(x0) + ε (6.3)

where Ŷ(x0) is the flood sample moment or flood quantile (or a transforma-
tion thereof) to be estimated, Y1(x0), Y2(x0), Y3(x0) are the catchment attributes
at locations xi, c0, c1, c2, . . . , cn are the regression coefficients and ε is the
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model error. Many catchment attributes used in flood regionalisation are highly
skewed which introduces biases. A transformation to standard normally distributed
catchment attributes reduces possible biases. As an approximation logarithmic
transformations are sometimes used.

In multiple regressions, one of the most serious problems is multicollinearity,
i.e. when at least one of the catchment attributes is highly correlated with another
catchment attribute or with some linear combination of other catchment attributes.
If multicollinearity is present, the regression coefficient can be highly unstable and
unreliable. The variance inflation factor (VIF) (Hirsch et al., 1992) has been pro-
posed for diagnosing multicollinearity and guiding the reduction of the number of
catchment attributes to be used in the regression.

An alternative way of approaching the problem of multicollinearity is stepwise
regression (e.g. Brath et al., 2001). Instead of selecting the most important vari-
ables a-priori, in stepwise regression the choice of predictive variables is carried
out by an iterative procedure. The stepwise selection of predictor variables can be
forward, backwards or a combination thereof. In a forward mode, the model starts
with no variables, trying out the variables one by one and including them if they
are “statistically significant”. Backward elimination involves starting with all candi-
date variables and testing them one by one for statistical significance, deleting those
that are not significant. The statistical significance of a candidate variable is usu-
ally tested by the F-Test, but other techniques such as Marlow’s Cp (e.g. Laaha and
Blöschl, 2007) exist.

The choice of catchment attributes is critically important for obtaining reliable
regionalisation models. Information on geology, soils, topography, land use, river
network density and long term rainfall behaviour, such as mean annual precipita-
tion, is widely used because it is commonly available in ungauged catchments. In
the Flood Estimation Handbook (IH, 1999), for example, the flood median in catch-
ments in the UK is estimated as a function of catchment area, standardised average
annual rainfall, an index to account for the retention of reservoirs and lakes and
two parameters representing soil properties. In the regression model of the federal
state of Baden-Württemberg, Germany (LfU, 1999) the flood quantiles are func-
tions of catchment area, the percent of urban area and forests, a slope parameter
of the river section, the maximum length of the flow path, the flow path length
from the catchment centre to the outlet, mean annual precipitation and an empiri-
cal landscape factor to capture the variability of the flood processes related to the
geological units. Schumann and Pfützner (2002) showed, that most of the flood
variability of an mountainous region in Germany can be explained by a multi regres-
sion using two predictor variables, i.e. elevation and drainage density. Pfaundler
(2001) developed a stepwise multiple regression model for 231 Swiss catchments,
in which catchment area, mean annual maximum daily rainfall, river network den-
sity and mean permeability are used as predictive attributes for mean annual floods.
Uhlenbrook et al. (2002) found a good correlation of flood quantiles of 29 catch-
ments in Southern Germany with catchment precipitation, catchment area, a slope
parameter, the portion of forests and the portion of farmland. In Merz and Blöschl
(2008c), the predictive power of various catchment attributes is analysed in terms
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of the correlation of the flood moments (i.e. mean annual flood (MAF), coefficient
of Variation (CV) and skewness (CS)) to a range of catchment indicators for 459
Austrian catchments. The results indicate that MAF and CV are strongly correlated
with indicators characterising the hydro-climatic conditions of the catchments, such
as mean annual precipitation, long term evaporation and the base flow index. For
the catchments analysed, the flood moments were not significantly correlated with
attributes usually used in regression analyses to represent runoff generation, such as
geology, soil types, land use and the SCS curve number. In Fig. 6.1 MAF and CV
are plotted against mean annual precipitation (MAP) (Fig. 6.1, left) and the SCS
curve number (US SCS, 1972) (Fig. 6.1, middle) derived from land use and soil
data. A relative strong correlation is found between flood characteristics and MAP.
In catchments with low MAP rates, floods discharges tend to be moderate, with a
large variability between the years, while in regions with higher rainfall rates, flood
discharges tend to be high in every year. Hence MAP is positively correlated to
the mean annual flood discharges and negatively correlated to CV. In contrast the
SCS curve numbers have very little predictive power. The tables of the SCS curve
number method that are used to estimate the CN from land use and soil type do
not seem to apply to the catchments of the study area even though they are widely
used in many countries. This discrepancy is related due the spatial patterns of for-
est and agricultural land in Austria. In the SCS method forest is associated with
small curve numbers, because of the large infiltration into forest soils. Forest is the
dominant land use class at the northern rim of the high Alps, but this is a region of
persistent rainfall events caused by orographic enhancement, which produces large
flood discharges. Indicators of runoff generation that do have significant predictive
power for flood moments are dynamic catchment attributes derived from observed

C
V

0 0.25 0.5 0.75 1
rcfloods(–)

0

0.5

1

1.5

2

0 25 50 75 100

SCS CN (–)

0

0.5

1

1.5

2

C
V

500 1000 1500 2000

MAP(mm/yr)

0

0.5

1

1.5

2

C
V

M
ea

n

0

0.5

1

0

0.5

1

M
ea

n

0

0.5

1

M
ea

n

Fig. 6.1 Statistical flood moments plotted against long term mean annual precipitation (MAP)
(left), the SCS curve number (middle) and the mean runoff coefficient of annual flood events (right).
Catchments with a flood record longer than 25 years are plotted as large dots, those with less than
25 years are plotted as small dots (from Merz and Blöschl, 2008)
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rainfall-runoff. In Fig. 6.1 (right) MAF and CV are plotted against mean runoff
coefficients of annual flood events. The runoff coefficients are positively correlated
to mean annual flood discharges and negatively correlated to CV. This means that
in catchments with higher runoff coefficients, flood runoff tends to be large, but
there is a lower variability of the flood runoff between the years. In contrast, in
catchments with lower runoff coefficients, flood runoff tends to be lower, but larger
floods can also occur, even rarely. The caveat of using event runoff coefficients
for predicting flood statistics is that the event runoff coefficients have been esti-
mated from event runoff data (Merz et al., 2006) and are hence not available in
ungauged catchments. This underlines the importance of developing new indicators
at the regional scale that are more representative of the causative flood processes
than current indicators are.

Observed data may suggest that useful multiple regressions between catchment
attributes and flood characteristics can only be found for some parts of the study
region, while for other parts different regressions are more efficient. In this case,
one would use regressions to estimate floods in smaller, hydrologically similar
sub-regions. Delineating these sub-regions poses a similar problem as homogenous
pooling groups. Hence the methods for delineating such pooling groups can also be
used for identifying sub-regions.

Fitting regression models to observed data is often complicated by single extreme
values or outliers. Extreme values may act as leverage points forcing the regression
line close to them, particularly if the least squares are used for parameter estimation.
Eliminating the outliers may increase the goodness-of-fit, but may not necessarily
result in an increase in the predictive power of the model. Statistical diagnostics that
can be used to assess the regression model are leverage statistics, prediction residu-
als and PRESS statistics (Hirsch et al., 1992). However, a hydrological assessment
of the plausibility of the selected regression model, including an analysis of the
underlying data and hydrological processes in the region, is deemed very important
to assure a model free of spurious correlations and data artefacts.

6.2.3 Geostatistical Methods

An alternative to the use of pooling schemes and functional relationships are geo-
statistical methods. The main strength of geostatistical methods is that they are best
linear unbiased estimators (BLUE); best meaning that the mean squared error is
a minimum, linear meaning that the estimate is a weighted mean of the data in
the area, and unbiased meaning that the mean expected error is zero (Journel and
Huijbregts, 1978). Geostatistical methods are widely used in hydrology for vari-
ous purposes (e.g. Blöschl, 2006). A geostatistical method used for predicting flood
quantiles is Ordinary Kriging (Merz and Blöschl, 2005). In Ordinary Kriging the
estimated value Ẑ(x0) of a flood characteristic is a weighted linear combination of
the observed flood characteristics of n gauged catchments Zi

Ẑ(x0) =
n∑

i=1

λiZi (6.4)
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The weights λi are determined such as to minimize the estimation variance, while
ensuring the unbiasedness of the estimator which leads to a system of linear equa-
tions called the kriging system. The only information of hydrological similarity
required in the kriging system is the semivariogram values for different lags. One
appealing feature of kriging is that the method provides an estimate of the estima-
tion variance of the regionalised variables, which is usually not possible with other
regionalisation schemes. This estimation variance is very useful for assessing the
credibility of the regional estimate. Another advantage of kriging is the ability to
account for uncertainty of flood characteristics at gauged catchments resulting from
measurement errors and short samples. The uncertainty (i.e. the estimation error) of
the flood statistics decreases with number of years of the flood record and increases
with the order of the moment and the probability of the flood quantile. For example,
the first moment (the mean) can be estimated from a flood peak record with rela-
tively little error while the third moment (the skewness) is always associated with
substantial estimation error. If the errors associated with each flood characteristic Zi

are non-systematic, uncorrelated with each other, uncorrelated with the moment Z
and have a known variance σ 2

i , the kriging system can be extended to account for
these errors (De Marsily, 1986, p. 300):

n∑
k=1

λkγ (xi − xk) − λiσ
2
i + μ = γ (xi − x0) i = 1, . . . , n (6.5)

n∑
t=1

λi = 1

where μ is the Lagrange parameter, the xi and xk are the coordinates of the catch-
ment centroids, and γ (xi − xk) is the semivariogram (without representing errors)
of the flood characteristic Z for the lag of catchment centroids xi and xk. Note that
each catchment i can have a different error. It is therefore possible to account for dif-
ferent record lengths in different catchments. De Marsily (1986) termed the method
Kriging with Uncertain Data (KUD). Note that the ordinary kriging (OK) system
is identical to Eq. (6.5) with σ 2

i = 0. Merz and Blöschl (2005) estimated the error
variance due to short record lengths in a Monte Carlo analysis by drawing samples
of a given size from a known distribution and estimating the variance of the flood
moments between different samples. As a next step they parameterised this error
variance as a function of record length and the order of the moment by fitting a
power law of the form:

σ 2
k (m) = a · m−b (6.6)

where m is the number of years of record in a catchment and k is the order of the
moment.

One of the issues with the use of geostatistical methods in hydrology is that they
have evolved in the mining industry where the main problem consisted of estimat-
ing the expected ore grade (and its uncertainty) of a block using point samples of
the ore grade in the area. To this end, the spatial correlations of pairs of points were
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plotted versus their Euclidian distance which was then used to estimate the variable
at the location of interest for a given block size from the point samples. The prob-
lem in catchment hydrology is quite different. Unlike mining blocks, catchments
are nested and water follows a stream network. It is therefore clear that upstream
and downstream catchments would have to be treated differently from neighbour-
ing catchments that do not share a subcatchment. Most geostatistical regionalisation
methods do not take into account the nested nature of catchments (e.g. Daviau et al.,
2000; Adamowski and Bocci, 2001; Eaton et al., 2002; Merz and Blöschl, 2005),
but there is promising recent work that does account for it. Sauquet et al. (2000)
developed a method of analysing correlations along the stream network which they
then used for mapping annual runoff for ungauged catchments using water balance
constraints in the estimation procedure. Skøien et al. (2006) proposed the Top-
Kriging approach which is based on similar concepts. They showed that it indeed
outperforms the traditional Euclidian framework. Top-Kriging takes both catchment
area and distance along the stream network into account (Skøien et al., 2006) and
is the most natural way of statistically interpolating along stream networks as no
additional assumptions beyond the standard geostatistical assumptions are needed

In Fig. 6.2 a comparison of the estimates of the normalised specific 100 year
flood from Top-kriging and Ordinary Kriging for the Mur River in Austria is shown.
Figure 6.2a, shows the catchment areas of the Mur and tributaries as well as the
stream gauges. Figure 6.2b presents the estimates of the normalised specific 100
year flood Q100 N from Top-kriging (top) and Ordinary Kriging (bottom) colour
coded on the stream network. The results derived from measurements are shown
as circles in both figures with the same colour coding. To compare smaller and
large catchments, the specific 100 year floods were normalised to a catchment area
of 100 km2 before interpolation (Skøien et al., 2006). Hence, the normalised spe-
cific 100 year discharges shown in Fig. 6.2b represent floods from hypothetical
catchments with an area of 100 km2.

The Top-kriging estimates on the main river are similar to the results derived
from measurements on the main river (gauges 1–3) and they do not change much
along the reach. The estimates on the northern tributaries are much smaller than
those on the main stream which is consistent with the measurements on the same
tributaries (gauges 5 and 7). This is also reflected in the estimates for the other
northern tributaries. On the southern side, the results from measurements are larger,
so the Top-kriging estimates are generally much larger than those on the northern
side of the Mur. The Ordinary Kriging estimates differ substantially from the Top-
kriging estimates. The main difference is that the estimates are not similar along the
stream network as is the case of Top-kriging but similar along Euclidian distance
in space. Although gauge 7 gave a value of 0.4 (red colour) from measurements,
most of the Ordinary Kriging estimates along this tributary are around 0.6 (yellow
to green colours). This is because the estimates along this tributary are too much
influenced by the measurements along the main river while they should be mainly
influenced by the downstream gauge as is the case in Top-kriging. On the other
hand, the estimates on the main stream are somewhat underestimated by Ordinary
Kriging as they are too much affected by the measurements on the tributaries.
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Fig. 6.2 Comparison of Topkriging and Ordinary Kriging flood estimate and their uncertainty.
(a) Upstream catchment area of the Mur river and tributaries. Numbers refer to stream gauges.
(b) Estimates of the specific 100 year flood Q100N (m3/s/km2) standardised to a catchment area
of 100 km2 from Topkriging (top) and Ordinary Kriging (bottom). (c) Uncertainties of the Q100N
estimates, expressed as the coefficient of variation (from Skøien et al., 2006)

The uncertainties of the estimates in the Mur region are shown in Fig. 6.2c colour
coded on the stream network. The kriging variances σR

2 are scaled by the estimates
Q100N, and the coefficient of variation (CV) of the estimate is shown:

CV = σR

Q100 N
(6.7)

Both procedures estimate the lowest uncertainties close to the measurements,
equal to or larger than the CV of the measurements. Note that the uncertainties
on the stream network have been plotted for stream reaches of finite lengths as
for these the catchment boundaries were available. The uncertainties estimated by
Top-kriging and Ordinary Kriging are very different for most of the stream network.
Top-kriging (Fig. 6.2c top) gives relatively small uncertainties on the main river with
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CVs of around 0.2. This is only slightly larger than the CV of the measurements.
On the other hand, the uncertainties of some of the tributaries are considerably
larger. The uncertainties are small for those tributaries where measurements are
available, but rather large for tributaries without any measurements. It is interest-
ing that the uncertainty increases substantially with decreasing catchment area. For
some of the smallest catchments, i.e. headwater catchments, CVs of more than one
are estimated. This points to very uncertain estimates, which is not surprising as no
measurements are near. The uncertainties estimated by Ordinary Kriging (Fig. 6.2c
bottom) contradict what one would intuitively expect. Most disturbing is that some
of the smallest catchments have uncertainties equal to or smaller than the uncer-
tainty of the main river. This is of course a result of the uncertainty being a function
of Euclidian distance between catchment centre and measurements only, and not a
function of the size and nesting of the catchments. Topkriging is hence a much better
regionalisation method than Ordinary Kriging.

One could argue that spatial proximity and similarity of catchment attributes
are not mutually exclusive pieces of information, so a combination of kriging
and catchment attributes may provide more information than any of the individual
regionalisation approaches alone. One method that combines kriging and catchment
attributes is external drift kriging. In external drift kriging, local regression with
an auxiliary variable is directly represented in the kriging system and the auxiliary
variable is assumed to be error free and perfectly related to the flood characteris-
tics (Deutsch and Journel, 1997, p. 67). An alternative is georegression, which is a
two step procedure. In a first step, flood statistics are related to catchment attributes
by a multiple regression. In a second step, the corresponding residuals are spatially
interpolated using ordinary kriging. In georegression, kriging is used to spatially
distribute the residual to minimise biases.

To benefit from the features of kriging but assuming that catchment attributes
are a better indicator of similarity than spatial proximity, Chokmani and Ouarda
(2004) developed a kriging procedure in the physiographical space, a multidi-
mensional space defined by catchment attributes. They used canonical correlation
analysis or principal component analysis to construct the physiographical space
representing the distance of catchments according to their similarity in terms of
catchment attributes. They then used kriging to interpolate flood statistics in the
physiographical space.

6.3 Performance of Regionalisation Approaches

In the previous sections, different types of regionalisation methods were presented.
For any practical application, the interest resides in which method should be used
to estimate flood probabilities for a particular site of interest. Each of the meth-
ods has its merits and drawbacks, but comprehensive intercomparisons of regional
flood frequency methods are rare in the literature. Pandey and Nguyen (1999) tested
the performance of nine parameter estimation methods for multiple regressions
using data from 71 stations in Quebec, Canada. For that data set, nonlinear models
outperformed the linear models for parameter estimation. However, the differences
were small. Most of the linear models had slightly higher estimation errors and they
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tended to under-predict floods from large catchments. Ouarda et al. (2008) tested
the performance of four methods to delineate homogeneous pooling groups using
29 catchments from Mexico. They analysed hierarchical cluster analysis, canoni-
cal correlation analysis, a revised version of the canonical correlation analysis and
canonical kriging. While all methods performed quite adequately, results pointed to
some advantages of the canonical correlation analysis based methods over the other
methods.

A comprehensive comparison of different types of flood regionalisation meth-
ods has been published by Merz and Blöschl (2005). They examined the predictive
performance of various methods for the ungauged catchment case based on a jack-
knifing comparison of locally estimated and regionalised flood quantiles for 575
Austrian catchments. Different variants of the ROI approach, as the most flexible
type of pooling schemes, different variants of multiple regressions and different
variants of kriging and georegression were compared. For each catchment, the first
three flood moments (i.e. mean, coefficient of variation (CV) and skewness (CS))
were estimated by the regionalisation schemes and the flood probabilities were cal-
culated by the GEV distribution. If the record is sufficiently long, the difference
between these regional estimates and estimates based on at-site data mainly rep-
resent the error that is introduced by the regionalisation. For 122 catchments with
records of 40 years or more they estimated the normalised mean error (nme) as a
measure of the bias and the normalised standard deviation error (nsdve) as a measure
of the random error. In Fig. 6.3 the biases and the random error are plotted against
return period for those variants of each type of regionalisation that gave the best
performance. Figure 6.3 shows that the errors of the two geostatistical approaches
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(open circles – Kriging; full circles – Georegression) are significantly smaller than
those of the approaches based on catchment attributes. For example, for a 100-year
flood, the random errors of the geostatistical approaches are 0.29 and 0.33 while
they are 0.45 and 0.47 for the multiple regressions and the Region Of Influence
(ROI) approach, respectively. These differences very clearly indicate that, for the
Austrian data set, spatial proximity is a significantly better predictor of flood fre-
quency than are catchment attributes. Apparently, the catchment attributes are not
very representative of the real physical controls of the flood frequency processes.
The georegression gives slightly smaller errors than the kriging (KUD) method.
This means that information on catchment attributes will improve the geostatistical
regionalisation for all return periods but the improvement is not large. The random
errors of the multiple regression approach are slightly smaller than those of the
combined ROI-regression approach, but the biases are larger. It is also interesting
that the biases of the geostatistical methods are significantly smaller than those of
the attribute-based approaches. Kriging is an unbiased estimator, and the biases are
indeed small, while, apparently, both the multiple regression and ROI approaches
yield larger biases.

In the engineering practice, flood frequency regionalisation is often supported
by expert judgement (e.g. IH, 1999). In the study of Merz and Blöschl (2005) a
reproducible comparison that is solely based on the hard data available is repre-
sented. One would expect that local expert knowledge will improve the predictive
performance of all methods, particularly for the ROI approach, but this is difficult
to quantify in an objective way.

6.4 Discussion

In recent years the development of a number of different flood regionalisation
approaches has substantially advanced the estimation of flood statistics in ungauged
catchments. This chapter has reviewed numerous methods that differ in the way
information of hydrological similar gauged catchments are transferred to ungauged
catchments. Floods in ungauged catchments can be estimated by pooling hydro-
logical similar gauged catchments into homogeneous groups and subsequently
using averages within each pooling group or by exploiting functional relationships
between flood characteristics and catchment attributes. A third avenue is the spatial
interpolation of flood characteristics.

There is no single best method that gives the best estimates in all applications.
The performance of the regionalisation methods depends on the hydrological situ-
ation in the region under study and, probably even more, on the user’s knowledge
of the hydrological processes and the available data. Each of the methods has some
merits and drawbacks, which should be considered in the choice of methods. For
example, using spatially contiguous regions account for the smooth variation of cli-
mate and catchment attributes in space and the large hydrological similarity between
upstream and downstream neighbours. However, the sensitivity of spatially contigu-
ous regions to widespread extreme events and the observed small scale variability
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in combination with the physical rationale of hydrological similarity resulting from
similarity in catchment attributes makes functional relationships or pooling based
on similarity in catchment attributes more appealing. The selection of the most suit-
able regionalisation method is not straightforward. An analysis of similar, gauged
catchments in the same region can provide some assistance. Also applying different
regionalisation approaches may provide a deeper insight in the estimation process
and hence increase the confidence in the regionalised flood characteristics.

Regionalisation methods tend to reflect the regional trend, but some catchments
in the study region may exhibit local particularities. Locationspecific behaviour may
not always be visible in the available data used for regionalisation. Merz and Blöschl
(2008a) give an example, where flood discharges in St. Aegyd in Lower Austria are
only about 20% of those of the neighbouring catchments that are similar in size and
catchment attributes. This difference resulted from a small portion of highly perme-
able areas in St. Aegyd which is highly efficient in decreasing flood runoff due to the
near stream location. This would be difficult to quantify in a regionalisation method,
but such local particularities may be detected by hydrological reasoning, based on
additional information, such field surveys or observed data of other hydrological
quantities. The process understanding may complement the statistical estimation
methods and hence, give a more complete representation of flood processes at a
given site.

The combination of statistical regionalization methods and process understand-
ing based on additional information to give more reliable estimates of flood
characteristics in ungauged catchments is a promising new research direction.
Examples of hydrological reasoning based on expanded information and the com-
bination with statistical estimation methods for the case flood estimation in gauged
catchments is given in Merz and Blöschl (2008a, b).
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Chapter 7
Rainfall Generators for Application
in Flood Studies

Uwe Haberlandt, Yeshewatesfa Hundecha, Markus Pahlow,
and Andreas H. Schumann

Abstract This chapter discusses various approaches for stochastic rainfall synthe-
sis focusing on methods for generation of short time step precipitation as required
for flood studies. A brief introduction motivates the utilisation of rainfall generators
for flood modelling. Then special characteristics of rainfall as stochastic process are
discussed. The rainfall models presented in the following are classified in alternat-
ing renewal models, time series models, point process models, disaggregation and
resampling approaches. They are usually applied for continuous unconditional sim-
ulation of rainfall series in time and/or in space. Two case studies at the end of the
chapter illustrate the application of daily and hourly space-time precipitation models
for flood studies.
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7.1 Introduction

Reliable flood risk assessment and the development of effective flood protection
measures require thorough knowledge about flood frequencies at different points
in a catchment. The classical approach to obtain design flows is to carry out local
or regional flood frequency analysis using long records of observed discharge data
(e.g. Hosking and Wallis, 1997; Stedinger et al., 1993). If flow data are not available
or if impacts of climate or land use change are to be investigated, rainfall-runoff
modelling is a good alternative, either using event based or continuous simula-
tion. A disadvantage of the event based simulation is the required assumption about
equal return periods for the design storm and the resulting design flood. This is
usually not given considering e.g. the initial soil moisture conditions in the catch-
ment, which may lead to different floods for the same storm event. This problem
can be avoided with continuous rainfall-runoff simulation and the design flood is
derived by flood frequency analysis of long series of simulated flows. However,
such kind of hydrological modelling requires long continuous rainfall series with
high temporal and sufficient spatial resolution. Given the restricted availability of
those observed data, synthetic precipitation is used more commonly for this pur-
pose (Aronica and Candela, 2007; Blazkova and Beven, 2004; Cameron et al., 1999;
Moretti and Montanari, 2008).

Over recent years, several stochastic precipitation models for short time step rain-
fall have been proposed. To the early approaches belong the alternating renewal
models, which are based on event series of wet-dry spells (Acreman, 1990; Grace
and Eagleson, 1966; Haberlandt, 1998; Pegram and Clothier, 2001). Those mod-
els have a simple structure, the estimation of parameters from point observations
is straightforward and the models can easily be applied to rainfall synthesis at sin-
gle locations. However, they are usually not able to simulate space-time rainfall for
several stations in a catchment.

The classical approach of time series models is more suitable for daily or longer
time step precipitation due to difficulties with modelling the high intermittence of
short time step data and the large number of required parameters (Haan et al., 1976;
Wilks, 1998). Bárdossy and Plate (1992) used a multivariate AR(1) model for space-
time rainfall synthesis with special data transformation to consider intermittency.

Advanced approaches for rainfall modelling with sub-daily time steps are the
point process models such as Neyman-Scott or Bartlett-Lewis rectangular pulse
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models (Cowpertwait, 2006; Onof et al., 2000; Rodríguez-Iturbe et al., 1987b),
which can also be extended to simulate space-time rainfall. They are based on the
physical structure of the rainfall process and describe probabilistically arrival times
of storms and cells within storms as well as cell intensities and durations.

Other models for synthetic rainfall generation, which can be applied for flood
studies include different disaggregation approaches (Koutsoyiannis et al., 2003; Lu
and Yamamoto, 2008; Olsson, 1998) and various resampling methods (Bárdossy,
1998; Lall and Sharma, 1996). A somewhat dated but good overview of precipita-
tion models is given by Foufoula-Georgiou and Georgakakos (1991). Other reviews
about precipitation models can be found e.g. in Onof et al. (2000) or in Wheater
et al. (2005).

This chapter is organised as follows. In Section 7.2 the basics about precipitation
as stochastic process are introduced. In Sections 7.3–7.7 five classes of rainfall mod-
els are discussed. At the end of the chapter in Sections 7.8 and 7.9 two examples
regarding daily and hourly rainfall synthesis are presented, respectively.

7.2 Precipitation as Stochastic Process

A stochastic process (Yt) is a sequence of (usually correlated) random variables
Y1, Y2, . . . , Yn. A time series represents one finite realisation of such a process.
Important characteristics of stochastic processes are their dimensionality, persis-
tence and stationarity. One-dimensional (univariate) processes Yt consider one
variable as a function of time. Multi-dimensional (multivariate) processes Y1t,Y2t

or Ytu consider more than one variable and/or depend on time t and location u.
Hydrological processes are usually persistent, i.e. they have a certain memory.
Subsequent values are dependent.

A process has Markov-character, if all required information for Yt can be
obtained solely from the q previous time steps:

F(Yt|Yt−1, Yt−2, . . . , Y1) = F(Yt|Yt−1, Yt−2, . . . , Yt−q). (7.1)

A stochastic process is called stationary, if the n-dimensional probability
distribution describing the process is independent of time (i.e. time invariant):

F(Y1, Y2, Y3, . . . , Yn) = F(Y1 + τ , Y2 + τ , Y3 + τ , . . . , Yn + τ ). (7.2)

Usually it is sufficient to assume second order stationarity, which requires con-
stant expected value and variance as well as a covariance, which depends solely on
the time lag. Time series are often separated into a stationary and a non-stationary
part. Then the stationary part can be modelled as a stochastic process. In hydrology
time series are often separated into a trend Tt, a periodic component St and a random
part Zt:

Yt = Tt + St + Zt. (7.3)
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Three different types of stochastic processes can be distinguished: normal type,
point process and alternating process. The normal type process shows constant or
steady varying characteristics without sudden change (e.g. river flow). The point
process describes events with short duration occurring at random points in time
(e.g. flood spillway discharge). For the alternating process two mutually exclusive
normal processes take turns. A special case is the intermittent process for which one
of the alternating processes is zero.

The rainfall process is a complex intermittent (with wet-dry periods) multidimen-
sional process (considering space and time). It shows spatial and temporal persis-
tence and characteristic pattern. Usually precipitation occurrence and precipitation
intensity are considered as different processes.

Figure 7.1 shows an observed rainfall time series in different temporal resolu-
tion. It becomes clear, that with decreasing time step the rainfall intermittency and
variability increases. Also, a certain clustering of rainfall events can be seen, which
in addition complicates the modelling of the rainfall process.

The classification of precipitation models is difficult, because many approaches
have a number of common characteristics. Here, the models are classified as follows
and will be presented thereafter accordingly:

Fig 7.1 Observed rainfall times series plotted in different time resolutions (Station: Stuttgart-
Vaihingen-University, 1.02.1990–28.02.1990)
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1. Alternating renewal models
2. Time series models
3. Point process models
4. Disaggregation models
5. Resampling models

7.3 Alternating Renewal Models

Alternating renewal models (ARM) describe the precipitation process by dividing
the time series into dry and wet spells. The entire precipitation process is separated
into an external and an internal structure. The external structure characterises the
occurrence and the amount of the precipitation events, as explained by the four
random variables dry spell duration (D), wet spell duration (W) and wet spell amount
(V) or wet spell intensity (I) with I = V/W. The internal structure describes the
precipitation distribution within the wet spells. Figure 7.2 shows a scheme of the
rainfall event process.

The precipitation occurrence process can be treated as an alternating renewal
process if the durations of the spells are independent and if the unique spell states
are identically distributed. This process is completely determined by establishing
probability distribution functions (pdf) for the variables D and W. Different distri-
bution functions such as Weibull, Exponential, Gamma, Lognormal etc. have been
employed for this purpose (see e.g. Acreman, 1990; Grace and Eagleson, 1966;
Haberlandt, 1998).

The precipitation amount or the intensity can also be modelled using probability
distributions. However, V or I cannot be treated as independent of W. To consider
these dependence conditional probabilities, bivariate distribution functions or cop-
ulas (Nelsen, 2006) can be applied. The latter have the advantage that arbitrary
marginal distributions can be fitted independently for W and I. To generate the two

Fig. 7.2 Scheme of the
precipitation event process
(from Haberlandt et al., 2008)
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dependent random variables W and I using a 2-copula the procedure outlined by De
Michele and Salvadori (2003) can be followed.

The identification and parameter estimation of the alternating renewal model
depends on the definition of a rainfall event. Rainfall events can be defined by
a minimum rainfall amount Vmin and a minimum separation time between events
Dmin. The minimum rainfall amount Vmin excludes negligible events, which would
complicate the fitting of probability distributions. The second criterion Dmin should
theoretically guarantee the statistical independence of subsequent events. In the lit-
erature values of Dmin range from 1 h (Acreman, 1990) to 12 h (De Michele and
Salvadori, 2003). If Dmin is greater than the target time step, then the generated
values underestimate the true precipitation intensity if the model is not able to con-
sider clustering within the wet spells (i.e. zero rainfall amounts for certain time steps
within a wet spell). To avoid complicated model formulations and underestimation
of intensities it should be tried to keep Dmin as small as possible.

The internal rainfall structure for an ARM can be modelled e.g. using time series
models, empirical urn models, or special rainfall profiles for the disaggregation of
the wet spell intensity I into equidistant time step rainfall intensities. As an exam-
ple for a simple profile model a mixture of two exponential functions is shown in
Fig. 7.3. This internal rainfall model is completely defined by the four random vari-
ables W, V, IP and TP. Since W and V are already given by the external model, only
the wet spell peak IP and the wet spell peak time TP have to be specified here. The
wet spell peak can be estimated by a simple regression to the mean wet spell inten-
sity of the event using all stations in the study region. Realisations of the wet spell
peak time tP are generated from a uniform distribution. The main advantage of this
simple profile model is that it needs no station specific parameters. This approach is
obviously a strong simplification of the internal rainfall process. However, from the
internal structure only a sufficient approximation of the peak intensity is expected.
The internal rainfall variability is assumed to be of minor importance, compared
to the external one for the generation of extreme flow events (see also Haberlandt,
1998).

Alternating renewal models are simple in structure and allow easy parameter
estimation. They are especially suited for the simulation of the event series of short
time step rainfall. In their original structure they are not appropriate for space-time
simulation of rainfall. However, they can be coupled with other rainfall models to

Fig. 7.3 Scheme of a simple
profile model, which can be
used to disaggregate wet
spells into precipitation
intensities (from Haberlandt
et al., 2008)
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allow multivariate synthesis (see Section 7.9). ARM parameters can be related to
climate and catchment properties allowing regionalisation (e.g. Haberlandt, 1998)
and stochastic downscaling.

7.4 Time Series Models

For modelling purposes, an observed precipitation series is regarded as a realisation
of a stochastic process. Therefore, a mathematical expression that is able to describe
the probability structure of the time evolution of the observations in which the tem-
poral dependence between the elements of the series is reflected would be suitable
to model the process. Such an expression is referred to as a time series model. Time
series models are derived from the statistical information contained in the observa-
tions and, therefore, they are used to simulate synthetic series, which have the same
statistical properties as the observed series.

There are different classes of time series models and the selection of a suitable
type to model a given time series depends on the nature of the data. Models that are
commonly used in the modelling of precipitation time series are briefly discussed in
the following subsections.

7.4.1 Markov Chains

A precipitation time series at fine time scales, such as daily and hourly, generally
displays a temporal intermittence. Therefore, in addition to establishing a suitable
model for the amount of precipitation at each time step whenever precipitation
occurs, there is a need to find a model that represents its occurrence. For this rea-
son, precipitation at daily and sub-daily time scales is usually modelled using two
separate models – one for the occurrence and one for the amount of precipitation.

The occurrence of precipitation is usually modelled using a class of time series
models known as the Markov Chain, which is a suitable model to represent time
series of discrete values. The discrete values of the time series are regarded as the
different states of the Markov Chain and the succession of these states in the chain
is described using transition probabilities. Generally, these transition probabilities
are conditional probabilities that depend only on a few previous time steps of the
chain (see Eq. 7.1). Accordingly, the transition probability governing the state of
the next time step depends only on the states of the q time steps preceding it. Such a
model is referred to as a Markov Chain of order q. The occurrence of precipitation
is commonly modelled using a first order Markov Chain, in which the transition
probability for the next state depends only on the present state (Haan et al., 1976;
Richardson, 1982; Roldan and Woolhiser, 1982; Stern and Coe, 1984; Wilks, 1998).
Designating the occurrence of precipitation or a wet state at a given time step by one
and a dry state by zero, the occurrence process can be described using a two-state
(wet and dry), first-order Markov Chain model. The model is described using four
transition probabilities corresponding to: a wet state following a dry state (p01), a
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dry state following a dry state (p00), a wet state following a wet state (p11), and a
dry state following a wet state (p01). Note that p01 and p00 sum up to 1 and therefore
it suffices to know either one of them. The same holds for p11 and p10. Therefore,
a two-state, first-order Markov process can be fully described using two transition
probabilities.

The transition probabilities are estimated from the observed time series. Once
these probabilities are known, simulation of a time series is performed using a uni-
form [0,1] random number generator. The generated random number is compared
with the conditional probability of a wet state following the current state. If the
number is less than the transition probability, the next state will be wet and dry oth-
erwise. For each wet state, the amount of precipitation can be estimated by randomly
drawing a number from an appropriate distribution for the amounts of precipitation,
e.g. a Gamma distribution for daily precipitation amounts (Katz, 1977; Stern and
Coe, 1984), using an assumption that the amounts on wet time steps are serially
independent. Higher order Markov-Chains and chains with more than two states are
also used. In particular, they can be used for direct generation of rainfall amounts,
dividing the wet states into several classes of precipitation amounts (Haan et al.,
1976). However, the number of required parameters might become quite large then.

7.4.2 ARMA Models

Autoregressive moving-average (ARMA) models belong to a class of time series
models that is commonly applied for the modelling of continuous time series. It
is composed of an autoregressive component that describes how an observation at
a given time depends directly on one or more previous observations and a mov-
ing average component, which describes how an observation depends on random
shocks of the generating stochastic process at the current and previous time steps.
An ARMA(p,q) model, which contains an autoregressive component of order p and
a moving average component of order q is expressed as:

xt+1 − μ =
p∑

i=1

φi(xt−i+1 − μ) + εt+1 +
q∑

j=1

θjεt−j+1, (7.4)

where φi and θ i are the autoregressive and moving average parameters, respectively,
and εt is a random shock or white noise term at time t that is independent and
identically distributed with a mean of 0 and a variance of σ 2

ε . A Gaussian distribution
is often assumed for the white noise. The parameter μ is the mean of the time series.
Eq. (7.4) applies to a stationary time series and therefore μ is the same for each
time step. If the data show an apparent non-stationarity, such as a seasonal variation
displayed by precipitation, the data can first be transformed into a stationary series
by subtracting the variable mean and dividing the resulting anomaly by the standard
deviation, which may also be variable. This transformation reduces the data into
a stationary time series of zero mean and unit variance. After prediction is made
by the model, the actual values of the time series are then obtained using a back
transformation.
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An important element in the application of the ARMA model is the selection of
the orders p and q. It is always desirable to have a parsimonious model which can
model the data adequately. However, choosing the orders of the ARMA model is
not straightforward and usually a trial and error procedure is followed by studying
the autocorrelation structure of the time series (see e.g. Hipel and McLeod, 1994).
Objective criteria, such as the Akaike information criteria (Akaike, 1974) can also
be employed. Once the orders of the model are selected, estimation of the model
parameters can be performed using the method of maximum likelihood. A special
class of ARMA models is a pure autoregressive model of order AR(p). For such a
model, both the order and the model parameters can easily be estimated from the
autocorrelation structure.

Considering precipitation, ARMA models are mainly applied to the modelling
of precipitation at coarse time scales, such as monthly and annual, where there is
no temporal intermittence (Delleur and Kavvas, 1978; Kavvas and Delleur, 1975).
However, it is also possible to use such models for precipitation series at finer time
scales, where the data show temporal intermittence with data transformation. The
data can be treated as coming from a continuous distribution, usually a normal dis-
tribution, with the dry states regarded as coming from the non-positive portion of
the distribution (see e.g. Bárdossy and Plate, 1992; Hutchinson, 1995). An ARMA
model can then be applied to the transformed data and simulated negative val-
ues are set to zero (no precipitation). Daily precipitation amounts generally show
a skewed distribution and to account for this behaviour, a power transformation
is often applied to the values simulated by the model to obtain the precipitation
amounts.

Transformation of the precipitation time series into a normally distributed vari-
able can also be exploited for a multi-site modelling of precipitation, since a
multi-normal distribution is amenable to the classical multivariate stochastic anal-
ysis. For example, Bárdossy and Plate (1992) used a multivariate autoregressive
AR(1) model using a power transformed multi-normal distribution to model daily
series of precipitation at multiple locations. A similar approach is implemented in
the case study example in Section 7.8.

7.4.3 DARMA Models

As discussed in Section 7.4.1, Markov Chains are used to model discrete time
series. Whenever longer term persistence is displayed by the data, a higher order
Markov Chain is needed to model the time series. However, this leads to a large
number of parameters. One would face a similar problem if one would prefer to
model both the amounts and the occurrence of a precipitation series using a multi-
state Markov Chain by discretising the precipitation amounts into different classes.
Discrete ARMA models (Jacobs and Lewis, 1978a, b) constitute a more general
class of discrete time series models that can be used more parsimoniously than
Markov Chains to handle multi-state discrete time series or discrete time series
with longer persistence structure. Their structure is based on the ARMA model.
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A DARMA(p, q + 1) model is a sequence Xn formed by a probabilistic combina-
tion of elements of a sequence Yn, which are independent and identically distributed
(i.i.d.) with a probability distribution given by π.

Xt =UtTt−St + (1 − Ut)Zt−q−1

Zt =VtZt−At + (1 − Vt)Yt
, (7.5)

where Ut and Vt are i.i.d. binary random variables with P(Vt = 1) = α and P(Ut =
1) = β; At is an i.i.d. random variable defined on {1, 2, . . . , p} with P(At = k) = ϕk;
St is an i.i.d. random variable defined on {1, 2, . . . , q} with P(St = k) = θk. DARMA
models were employed for daily precipitation modelling by Chang et al. (1984a, b).

7.4.4 Advantages and Disadvantages

Markov Chain models are attractive in their non-parametric nature, ease of applica-
bility and interpretability. Their disadvantage is their lack of parsimony when used
to account for long term persistence. DARMA models have an advantage of being
alternative solutions to circumvent this problem. Their disadvantage is, however,
they lack physical interpretability. In addition, they display a discontinuous mem-
ory. The temporal dependence is realised only through runs of constant values in the
generated series. Similar to the Markov Chain, ARMA models are interpretable and
easy to apply for continuous variables which do not show temporal discontinuity.
Their disadvantages are that they are not readily applicable if there is a discontinu-
ity in the data and that they make restrictive assumptions about the distribution of
the data.

7.5 Point Process Models

Advanced approaches for rainfall modelling with sub-daily time steps are the point
process models (Cowpertwait, 2006; Onof et al., 2000; Rodríguez-Iturbe et al.,
1987a, b). They are based on the physical structure of the rainfall process. A point
process PP describes the occurrence or position of events in the model space. The
model space of PPs can be considered as time domain or as space-time domain.
The process is called a marked point process if not only occurrence but also rainfall
amount or intensity is simulated. Discrete and continuous PP can be distinguished.
Common for shorter time steps are the continuous PP’s, which are discussed in the
following.

The simplest PP is the Poisson process, simulating only the rainfall occurrence,
where impulses with durations towards zero and heights of one occur at random
points Ti in time. The number of impulses and the inter-arrival time are Poisson and
exponentially distributed, respectively. The Poisson-White-Noise (PWN) model is
the simplest marked PP with an attached rainfall amount Ui to the random impulses
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Fig. 7.4 Scheme of the Poisson-White-Noise (PWN) process

Fig. 7.5 Scheme of the Newman-Scott-Rectangular-Pulse (NSRP) process with Ti arrival time of
clusters and δij arrival time of events

(see Fig. 7.4). The rainfall amounts are independent from each other and from the
occurrence process as well as identically distributed.

The Poisson-Rectangular-Pulse (PRP) model extends the PWN by simulating
rectangular impulses with durations di and intensities ii. The rectangular impulses
are assumed to be i.i.d.. Often also duration and intensity are assumed to be inde-
pendent. The Newman-Scott-Rectangular-Pulse (NSRP) model considers rainfall
occurrence at two levels, clusters and rectangular impulses (see Fig. 7.5).

Clusters arrive according to a PP and impulses are modelled by probability dis-
tribution functions. All random variables are i.i.d.. Clusters and events can overlap.
A very similar model is the Bartlett-Lewis-Rectangular-Pulse (BLRP) model.

A spatial-temporal point process model can be constructed in analogy to the
temporal models. These models again use a hierarchical representation of rainfall.
The smallest element is a spatial rain cell. The rain cells cluster within larger-scale
structures that can be called storms. These storms themselves cluster again, to form
rain events (see Fig. 7.6). Storm centers originate in a Poisson process in space and
time, and they move with a constant velocity (see e.g. Wheater et al., 2005).

The theory of point processes is based on the physical structure of the continuous
rainfall process. Since observations are often possible only at discrete points or as
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Fig. 7.6 Scheme for the
spatial structure of storms
within the spatial-temporal
rainfall model based on the
Poisson cluster process
(reproduced with kind
permission from Wheater
et al., 2005)

integral over time, the parameter estimation for PP is quite complicated. It requires
usually observed radar data or relies on optimisation.

Advantages of the point process models are their physical basis and flexibility in
describing the rainfall process. A disadvantage is the parameter estimation in case
of insufficient observations, which may lead to some kind of parameter equifinality
(Beven and Freer, 2001). The latter makes conditioning of the model parameters on
climate difficult.

7.6 Disaggregation Models

Disaggregation models use observed rainfall on larger time steps (e.g. days) and par-
tition those values into smaller ones (e.g. hours). In principle several rainfall models
presented in this chapter can be operated as disaggregation models, conditioning the
synthesis on the larger time step rainfall sums (Bárdossy, 1998; Koutsoyiannis et al.,
2003). Disaggregation allows simulation in stages for different time steps using each
a suitable approach, e.g. modelling daily rainfall with a Markov Chain and then dis-
aggregating it with a random cascade. The random cascade models are based on
scaling properties of rainfall and are designed especially for the disaggregation of
rainfall in time or space (Gaume et al., 2007; Lovejoy and Schertzer, 2006; Olsson,
1998).

One such approach, a multiplicative random cascade model with exact mass
conservation (Güntner et al., 2001), is discussed exemplarily in the following for
disaggregating daily rainfall into hourly values. The model divides the observed 24 h
series subsequently into two equal size non-overlapping time intervals or boxes (see
Fig. 7.7). If the total rainfall volume in a box is V, V1 = W1 × V is assigned to the
first half and V2 = W2 × V to the last with:

W1, W2 =
⎧⎨
⎩

0 and 1 with probability P(0/1)
1 and 0 with probability P(1/0)

x and 1 − x with probability P(x/1 − x)
,

(7.6)
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Fig. 7.7 Scheme of a multiplicative random cascade model (adapted from Olsson, 1998)

where 0 < x < 1 and P(0/1) + P(1/0) + P(x/1 − x) = 1. The values x are usually
calculated using probability distribution functions.

Usually the random cascade assumes scale invariance, meaning that the param-
eters are constant over all disaggregation levels. In this case the parameters can
be calculated from aggregation of the observed (daily) data to larger time steps. If
scale invariance cannot be granted, then the parameters can also be regionalised, e.g.
transferred from the nearest high resolution (hourly) rainfall station.

An important advantage of disaggregation models is to make maximum use of
the denser rainfall networks for daily data to generate short time rainfall with a con-
servation of the observed rainfall volume in space and time on the daily time step.
A disadvantage is the restriction to the length of the observation period for rain-
fall synthesis. A currently not satisfyingly resolved problem is the spatial-temporal
disaggregation using random cascade models.

7.7 Resampling Models

A common feature shared by precipitation modelling approaches presented in the
foregoing sections is that they make an assumption about the probability distribu-
tion governing the stochastic process. This assumption may not always hold and
sometimes it might even be difficult to determine well defined distributions for a
given dataset. In addition, they make an assumption about the temporal and spatial
dependence structures in a parametric way. Due to this, the models are often lim-
ited to reproducing only a certain number of the desired properties of the observed
precipitation series. In order to circumvent such problems, models that make little
assumption about the distributional property of the observations or the parametric
form of the model have been introduced. These models fall into the category of
resampling models.

Resampling methods are based on randomly selecting data samples from the
historical observation to produce another data set that has the same properties as
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the observations. One such method is bootstrapping, which consists of randomly
sampling data from the observation with replacement using the empirical distribu-
tion of the observations (Efron and Tibshirani, 1998). The basic assumption behind
bootstrapping is that the original data were sampled from an unknown generat-
ing distribution probabilistically with replacement and a similar sampling design
on the original data using its empirical distribution would produce another set
that will have similar features. Permutation is another resampling technique, in
which the resampled data consist of the original data with the ordering swapped
randomly (i.e. resampling without replacement). Two approaches of modelling
precipitation series that make use of the two approaches are briefly discussed
below.

7.7.1 k-Nearest Neighbourhood Bootstrapping

This approach involves generation of precipitation series based on bootstrap sam-
pling from the historical observations in such a way that a number of desirable
features of the observed series are preserved. The basic idea behind this approach
is that elements of a time series that have similar features will be followed by
elements that are similar with one another. The similarity of features of the ele-
ments is inferred using a distance metric defined on a multi-dimensional space,
whose coordinates are the different features that are considered important defin-
ing attributes of the time series. For instance, these features can be amounts of
precipitation in the previous time steps, other auxiliary variables such as circula-
tion indices or air temperature. The variables are often standardised to avoid scale
effects and a weighted form the Euclidean distance can be employed as a distance
metric.

If the precipitation at a given time t is known, generation at the next time step
t + 1 is performed as follows. First k observations are identified that are clos-
est to the precipitation at time t, based on the defined distance metric. Then one
of these observations is selected randomly and the observation at the subsequent
time step is adopted as precipitation for time t + 1. Unlike the standard boot-
strap method, sampling is not performed from the empirical distribution of the
neighbouring samples. Instead, a non-parametric smooth k-nearest neighbourhood
density function that assigns weights to the neighbourhood observations that mono-
tonically decreases with their distance is employed. The approach is discussed in
detail by Lall and Sharma (1996) and its application in the modelling of daily pre-
cipitation series can be found in Rajagopalan and Lall (1999) and Brandsma and
Buishand (1998).

The k-nearest neighbourhood approach has an attractive feature in that it can
easily be extended to a multi-site precipitation generation model in a non-parametric
way (Buishand and Brandsma, 2001). Here, the coordinates of the feature space
constitute the precipitation at the individual sites. The dimensionality of the space
can also be reduced using summary statistics over a few regions or multivariate
techniques such as principal component analysis.
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7.7.2 Simulated Annealing

Another resampling approach for modelling precipitation series that reproduces a
range of characteristics of the observed series is simulated annealing. This approach
is based on the Markov Chain Monte Carlo simulation technique (Gilks et al., 1996;
Hastings, 1970). A synthetic series of precipitation of a desired length is first gen-
erated from a probability distribution of the precipitation amounts. The distribution
can be either an empirical distribution of the observations or a fitted parametric one.
Subsequently, a number of elements are abstracted randomly from this synthetic
series based on the distribution of the total number of wet states for all time steps.
The precipitation at the remaining time steps is set to zero. The series thus gener-
ated may not reproduce the autocorrelation structure and many other properties of
the observed series. Simulated annealing can be effectively employed then to render
the series the required properties by repeatedly reshuffling its elements.

Whether the generated time series has the required properties is judged using
an objective function, which are measures of the closeness of the properties of the
simulated series to that of the observations. Each time two elements of the generated
series are reshuffled the objective function is recomputed and compared with the
objective function before reshuffling was done. If an improvement is achieved, the
reshuffling is accepted. If not, it is conditionally accepted with a probability that is a
function of the value of the objective function and a global time varying parameter
known as the annealing temperature. This procedure is repeated several times until
convergence of the objective function is achieved. Interested readers are referred
to Bárdossy (1998) for details of this approach. An example for an application to
obtain the spatial rainfall dependence structure using simulated annealing is given
in Section 7.9.

7.7.3 Advantages and Disadvantages

One obvious advantage of resampling methods is that they make little assumption
about the distributional properties of the random process and the functional form
of the dependence structure. This feature enables the approaches to capture a range
of desirable properties of the observed precipitation series since they can directly
be used in the model design in a non-parametric way. However, resampling meth-
ods are computationally expensive. In addition, since resampling is performed only
on the observed series, the methods pose limitations in the extrapolation of the
extremes. Therefore, their applicability in problems where extremes at the temporal
scale are to be generated is not apparent as no values beyond the extremes that were
historically observed can be generated.

7.8 Example for Daily Rainfall Synthesis

An example of the application of some of the modelling principles discussed in the
foregoing sections is presented in this section. It is shown how daily precipitation
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Fig. 7.8 Unstrut catchment with 122 daily precipitation stations used in this study. The highlighted
stations Balgstaedt and Ilemnau will be considered in detail

series at multiple locations can be modelled with the objective of reproducing the
statistical properties of the observations that are relevant to flood risk analysis in a
watershed (Hundecha et al., 2009). Modelling was carried out on 122 daily precipi-
tation stations within and around the Unstrut catchment, which is located in Central
Eastern Germany. The catchment has a drainage area of ∼6,340 km2 and variable
topography as shown in Fig. 7.8.

Recently, the catchment has seen recurrent flooding episodes and it was required
to carry out a flood risk assessment in a bid to provide a flood protection strategy
in the future. The assessment considered a range of flood events with recurrence
intervals of up to 1,000 years. The available precipitation time series at the obser-
vation stations are too short to enable generation of runoff data of sufficient length
from which statistical inferences could be made. Therefore, there was a need to
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generate sufficiently long synthetic precipitation time series to drive a hydrological
model that generates the runoff. Since the spatial distribution of the precipitation at
a given time is one of the determining factors of the resulting runoff, the inter-site
correlation structure of the precipitation displayed by the observed series should
be reproduced by the generated synthetic series. The implemented model should
therefore be a multi-site model that preserves the spatial structure. In addition, the
distribution of the precipitation amounts should be such that the extremes are well
captured and extrapolation into lower frequency events is possible.

7.8.1 The Modelling Steps

The implemented modelling approach is the multivariate version of the autore-
gressive model applied on the precipitation series transformed into a normally
distributed variable, which was discussed in Section 7.4.2. Transformation into a
normally distributed variable is performed for two reasons. First, the inter-site corre-
lation structure can easily be accounted for using the classical multivariate stochastic
methods if normal distributions are used. Second, both the occurrence process and
the amounts of precipitation can be modelled using a single model setup without the
need for separate models. This is achieved by censoring the generated values such
that values less than a certain cut-off point are set to represent dry days.

The first step of the modelling process is to identify the appropriate parametric
distribution for the daily amounts of precipitation at each station. Since the distribu-
tion of daily amounts of precipitation is generally skewed with a bias towards low
amounts, the Gamma distribution is often used as an appropriate model, although
other distributions such as mixed exponential and the Kappa distributions have been
used in some cases (Mielke, 1973; Wilks, 1998; Woolhiser and Roldan, 1982). For
the time series in the present study area, however, a single distribution was found
to be inadequate to represent the entire range of the observations. The data show
an apparent non-homogeneity in their distribution, which could be a result of the
difference in the mechanisms that produce the different regimes of precipitation.

One possibility to circumvent the above problem would be to implement two dif-
ferent distributions to characterise the low to medium amounts and high amounts,
respectively. The low to medium amounts, which constitute the bulk of the data, can
be modelled using the commonly used Gamma distribution, while the high amounts
are characterised by a distribution that is used to model the extreme values of a
random variable. In line with the statistical theory of extreme values, a Generalised
Pareto Distribution (GPD) was proposed to characterise the high amounts of precip-
itation. A GPD is a model that is used to model the extremes of a random variable
beyond a sufficiently high threshold (Coles, 2001). However, in addition to identi-
fying a suitable threshold above which a GPD is used, the resulting density function
of the Gamma-GPD model becomes discontinuous at the threshold. To avoid this,
the Gamma distribution and GPD are mixed over the entire domain of precipita-
tion amounts using a dynamic mixing weight that gives more emphasis for higher
precipitation amounts. This approach was proposed by Frigessi et al. (2003) and
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later applied to modelling of precipitation by Vrac and Naveau (2007). The mixture
model is given by:

f (z, u) = [1 − p(z, u)]h(z, u) + p(z, u)g(z, u)

K(u)
, (7.7)

where f (z, u)is the probability density function of the daily precipitation z at location
u; p(z, u) is the mixing weight; K(u) is a normalizing constant that ensures the area
under f (z, u) is unity. h(z, u) and g(z, u) are the probability density functions of the
Gamma and GPD respectively:

h(z, u) = (z/β(u))γ (u)−1 exp(−z/β(u))

β(u)�(γ (u))
, (7.8)

where γ (u) > 0 and β(u) > 0 are the shape and scale parameters, respectively,
corresponding to location u; �(.) is the Gamma function.

g(z, u) = 1

α(u)

(
1 + ξ (u) z

α(u)

)−1/ξ (u)−1

, (7.9)

where ξ (u) and α(u) > 0 are the shape and scale parameters, respectively. When
ξ (u) > 0, the distribution displays a heavy tail behaviour. When ξ (u) < 0, it is
bounded and when ξ (u) = 0, the distribution reduces to an exponential distribution
g(z, u) = 1/α(u) exp(−z/α(u)) with a light tail. These different features of the GPD
make it a suitable flexible distribution to model the different extreme behaviours of
the daily precipitation.

The mixing weight p(z, u) is a function that gives more emphasis to the Gamma
distribution at low values of precipitation and more weight to the GPD at high val-
ues, while keeping the continuity of the distribution. A mixing weight proposed by
Frigessi et al. (2003) is used here:

p(z, u) = 1

2
+ 1

π
arctan

(
z − ν(u)

τ (u)

)
, (7.10)

where ν(u) > 0 and τ (u) > 0 are the location and steepness parameters respectively.
Note that the limit of p(z, u) for large z values is unity, thereby making the tail of
the mixture distribution governed by the GPD for large z. The normalizing constant
K(u) is then given by:

K(u) = 1
1

π

∞∫

0

[g(z, u) − h(z − u)] arctan

(
z − ν(u)

τ (u)

)
dz, (7.11)

In order to account for the seasonal variability of daily precipitation, different
models are fitted to each month of the year.



7 Rainfall Generators for Application in Flood Studies 135

The stochastic process generating the precipitation series at multiple sites is
described using a multivariate first order autoregressive model using a multivariate
standard normal distribution W(t) = (W(t, u1), . . . , W(t, un)):

W(t) = r(W(t − 1) − w) + C�(t) + w, (7.12)

where �(t) = (ψ(t, u1), . . . ,ψ(t, un)) is a random vector of independent nor-
mally distributed random variables with zero mean and unit variance. w =
(w(u1), . . . , w(un)) is the mean vector of W(t, u), whose elements are all 0 since
a standard normal variate is used here, r is the lag-1 day autocorrelation function,
and C a n × n matrix that takes the spatial variability of the process into account.
Some simplifying assumptions are made to reduce the complexity of Eq. (7.11) as
discussed in Stehlik and Bárdossy (2002). The lag-1 autocorrelation r is assumed to
be spatially invariable at the spatial scale of the study area. This assumption is based
on the fact that precipitation at a daily timescale is caused by a large scale circula-
tion feature. With a related further assumption that the lag-0 correlation matrix M0
and the lag-1 correlation matrix M1 are related as rM0 = M1, the autoregressive
parameter matrix can be reduced to the spatially invariant lag-1 autocorrelation r.
Furthermore, the matrix C is related to M0 and M1 through a relation derived by
Bras and Rodríguez-Iturbe (1994):

CCT = M0 − M1M−1
0 MT

1 . (7.12)

The parameters r and C have to be estimated before simulation can be performed
using Eq. (7.12). They should be estimated from the observations. Therefore, the
observations should be transformed into standard normal variates. Note that dry
days are regarded as sampled from the portion of the normally distributed vari-
able to the left of a certain threshold value. This value is estimated as the value
of a standard normal variate corresponding to the cumulative distribution function
(cdf) value equal to the probability of dry days. Therefore, transformation of the
observations to a standard normal variate is performed using the relationship:

F(z, u) = �(x) − (1 − pw(u))

pw(u)
(7.14)

where f (z, u) is the cdf of the daily precipitation at location u, and �(·) is the cdf of
a standard normal variate.

The required parameters of the generating process can then be estimated from the
transformed data. Details of the estimation procedure are presented in Bárdossy and
Plate (1992). Simulation produces normally distributed variables. The actual precip-
itation amounts are then estimated through back transformation using Eq. (7.14), so
that the simulated values are regarded as coming from the actual distribution of the
precipitation.
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7.8.2 Simulation of Daily Precipitation

The parameters of the generating model were estimated from daily precipitation
data at the 122 stations for the period 1969–2001. 100 realisations of daily precip-
itation series, each 100 years in length were generated. Two stations were selected
to study the model performance: Ilmenau, where the extremes of daily precipita-
tion are characterised by a heavy tail, and Balgstaedt, where the tail of the daily
precipitation distribution is lighter.

Figure 7.9 shows the monthly mean precipitation amounts and the standard devi-
ations of the daily precipitation on the monthly basis at the two stations and the
corresponding values for the areal mean daily precipitation. The solid and dotted
lines show respectively the median values and the 90% confidence intervals of the
simulated values from the 100 realisations. From the figure, it can be seen that
the observed values are in most cases contained within the confidence intervals of
the simulated values. In addition, the model reproduces the seasonal variations of
both the monthly mean and the standard deviations. The monthly standard devi-
ations of the areal average precipitation show less seasonal variation and they are
estimated with less uncertainty as can be seen from the narrower confidence interval.

Figure 7.10 shows evaluation of the model’s ability to reproduce features related
to the occurrence of precipitation. The figure shows comparison of the observed
and simulated monthly probabilities of wet days, as well as spells of dry and wet
days. The model generally reproduces both the probability of wet days and the spell
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b) Monthly standard deviation of daily precipitation

Fig. 7.9 Observed and simulated monthly mean and standard deviations of daily precipitation
amounts (solid circles: observations; solid lines: simulated median values; dotted lines: simulated
90% confidence interval)
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Ilmenau Balgstaedt

Fig. 7.10 Observed and simulated monthly mean proportion of wet days and spell lengths. Solid
circles indicate observed values, solid lines indicate median of the simulated, and dotted lines
indicate the 90% confidence interval of the simulated

lengths well. But one can see from the figure that the spell lengths are fairly constant
through out the year and therefore, it would be worthwhile to investigate whether
the model reproduces the frequency distributions of the spell lengths. Figure 7.11
shows the comparison between the frequencies of wet and dry spells of the observed
series and the corresponding median values of the simulated series. Like the mean
spell lengths, the frequencies are reproduced well, suggesting that the model is able
to capture the occurrence structure of precipitation.

The most important feature the model needs to reproduce in the context of this
work is the distribution of the extremes of the daily precipitation. Figure 7.12 shows
the improvement achieved in modelling the tail of the distribution of the daily pre-
cipitation by implementing the mixture model. The figure shows the Q-Q plot of
the observed and modelled daily precipitation for the month of August, when flood
associated extreme precipitation occurs, for the period 1969–2001. The heavy tail of
the distribution of the daily precipitation at station Ilmenau is now better reproduced
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Fig. 7.11 Observed and median of simulated frequencies of durations of wet and dry days over
the entire observation and simulation periods

by the mixture model. Although the tail at station Balgstaedt is not as heavy as at
Ilmenau, the Gamma model does not capture it well and the mixture model has
improved its representation.

Figure 7.13 shows comparisons between the extreme value distributions of the
observations and the simulated series, which are estimated by fitting Generalized
Extreme Value (GEV) distributions to the annual maximum daily precipitations.
The confidence intervals for the simulations were estimated from the distributions
fitted to the 100 realisations, while they were estimated from distributions fitted to
1,000 bootstrap samples taken from the GEV distribution fitted to the observed data.
The extremes at both stations are reasonably reproduced. At station Balgstaedt, the
model tends to slightly overestimate the higher extremes. Nevertheless, the overes-
timation is not very high and it can be considered acceptable since such quantiles
are in the extrapolation region. The extremes of the catchment average daily precip-
itation are reproduced well by the model as the confidence interval of the model
simulated extremes is well contained within the corresponding intervals of the
observations. The overall good performance of the model in terms of reproducing
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Fig. 7.12 Q-Q plots of the observed and modelled daily precipitation using a Gamma and mixture
model for the month of August. The solid line indicates the 1:1 relationship

the extremes of daily precipitation both at station and catchment scale suggests the
suitability of the model for the intended flood risk study.

7.9 Example for Hourly Rainfall Synthesis

This example shows a two step procedure for stochastic synthesis of continuous
hourly space-time rainfall and its application for derived flood frequency analysis.
First, a single-site alternating renewal model is presented to simulate independent
hourly precipitation time series for several locations. In the second step a multi-
site resampling procedure using simulated annealing is applied on the synthetic
point rainfall event series to reproduce the spatial dependence structure of rainfall.
In a case study synthetic precipitation is generated for some locations with short
observation records in two mesoscale catchments of the Bode river basin located
in northern Germany. The synthetic rainfall data are then applied for derived flood
frequency analysis using the hydrological model HEC-HMS. In the following sec-
tions a brief overview of this work is given. Detailed information can be found in
Haberlandt et al. (2008).
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Fig. 7.13 Comparison of the 90% confidence intervals of the GEV distributions fitted to the
observed and simulated annual maximum daily precipitation

7.9.1 Methodology of Precipitation Synthesis

In the first step of the rainfall generation process single site precipitation synthesis is
carried out using an alternating renewal model (ARM) as described in Section 7.3.
For modelling of the wet spell durations W a generalised extreme value distribution
is used. Dry spell durations D are modelled by a Weibull distribution function. The
wet spell intensity I is modelled using a Kappa distribution function. The depen-
dence between wet spell intensity and duration is described by a 2-copula. Here,
after some simple comparisons the Frank copula is chosen, mainly because of prac-
tical reasons such as its fully covered dependence range, easy parameter estimation
and simulation features. Besides, the Frank copula has been successfully applied
for linking rainfall duration and intensity before (De Michele and Salvadori, 2003).
The alternating renewal model part describing the external structure of the rainfall
process has 11 station specific parameters in total, which are estimated for sum-
mer (May to October) and winter seasons (November to April) separately. For the
simulation of the internal precipitation structure, the simple profile model shown in
Section 7.3 is applied.
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In the second step of the rainfall generation process the synthetic precipitation
event time series for several locations in the study region are resampled in order to
reproduce the spatial dependence structure of the rainfall process. It is important to
note, that for resampling not the hourly data are used but the event series. This is
in accordance with the basic idea of the alternating renewal process from step one,
which assumes the independence of subsequent events. Thus, the resampling on the
event time series preserves the temporal rainfall structure for single time series and
does not need to consider any autocorrelation. The resampling is carried out using
simulated annealing as explained in Section 7.7.2. The objective function, which is
used, needs to reflect the spatial dependence structure of the rainfall process. Three
bivariate criteria are defined for this purpose: the probability of bivariate rainfall
occurrence at two stations, the Pearson’s coefficient of correlation and the rainfall
continuity measure proposed by Wilks (1998), which estimates the expectation of
the rainfall intensity of one station conditioned on the rainfall status dry or wet of
the neighbouring station.

7.9.2 Data, Study Region and Hydrological Model

The hybrid rainfall model is tested and applied for derived flood frequency analy-
sis in two mesoscale catchments within the Bode river basin in northern Germany
(Fig. 7.14). The two catchments Holtemme and Selke have drainage areas of 168
and 105 km2, respectively. Floods are generated either by frontal rainfall, frontal

Fig. 7.14 Study region with meteorological stations and streamflow gauges
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rainfall on snow smelt or convective storms. Large floods in the Selke catchment
occur mainly in the winter season, while floods in the Holtemme take place mostly
in the summer time.

A total number of 23 recording rainfall stations with hourly data and 19 non-
recording rainfall stations with daily data are employed for the case study. The daily
stations are used only as additional information for hydrological modelling. The 23
stations with hourly records are located in an extended study area within and around
the Bode river basin and are used in this total set for the robust estimation of the spa-
tial dependence criteria. Only a subset of 11 hourly stations can be used directly for
rainfall synthesis and hydrological modelling regarding the two mesoscale catch-
ments. The length of the observation periods varies between 9 and 14 years from
1993 to 2006.

For runoff simulations the hydrological model HEC-HMS (Scharffenberg and
Fleming, 2005) is used. HEC-HMS is a conceptual semi-distributed rainfall-runoff
model and offers various tools for the description of the hydrological processes. The
model is operated here continuously on an hourly time step. It uses the soil moisture
accounting (SMA) algorithm for runoff generation, the Clark Unit Hydrograph for
the transformation of direct runoff, two linear reservoirs to consider interflow and
base flow transformation and a simple river routing where the flows are only lagged
in time. Snow melt is calculated externally using the degree-day method. Potential
evapotranspiration is computed also externally using the method proposed by Turc-
Wendling (Wendling et al., 1991).

7.9.3 Application

The hybrid precipitation model is applied and validated for the study region in the
following three step procedure:

1. Parameters are estimated for the alternating renewal model and single site rainfall
is generated independently for all hourly stations in the study region.

2. Spatial dependence criteria are estimated and the hourly rainfall series are
resampled using simulated annealing to generate the spatial rainfall structure.

3. Derived flood frequency analysis is carried out for both catchments using the
rainfall-runoff model HEC-HMS and the synthetic rainfall data.

Probability distribution functions are fitted to the event variables dry spell dura-
tion (D), wet spell duration (W) and wet spell intensity (I). For separation of events
a minimum dry spell duration Dmin of 1 and 2 h for summer and winter seasons,
respectively, have been selected (see Section 7.3). The parameters for the distribu-
tion functions are estimated using the method of L-moments (Hosking and Wallis,
1997) for winter and summer seasons separately. Several realisations of hourly
rainfall time series, each 100 years in length are generated for all stations.

Table 7.1 shows a comparison between observed and simulated event charac-
teristics exemplarily for the three all year rainfall stations. The comparison shows
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Table 7.1 Comparison of event characteristics considering the wet spell amount V for three
rainfall stations from 14 years observed and 200 years simulated rainfall data each

Average
number of
events [–]

Average V
[mm]

Std. Dev. of V
[mm]

Skewness of V
[–]

Rainfall sum
[mm]

Name of rainfall
station obs sim obs sim obs sim Obs sim obs sim

Summer season (May–October):
Wernigerode 102 92 3.88 3.72 6.02 6.09 4.93 7.51 396 343
Harzgerode 89 86 3.68 3.56 5.36 5.68 4.81 7.73 328 308
Braunlage 134 128 5.33 5.24 8.42 8.96 5.08 6.19 714 672

Winter season (November–April):
Wernigerode 102 88 3.77 3.53 5.21 4.47 3.85 5.28 382 312
Harzgerode 78 76 3.39 3.25 4.93 4.15 7.49 6.63 266 246
Braunlage 115 110 7.44 7.02 11.5 10.1 3.91 4.21 854 768
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Fig. 7.15 Empirical distribution functions of observed (OBS) and synthetic (SYN) maximum
rainfall for the station Harzgerode (left: Summer, right: Winter)

sufficient agreement between observed and simulated statistics, with a slight under-
estimation of mean rainfall and a somewhat larger deviation for the higher order
moments. Note, that only those features are used here for validations, which do not
represent model variables in the precipitation model.

In addition a frequency analysis is carried out on the annual maximum precip-
itation series for different durations. The results are presented in Fig. 7.15 for the
station Harzgerode. It can be seen, that the observed values are plotted mostly within
the range of the simulated realisations.

The resampling of the synthetic event series is carried out separately for the two
catchments and the two seasons using simulated annealing for all available hourly
rainfall gauges. The performance of the simulated annealing algorithm depends on
the number of rainfall stations included and on the specific criterion considered. The
results improve with fewer stations. So, it is favourable to process the two neigh-
bouring catchments separately. Fig. 7.16 shows a comparison of hourly rainfall time
series before and after the resampling process for two neighbouring rainfall sta-
tions, which are located about 20 km apart. The effect of the resampling procedure
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Fig. 7.16 Comparison of
hourly precipitation for the
stations Wernigerode and
Braunlage before and after
resampling the events of the
latter station using simulated
annealing

becomes quite clear. Wet and dry spells as well as intensity peaks correspond much
better between the two stations after the resampling than before.

In the third step the stochastic rainfall data are used as input for the hydrological
model HEC-HMS. The hydrological model was calibrated using hourly and daily
rainfall data, but synthetic precipitation is only generated for the hourly stations. So,
the generated hourly data are also transferred to the daily station locations, which
were used in calibration, applying nearest neighbour interpolation and a correction
factor taking into account the different mean seasonal precipitation amounts at the
specific locations. Then, synthetic areal rainfall for subcatchments is calculated by
Thiessen interpolation from all daily and hourly station locations. To provide long
term hourly data of evapotranspiration for continuous modelling simply repetitions
of observed data are used here.

Figure 7.17 compares observed and simulated flood frequencies from annual
series for the two catchments Selke and Holtemme at the streamflow gauges
Silberhütte and Mahndorf, respectively. Simulated flows are shown based on hourly
rainfall data using the short observed rainfall time series and 10 synthetic rainfall
realisations each 100 years in length. In addition observed annual peak flows are
plotted, which have notable longer records than the simulated ones using observed
precipitation.

The observed maximum flows and the simulated ones using observed rainfall
data are lying mostly within the range of the simulated flows based on stochastic
precipitation data, although located somewhat more in the lower part of the syn-
thetic range. Despite this slight overestimation of flows the overall picture shows
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the ability of the precipitation model to provide suitable input for derived flood
frequency analysis.
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Chapter 8
Copulas – New Risk Assessment
Methodology for Dam Safety

Bastian Klein, Andreas H. Schumann, and Markus Pahlow

Abstract Consideration of a broad range of hydrological loads is essential for
risk-based flood protection planning. Furthermore, in the planning process of tech-
nical retention facilities it is necessary to use flood events, which are specified
by several characteristics (peak, volume and shape). Multivariate statistical meth-
ods are required for their probabilistic evaluation. Coupled stochastic-deterministic
simulation may be applied to generate a runoff time series, since the required
amount of data is generally not available. Even the effect of complex flood pro-
tection systems may be evaluated through generation of a data base by means of
stochastic-deterministic simulations with subsequent statistical analysis of the indi-
vidual hydrological load scenarios. Multivariate frequency analyses of correlated
random variables are useful to specify these scenarios statistically. Copulas are a
very flexible method to estimate multivariate distributions, because the marginal
distributions of the random variables can differ. Here a methodology for flood risk
assessment is presented which was applied in two case studies in Germany.
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8.1 Introduction

Recent flood events and the related drastic consequences indicate that it is impor-
tant to consider a broad range of different hydrological loads for the design of
flood protection structures such as flood control reservoirs and polders, instead of
using the traditional approach of considering only a single design flood of a prede-
fined return period. For single flood protection structures the different hydrological
inflows can be generated stochastically (see e.g. De Michele et al., 2005; Klein and
Schumann, 2006) or by rainfall-runoff modeling. In large catchments with interact-
ing flood protection structures the efficiency in flood mitigation depends mainly on
the spatial distribution of the flood event. To consider these aspects in the design
phase spatially distributed precipitation events can be generated by coupling a spa-
tially distributed stochastic rainfall generator with a distributed or semi-distributed
rainfall-runoff model to generate hydrological scenarios (see e.g. Blazkova and
Beven, 2004; Haberlandt et al., 2008). These hydrological scenarios have to be eval-
uated probabilistically by frequency analysis to provide a base for risk analyses of
flood protection structures or systems.

In most cases, the return period of flood events is defined by a univariate analysis
of a random variable such as the flood peak (Hosking and Wallis, 1997; Stedinger
et al., 1993). However, technical flood retention depends on several coinciding ran-
dom variables such as flood peak, volume, shape of the hydrograph and duration.
Hence univariate frequency analysis may lead to an over- or underestimation of the
risk associated with a given flood (Salvadori and De Michele, 2004). For the design
of flood control structures the flood peak plays a fundamental role. However, for
flood storages such as reservoirs and polders the flood volume is also very impor-
tant and should be considered in design and planning. For example an event with a
very large peak and a small volume could be stored in the flood control storage of a
reservoir, whereas an event with a smaller peak but a larger volume may well lead
to flood spillage.

If a dependency exists between the random variables it is advantageous to
define the return period of a flood event by using joint probabilities for the flood
characteristics that are relevant for the design.
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8.2 Copula Theory

One reason for the fact that multivariate statistical models are rarely used for multi-
variate analysis of random variables in hydrology is that they require considerably
more data for the estimation of a reliable model than the univariate case. Owing
to the data requirements, also the application of multivariate analysis of correlated
random numbers in practice is mainly reduced to the bivariate case.

Several multivariate distributions are available for multivariate frequency anal-
ysis. In 1976, Hiemstra derived the bivariate lognormal probability distribution for
bivariate frequency analysis (Hiemstra et al. 1976). More recently bivariate distri-
butions such as the bivariate exponential distribution (Singh and Singh, 1991), the
bivariate normal distribution (Bergmann and Sackl, 1989; Goel et al., 1998; Yue,
1999), the bivariate gamma distribution (Yue, 2001; Yue et al., 2001) and the bivari-
ate extreme value distribution (Shiau, 2003; Yue et al., 1999) have been applied to
bivariate frequency analysis (e.g. for the correlated variables flood peak and flood
volume or flood volume and flood duration). Sandoval and Raynal-Villasenor (2008)
applied a trivariate extreme value distribution for frequency analysis.

The application of these multivariate distributions to model the dependency
between the correlated random variables has a number of drawbacks. First of all, it is
a precondition that the marginal distributions have to come from the same family of
distributions or the random variables have to be transformed otherwise (e.g. normal-
ized in the case of the bivariate normal distribution). This is not necessarily fulfilled
by the dependent variables characterizing a given process. Furthermore, most of
the available distributions are limited to the bivariate case and an extension to the
multivariate case can not be derived easily. In addition, the dependencies between
the random variables of these distributions are generally described by the Pearson’s
coefficient of linear correlation. However, in reality the dependency structure of the
flood variables may not be Gaussian.

These problems can be avoided by applying copulas to model the dependencies
between correlated random variables. A joint distribution of correlated random vari-
ables can be expressed as a function of the univariate marginal distributions using
a copula. Copulas enable one to model the dependency structure independently
from the marginal distributions. A large number of different copulas are avail-
able to describe this dependency. Therefore it is possible to build multidimensional
distributions which differ in their marginal distributions.

Copulas have been extensively used in financial studies (see e.g. Cherubini
et al., 2004; Embrechts et al., 2003), but more recently copulas also have been
implemented in hydrology for multivariate analysis of hydrological random vari-
ables. Salvadori and De Michele (2004) provide a general theoretical framework
for exploiting copulas to study the return periods of hydrological events. In several
works copulas have been used for the bivariate analysis of the properties of flood
events (Karmakar and Simonovic, 2008, 2009; Shiau et al., 2006; Zhang and Singh,
2006), for the bivariate frequency analysis of the properties of precipitation (De
Michele and Salvadori, 2003; Evin and Favre, 2008; Zhang and Singh, 2007a) and
for the analysis of droughts (Shiau et al., 2007). In De Michele et al. (2005) the
dependency between peak and volume is described using the concept of copulas. In
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this work the adequacy of dam spillways is tested by means of Monte-Carlo sim-
ulation for the generation of volume-peak combinations from copula and marginal
distributions and their transformation into hydrographs. Favre et al. (2004) presented
modeling results of bivariate extreme values using copulas for different case stud-
ies. Trivariate analyses of the dependency of random variables using copulas have
been applied to model the properties of precipitation events (Grimaldi and Serinaldi,
2006a; Kao and Govindaraju, 2008; Salvadori and De Michele, 2006; Salvadori
and De Michele, 2007; Zhang and Singh, 2007b) and for the trivariate flood fre-
quency analysis of flood peak, volume and event duration (Grimaldi and Serinaldi,
2006b; Serinaldi and Grimaldi, 2007; Zhang and Singh, 2007c). In Renard and Lang
(2006) the use of copulas for multivariate extreme value analysis is demonstrated
with different case studies.

8.2.1 Basic Principles of Copula Theory

Only a short overview of the theory of copulas is presented here. More detailed
discussions can be found in Joe (1997), Nelsen (1999), Salvadori and De Michele
(2004) and Salvadori et al. (2007). A copula is a function which exactly describes
and models the dependency structure between correlated random variables indepen-
dently of their marginal distributions. It is defined as mapping C : [0, 1]n → [0, 1],
such that for all u1, u2, . . . , un ∈ [0, 1] the copula function C(u1, u2, . . . , un) = 0 if
at least one of the arguments is equal to zero and C(u1, u2, . . . , uk, . . . , un) = uk if
all the arguments are 1 except uk.

The link between the copula and the multivariate distribution is provided by the
theorem of Sklar (1959):

FX1,X2,...,Xn (x1, x2, . . . , xn) = C[FX1 (x1), FX2 (x2), . . . , FXn (xn)] (8.1)

where FX1,X2,...,Xn (x1, x2, . . . , xn) is the joint cumulative distribution function (cdf)
with the continuous marginals FX1 (x1), FX2 (x2), . . . , FXn (xn) of the random vari-
ables.

The content of this chapter is concentrated on bivariate analysis of the random
variables X and Y with the marginal distributions FX(x) and FY (y) with a joint
cumulative distribution function (cdf):

FX,Y (x, y) = C[FX(x), FY (y)]. (8.2)

Because copulas are invariant for strictly increasing transformations of X and Y
it is possible to use two uniformly distributed random variables U and V on [0,1],
defined as U = FX(x) and V = FY (y).

Assuming continuous marginal distributions with the probability density func-
tions fX(x) und fY (y) the joint probability density function (pdf) becomes:

fX,Y (x, y) = c[FX (x), FY (y)] fX(x) fy(y) (8.3)
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where c is the density function of the copula C:

c(u, v) = ∂2C(u, v)

∂u∂v
. (8.4)

Three special cases of copulas are of particular importance:

1. The copula of the Fréchet-Hoeffding lower bound W:

W (u, v) = max {u + v − 1, 0} (8.5)

2. The copula of the Fréchet-Hoeffding upper bound M:

M (u, v) = min {u, v} (8.6)

3. The independence copula Π :
Π (u, v) = u · v. (8.7)

The copulas W and M are the general bounds for any copula C and any pair
(u, v) ∈ [0, 1]2:

W (u, v) = max (u + v − 1, 0) ≤ C(u, v) ≤ M(u, v) = min (u, v). (8.8)

In Fig. 8.1 the level curves, which connect the points (u, v) where the value of
the copula has the same value t for the three special cases, W(u, v) = t, M(u, v) = t
and Π (u, v) = t are illustrated.

Conditional distributions such as the conditional distribution of U for a given
value of V = v can be calculated easily using copulas (other conditional laws see e.g.
Salvadori and De Michele, 2004; Salvadori et al., 2007; Zhang and Singh, 2006):

P(U ≤ u|V = v) = ∂

∂v
C(u, v). (8.9)

Fig. 8.1 Level curves of the
special cases W(u, v), M(u, v)
and Π (u, v)
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The empirical copula (Deheuvels, 1979) derived from a random sample
(X1, Y1), . . . , (Xn, Yn) of size n is formally defined by:

Cn(u, v) = 1

n

n∑
i=1

1

(
Ri

n + 1
≤ u,

Si

n + 1
≤ v

)
(8.10)

where Ri is the rank of Xi ∈ {X1, . . . , Xn} and Si is the rank of Yi ∈ {Y1, . . . , Yn} of
the sample and 1(A) the indicator function of the set A.

A large variety of families of copulas described e.g. in Joe (1997) and Nelsen
(1999) are available to model multivariate dependencies. There are generally three
families of copulas that are applied in hydrological practice: the Archimedian cop-
ulas, the elliptical copulas (including the Gaussian, Student and Cauchy copulas)
and the extreme-value copulas (including the Gumbel-Hougaard copula -the only
Archimedian extreme-value copula-, the Galambos copula and the Hüsler-Reiss
copula). The Archimedian copulas are widely used because they can be constructed
easily and a large variety of copulas belongs to this family.

8.2.2 Archimedian Copulas

Archimedian copulas are expressed by the copula generator ϕ : [0, 1] → [0, ∞],
which is a convex, continuous decreasing function with ϕ(1) = 0:

Cθ (u, v) = ϕ−1[ϕ(u) + ϕ(v)]. (8.11)

In Table 8.1 four widely used one parameter Archimedian copulas are presented
with their corresponding generator ϕ (t), where θ is the parameter of the generator
function.

All four copulas are applicable to positively correlated random variables but only
the Ali-Mikhail-Haq and the Frank copula can model negatively correlated ran-
dom variables as well. The Ali-Mikhail-Haq copula is not appropriate for highly
correlated (both positive and negative) variables.

Besides one-parameter Archimedean copulas several two-parameter copulas are
described in Nelsen (1999) and Joe (1997). The advantage of these two-parameter
copulas is that they may be used to capture more than one type of dependencies. One
parameter models the upper tail dependency and the other parameter models the
lower tail dependency of the copula. As an example the two-parameter copula BB1
(as described in Joe (1997)), which has also the form of the Archimedian copula
family (Eq. 8.11) is presented in Table 8.1.

8.2.3 Parameter Estimation

There are several methods employed to estimate the parameter θ of the copula
function. The two standard rank-based nonparametric measures of dependency,
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Table 8.1 Summary of various 2-dimensional Archimedean copulas and their generator (Joe,
1997; Nelsen, 1999)

Copula ϕ (t)

Gumbel-Hougaard:

exp
{
− [
(− ln u)θ + (− ln v)θ

]1/θ
}

θ ≥ 1 (− ln t)θ

Ali-Mikhail-Haq:
uv

1−θ(1−u)(1−v) −1 ≤ θ < 1 ln 1−θ(1−t)
t

Frank:

− 1
θ

ln

[
1 +

(
e−θu−1

)(
e−θv−1

)
e−θ−1

]
θ �= 0 − ln

(
e−θ t−1
e−θ−1

)

Cook-Johnson:
[
u−θ + v−θ − 1

]−1/θ θ ≥ 0 t−θ − 1

BB1

Cθ (u, v) ={
1 +

[(
u−θ1 − 1

)θ2 + (
v−θ1 − 1

)θ2
]1/θ2

}−1/θ1

θ1 > 0, θ2 ≥ 1 ϕ (t) = (
t−θ1 − 1

)θ2

Spearman’s ρ and Kendall’s τ can be expressed solely in terms of the copula func-
tion. Therefore the parameter of the copula can be estimated from the measure of
dependency of the bivariate sample. Kendall’s τ can be expressed as:

τ =
∫

[0,1]2
Cθ (u, v)dCθ (u, v) − 1 (8.12)

which, for Archimedian copulas with a generator function ϕ, is reduced to

τ = 1 + 4
∫
ϕ(t)

ϕ′(t)
dt, (8.13)

where ϕ′ is the derivative of ϕ with respect to t.
Another estimation method is the maximum pseudolikelihood method (Genest

and Favre, 2007) which is also called canonical maximum likelihood. It can also be
used if θ is multidimensional. The method of maximum pseudolikelihood involves
maximizing a rank-based log-likelihood function of the form:

l(θ ) =
n∑

i=1

log

[
cθ

(
Ri

n + 1
,

Si

n + 1

)]
, (8.14)

where Ri is the rank of Xi ∈ {X1 . . .Xn} and Yi ∈ {Y1 . . . Yn} of the sample of size n
and the copula density distribution cθ (u, v) after Eq. (8.4)
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In Joe (1997) a parametric two-step procedure called the “inference from mar-
gins” or IFM method is recommended to estimate the parameter of the model. An
estimate of θ is obtained by maximizing the log-likelihood function

l(θ ) =
n∑

i=1

log {cθ [FX (xi), Fy (yi)] fX(xi) fy(yi)}. (8.15)

In general estimation methods are based on a measure of dependency. The
maximum pseudolikelihood estimation method estimates the parameters indepen-
dently from the marginal distributions. They only model the rank-based dependency
between the two random variables. In contrast the IFM depends on the estimation
of the margins and therefore the parameters of the copula are unduly affected if the
marginal distributions are wrong (see e.g. Kim et al., 2007).

8.2.4 Identification of the Appropriate Copula Model

Methods to identify the copula which provides the best fit to the observed data
are required, since there is a large variety of different copula families available to
model the dependency between random variables. Several methods exist to select
the appropriate model.

8.2.4.1 Graphical Diagnostics

Possibly the most natural way for the identification of the appropriate copula is the
graphical comparison between the scatter plot of the pairs [Ri/(n + 1), Si/(n + 1)]
(representing the empirical copula Cn) from the bivariate data with pairs (Uj, Vj)
from an artificial data set, generated from the copula Cθn, or by comparing the pairs
of the bivariate data with the pairs (Xj, Yj) generated from the copula Cθn. and trans-
formed back into the original units using the marginal distributions FX (x) and FY

(y). Algorithms to generate random pairs (U, V) from a copula are described e.g. in
Whelan (2004). A simple simulation algorithm to generate random pairs (u,v) from
the copula is given in Genest and Favre (2007):

1. Generate U from a uniform distribution on the interval (0,1).
2. Given U = u, get V = Q−1

u (U∗) from the inverse function of the conditional dis-
tribution according to Eq. (8.16), where U∗ is another random number generated
from the uniform distribution on the interval (0,1).

Qu(v) = P(V ≤ v|U = u) = ∂

∂u
C(u, v). (8.16)

Another option is the comparison between the parametric and nonparametric esti-
mate of the probability KC(t) (Genest and Rivest, 1993) that the value of the copula
C (u, v) is smaller than or equal to t(0 < t ≤ 1):

KC(t) = P[C(u, v) ≤ t], 0 < t ≤ 1. (8.17)
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Let
BC(t) = {(u, v) ∈ [0, 1]2 : C(u, v) ≤ t}, 0 < t ≤ 1 (8.18)

where BC (t) is the region within [0,1]2 lying on, below and to the left of the level
curve Lt with

Lt = {(u, v) ∈ [0, 1]2 : C(u, v) = t}, 0 < t ≤ 1 (8.19)

of the joint distribution. The level curve is a function of the two variables u and v that
connects points where the copula has the same value t. The probability distribution
KC (t) provides a unique probability measure of the set BC (t) (see Salvadori and De
Michele, 2004). For Archimedian copulas the parametric estimate of KCθ (t) can be
calculated easily using

KCθ (t) = t − ϕ(t)

ϕ′(t)
(8.20)

and the level curve Lt as a function of u:

Lt(u) = ϕ−1[ϕ(t) − ϕ(u)]. (8.21)

The nonparametric estimate of KCn (t) can be calculated after Genest et al. (2006):

KCn (t) = 1

n

n∑
i=1

1(Vin ≤ t); t ∈ [0, 1] (8.22)

where

Vin = 1

n

n∑
j=1

1(xj ≤ xi, yj ≤ yi) = 1

n

n∑
j=1

1(Rj ≤ Ri, Sj ≤ Si). (8.23)

8.2.4.2 Goodness-of-Fit Statistics

There are different possibilities to compare and evaluate the goodness of fit of the
different possible copula functions to model the dependency of the random vari-
ables. The “Root Mean Square Error” (RMSE) goodness-of-fit measure is the mean
squared difference between the empirical and the estimated distribution functions:

RMSE =
√

E(xc − x0)2 =
√√√√ 1

n − k

n∑
i=1

[xc(i) − x0(i)]2, (8.24)

where xc (i) is the i-th computed value (here: value of the fitted theoretical distribu-
tion function), x0 (i) the i-th observed value (here: value of the empirical distribution
function), k the number of model parameters used to obtain the calculated value and
n the number of observations.

The Akaike’s information criterion AIC (Akaike, 1974) and the Bayesian infor-
mation criterion BIC (Schwarz, 1978) are measures of the goodness of fit of an
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estimated statistical model and can also be used for model selection. Both criteria
depend on the maximized value of the likelihood function L for the estimated model.
The AIC is defined as

AIC = (−2) · ln(L) + 2 · k (8.25)

where k is the number of model parameters and the BIC is defined as:

BIC = (−2) · ln(L) + k · ln(n) (8.26)

where n is the sample size. Both criteria differ from each other with increasing
sample size. According to these criteria, the model with the lowest value of the AIC
and BIC is the best model.

The multidimensional Kolmogorov-Smirnov (KS) goodness-of-fit test uses (see
Saunders and Laud, 1980), in a similar way as for the univariate KS-Test, the
maximal distance between the empirical and the theoretical distribution func-
tion as a goodness-of-fit measure. Standard tables or bootstrap resampling can be
applied to find the critical values for a significance level α or the p-values for the
goodness-of-fit test.

In Genest et al. (2006, 2009) and Genest and Favre (2007) several methods
for formal goodness-of-fit testing of copulas are presented. Two of these methods
use the difference between the empirical and theoretical distribution of KC (t) (see
Eq. 8.17) as test measure. The first methodology is based on the Cramér-von-Mises
statistics and the second one on the Kolmogorov-Smirnov statistics. To estimate the
critical values for a significance level α and the p-value a bootstrap methodology
is presented for the goodness-of-fit test of copulas. Another bootstrap methodol-
ogy based on the Cramér-von-Mises statistics as goodness-of-fit test for copulas is
described in Genest and Favre (2007) and Genest and Remillard (2008). There the
difference between the empirical and theoretical copula is used as measure.

8.2.5 Bivariate Frequency Analysis

The joint distribution of Eq. (8.2) is the probability P(X ≤ x, Y ≤ y) = FX,Y (x, y)
that X and Y are less than or equal to the specific thresholds x and y, respectively.
Given the assumption of total independence between the two random variables, the
joint probability FX,Y (x, y) becomes the product of the two individual probabilities
FX (x) and FY (y):

P(X ≤ x, Y ≤ y) = FX,Y (x, y) = FX(x)FY (y). (8.27)

The joint probability FX,Y (x, y) is reduced to the univariate probability FX (x) or
FY (y) if the two random variables are completely dependent. In this case the random
variables X and Y are functions of each other:

P(X ≤ x, Y ≤ y) = FX,Y (x, y) = FX(x) or FX,Y (x, y) = FY (y). (8.28)
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If there are dependencies, the probability that X and Y both exceed x and y is
defined as

P(X > x ∧ Y > y) =1 − FX(x) − FY (y) + FX,Y (x, y)

=1 − FX(x) − FY (y) + C[FX(x), FY (y)].
(8.29)

In the case of independence between the two random variables the joint return
period is the product of the two univariate return periods:

T∧
X,Y = μT

1 − FX(x) − FY (y) + FX(x)FY (y)
= μT

(1 − FX(x))(1 − FY (y))
= TXTY ,

(8.30)
where μT is the mean interarrival time between two successive events (μT = 1 year,
considering annual values).

Under consideration of dependency the corresponding joint return period
(labeled with the logical AND operator “∧”) is expressed as

T∧
X,Y = μT

P(X > x ∧ Y > y)
= μT

1 − FX(x) − FY (y) + C[FX(x), FY (y)]
. (8.31)

This joint return period is always larger than the maximum of the univariate
return periods TX = μT/(1 − FX(x)) and TY = μT/(1 − FY (y)) of the individual
random variables.

The probability with which either X or Y exceed their respective thresholds x or
y is defined as

P(X > x ∨ Y > y) = 1 − FX,Y (x, y) = 1 − C[FX(x), FY (y)]. (8.32)

Here the joint return period (labeled with the logical OR operator “∨”) is
expressed as

T∨
X,Y = μT

P(X > x ∨ Y > y)
= μT

1 − C[FX(x), FY (y)]
. (8.33)

This joint return period is always smaller than the minimum of the two univariate
return periods TX and TY of the individual random variables:

T∨
X,Y ≤ min[TX , TY ] ≤ max[TX , TY ] ≤ T∧

X,Y . (8.34)

In the case of independence of the two random variables this joint return period
becomes:

T∨
X,Y = μT

1 − FX(x)FY (y)
= TXTY

TX + TY − μT
. (8.35)

In Fig. 8.2 the regions of [0,1]2 embodying the probability masses for the two
cases: exceedance probability P(X > x∨Y > y) -“OR” case- and P(X > x∧Y > y)
-“AND” case- are illustrated as shaded areas.
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Fig. 8.2 Regions in [0,1]2 (shaded areas) embodying the probability masses of (a) P(X > x∨Y >
y) and (b) P(X > x ∧ Y > y)

Conditional distribution functions and return periods can also be expressed easily
with copulas (see e.g. Salvadori and De Michele, 2004; Salvadori et al., 2007; Zhang
and Singh, 2006). For example the conditional distribution Fx(x|Y = y) of X for
a given value of Y = y can be calculated using Eq. (8.9) with u = FX(x) and
v = FY (y).

In Salvadori and De Michele (2004) another “secondary” return period ρ∨
t is

defined to emphasize the difference to the “primary” return period T∨
X,Y BC(t) in Eq.

(8.18) is the region where the return period T∨
X,Y of all events is equal to or less than

a threshold

ϑ(t) = μT

(1 − t)
. (8.36)

Therefore KC (t) is the probability that an event with the return period T∨
X,Y ≤

ϑ(t) = μT/(1 − t) occurs for any realization of the random process. This implies
that the survival function of KC (t), defined as

K̄C(t) = 1 − KC(t), (8.37)

is the probability that for any given realization of the random process an event with
a return period T∨

X,Y > ϑ(t) = μT/(1 − t) occurs. The secondary return period ρ∨
t

can be expressed as the reciprocal value of the survival function

ρ∨
t = μT

K̄C(t)
= μT

1 − KC(t)
. (8.38)

If a critical threshold ϑ(t) is defined in the design stage for a flood protec-
tion structure, the secondary return period specifies the mean interarrival time of
a critical event.

The regions in [0,1]2 embodying the probability masses for KC(t) = P(C(u, v) ≤
t) and K̄C(t) = P(C(u, v) > t) (shaded areas) are illustrated in Fig. 8.3.
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Fig. 8.3 Regions in [0,1]2 (shaded areas) embodying the probability masses of (a) KC (t) =
P (C (u, v) ≤ t) and (b) K̄C (t) = P (C (u, v) > t)

8.3 Case Study 1: Risk Analysis for the Wupper Dam

The first case study for an application of copulas within the framework of risk anal-
ysis of dams is concerned with the Wupper dam, located in the mid-western part of
Germany (see Fig. 8.4). As mentioned before it is very important for the design
of flood control structures to consider the flood volume besides the flood peak.

Fig. 8.4 Topographical map of the watershed of the river Wupper
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Therefore these two flood variables have been used in this case study for a bivariate
frequency analysis of flood events. The flood events for the risk analysis were gen-
erated by coupling a continuous stochastic rainfall generator with a deterministic
rainfall-runoff model. Using this methodology a synthetic 2000 year time series of
discharge with a time step of 1 h was generated. Since the observed time series was
too short for multivariate frequency analysis, these 2000 years has been used as a
database for bivariate frequency analysis.

8.3.1 Study Area

The Wupper dam has a watershed of 212 km2 and a mean inflow of 4.4 m3s−1. It
is located in the catchment of the river Wupper with a total area of 813 km2 (see
Fig. 8.4). Apart from the flood control function it is used mainly for low water regu-
lation in drought periods. The available flood control storage is seasonally variable.
In the summertime between May and October no flood storage is alocated. From the
beginning of November until the end of January a maximum flood storage of 9.9 ×
106 m3 is provided. This flood storage is reduced continuously until the end of April.
The flood spillway is a weir with a total width of 36 m and is controlled with fish
belly gates. The maximum capacity of the spillway with open gates is 318 m3s−1.
The two bottom outlets have a capacity of 88 m3s−1 each.

In the watershed of the Wupper dam several smaller dams are located. From these
dams particularly the dam Bever is important for flood control with a catchment area
of 25.7 km2 and an available flood control storage of 5 × 106 m3 in wintertime from
November until the begin of February.

During a flood the Wupper dam is operated in dependency of the discharge at
the control gage Kluserbruecke located downstream in the city of Wuppertal. The
discharge at this gage is an indicator for the danger of flooding of the residen-
tial areas downstream. The uninfluenced subcatchment between the dam and the
gage has an area of 125 km2. During a flood the controlled discharge at the gage
should stay below 80 m3s−1. The outflow of the dam should not exceed 50 m3s−1

to ensure this limit. During large floods the control level for the discharges at the
gage Kluserbruecke is increased stepwise to 100, 150 and 190 m3s−1.

8.3.2 Stochastic-Deterministic Generation of Flood Events

In the first step the stochastic rainfall generator of Hundecha et al. (2009) was
applied to generate continuous spatially distributed precipitation time series with
a time step of 1 day and a length of 2000 years. In total 28 stations with
daily precipitation with a minimum time series length of 30 years were used
for model parameterization. In the second step the 2000 year time series of
daily precipitation was disaggregated in hourly values using the stochastic models
MuDRain (Koutsoyiannis, 2001) and HYETOS (Koutsoyiannis et al., 2003). The
semi-distributed deterministic model NASIM (Hydrotec, 2007) has been used for
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rainfall-runoff modeling. It was calibrated with observed rainfall-runoff data for the
period 1. January 2001–31 December 2006. The operation of the dams in the region
has been considered in NASIM. It has been shown that the statistical properties of
the rainfall and the runoff were well reproduced (Petry et al., 2008).

8.3.3 Bivariate Frequency Analysis of Annual Flood Peaks
and Corresponding Volumes

The annual flood peaks and corresponding volume were selected from the gener-
ated hourly inflow time series of 2000 years for the Wupper dam. The start of the
surface runoff was marked by the abrupt rise of the hydrograph and the end of the
flood runoff was identified by the flattening of the recession limb of the hydrograph.
Between these two points the total volume was estimated for the analysis. In Fig. 8.5
the selection of the flood volume is illustrated.

The statistical dependencies between the two random variables flood peak
and flood volume have been estimated by the statistical measures listed in
Table 8.2, where particularly Pearson’s coefficient of linear correlation and the
rank based measure of dependency Spearman’s ρ as well as Kendall’s τ have been
considered.

Pearson’s correlation coefficient provides a measure of linear dependency only
and depends on the marginals, in contrast to the rank-based measure of depen-
dency provided by Kendall’s and Spearman’s coefficient. The population value of

Fig. 8.5 Evaluation of the corresponding flood volume

Table 8.2 Measure of
dependency for flood peaks
and corresponding volumes
for the Wupper dam

Sample size Pearson’s r Kendall’s τ Spearman’s ρ

2,000 0.546 0.379 0.541
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the Pearson’s correlation coefficient is always well defined. However, in some cases
(e.g. for heavy-tailed distributions such as the Cauchy-distribution) a theoretical
value of Pearson’s correlation does not exist. Furthermore, Pearson’s correlation
coefficient is not robust. If the two variables are not linearly related the correlation
is not well defined and outliers can strongly affect the correlation. On the other hand
the rank based correlations such as Kendall’s τ and Spearman’s ρ are robust since
they are not dependent on the distributional assumptions. They can describe a wider
class of dependencies and are resistant to outliers. The summary in Table 8.2 shows
that there is a strong positive dependency between the two random variables.

8.3.3.1 Marginal Distributions

The first step to build the bivariate probability distribution according to Eq. (8.2)
consists in an estimation of the marginal distributions of the random variables.
The Pearson type 3, log-Pearson type 3, Gumbel, Weibull, Gamma, Exponential,
Generalized Pareto and Generalized Extreme Value (GEV) distributions were used
for the univariate statistical analyses of the random variables. The goodness-of-fit
of the different distributions and the different parameter estimation methods have
been compared with the Kolmogorov-Smirnov and the Cramér-von-Mises nω2 tests.
Because the focus of this chapter is the bivariate analysis the results of the univariate
frequency analysis are not described here in detail.

These goodness-of-fit tests revealed that the flood peak can be described in the
best way by the GEV distribution. The volume is described with the Pearson III
distribution optimally. For parameter estimation the product moments were used.
The fitted distributions are shown in Fig. 8.6.

8.3.3.2 Copula Estimation

The bivariate probability distribution (Eq. 8.2) has been constructed using the
four Archimedian copulas Ali-Mikhail-Haq, Frank, Cook-Johnson (also known as
Clayton copula) and Gumbel-Hougaard (Equations see Table 8.1), since those are
the commonly used families of Archimedian copulas (see e.g. Shiau et al., 2006;

Fig. 8.6 Comparison of the (a) annual flood peaks and the (b) corresponding flood volumes of the
simulated inflows to the dam Wupper using the stochastic-deterministic approach and the fitted (a)
GEV distribution and (b) Pearson III distribution



8 Copulas – New Risk Assessment Methodology for Dam Safety 165

Table 8.3 Parameters and
goodness-of-fit measure AIC
of the fitted copulas for the
analysis of the flood peaks
and the corresponding flood
volumes at the dam Wupper

Copula Estimate(s) AIC

Gumbel-Hougaard θ = 1.53 –689
Frank θ = 3.83 –681
Cook-Johnson θ = 0.858 –631
Ali-Mikhail-Haq θ = 0.963 –658
BB1 θ1 = 0.404; θ2 = 1.31 –779

Zhang and Singh, 2006). The parameters have been estimated with the maximum
pseudolikelihood method. The fitted parameters are summarized in Table 8.3.

In Fig. 8.7 the parametric and nonparametric values of KC (t) are plotted for the
four different copulas. A copula is considered as satisfactory if the plot shows a
good agreement with the straight dashed line that passes through the origin at 45◦.

As a further visual test, the margins of 100,000 random pairs (Uj, Vj), chosen
from the copula and transformed back into the original units using the marginal
distributions FX (x) and FY (y), are compared with the sample values. The scatter

Fig. 8.7 Comparison of nonparametric and parametric estimations of KC (t) for the fitted
Archimedian copulas (The dashed 45◦-line represents perfect agreement)
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Fig. 8.8 100,000 random pairs (grey dots) of the annual flood peaks and the corresponding vol-
umes at the dam Wupper chosen from the four Archimedian copulas and the events from the
simulated time series (black dots)

plots of the four copulas are shown in Fig. 8.8. It can be seen that among these four
Archimedian copulas only the Gumbel-Hougaard copula can describe the depen-
dency structure of the sample adequately since only the random pairs generated from
this particular copula (grey dots) follow the dependency structure of the sample data
(black dots).

As an additional measure the Akaike’s information criterion AIC (Eq. 8.25) was
used to compare the goodness of fit of the different copula models and to select the
appropriate model which models the dependency between the two random variables
optimally. The best model provides the minimal value for this criterion.

Comparing the AIC values of the four Archimedian copulas in Table 8.3 and the
parametric and nonparametric estimates it seems that the Gumbel-Hougaard cop-
ula and the Frank copula provide a similar goodness-of-fit to the database. Looking
more closely at the comparison of the parametric and nonparametric estimation of
KC (t) for these two copulas in the region of large probabilities (Fig. 8.9) it is obvious
that the Gumbel-Hougaard provides a better fit in this region. For the Frank cop-
ula the parametric estimate is much higher than the corresponding nonparametric
estimate from the sample.
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Fig. 8.9 Comparison of the
nonparametric and parametric
estimations of KC (t) for the
Frank and Gumbel-Hougaard
copula in the region of large
probabilities

Fig. 8.10 100,000 random pairs (grey dots) of the annual flood peaks and the corresponding vol-
umes at the dam Wupper chosen from the Frank copula, the events from the simulated time series
(black dots) and level curves for different probabilities C(u, v) = t

E.g. for the same value t the nonparametric value provides KCn (t) = 0.99 and the
parametric estimate of KCθ (t) for the Frank copula has a value of approx. 0.996. If
the random process is modeled with the Frank copula the probability of the occur-
rence P(C(u, v) ≤ t) = KCθ (t) = 0.996 of an event with a value of the copula
C(u, v) ≤ t is much higher than the empirical probability derived from the dataset
P(C(u, v) ≤ t) = 0.99, which was used for parameter estimation of the model. This
effect could be demonstrated for the 100,000 random pairs generated from the Frank
copula in Fig. 8.10.

In the random process 18 values of the random pairs (Xj, Yj) generated from the
copula are above the level curve of C(u, v) = t = 0.99. The parametric estimate of
KCθ (0.99) for the fitted Frank copula is 0.99981. Hence generating 100,000 random
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Fig. 8.11 Comparison of
nonparametric and parametric
estimations of KC (t) for the
fitted BB1 copula (The
dashed 45◦-line represents
perfect agreement)

pairs from the copula theoretically 99981 of the pairs should be lying on, under
or to the left of the level curve C(u, v) = t = 0.99 und 19 random pairs above.
In the sample with the size of 2,000 elements four pairs are above the level curve
C(u, v) = t = 0.99. Therefore for 100,000 realisations of the random process 200
values should be above the level curve to model the random process adequately.
This analysis has shown that the Frank copula can not model the dependency struc-
ture adequately in the region of large probabilities. Using the Frank copula only
a few random pairs are generated where both variables have a small exceedance
probability. This example shows that it is important to use different methods for
model selection to choose the model with the best fit to the data. Using only one
goodness-of-fit measure may result in selecting a wrong model.

None of the four considered copulas provides an acceptable fit to the database.
Therefore the two parameter BB1 copula was analyzed besides the four one param-
eter Archimedian copulas. The comparison of the parametric and nonparametric
values of KC (t) are shown in Fig. 8.11 and the comparison between 100,000 ran-
domly generated pairs from the BB1 copula and the database are shown in Fig. 8.12.

Fig. 8.12 100,000 random
pairs (grey dots) of the annual
flood peaks and the
corresponding volumes at the
dam Wupper chosen from the
BB1 copula and the events
from the simulated time
series (black dots)
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Fig. 8.13 Joint return periods T∨
X,Y (exceeding x or y) and T∧

X,Y (exceeding x and y) of the corre-
sponding flood peak and flood volume and the annual events from the simulated time series (black
crosses)

From these figures and the AIC values in Table 8.3 it became obvious that the BB1
copula provides the best fit to the database. Therefore it was selected for further
analysis.

8.3.3.3 Bivariate Frequency Analysis

For the bivariate frequency of flood events the contours of the joint return periods
T∧

X,Y (for which x and y are exceeded) and T∨
X,Y (for which either x or y are exceeded

by the respective random variables X and Y) with respect to flood peak and corre-
sponding volume and the annual events from the simulated time series are illustrated
in Fig. 8.13.

8.3.4 Evaluation of the Effect of the Wupper Dam
on Flood Control

The yearly floods from the simulated 2000 year time series of the inflow to the dam
were used for the analysis of the efficiency of the Wupper dam in flood mitiga-
tion. The resulting maximum water levels and maximum releases for these events
were calculated with the integrated storage module of the rainfall-runoff model
NASIM considering the release rules of the dam with respect to the control gage
Kluserbruecke. The discharge from the uninfluenced subcatchment area between
the dam and the control gage was considered. As mentioned before it is important
to consider flood volume and flood peak for the design and analysis of flood con-
trol structures. Here the joint probability of these two flood variables was used as
probability measure for the single flood events.

Two different critical values for the release were considered in the analysis:
(1) a first control level of 80 m3s−1 and (2) a second critical control discharge
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Fig. 8.14 Maximum resulting outflows at the dam Wupper from the annual events from the
simulated time series and the contours of the joint return periods T∨

X,Y (exceeding x or y)

of 100 m3s−1 at the gage Kluserbruecke. If the releases of the dam exceed these
values critical control levels are exceeded anyway independently from the runoff
of the uninfluenced subcatchment between the dam and the gage. These two crit-
ical values were chosen to demonstrate the methodology to evaluate the effect of
the Wupper dam on flood control. Though these values are defined as control lev-
els at the gage Kluserbruecke both are not specifying critical flood conditions in
this region. In Fig. 8.14 the critical events which exceed the respective thresholds
are illustrated together with the contours of the joint return periods T∨

X,Y (for which
either x or y are exceeded by the respective random variables X and Y).

The contours of the joint return period T∨
X,Y can be used to define regions of

different hydrological risk where an critical event occurs. The contours which define
the boundaries of the different regions are selected in relation to the secondary return
period ρ∨

t after Eq. (8.38). Thresholds ϑ (t) for the boundaries were selected for
which (in the statistical mean) every ρ∨

t = 25, 50, 100 and 200 years an event with
a joint return period T∨

X,Y > ϑ(t) occurs. E.g. the value ϑ(t) of the contour line
for which in the random process every ρ∨

t = 200 years an event with a return
period T∨

X,Y > ϑ(t) occurs (region situated to the right and above the contour line)
is according to the inverse function of Eqs. (8.38) and (8.36) ϑ(t) = 50 years. The
tresholds ϑ (t) for the other secondary return periods ρ∨

t = 25, 50 und 100 years are
summed up in Table 8.4.

If the discharge value of 80 m3s−1 is defined as a critical release of the Wupper
dam (triangles and squares in Fig. 8.14) 81 out of the 2,000 events are specified as
critical events. The ratios of critical events in the different regions defined by their
boundaries in Table 8.4 are illustrated in Table 8.5.

In the region with T∨
X,Y > 8 years 60% (45 of 76 events) of the events are critical

events. The statistical return period that an event with a joint return period T∨
X,Y > 8
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Table 8.4 Tresholds ϑ (t),
for which every ρ∨

t years an
event occurs with a joint
return period T∨

X,Y > ϑ(t)

ρ∨
t [a] ϑ(t) [a]

200 50
100 26

50 14
25 8

Table 8.5 Ratio of critical events for the regions depending on the joint return period T∨
X,Y

T∨
X,Y

Number of
events Ratio of critical events

Critical release > 80 m3s–1 Critical Release> 100 m3s–1

> 50 a 9 100% (9 events) 89% (8 events)
26 a < T∨

X,Y ≤ 50 a 7 71% (5 events) 28% (2 events)
14 a < T∨

X,Y ≤ 26 a 25 68% (17 events) 24% (6 events)
8 a < T∨

X,Y ≤ 14 a 35 40% (14 events) 11% (4 events)
< 8 a 1, 924 2% (36 events) 0.2% (4 events)

years occurs in the random process is according to Table 8.4 ρ∨
t = 25 years. Hence

the hydrologic risk is high that an event in this region is a critical event.
If a value of 100 m3s−1 is defined as critical release (squares in Fig. 8.14) 24 out

of the 2,000 events are specified as critical events. Eight out of nine events with a
joint return period T∨

X,Y > 50 years are critical events. The statistical return period
that an event with T∨

X,Y > 50 years occurs in the random process is ρ∨
t = 200 years

(see Table 8.4). In this region the hydrological risk is very high that an event is a
critical event.

Measures to improve the efficiency of flood protection of the dam, e.g. optimized
flood control or enlarged flood control storage, can be evaluated by comparing the
change of the ratios of critical events in Table 8.5. For the example illustrated in
Table 8.5 the flood protection of the dam is higher for a larger defined critical
release.

It is obvious that the distribution of the critical events can not be described by
using the univariate return period of flood peak or flood volume only. Hence it is
very important to consider the joint probability of these two flood characteristics.
Even with the joint probability of flood peak and flood volume the distribution of
critical events can not be described completely because it depends also on other
random variables such as the water level at the begin of the event, pre-events, runoff
of the subcatchment, shape of the event, etc.

8.4 Case Study 2: Unstrut River Basin

The second case study for the application of copulas for the risk analysis of dams
is the Unstrut River Basin. In contrast to the first case study examining only a sin-
gle dam the flood protection system of the river Unstrut catchment is substantially
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more complex. The flood control system of the river Unstrut has been investi-
gated, optimized and extended through an integrated and interdisciplinary flood risk
assessment instrument as part of an interdisciplinary research project (Nijssen et al.,
2009). For the risk-oriented approach a large variety of different hydrological sce-
narios was generated by coupling a stochastic rainfall generator with a deterministic
rainfall-runoff model. For risk analysis a probability has to be attributed to the indi-
vidual hydrological scenarios. Copulas are used to set up multivariate probability
distributions which consider more than one flood characteristic in the frequency
analysis of the events (Klein et al., 2010). Two different bivariate probabilities were
used for the risk-analysis:

The joint probability of flood coincidences at reservoir sites at two rivers is
applied to consider possible superposition of floods from the main river and one
tributary. It aims to describe the spatial heterogeneity of flood events within these
analyses (Section 8.4.3).

The joint probabilities of the flood peak and corresponding flood volume at the
two reservoirs sites are used to characterize the flood retention in both reservoirs
completely. The flood volume is very important and therefore its probability should
be considered in the risk-based analysis in addition to the probability of the peak
(Section 8.4.4).

8.4.1 Description of the River Basin

The flood prone catchment of the river Unstrut has a watershed of 6,343 km2 and is
situated in Mid-East Germany (see Fig. 8.15). The catchment has a variable topo-
graphic structure with elevations ranging from 104 to 982 m a.s.l. Two mountainous
regions are located in the area: the Harz Mountains in the North and the Thuringian
Forest Mountains in the South of the basin. Two large flood control reservoirs, the
reservoir Kelbra with a catchment area of 664 km2 and a flood control storage of
35.6 × 106 m3 and the flood detention reservoir Straussfurt with a catchment area
of 2,044 km2 and a flood control storage of 18.6 × 106 m3 were built to con-
trol the two main tributaries. A large polder system with a total storage volume
of approximately 50 × 106 m3 is located downstream of these two flood control
reservoirs.

The reservoir Straussfurt is operated with seasonally varying flood control stor-
age. During winter time a storage of 18.6 × 106 m3 and in summer a storage of
12.7 × 106 m3 is allocated for flood control. The maximum capacity of the oper-
ating outlets is approx. 300 m3s−1 and the flood spillway is a crested weir with a
length of 270 m.

The reservoir Kelbra is operated with seasonally varying flood control stor-
age as well. In winter a storage of 35.6 × 106 m3 and in summer a storage of
23.3 × 106 m3 is available for flood control. The maximum capacity of the oper-
ating outlets is 244 m3s−1. Due to this large capacity of the operating outlets the
reservoir has no flood spillway. The control gages for the combined control of the
reservoirs are Bennungen, Oldisleben and Wangen. During a flood the discharges at
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Fig. 8.15 Topographical map of the watershed of the river Unstrut, shown are important gages
in the watershed, the polder system and the dams Kelbra and Straussfurt with their respective
subcatchments

the gage Bennungen must not exceed 30 m3s−1, at gage Oldisleben 131 m3s−1 and
at the gage Wangen 152 m3s−1.

8.4.2 Stochastic-Deterministic Generation of Flood Events

A long-term daily discharge time series of 10,000 years was generated by coupling
a stochastic spatially distributed daily rainfall generator (Hundecha et al., 2009)
with a hydrological rainfall-runoff model following the concept of the well-known
Swedish model HBV (Lindström et al., 1997). For the parameter estimation of the
stochastic rainfall generator 122 stations with observed daily values from 1961 to
2003 and for the calibration of the continuous rainfall-runoff model on daily basis
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discharge series from 1991 to 1996 were used. It has been shown that the statisti-
cal properties of the daily rainfall and the runoff were well reproduced (Hundecha
et al., 2008, 2009). Due to computational limitations it wasn’t possible to build up
a continuous rainfall-runoff model on hourly basis. Flood events have been selected
from the generated daily discharge time series of 10,000 years. For these events the
daily precipitation was disaggregated into hourly values using the models MuDRain
(Koutsoyiannis, 2001) and HYETOS (Koutsoyiannis et al., 2003) and used as input
for an event-based hourly hydrological rainfall-runoff model following the same
concept as the continuous rainfall-runoff model on daily basis. The starting and
boundary conditions for the event-based model were derived from the continuous
model. For the calibration of the event-based rainfall runoff model only two flood
events (April 1994 und December/January 2002/03) were available. The operation
of the reservoirs has been implemented in the rainfall-runoff models.

A representative sample of the population of possible flood events is required
to evaluate a flood control system. Here six different return periods were consid-
ered (T = 25, 50, 100, 200, 500, 1, 000 years). The risk is not only related to the
flood peak, since different hydrograph shapes (e.g. multi-peak floods or floods with
long duration and large volume) will result in different risk levels. The selection of
hydrological scenarios was therefore further supported by cluster analysis of his-
torical events to determine typical hydrograph shapes and volumes. In total five
different hydrological scenarios were selected for each return period at the reference
gage Straussfurt, which encompass various spatial distributions of precipitation.
Furthermore, one event with a return period of the peak of more than 1,000 years
was considered. Hence in total 31 hydrological scenarios were selected from the
entire 10,000 years discharge time series. A more detailed description of the event
selection and the generation of the flood events can be found in Schumann (2009).

8.4.3 Bivariate Frequency Analysis of Corresponding
Flood Peaks at the Reservoir Sites

Since the observed time series was too short for multivariate frequency analysis and
was influenced by the control of the reservoirs and river construction works in the
sixties the generated synthetic 10,000 year time series has been used for the bivariate
frequency analysis shown here.

To account for the impact of different tributaries in the risk analysis, it is crucial
to characterize the spatial distribution of the flood events due to the topographic
structure of this particular catchment, where flooding originates mainly from moun-
tainous regions upstream of the two reservoirs. From the analysis of the historical
flood events, it was found that particularly three different rainfall distributions have
to be considered in the risk-analysis: (1) heavy precipitation in the mountainous
region in the North/North-West, (2) heavy precipitation in the mountainous region
in the South and (3) concurrent heavy precipitation in both mountainous regions.

The inflow gages of the two reservoirs (see Fig 8.15) were henceforth used as
reference locations to quantify the probability of occurrence of the 31 hydrological
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Table 8.6 Measure of
dependency for
corresponding flood peaks at
reservoirs Straussfurt and
Kelbra

Sample size Pearson’s r Kendall’s τ Spearman’s ρ

12,768 0.72 0.48 0.67

scenarios that were selected from the generated 10,000 year time series for the risk
analysis. These two reservoirs represent the upper boundary of the flood control sys-
tem of the Unstrut catchment. The remaining flood protection structures are located
downstream of these two reservoirs. The joint probability between the two flood
peaks at the inflow gage of the two reservoirs was assessed by copulas to describe
the overall probability of occurrence of flood events for the entire region in terms of
probabilities of coincidences of a particular flood event at both tributaries. Hence the
corresponding annual flood peaks had to be selected for further analysis. The annual
flood peaks of the inflow time series to the reservoir Straussfurt and corresponding
flood peaks of the inflow time series to the reservoir Kelbra have been determined.
In cases where the identified flood peak at the reservoir Kelbra did not coincide with
the annual flood peak at this reservoir, the annual flood peak at dam Kelbra and the
corresponding flood peak at dam Straussfurt were added to the sample. In 2,768
years of the generated 10,000 years of discharge the annual flood peaks of the two
inflow gages did not occur at the same time, and therefore the total selected sample
size was 12,768.

The statistical dependencies between the two random variables have been esti-
mated by the statistical measures listed in Table 8.6. The summary shows that there
is a strong positive dependency between the two random variables.

8.4.3.1 Marginal Distributions

It was found that both variables can be described in the best way with the GEV
distribution. The two parameter estimation methods L-Moments and product of
moments provided nearly identical goodness of fit to the flood peaks at the two
reservoirs. However, using graphical diagnostics the parameter estimation method
of L-Moments (Hosking and Wallis, 1997) gave a better fit to the sample data for
the distribution of the flood peaks at Straussfurt, while the method of product of
moments provided a better fit for flood peaks at Kelbra, particularly in the region
with small exceedance probabilities.

8.4.3.2 Copula Estimation

Only the Gumbel-Hougaard family was applicable to describe the dependency struc-
ture of the data among the four commonly applied Archimedian copulas mentioned
in Section 8.3.3. This copula was chosen for the analysis, since the dependency
structure between the flood peaks and the volumes at the dam Wupper is akin to
the dependency structure between the two corresponding flood peaks. However, in
addition to the Gumbel-Hougaard copula, the two-parameter copula BB1 was used
for the construction of the bivariate distribution function. The parameters have been
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Table 8.7 Parameters and
goodness-of-fit measure AIC
of the fitted copulas for the
analysis of the corresponding
flood peaks at the two
reservoirs

Copula Estimate (s) AIC

Gumbel-Hougaard θ = 1.88 –8,254
BB1 θ1 = 0.114; θ2 = 1.79 –8,303

Fig. 8.16 Comparison of
nonparametric and parametric
estimations of KC (t) for the
fitted Gumbel-Hougaard
copula

estimated with the maximum pseudolikelihood method. The fitted parameters are
summarized in Table 8.7.

The goodness-of-fit of both copulas was nearly identical (see e.g. the AIC values
in Table 8.7. Hence the Gumbel-Hougaard copula, having less parameters than the
BB1 copula, was selected for further analysis. For brevity only the results for the
analysis of the Gumbel-Hougaard copula are shown here.

In Fig. 8.16 the parametric and nonparametric values of KC (t) are plotted for the
Gumbel-Hougaard copula. If the plot is in good agreement with the straight dashed
line that passes through the origin at 45◦, then the copula is considered satisfac-
tory. In Fig. 8.17 the margins of 1,000,000 random pairs (Uj, Vj), chosen from the
copula and transformed back into the original units using the marginal distributions
FX (x) and FY (y), are compared with the sample values. Both figures show that

Fig. 8.17 1,000,000 random
pairs (grey dots) of the
corresponding annual flood
peaks at the two reservoirs
chosen from the
Gumbel-Hougaard copula
and the events from the
simulated time series (black
dots)
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Fig. 8.18 Joint return periods T∨
X,Y (exceeding x or y) and T∧

X,Y (exceeding x and y) of the annual
flood peaks at the two reservoirs, the annual events from the simulated time series (black crosses)
and the selected hydrological scenarios (grey triangles)

the Gumbel-Hougaard copula models the dependency structure between the two
random variables adequately.

8.4.3.3 Bivariate Frequency Analysis

Figure 8.18 illustrates the contours of the joint return periods T∧
X,Y (“OR”-case) as

well as the joint return periods T∨
X,Y (“OR”-case) with respect to the corresponding

flood peaks at the two reservoirs.
The selected 31 events represent a large variety of different hydrological sce-

narios. Interestingly, using for example the selected events with a flood peak of a
∼100 year return period at the reservoir Straussfurt for the design of flood protec-
tion structures, the corresponding return periods of the selected flood peaks at the
reservoir Kelbra range between 10 and 500 years. This additional information can
be used for the planning and design of spatial distributed flood control structures in
general as it is shown in Chapter 12.

8.4.4 Bivariate Frequency Analysis of the Annual Flood Peaks
and the Corresponding Volumes

As mentioned before, for flood storage facilities such as reservoirs and polders it
is important to consider the flood volume besides the flood peak in frequency anal-
yses. Hence the joint return period of the corresponding flood peak and volume
is used to assign a return period to the flood events at the reservoirs Straussfurt
and Kelbra. Corresponding values of annual flood peaks and flood volumes were
selected from 10,000 years of generated data. The corresponding flood volume to
the annual flood peaks is selected according to Fig. 8.5. The estimated parameters
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Table 8.8 Measure of dependency for the peak-volume datasets at the Unstrut watershed

Sample size Pearson’s r Kendall’s τ Spearman’s ρ

Corresponding flood peaks and volumes at reservoir Straussfurt
10,000 0.81 0.66 0.85
Corresponding flood peaks and volumes at reservoir Kelbra
10,000 0.74 0.57 0.76

which were applied to describe the dependency between flood peak and volume are
given in Table 8.8. As before, there is a strong positive dependency between the
corresponding flood peaks and volumes at the two reservoirs. For brevity, only the
results of the analysis at the reservoir Straussfurt are presented here, since the depen-
dency structures of the corresponding flood peaks and volumes at the two reservoirs
were found to be similar.

8.4.4.1 Marginal Distributions

As for the analysis of the corresponding flood peaks at the two reservoirs, the
Generalized Extreme Value (GEV) distribution was chosen as marginal distribution
for the annual flood peaks at Straussfurt and Kelbra. For the corresponding flood
volumes the GEV distribution provided the best fit using the method of product of
moments as parameter estimation method.

8.4.4.2 Copula Estimation

As before the Gumbel-Hougaard and the BB1 copula were chosen for the analysis.
The fitted parameters and the goodness-of-fit measure are listed in Table 8.9.

For both reservoirs the BB1 copula provided the better fit for the structure
of dependency of the two random variables. Therefore it was chosen for further
analysis.

In Fig. 8.19 the parametric and nonparametric values of KC (t) are plotted for the
BB1 copula and in Fig. 8.20 the margins of 1,000,000 random pairs (Uj, Vj), chosen
from the copula and transformed back into the original units using the marginal
distributions FX (x) and FY (y), are compared with the sample values. Both figures

Table 8.9 Parameters and goodness-of-fit measure AIC of the fitted copulas for the analysis of
the flood peaks and the corresponding flood volumes at the dam Straussfurt and Kelbra

Copula Estimate (s) AIC

Corresponding flood peaks and volumes at reservoir Straussfurt
Gumbel-Hougaard θ = 2.6 –11,787
BB1 θ1 = 1.13; θ2 = 1.79 –13,725
Corresponding flood peaks and volumes at reservoir Kelbra
Gumbel-Hougaard θ = 2.12 –8,256
BB1 θ1 = 0.986; θ2 = 1.52 –9,818
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Fig. 8.19 Comparison of
nonparametric and parametric
estimations of KC (t) for the
fitted BB1 copula (The
dashed 45◦-line represents
perfect agreement)

Fig. 8.20 1,000,000 random
pairs (grey dots) of the annual
flood peak and the
corresponding flood volume
chosen from the BB1 copula
at the reservoir Straussfurt
and the events from the
simulated time series (black
dots)

show that the BB1 copula models the dependency structure between the two random
variables adequately.

8.4.4.3 Bivariate Frequency Analysis

Figure 8.21 illustrates the contours of the joint return periods T∧
X,Y (“AND”-case)

and T∨
X,Y (“OR”-case) with respect to the annual flood peak and the corresponding

volume, the annual events from the simulated time series and the selected events (tri-
angles). Again, using the events with a return period of the flood peak around 100
years as an example, the corresponding return periods of the flood volume range
between 25 and 2,000 years. It is therefore recommended to use the joint prob-
abilities for a detailed description of flood events instead of using the univariate
probability of the flood peak only.



180 B. Klein et al.

Fig. 8.21 Joint return periods T∨
X,Y (exceeding x or y) and T∧

X,Y (exceeding x and y) of the flood
peaks and corresponding flood volumes at the reservoir Straussfurt, the annual events from the
simulated time series (black crosses) and the selected hydrological scenarios (grey triangles)

A broad range of events has been selected from the time series and categorized
based on the analysis of joint return periods of the flood volume at the reservoir
Straussfurt, as well as the joint return periods of the flood peak at the reservoirs
Straussfurt and Kelbra. The selected events are displayed in Figs. 8.18 and 8.21
(shown as triangles). By using this approach, the spatial distribution between the two
main tributaries is considered and the crucial aspect of using different combinations
of flood peak and volume can be taken into consideration in flood risk analyses.
Those data are in turn used for assessment of the flood control system, which hereby
integrates the spatial component of probability.

8.4.5 Evaluation of the Effect of the Reservoir Straussfurt
on Flood Control

The efficiency of the reservoir Straussfurt in flood mitigation is evaluated using the
31 selected hydrological scenarios. In Fig. 8.22 the maximal resulting water levels
at the reservoir Straussfurt are shown to demonstrate the effects of the different
hydrological loads on the flood protection structures depending on the combination
of flood peak and flood volume.

Here a water level exceeding 150.3 m a.s.l. is defined as a critical hydrologic
event, since it is known that the corresponding outflow of more than 200 m3s−1

would cause severe damage downstream. With a joint return period T∨
X,Y (exceed-

ing x or y) greater than 50 years (gray area in Fig. 8.22), all considered events are
critical events according to this definition. Hence the hydrological risk is very high
for these events. The mean interarrival time of an event lying in the region of very
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Fig. 8.22 Maximum resulting water levels at the reservoir Straussfurt from the different hydro-
logical scenarios and the contours of the joint return periods T∨

X,Y (exceeding x or y)

high hydrological risk, calculated with the secondary return period (Eq. 8.38) is up
to 110 years. For joint return periods between 25 and 50 years (black shaded area
in Fig. 8.22) five of the seven events which were considered are critical events. In
this region the risk is high that an event with a return period T∨

X,Y (exceeding x or
y) between 25 and 50 years is a critical event. The return period of an event lying
in this region 25 a < T∨

X,Y < 50 a can be calculated to 105 years using following
formula

λ∨
t1t2 = μT

P(t1 < C(u, v) ≤ tl2)
= μT

KC(t2) − KC(t1)
(8.39)

with

t = 1 − μT

T∨
X,Y

. (8.40)

In the region with a joint return period T∨
X,Y smaller than 25 years only two out

of 12 events will result in substantial damages. The risk that events with these joint
probabilities may cause damage is relatively low. Not all critical events can be iden-
tified by the joint return period T∨

X,Y such, as e.g. the two critical events lying in
the region with T∨

X,Y < 25 a, because the distribution of the critical events depends
additionally on other flood characteristics (shape of hydrograph, antecedent condi-
tions, flood storage at the onset of the event etc.). But not all random variables can
be considered in the multivariate frequency analyses and therefore this analysis is
reduced to the two most important random variables flood peak and corresponding
volume.
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Flood reduction measures such as an optimized control or enlarged flood storage
could be analyzed by the change of the critical events in the defined regions.

8.5 Conclusions

A large variety of different hydrological loads can be generated by coupling
a spatially distributed stochastic rainfall generator with a rainfall-runoff model.
Especially in large catchment areas with several interacting flood protection struc-
tures it is important to consider the spatial distribution of floods. For the risk analysis
the different hydrological loads have to be categorized probabilistically. In this chap-
ter a methodology to categorize flood events for risk analysis and risk-orientated
design of dams and flood control systems using copulas is presented. The advantage
of using copulas is the possibility to apply a multivariate distribution function with
different univariate marginal distributions. Joint return periods and also conditional
return periods can be derived easily for hydrologic scenarios from copulas.

Results from two different case studies were presented: a single dam located at
the river Wupper was analyzed in the first case study and a flood protection system
with two dams and a flood polder system – the river Unstrut – were analyzed in
the second case study. Different flood characteristics were used to derive probabil-
ities for the risk analysis. For single flood control structures the flood volume was
considered besides the flood peak to estimate the joint probability. For large river
basins it is also important to consider the spatial distribution of the flood events
in the risk analysis. Therefore, to reassign an overall probability of a flood event,
which has different probabilities in the different tributaries, the joint return period
of the corresponding flood peaks in the main tributaries can be obtained using cop-
ula analysis. For the example of the case study for the Unstrut river the flood peaks
of the inflows to the two reservoirs located at two main tributaries were used for the
bivariate frequency analysis to characterize the flood risk for the confluence.

Another advantage using copulas is the possibility to identify critical events for
flood protection structures such as reservoirs and to evaluate the effect of flood con-
trol of these reservoirs. Using the joint return period T∨

X,Y , for which the random
variables flood peak (X) or corresponding flood volume (Y) exceed the respective
thresholds x or y, thresholds can be identified to evaluate the hydrological risk of
critical events.

In general observed time series are too short for multivariate frequency analysis.
By generating a synthetic discharge time series through coupling a stochastic rainfall
generator with a deterministic rainfall-runoff model the database can be extended for
the multivariate analysis. It must be noted that a simulated database can not replace
observed records. On the contrary observations are required for reliable parameter
estimation of the simulation model and for the verification of the results.

Copula analysis can provide valuable information to decision makers. Such infor-
mations is more adequate for flood control problems than traditional return period
analysis. Consideration of multiple flood characteristics is essential for risk-based
planning.
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Chapter 9
Hydraulic Modelling

Mark Musall, Peter Oberle, and Franz Nestmann

Abstract Modern flood management should attempt to analyse the full scope
of a flood event, using integrative concepts and taking into account multifaceted
expertise from diverse fields. Such analyses should be conducted, both at the fore-
front, to compile meta-concepts, and during the event, to enable direct response
to unanticipated occurrences, for example, failure of protective devices. Within
such a management plan, beginning with the large-scale, meteorological analy-
sis of weather conditions, to local examination of a short dike section, the whole
functional chain of a flood event should be taken into account, from its origin, to
individual damage potential analysis. Hereby, a special role is given to the pre-
diction of the expected flow situation in the affected region. This establishes an
interface between the large-scale observations of the disciplines meteorology and
hydrology and local catastrophe management, by providing temporal and spatial
high resolution information about water levels and flow paths, and thus, the existing
danger situation. Thus, based on hydraulic simulations, the identification of vulner-
able areas can take place, for example, within the framework of a flood contingency
plan with high regional discretisation. In addition it should be possible, even during
a flood event, to produce short-term verifiable information to optimise the concrete
plan of operation, taking into account ongoing hydrological and topographical con-
ditions. In this chapter, the scientific and functional fundamentals of such hydraulic
simulations will be examined. Subsequently, practice-oriented examples of tangible
application will be used to define the model requirements and possible use.
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9.1 Fundamentals

9.1.1 Preface

Similar to the hydrological models, hydraulic modelling balances the input and
output variables of precipitation, evaporation and discharge. In contradiction to
hydrological models hydrodynamic-numeric (HN)-Models additionally consider
spatial high resolution information about the terrain, such as relief and roughness.
This data is needed to provide detailed predictions of hydraulic processes within the
area of interest.

The mathematical description of the discharge process in flowing water is based
on differential equations, which are deduced from the balance of mass and force
at a control volume. Thus, flow processes in their variability in space and time
within almost any area can be accurately described. Since these differential equa-
tions cannot generally be analytically solved in a direct way, approximate solutions
are produced using numeric methods. Hereby a spatial and temporal discretisation
in the form of discrete computational nodes is carried out. Additionally, the underly-
ing differential equations are often significantly simplified using assumptions (e.g.
perpetual density or negligence of the vertical components of flow). This approach
is rational because the computational requirements to solve the complete equations
for natural runoff conditions are still missing. Practical engineering experience has
shown that simplifications, e.g. the utilisation of average values of flow parameters
are mostly adequate.

In the emerging hydrodynamic-numerical (HN) models, the natural flow systems
are abstracted, but all essential parameters and interactions are represented (DVWK,
1999).

The required input into these models comprises topographical data (terrain in var-
ious levels of abstraction), hydrological data (discharge, water levels), information
about expected flow resistance characteristics (due to structures, vegetation), as well
as diverse parameters to control the numeric solution and the data processing (see
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Fig. 9.1 HN-Model components

Fig. 9.1). The hydrological input data of discharge and water level at the boundaries
of the modelled region constitute input constraints of numeric computation which
are absolutely necessary and have to be defined preferably exact, as they determine
the complete process of computation.

Observed water levels, preferably distributed across the whole model area, and
corresponding discharge measurements are essential for the necessary calibration of
the model.

The numeric model calculates hydraulic characteristics as water levels or flow
velocities in the entire simulated area. Depending on the type of the problem and
the complexity of the numeric model applied, these can also be morphodynamic or
thermodynamic magnitudes.

The modeled research area can encompass river districts, individual stream
stretches, e.g. river bends or inlet areas, or just the surrounding area of a hydraulic
structure. Differences also exist in regard to the temporal independence of the dis-
charge process. Prior to a numeric simulation, detailed analysis of the expected flow
behaviour must be conducted to ensure correct functionality of the model.

9.1.2 Flow Characteristics

A current in naturally flowing waters, upon close observation, is always three-
dimensional and transient. However on large-scale observation it becomes apparent,
that the usually existing main current often features a clearly defined direction.
Consequently, it can be described using one- or two-dimensional hydrodynamic-
numerical approaches.

Figure 9.2 schematically illustrates, using the example of a rectangular channel,
the fundamental differences between one- and multidimensional flow situations. In
the case of a continuous channel, without any built-in structures, a one-dimensional
flow will emanate. This is distinguished across the whole discharge area by flow
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Fig. 9.2 One-, two-, and three-dimensional flow characteristics

lines parallel to the stream centreline. The current primarily flows in one direction;
the flow velocities across this main flow direction are significantly smaller and can
be neglected.

If there are non-overflow components, like groins, in the observed channel, the
flow exhibits clear transversal current effects, and a two-dimensional examination
is necessary. The flow lines then show a horizontal curvature. In this case, only the
vertical flow components can be disregarded.

If an additional overflow of the built-in components occurs, completely irregular
(horizontally and vertically) flow line curvatures appear and a three-dimensional
examination is required.

In this type of analysis of natural flow behaviour, it is important to keep in mind
that the previously described multi-dimensional flow phenomena often show local
aspects. Depending on the required target size (e.g. only water level) and existing
observation criteria, these local aspects needn’t be analysed. Their influence on the
main current, however, in the form of loss of energy, must be taken into account.

9.1.3 Model Types

Allocation of diverse numeric model types takes place similar to flow classification
and depends on local current behaviour. Figure 9.3 shows a diagram of the various
distributions of individual nodes of calculation, possible element shapes, and the
calculated flow direction of the most important types.

Selective point distribution (calculation nodes) is applied in the one-dimensional
modelling of flowing water. Thereby, every point is marked with characteristic
cross-section information (overflowed cross-section area depending on velocity
and discharge). Based mostly on the 1D-Saint-Venant equations, average cross-
sectional water levels, and flow rates at the computation nodes are calculated (Cunge
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Fig. 9.3 Distribution of the calculation nodes of various models

et al., 1980). A level, plane distribution of the calculation points is the basis of the
two-dimensional, depth-averaged modeling of a river section, using the 2D-shallow
water equations. The area of calculation is divided into triangular or rectangular
columns covering the total depth of the water. Detailed statements about the local
distribution of depth-averaged velocities, water level and riverbed shear stress, etc.
are calculated for the area of interest. Computational procedures applied should
guarantee high stability and full compliance of the conservation equations of mass
and momentum to be applicable even for simulation of ultra critical discharge condi-
tions (Beffa, 1994). In the three-dimensional case, a completely three-dimensional
distribution of the calculation points takes place in the modeled area, for exam-
ple, using cubes or triangular pyramids. The water level (or pressure) and the three
velocity components of all spatial dimensions are calculated. 3D-procedures in flood
management are now only applied in a few special cases, for example, when plan-
ning hydraulic structures. This is due to the high discretisation necessary and the
extensive computations, but also the low gain of flood relevant information.

In addition to the main types of hydraulic models described above, there are
several intermediate types where certain physical characteristics of the related
higher-dimensional versions are neglected without a reduction in dimensionality
(e.g. 3D-shallow water approach neglecting the vertical momentum, but consider-
ing vertical velocity). Furthermore, linked models of various types are known. An
innovative model, especially applied to simulate floodings of larger areas, combines
the following two approaches:

• 1D-modelling of areas with distinct main stream direction across the whole range
of discharge (e.g. river bed, flood channel)

• 2D-modelling of areas with strong multi-dimensional flow characteristics (e.g.
flood plains, junctions, polder areas)

A 2D-HN-module and an additional 1D-HN-module constitute the basis of
this interlinked model. A weir overfall is assumed to be the hydraulic connection
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between 1D- and 2D-modelling (Beffa, 2002). The height of this virtual weir
depends on topography and is determined by the upper edge of the respective
bank, either derived from the cross section or from the height of the adjacent
2D-computation mesh. The exchanged water quantity is estimated using a Poleni-
like overflow formula (Eq. 9.1), under consideration of backflow effects (Eq. 9.2)
(Hager, 1986):

Q = 2/
3 μ ϕ B

√
2gh

3/2 (9.1)

ϕ =
[
1 −

(
Hu

/
Ho

)a]1/a
(9.2)

For this process the parameters overflow coefficient μ, ponding factor ϕ, and
squaring factor a (a = 4.0 for broad-crested weirs) have to be specified. The spec-
ifications concerning overflow height h and the two energy heads Hu and Ho are
shown in Fig. 9.4. When water flows from 2D- into the 1D-simulation area, the
energy head in the flood plain is used instead of the water surface height, whereby
the direct incoming flow of the junction is considered.

The location of junctions connecting 1D- and 2D-model areas are automati-
cally determined by the spatial proximity of individual cross sections to adjacent
2D-cells on the relative banks. If these distances exceed a defined maximum,
no exchange will take place. Ideally, each cross-section is allocated an edge
cell, but the connection of an edge cell with two or more cross-sections is also
possible.

Beside to the described procedure, others exist that differ, concerning the basic
equations or the model linking, but which use the same principle to accelerate the
computation. Other methods to accelerate the computations are based on approaches
with oversimplified basic equations. These, however, exhibit deficits in regard to
the stipulated short time of calculation and the often necessary specification of
time-dependent constraints. Promising approaches are also appearing from the com-
puter science branch, for example, the application of substantially parallel graphic
processors for computation. These, however, are still in the research stage.

Fig. 9.4 Principle sketch for 1D/2D-model link
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9.1.4 Base Data

Geodata from different sources are necessary to construct and operate an HN-model.
In the following, an overview of the essential geodata for flood simulations is given,
and the requirements for their applicability are discussed.

9.1.4.1 Terrain Topography (River Channel/Flood Plain)

The discrete description of the terrain topography of an investigated area can be pro-
vided in vector form, via selected ground points, contour lines, and breaking edges
or as a grid matrix. The following approaches can be considered when collecting
original topographical base data:

• Riverbed:

• vessel-based (multi-beam) sounding (in navigable waters)
• tachymetric surveys (smaller waters)

• Flood plain:

• tachymetric surveys (terrestrial)
• GPS-RealTime Kinematic (terrestrial)
• aerial photogrammetry (from airplanes)
• airborne laser-scanning-technique
• active microwave (radar) (from airplanes)

Digitalising altitudes from geo-referenced topographical maps presents a sec-
ondary method to record flood plain geometry. This method, though, is more and
more taking a back seat, due to inevitable error propagation and the growing
availability and processability of digital data.

The approaches for collecting the regional river flood plain data differ in effi-
ciency and accuracy. Thus the different data sources are applied depending on local
specifications and requirements. In Fig. 9.5 the uncertainties for different altitudinal
data of flood plains are summarized.

Fig. 9.5 Approach-oriented altitudinal uncertainties of the terrain surface (Brockmann, 1999)
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It should be pointed out that terrain structures can also be very precisely repli-
cated by appropriate choice of measuring points and polygons, even using only a
relatively small amount of data. An appraisal and selection of the topographic infor-
mation also occurs during the photogrammetric analysis of stereo-aerial pictures.
In comparison to terrain investigations, reduced accuracy is in opposition to the
efficiency of large-scale data collection. The laser-scanner-technique provides alti-
tudinal information of the earth’s surface in grid form with user-defined resolution.
The accuracy of the individual points is primarily dependent on aircraft altitude,
vegetation density and terrain gradients. Information about terrain surface, the plant
coverage situation, and structural objects (e.g. buildings) can be extracted from the
raw data (Vögtle and Steinle, 2001).

The plausibility and, where necessary, post-processing of the topographical
data base (error detection, interpolation of data gaps, definition of breaking edge,
optimisation of amount of available data, etc.) constitute an essential and often time-
consuming component of model building. Often multiple data sources have to be
combined to capture entire (flood-) relevant geometries.

9.1.4.2 Water Level Information and Flood Boundaries

Measured flow parameters are necessary to calibrate a HN-Model. Calibration of
models for flowing waters is done by comparing calculated and measured water
surface levels and corresponding model adaptation (generally by modification of
surface roughness). Measured water levels, including those spreading laterally from
the river axis, are needed to calibrate multidimensional HN-models, especially
in areas with complex hydraulic conditions. Normally only scattered water sur-
face measurements are available. These are, however, additionally afflicted with
great insecurities, especially in regard to flood data. These measurements obtain
spatial bearings through the connection to the corresponding river kilometre, respec-
tively, the water positioning, and possibly, the respective banks. The allocation of
the water level perpendicular to the flow axis line, particularly with wide flood
plains and branched river systems, rarely allows a clear determination of its exact
location. A data file of 3D-space coordinates, with specification of the precise
time and a reference to the amount of discharge, should be aimed for in the
future.

Extensive recording of the peak water levels, especially in large areas of study,
poses an extraordinary challenge. Particularly difficult is the temporal and spatial
coordination of an investigation at the time of maximum discharge. When formulat-
ing a realistic accuracy requirement of measured flood levels to calibrate the model,
aspects such as swell, wind surge, and the uncertainty of discharge classification
should be considered.

Due to the difficulties to record boundaries of flooded areas in a comprehensive
way, during the passage of a flood wave, flood boundaries in maps are generally
based on recordings of floating debris and statements of residents. These sources of
information are often afflicted with great uncertainties. Additionally, selected infor-
mation in maps is often connected to make a line, without the original data being
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marked accordingly. The uncertainties of flood measurements and their effects on
the interpretation of simulation results should always be considered.

9.1.5 Investigation

In all practical applications of numeric models, the key activity is not primarily
computation, but the preceding current analysis, selection of the model and data
processing, as well as the subsequent analysis, presentation, and interpretation of the
results. This procedure can be divided into three main components: pre-processing,
processing, and post processing (see Fig. 9.6).

Pre-processing comprises the exact definition of the problem, analysis and plau-
sibility of the available data and existent flow characteristics. Depending on the
anticipated flow conditions, an appropriate procedure has to be chosen. Following
this, specification of the model area, preparation of the terrain topography, compi-
lation of the computational mesh and determination of the spatial distribution of
roughness characteristics needed for quantification of energy losses along the flow
course take place. Finally, boundary and initial conditions for the computations must
be defined. In this process, discharges, and/or water levels at the boundaries of the
model area, as well as initial water levels must be specified at the beginning of sim-
ulations. Subsequently the processing takes place, for the most part, without any
direct user-influence. In these computations the discrete basic equations are solved.
The computed results (“a large amount of numbers”) are subsequently visualised,
analysed, and reviewed. This procedure is called post-processing.

Pre-processing, processing, and post-processing are generally done repeatedly in
the course of numeric modelling. This is the case, for example, in sensitivity analy-
ses, the calibration of the model, and, depending on the task, in further computations
of desired hydrological or geometric variations.

Geo-information systems (GIS) are often applied in these pre- and post-
processing parts. GIS is an ideal tool for these tasks, due to its capabilities of
geocoded superimposition and intersection of all forms of digital geo-data.

Fig. 9.6 Flowchart HN-modelling
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9.2 Flood Management Models

The requirements of flood risk management on hydraulic modelling are manifold. In
the planning process resilient predictions of anticipated flow conditions in the form
of high resolution flood images and/or distributions flow velocity are required, for
example to identify flood endangered areas or to develop an emergency management
plan. On the other hand fast and robust approaches are required for operational
risk management. Here real-time application during a flood event, for example to
identify potential failure sites of flood protection facilities within adequate time, or
to forecast flooding of important elements of infrastructure, is needed. A variety
of requirements also occurs due to different characteristics of the modelled area.
Differences can be made between:

• investigated areas with distinct flow characteristics which can be described
hydraulically relatively easy and

• areas with complex hydraulic characteristics.

A hydraulically well defined river-flood plain system usually has a clear direc-
tion of the main flow, even during a flood, which allows the application of fast and
quite efficient 1D-HN-models. Water levels calculated with this model are gener-
ally transferred orthogonally to the river axis into the flood plains. Use of correction
factors may be necessary in greater curvatures or flood protected areas. These 1D-
models have low calculation times that allow easy application during the planning
stage as well as for operational purposes during a flood event.

The selection of model becomes more difficult if branching, islands, or struc-
tures, such as bridges, weirs, or culverts, exist within the examined river reach.
Before a model can be set up an experienced hydraulics specialist should charac-
terise the anticipated current in detail. This analysis can be used to decide on the
one hand if multi-dimensional flow effects can be neglected or at least described by
abstractions, and on the other hand if the anticipated main flow paths will proceed
equally across the entire spectrum of relevant discharges. Doing so complex 1D-
HN-models with integrated branching, island-bypassing, and energy losses at local
structures can be perfectly acceptable and may often lead to desired results, even in
quite complex areas. However if changes in the course of the main stream path (e.g.
short-cutting a meander-loop) occur with rising water levels, such a 1D-model is no
longer acceptable. In this case multiple, discharge-dependent 1D-models have to be
applied. Considering today’s computer capabilities and innovative numeric methods
to accelerate flow computations of hydraulically complex areas such 1-dimensional
modelling is no longer appropriate. If the current characteristics of a study area
are obviously complex multi-dimensional models should be applied. In such cases,
the modelling requirements must, again, be predetermined. If detailed modeling
is necessary, e.g. for flood protection planning, a high resolution, complete 2D-
HN-model should be chosen which is able to solve most of the related hydraulic
problems adequately with sufficient accuracy. If the necessity arises to apply the
model in operational mode during or shortly before a flood event, alternative
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methods, e.g. a 1D-2D-linked model approach should be chosen, especially in large
study areas.

In addition to these purely technical criteria of model choice, there are often
individual requirements defined by users that have to be considered. In total an
increasing demand for utilisation of supposedly more accurate multi-dimensional
models can be expected.

In the following, the different, site-specific requirements on hydraulic mod-
elling in flood management are demonstrated at the examples of two contrasting
model areas.

9.2.1 Case Study of a Region with Well Defined
Flow Characteristics

The Neckar River has a catchment area of approximately 14,000 km2. It is located
in southern Germany and can be characterised mainly by well-defined current char-
acteristics especially, when viewed on a large scale. In 1968, the expansion of the
Neckar passage from Plochingen to Mannheim to a cascade of 27 impoundments
was completed. This section of 203 river kilometres is used as a federal waterway
and power plant chain. It bridges a gap in elevation of approximately 160 m, with
an average inclination of 0.8 per mill before reaching the river mouth. In compari-
son to other German rivers with similar catchment areas, the passage of flood waves
shows a markedly steep and one-dimensional characteristic. This is caused by low
permabilities of soils, steep topography of large parts of the catchment and partic-
ularly highly populated flood plains which can not be used for flood retention in
the Neckar valley. The one-dimensional characterisation of the current is acceptable
here and enables highly efficient modelling with regard to data handling, the set-up
of the model and calibration. It gives plausible calculation results and can be used
easily for sensitivity analyses or variation studies (Oberle, 2004). Figure 9.7 shows
an overview of the river stretch and the chosen modelling approaches.

The active discharge areas of the river channel and the flood plains were
described as cross section profiles to create the systems geometry of the HN-model.
For each impoundment a 1D-model was created first. Each of these models is
capable of running independently from models of adjacent impoundments. In a fur-
ther step, the individual models were linked via structural geometry of the weirs.
Calibration of the individual models was based on the comparison of longitudinal
profiles of the water surface with measured maximum water levels of past flood
events. In most cases, water surface measurements from multiple flood events were
available so calibration and validation of a large discharge spectrum was possible.

The retention effective areas of the Neckar valley were taken into account via a
storage capacity function, depending on the calculated water levels. This was deter-
mined with the aid of a range of GIS-functions from the digital terrain model (DTM)
and was made plausible by comparing calculated and measured flood plain hydro-
graphs. Variation in flood retention volume does not affect the results of steady-state
computation (Q(t) = const.). However, one can identify effects on the development
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Fig. 9.7 Overview of the
comprehensive model Neckar

of the discharge hydrograph based on a transient calculation. A more peaked flood
hydrograph occurs if the retention volume is reduced. In this case the peak value
increases, and the wave flows downstream faster.

To evaluate the informational value of the one-dimensional approach with regard
to the computed water levels and flood plains, especially in areas with distinct river
bends comprehensive sensitivity analyses and comparisons with the results of a two-
dimensional flow model were implemented. This confirmed the model selection.
Regarding operation of the hydrodynamic-numeric model in distinct flow areas, the
following basic principles have to be noted:

• Steady-state modelling can be applied to calculate water levels dependent on the
discharge (e.g. to determine design water levels, investigation of flood plains).
Steady-state model application also allows quantification of backwater effects
caused by construction in the discharge area of a flood by variation of profile
geometries.

• A transient model should be applied primarily to quantify the effects of con-
structions on flood retention and to analyse varieties which result from different
inflow conditions. It provides the deceleration or acceleration and the attenuation
or peak of the flood wave (discharge- and water level differences) as results.

In a few areas with very complex current situations, which were insufficiently
recorded by the one-dimensional model, the additional construction of local two-
dimensional HN-models was required. The hydraulic situation around the mouth
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of the Kocher (103 km), near Kochendorf, and in the area of the Neckar bend
near Heilbronn (108 km), changes with varying discharge amounts or discharge
constellations so fundamentally that multiple 1D-HN-models must be operated par-
allel to adequately simulate the local current phenomena across the complete flood
spectrum. Here, the results of two-dimensional calculation supplied important find-
ings about relevant flow processes. This, in turn, made better interpretation of the
1D-results possible.

Speed and reliability of the applied approaches in connection with predicted flood
levels make it possible to use the model in operational mode to support decisions
during flood events. However, operational, real-time modifications of the models
(variation studies of floods in dike areas, weir control, etc.) are not necessary due
to the limited retention volumes in the Neckar valley and the low options for inter-
ventions during a flood event. For use in a flood event, it is sufficient to calculate
various discharge constellations in advance and to provide hazard maps with refer-
ence to water levels of different scenarios to the riparian communities or to disaster
control.

9.2.2 Case Study of a Region with Complex Flow Characteristics

9.2.2.1 Characterisation of the Investigated Area

An approximately 55 km long river section of the middle Elbe River with a total
watershed of 140 km2 is used here as an exemplary study area. For this reach, spe-
cial requirements on applied hydraulic modelling approaches exist due to the low
decline of approximately 0.2 per mill, the expansive flood plains, the meandering
water passage and the mouth of the tributary Mulde River, split into several branches
during a flood event. Figure 9.8 shows an overview of the investigated area.

With rising channel flow, local overflow initially appears. At high discharges,
almost the entire length of the embankment is overflowed, and a large proportion (up
to 50%) of the total runoff shifts into the flood plains so that it is no longer possible
to distinguish between flows within the river channel and on the flood plains. In

Fig. 9.8 Model area with complex current characteristics
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Fig. 9.9 Hydrographs of the calculation of a scenario, with and without dike breaching

extreme events there is an additional danger of dike overflows or breaches, whereby
large retention volumes would be activated.

Due to numerous possible scenarios, particularly in extreme flood events, prior
analyses cannot lead to the desired answers to many questions. Thus models are
required which can be applied for resilient and rapid flow computations to provide
operational risk analyses. These computations should take place during an event and
be based on recent hydrological and topographic constraints.

This can be made clear by means of an analysis of the flood event of the year
2002. Multiple dike breaches (more than 100) occurred upstream of the study area.
These were not predictable in this accumulation. Figure 9.9 shows results of an
investigation of the effects of dike breaching on water levels occurring during the
flood of 2002.

Here the theoretical current situations without dike breaching in the upper reach
of the Elbe and Mulde rivers were calculated. The larger maximums in the inflow
hydrograph and the calculated flood hydrograph can clearly be seen, exemplarily
displayed for two dike points in the area of the city of Dessau. The differences of the
calculated peak water levels at the dikes amount to a maximum of approximately 0.5
m. This information would have led the local catastrophe managers to significantly
alter their prioritisation of actions.

9.2.2.2 Modelling Techniques

Application of 2D-HN-models is now standard when examining such a com-
plex area. The quality of this model’s results depends strongly on the accuracy
of the topographic data used for computations. This accuracy can be increased
through finer discretisation of the computational mesh by increasing the number
of calculation cells in hydraulic relevant areas up to the point of exact imag-
ing of the underlying digital terrain model (DTM). However, the calculation time
rises with increasing number of calculation cells. So compromises have to be
found to ensure effective processing. Figure 9.10 shows the sensitivity of the
model results and calculation times dependent on the model resolution for the
study area.

It becomes obvious that model failure is significantly increased through insuf-
ficient topography representation due to coarse resolution of calculation meshes.
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Fig. 9.10 Dependencies of calculation length, number of support points, and model errors

Even in operational applications with reduced accuracy requirements this is not
acceptable at calculation lengths shorter than 30–60 min.

Although 1D-computations are very reliable and efficient for hydraulic well-
defined areas these approaches do not lead to the desired results at rivers with
expansive flood plains like the Elbe. Here, depending on the discharge, strongly
varying flow conditions, especially on the flood plains, occur. These cannot be reli-
ably recorded across the whole discharge spectrum, even using an elaborate meshed
1D-HN-model (Oberle et al., 2008).

Therefore, the use of today’s widespread HN-models only partly fulfils the
contrary requirements of operational application in the form of the reliability
of computed current characteristics and short computational time for complex
hydraulic conditions. Due to this fact models or model-links are increasingly devel-
oped to accelerate 2D-computation using approved simplifications. In particular the
linking of 1D- and 2D-models is an effective approach (q.v. Section 1.3). Figure 9.11
compares the key data of such a coupled 1D-2D-approach and various detailed
2D-HN-models for the region of the middle Elbe. It becomes evident that, while
through optimisation of the 2D-HN-model impressive increases in efficiency have
been achieved, computational time reductions in appropriate magnitudes neces-
sary for operational application in the described area were only possible with the
1D-2D-linked model approach.

Lifelike simulation of river channel (1D-area) overflowing into the flood plains
(2D-area) is a very important quality factor of such models. Figure 9.12 shows
examples of a model comparison, using velocity vectors, of an overflowing of a
meander loop in the region of the City of Coswig during the flood of 08/2002. There
is good compliance regarding the occurring flow paths. Velocities in the flood plains
are minimally underestimated by the linked model (right) but this does not have a
significant effect on predictability in operational application.

The fact that momentum exchange and internal friction forces at the shear zones
of the interfaces of both models are not modelled is a disadvantage, compared to
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Fig. 9.11 Key data of the investigated meshes, based on a simulation duration of 80 h (calculation
on PC with Intel R© CoreTM 2 CPU 2.4 GHz and 2 GB RAM)

Fig. 9.12 Comparison of flow vectors in the area of a meander loop

a complete 2D-HN-model. Instead, the linked model has two additional adjustable
characteristics which can possibly decisively influence calculation results:

• Location of the virtual overflow crest and
• Distance between the cross section of the 1D-area to the edge length of the

bordering 2D-mesh cells.

If the modeller has adequate experience, the resulting uncertainties are small with
regard to the target sizes in the flood plains or along dikes. This is especially the case
in the context of a holistic evaluation of the existent model insecurities. An extensive
pre-analysis of the investigated area, with a clear specification of objectives of the
simulation is a precondition for application of a linked model (Musall et al., 2007).

However, to model complex flow areas without the need for operational model
use or with demand for exact results, for example to compute parcel-exact inun-
dation areas for flood risk mapping, complete 2D-HN-models should be applied to
keep modelling uncertainties as low as possible.
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9.3 GIS-Based User Interface

The implementation of a user-interface is a requirement for operational applica-
tion of a developed and validated hydraulic simulation model. This is especially
important in a flood situation in which short calculation times, intuitive operabil-
ity of calculation controls (e.g. hydrological constraints, possible dike breaches
or blockages) and visualisation of the results are essential. An implementation
of the validated hydraulic model in a GIS-based tool, specifically designed for
disaster control, therefore is very useful. Future users and decision makers from
the disaster control agencies should be incorporated in development and design.
Using such a personalised and practice-oriented application module, even users
without consolidated hydraulic background could do HN-calculations and immedi-
ately visualise their results on PC in the GIS. These results can be superimposed
with other geo-referenced data (e.g. topographical maps or aerial images) after-
wards. Figure 9.13 shows a schematic diagram of operational application of such
a tool.

Such a system can contain, among other things, the following functionalities
(Musall et al., 2009):

• Execution of hydraulic models
• Visualisation of calculation results
• Automated freeboard analysis along dikes
• Automated inundation analysis of relevant structural facilities (e.g. dike gates)
• Superimposition with other flood relevant information
• Risk analysis of protected areas

Fig. 9.13 Schematic diagram of application of an operational HN-tool
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A wide variety of systems of the underlying GIS-system are on offer, beginning
with OpenSource, FreeGIS-Projects, to comprehensive commercial GIS-solutions.
However the functional spectrum of individual systems can differ widely. A selec-
tion, considering the requirements and possibilities of the user-oriented system
should be carried out. Especially interlinks with another GIS-system should be
provided using appropriate modular programming tools if necessary.

In the following, individual functions of such tools are explained by examples.

9.3.1 Hydraulic Computation

The option to perform individual HN-computations, based on current hydrologi-
cal and possibly also topographical constraints, is the core of every operationally
applicable tool for hydraulic simulation. For this, transient hydrographs at all model
boundaries should be indicated to the user in diagram form. These should be simple
to edit and easy to replace. It is also advisable to integrate the chosen calculation
period in the preview of these constraints. In consideration of realistic initial condi-
tions for the computation, access to previously calculated flow conditions should be
given. By this means, the necessary simulation period and with it the requirements
in computational time of transient computations may noticeably be reduced.

Model-types (for complex areas, e.g. high resolution 2D or 1D/2D-linked) and
the modelled surface roughness allocation (e.g. different conditions for summer and
winter) as further options for selection should be provided. For flood management
options to integrate dike breaches or blockages are useful. If such impacts are newly
generated, this should be done menu-driven and GIS-supported. Figure 9.14 shows
an example of such a graphical user interface.

Fig. 9.14 User interface of an operational tool for hydraulic simulation
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After choosing these modelling control options, the actual HN-computation
should be carried out in the background, whereupon the user should be informed
about the development via status display. It is not necessary for the user to become
active until the desired results are to be visualised.

9.3.2 Visualisation of Results

Comprehensive visualisation of calculated flow characteristics requires both, GIS-
supported two-dimensional and diagram imageries. The user should have the
following results available: all essential output quantities of the HN-calculation,
for example, water depths, flow velocities, or specific discharges, supplemented
with other relevant data, such as the underlying original-DTM, the structure of the
computation mesh, or an overview about specific features (see Fig. 9.15). The user
should be able to access all data for every stored time step or view maximum values
of the calculation.

GIS-output can be provided either in the individually chosen scanning resolution
or mesh dependent, that means the exact calculated values are presented at the indi-
vidual mesh points. For the diagram display, essential cross-sectional profiles (e.g.
longitudinal cut) and gauging sites should be stored within the system; any further
values should be producible via control buttons in a graphical user interface.

The automatic compilation of grided values of water depths by intersecting the
calculated water levels with elevation data from the original Digital Terrain Model
(DTM) is useful, as it applies all available terrain data for the most realistic rep-
resentation of results. An additional alternative ASCII-export of data (∗.asc- or
∗.xyz-format for grid data; ∗.csv- or ∗.xml-format for diagram data) enables a
convenient re-utilisation of the calculation results, in other software systems.

Fig. 9.15 User interface of a GIS-application module for visualisation of hydraulic calculation
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9.3.3 Specific Flood Analysis Tools

Specifically for the requirements of flood risk management and operational applica-
tion special adaptive functions are necessary. During this process, complex functions
should be controlled by simple user input and run automatically in the background.
Possible areas of application are shown in the following:

9.3.3.1 Freeboard Analyses Along Dikes

The dike heights of the entire analysed area should be deposited in the system. It
should be as simple as possible to update these data in case of dike reconstructions.
On demand an operational risk report showing the differences between computed
water levels along the dikes and the elevation of dikes for all dike sections stored
within the GIS should be generated automatically. This enables users to get a quick
overview on the whole scenario. Alternatively also the maximum values of calcula-
tion should be provided. In the table of GIS-vector files, all further information, for
example, dike heights, water levels, times, and maximum distances between water
levels and dikes can be stored and provided to users during their analyses.

9.3.3.2 Hazard Analysis of Buildings

Attributes of structural elements that have been stored in the system can be
compared with calculated water levels. The results can be provided in form of
hydrographs in adapted diagrams or as two-dimensional hazard maps in GIS. All
essential information concerning time and intensity of potential floods can be stored
here in the GIS-dataset (see Fig. 9.16). This constitutes important information for
the scheduling of risk control operations (e.g. in connection with the activation of
mobile task forces).

Fig. 9.16 Flood information in the GIS-Shapetable
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9.3.3.3 Intervention in Model Topography

For the realistic assessment of the current hazard situation and for the preparation of
emergency planning, it can be necessary to modify model topography, both antici-
patory as well as adapted to a specific situation. Modern tools for such analyses offer
options to interactively generate dike breaches or blockages in the model area. The
user has options to define menu-driven hazard areas, while automatically receiving
relevant information (e.g. dike grade, dike toe heights) from the data base, and to
visually review possible actions within the GIS. The subsequent analysis of scenario
calculations shows possible effects on the flow situation.

9.3.3.4 Analysis of Protected Areas

By projection of calculated water levels in adjacent areas, non-flooded during com-
putation, terrain can be identified that is indeed lower than the water surface but has
no open connection to the river. Experience shows that in many cases these areas are
flooded by seepage or hidden culverts. Additionally, it is often perfectly appropriate
to record potentially endangered areas, too (risk mapping) (Oberle, 2004).

9.3.3.5 Superposition of Other Flood-Related Data

The GIS-internal options of imagery and superposition of calculation results with
existing data can be usefully supplemented with a user-adapted interface. A menu-
driven systematic access to existing geocoded flood data like for example flood
debris lines or photographs of previous flood events could be useful to quickly
gain an overview over potentially affected areas. Figure 9.17 shows an example
of superposition using a GIS-workstation of the water management administration
Baden-Wuerttemberg for the Neckar valley.

9.4 Summary

Application of hydraulic model tools to simulate flow characteristics in the inves-
tigated area has meanwhile become an indispensable component of modern flood
management. For cross-disciplinary evaluation, optimisation, and implementation
of sustainable risk management concepts, there is additional need for tools that allow
decision-makers to predict flood development and effects, depending on the specific
condition of the river valley of interest. Essential requirements are:

• Assessment of the river and the flood plains as a complete system
• Possibility to simulate any discharge scenario
• Realistic visualisation of flood risk
• Identification of endangered areas
• Simple operation and robust performance

Modularly structured GIS-application modules are of high practical impor-
tance for water management. These consolidate the model-, data-, and dialogue
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components of the flood simulation system and make it possible for the user
to conduct complex operational sequences, using automated, logically structured
user-interfaces.

The presented case studies for the Neckar and the Elbe rivers show examples of
such application modules. They are distinguished by their approach with regard
to the respective current characteristics and can be transferred to hydraulically
comparable regions.
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Chapter 10
Groundwater – The Subterranean
Part of Flood Risk

Thomas Sommer

Abstract Floods cause significant damages not only on, but also beneath the earth’s
surface. Infiltration of surface water into deeper soil, flooding of the urban sewer
system and, in consequence, rising groundwater levels are main causes of subsur-
face damages. There are various reasons for high groundwater levels during and
after flood events. Two different processes can be specified. The direct infiltration of
surface water into the aquifer during a flood is the most important process. However
the inflow of surface runoff into sewer systems and subsequently from the sewer
system into the groundwater aquifer is another, more indirect cause for groundwater
rise. Here a coupled modelling of flood scenarios with recently developed software
was applied, which combines individual modules under consideration of different
model geometries, time synchronization and data exchanges. The coupled model
was applied for the City of Dresden (Germany). It allows a comprehensive descrip-
tion of the impact of floods on groundwater. As a result of this study it became
obvious that surface flooding is the dominating process for flood damages in the
study region. Nevertheless are risk assessments for rising groundwater levels essen-
tial for subterranean infrastructure and buildings. Maps of subsurface flood hazard
are helpful for urban planning in flood endangered regions. Measures to mitigate
damages can be applied gradually accordingly to the state of risk.
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10.1 Introduction

Flood events cause significant damages in urban areas due to great accumulated
assets in these regions. Flood risk assessment and flood risk management became
important issues of research in the last decade (Schanze, 2007; Merz, 2006; Kreibich
et al., 2006). However, the main focus of flood risk research is directed towards
damages and losses caused by flash floods, coastal floods and river floods.

Subsurface water can result in another category of damages. Losses caused by
high groundwater levels are seldom considered separately in loss assessment studies
(Kreibich et al., 2009). During the Elbe flood in August 2002 (which was the highest
within the last 100 years), 16% of all damages on premises within the Federal State
of Saxony were caused by groundwater (Table 10.1). Groundwater and water which
was transferred through the sewerage system caused 45% of all damages. Therefore,
rising groundwater is one of the factors that must be considered to account for all
losses.

The reasons for high groundwater levels during and after flood events can be var-
ious, yet three main causes can be specified. The direct infiltration of surface water
into the aquifer during a flood is the most important process. The inflow of surface
water into sewer systems and an outflow from the sewer system into the ground-
water can be another indirect cause for rising groundwater. Additionally, increased
percolation and inflow from the groundwater recharge areas after concurrent rainfall
events is a third way for rising groundwater levels.

Fast rising groundwater level results often in instability of buildings by buoyancy
effects (Beyer, 2003), increased infiltration of groundwater into the sewerage (Karpf
and Krebs, 2004), a recontamination of soils and sediments by polluted groundwater
or a remobilization of pollutants and endangering of drinking water (Marre et al.,
2005).

Table 10.1 Causes of
damages by the flood event
August 2002 on premises of
the Free State of Saxony
(Germany) (Huber et al.,
2003)

Cause Percentage of total loss (%)

Water through sewerage 29
Overland flow 26
Precipitation and soil water 21
Groundwater 16
Rooftop water (precipitation) 8
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In this chapter an overview about processes and impacts of rising groundwa-
ter in succession of a river flood is given. Furthermore, the article characterises
possibilities for forecasts applicable for flood risk management in cases of rising
groundwater. It is based on experiences of the large flood event in August 2002 in
the city of Dresden (Sommer and Ullrich, 2005, BMBF, 2008)

10.2 Flood and Groundwater – Characteristics,
Impacts and Parameters

10.2.1 Characteristics

The interactions between flood and groundwater are a research field for a long
time (Ubell, 1987a, b). During the flood in Dresden in August 2002 it became
evident that the groundwater levels of observation wells lying further away from
the flooded river rise later than in observation wells near the river. In transects
across the Elbe river valley three different types of groundwater dynamics were
differentiated during the flood event (Fig. 10.1). Near by the river and adjacent
inundation areas the dynamic of the groundwater was dominated by the dynamics
of river discharge. Here the groundwater responded directly to the development of
the flood (Fig. 10.1a). In the surrounding area the groundwater level was dominated
by groundwater recharge from the catchment area. Here the maximum groundwater
levels were delayed up to half a year in comparison with the time of the flood peak.
Moreover, the groundwater table remained on a high level for more than 1 year
(Fig. 10.1b). Here the effects of groundwater recharge from the catchment were
dominating. Finally also a combined type of hydrograph was observed (Fig. 10.1c).
This type results from the impacts of the flooded stream in combination with the
effect of the groundwater recharge.

10.2.2 Impacts

Rising groundwater levels can have manifold impacts on buildings and their subsur-
face structures. A first group of damages is caused directly by water and moisture.

Fig. 10.1 Types of groundwater hydrographs during flood events. (a) dominated by receiving
stream, (b) dominated by recharge in the catchment area, (c) combined type. The dotted line is the
mean annual groundwater level
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Fig. 10.2 Impact of rising groundwater on the basement of a building with low load (Beyer, 2003).
The building can be secured by extra load with water filled “Quick dams”

One reason for these damages is direct groundwater intrusion through walls or
floors. Another reason is flooding through leaky house service connections. The
second group of damages to buildings results from changing load-bearing capacities
of the subsurface caused by rising groundwater. The increase of the water content
in the underground can lead to increasing buoyancy. E.g. the floor of a sports hall
in Dresden was destroyed due to buoying upwards caused by rising groundwater in
August 2002 (Fig. 10.2).

Furthermore, dissolutions of pollutants from contaminated soils and chemical
reactions at polluted sites can have negative impacts on groundwater quality. In
Dresden two main problems were identified through analyses of the groundwater
quality during and after the flood in August 2002. First the groundwater chemistry
was affected by infiltrated floodwater for around three months. Secondly the trend
of the groundwater quality downstream of pollutant sites was not consistent. This
effect was strongly dependent on the kind of the contaminated site. (Marre et al.,
2005).

Also the interactions between groundwater and sewerage systems may result in
impacts on subsurface building structures. If the groundwater table lays below the
sewerage system the water from the sewer can exfiltrate into the groundwater. At
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the other side groundwater can infiltrate into the sewerage if the groundwater table
rises above the top of the sewerage system. Therefore, the impact of discharge in
the sewerage system on the groundwater was studied in Dresden after the flood of
August 2002 in greater detail. These investigations focussed on the impact of surface
flooding and the flooded sewer network on groundwater dynamics and groundwater
quality (Karpf and Krebs, 2004).

10.2.3 Parameters

Flood risk depends on the flood hazard and the vulnerability of flood exposed
subjects. Flood hazard characterises potential damages to property resulting from
flooding. Vulnerability describes the susceptibility to damages in endangered areas,
e.g. the values of buildings and inventory. Based on these definitions, flood-damage-
functions are in use for risk assessment of floods (Merz, 2006). Flood hazards result
from the product of intensity of the flood multiplied with the probability of the
event. These definitions were developed for surface-floodings. For damages by fast
increasing and long lasting groundwater levels new characteristics are needed for
flood risk assessment.

A “Groundwater flood” is connected with (fast) rising groundwater and a ground-
water status on a high level over a long period which is caused by a river flood. After
the flood in August 2002 a meaningful methodology has been developed to charac-
terise the potential of subsurface hazards resulting from high groundwater levels.
The minimum depth to groundwater table is here the most important parameter
for assessments of groundwater floodings. Therefore, it is necessary to observe the
groundwater levels over a sufficient long time period after the flood. For this reason
the observation period after the August flood 2002 in Dresden was expanded over
1 year. However, the depth to groundwater table is only a static characteristic and
does not include the dynamic aspects of groundwater flow. Therefore, the potential
hazard of subsurface water flow has to include the duration of groundwater levels
above a predefined limit as well. This limit can be the mean high water level of
groundwater or another fixed groundwater level e.g. 3 m below surface (Fig. 10.3).

With these two parameters a matrix of the flood hazard potential caused by
groundwater was developed. This matrix was based on the matrix of damage poten-
tial which was developed in Switzerland (BWG 2001), the so- called “Swiss Model”
(IKSR, 2002).

In Fig. 10.4 the parameter “duration of groundwater flood” is shown on the
x- axis, the parameter “minimal depth to groundwater table” is plotted on the y-
axis. Within this matrix three zones of groundwater based hazards are specified.
A zone of “low hazard” assigns the area with high depths of groundwater table
and short durations of high groundwater levels (yellow zone). The zone of middle
hazard (coloured in blue) specifies the area with medium depths of groundwater
table and medium duration of high groundwater levels. The red area shows the zone
with a high hazard. This area is mainly characterised by low depths to groundwater
levels.
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Fig. 10.3 Parameters “groundwater flood” shown at the example of a groundwater hydrograph
during the flood in August 2002 in Dresden

Fig. 10.4 Matrix of hazard potential (Sommer and Ullrich, 2005, updated with data of spring flood
2006)
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10.3 Model Coupling

10.3.1 Coupling Concept

Forecasting of groundwater flood events with regard to the maximum groundwa-
ter level and the temporal variability of the groundwater table is not corresponding
with forecasts of river floods. Multiple factors determine the groundwater dynamics
during and after flood events. Therefore, any predictions of groundwater have to be
based on scenarios which include the various boundary conditions. Integrated flood
risk management in urban areas requires simulation of all relevant flow processes
including runoff, drainage through sewerage, and groundwater flow. While individ-
ual solutions for one or at most two coupled processes exist, there is still a lack of
modelling of more complex systems which integrate all three flow regimes. For this
reason a coupled modelling system with three components was developed. This sys-
tem includes the most important subsurface water fluxes occurring during and after
flood events (Sommer et al., 2009). For the coupling previously established simula-
tion programs for each one of the three domains were combined. These components
were coupled with specific software (MpCCI software, s. http://www.mpcci.de). It
manages communication, temporal synchronization and data exchange between the
individual codes (Fig. 10.5). The technique of coupling is described in Sommer et al.
(2009). The coupled modelling was applied for the whole area of the quaternary
aquifer in the city of Dresden (s. Fig. 10.6).

The first step in coupling models consists in the identification of coupling param-
eters. Therefore, it is necessary to identify all relevant water fluxes between surface
flooding and subsurface water. The influence of surface water on groundwater can
be assessed using data from groundwater measuring wells. Close to the receiving

Fig. 10.5 Relevant water fluxes as coupling quantities
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Fig. 10.6 Strategy of coupled modelling (BMBF 2008)

stream the groundwater dynamic corresponds directly with the changes of surface
water levels. Here the dominating effect is the direct water flux from the surface
water body into groundwater. Further away from rivers and flooding areas the
groundwater rise slowly but the groundwater table remains on a high level for a
considerable amount of time.

In the underground interaction between the various subsurface water fluxes has
to be considered. This means either infiltration into the sewerage network caused by
rising groundwater or an increase in exfiltration of sewage water into the surround-
ing soil due to increased water levels in the sewerage system. All in all, the coupled
models have to consider a number of exchange processes between surface flood and
subsurface water which are shown schematically in Fig. 10.7.

Fig. 10.7 Example of the computation flow for a 3-Code Coupling (Peetz et al., 2007)
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Infiltration of groundwater and inflow of drainage and surface water into the
sewerage systems form basic components of the flow in sewerage system. These
inflows influence significantly the costs and the operation of drainage systems and
waste water treatment plants.

10.3.2 Model Coupling

Here established simulation programs for each of the three domains (surface water,
groundwater, sewer system) were coupled.

Depending on the task, two different codes were used for each of the surface
flooding (RisoSurf (Ettrich, 2003), TrimR2D (Fulford, 2003)] and the sewerage
systems (HAMOKA (Universtiy of Kaiserslautern), Hystem-Extran (Fuchs et al.,
2004)) at different scales. Because the groundwater code (PCGEOFIM (Sames
et al., 2005)) is able to calculate selected regions with a finer spatial resolution,
it can be used for large scale simulations, coupling TrimR2D and Hystem-Extran.
For small scale simulations, Risosurf and Hamoka were coupled.

Due to its flexible grid structure, RisoSurf is especially suited for small scale
simulations and was used in local study areas. Since the sewer model HAMOKA
and the RisoSurf system had already been coupled (Ettrich, 2003), HAMOKA was
also chosen for modeling in the local scale.

RisoSurf and TrimR2D are based on the 2-dimensional Shallow Water Equations.
Adaptive Triangles (RisoSurf) and a Cartesian grid (TrimR2D) are used for dis-
cretisations in space. Hamoka and Hystem Extran apply the 1-dimensional Shallow
Water Equations. PCGEOFIM simulates the groundwater flow described by Darcyś
Law; the grid consists of 3-dimensional Cartesian cubic volumes with different
mesh sizes. A detailed description of the models is given in Sommer et al. (2009).

10.3.3 Spatial and Time Step Coupling

In order to ensure communication between the coupled software packages, the geo-
metrical part of simulation models and the quantities which are exchanged have to
be specified for each one of the bilateral exchanges. For the coupling between the
surface water code and the groundwater code the geometrical part of the model is
defined by the potentially flooded elements (triangles or rectangles) of the surface
water model and the top side of the cells nearest to the surface of the groundwater
model.

The quantity which is provided by the surface water code is the water level above
ground, estimated in meters for the center of each cell. The quantity which is given
return by the groundwater code is the water velocity (or water flux per area) mea-
sured in meters per second. The same procedure is applied to each one of the other
two combinations: surface water code and sewerage simulation program as well as
groundwater code and sewerage simulation (Fig. 10.8).
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Fig. 10.8 Map of Dresden. The quaternary aquifer is the area of the groundwater model. Data
source: Environmental Office, City of Dresden

Concerning the unification of time steps, different velocities of surface and
subsurface flows have to be considered. While typical flow velocities at land sur-
faces and within the sewer are around 1 m s−1, the flow velocities in groundwater
are much smaller (around to 10−6 cm s−1). Therefore, the corresponding codes
work with very different time steps. The coupling process considers these differ-
ent velocities, while the codes for the surface runoff and the sewerage system with
their faster dynamics couple more frequently with each other before both are cou-
pled with the groundwater code. Figure 10.8 shows the principle of the coupling
(Peetz, 2008)

For more details about the implementation of the coupling see Sommer et al.
(2009) and Peetz et al. (2007).

10.4 Case Study Dresden

10.4.1 Introduction of Study Area

The analyses of flood impacts on groundwater were performed for the City of
Dresden, (Germany). The city is situated within the Elbe valley. The river valley
is of tectonic nature (“Elbe basin”) and is roughly 10 km wide. Cretaceous sedi-
ments (sandstone, limestone) are the footwall of the Quaternary aquifer in the Elbe
valley. The main sediments of this aquifer are gravel and sand of glacio-fluviatile
series with a thickness of less than 10–60 m from South to North. The aquifer can
be seen as a uniform sediment complex since the aquicludes are not widespread
over the whole area of the quaternary aquifer. Sand and fine gravel with a thick-
ness less than about 10 m and permeability between 2×10−4 and 1×10−5 ms−1

are situated below. The upper sediments consist of sand and fine gravel form the
low-terrace with a thickness of about 12 m. Holocene alluvial clay with a thickness
of 1 − 4 m represents the upper end of the Quaternary profile. These sediments are
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not widespread over the aquifer. The existence of alluvial clay and silt of the lower
terrace has an important effect on infiltration of flood water into the aquifer.

The annual mean water level of the river Elbe at the gauge Dresden is 1.98 m.
In August 2002 the maximum water level at the gauge Dresden was 9.40 m. One
week before the river Elbe flooded the city, its tributaries Weißeritz and Lockwitz
flooded large parts of Dresden. At the same time extreme precipitation values up
to 200 mm/day were measured in Dresden. In spring of 2006 another flood of the
river Elbe occurred, with a maximum water level of 7.49 m at gauge Dresden. It
was a typical winter flood caused by snowmelt in the upper regions of the basin.
Figure 10.6 shows the inundation areas of both floods in Dresden.

10.4.2 Flood and Groundwater in the Study Area

The interactions between flood and groundwater have been studied in Dresden dur-
ing the flood in August 2002 and during the flood event in spring 2006. In August
2002, a close relationship between rising of the flood and the groundwater level was
observed (Fig. 10.9a). The impacts of two separate flood events – the flash flood
of Weißeritz and the Elbe flood – could be identified in hydrographs of observa-
tion wells near the rivers and close to their inundation areas. Simultaneous heavy
rainfall resulted in strong infiltration in the surrounding area which caused addi-
tional groundwater rising. This effect could be observed in wells located further
away from the inundation area (Fig. 10.9b). In summary, in the region of Dresden
the characteristics of the groundwater dynamic was characterized by fast rising of
groundwater levels (until 0.3 m/h), a high groundwater level far away from the river
and a long duration of high groundwater tables. Figure 10.10 shows some hydro-
graphs of groundwater observation wells at different distance to the river Elbe during
the flood in August 2002.

In March of 2006 the groundwater levels in Dresden were untypical low. At long
observed groundwater measuring points the groundwater levels were around 30 cm

Fig. 10.9 Hydrographs of river Elbe and at observation wells, (a) observation well 100 m far from
inundation border, (b) observation well approx. 1,000 m far from inundation border
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Fig. 10.10 Hydrographs of groundwater observation wells at different distances from the Elbe
river during the flood in August 2002

lower than the long time averages for March. By spatial analyses of the rise of
groundwater levels it could be shown that the flood had an impact on the groundwa-
ter level within a distance of 800 m from the border of the inundation areas. Within
these areas the groundwater rose in average around 1 m. The maximum rising was
2.36 m. In a distance of more than 800 m from the inundation areas the groundwater
was increased in average by around 10 cm only.

The depth to water table is an important parameter for subsurface flood risk
assessment in urban areas. Normally in Dresden the depth to the groundwater table
is between 3 and 8 m. During the August 2008 flood event the depth to water
table decreased until 4−0 m. In spring 2006 the minimum depths of groundwa-
ter table achieved values from 2 to 5 m. Figure 10.11 shows the development of the
depths to groundwater table from the beginning of the flood until 10 days after the
flood peak by a histogram derived from a large number of groundwater observation
points in Dresden.
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Fig. 10.11 Histogram of classes of depth to water table at n groundwater observation points at
spring 2006 at several dates of observation. 31.03.2006: before the begin of flood; 07.04.2006:
peak of riverine flood; 17.04.2006: after the flood

The sewer system catchment area covers 98 km2 with approximately 470,000
inhabitants; the sewerage network consists of 900 km of combined sewers, 380 km
of foul water pipes and 340 km of storm water pipes (Sommer et al., 2009).

10.4.3 Results of Modelling

The modelling of the surface flooding generated boundary condition for the sew-
erage model. Infiltration rates into the sewerage network are the results of the
coupling modelling concerning surface flood and the discharge in the sewerage. The
modelling of the surface flooding generated boundary condition also for the ground-
water model. The impacts on the sewerage and on the groundwater are significant.
Otherwise, the feedback from the groundwater and the sewerage had no substantial
influence on the spatial and temporal distribution of the surface inundation during a
flood event. The results can be demonstrated with the scenario of a 100-year flood.

Concerning the sewer system the results of the coupled modelling have shown
that the area flooded by rivers is approximately congruent to the area where an
overload of the sewerage system can be expected (Fig 10.12). But by contrast, a
simultaneous rain event during the flood can endanger areas which are normally not
affected by the river flood.

The coupled modelling allows a comprehensive description of the impact of
floods on the groundwater. The focus of groundwater modelling was directed
towards a description of the rising groundwater and of maximum groundwater lev-
els. As the minimum depth to groundwater is an important parameter of groundwater
flood maps, it supports risk management planning for subsurface water dynam-
ics significantly. Maps of the duration of high groundwater levels are another
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Fig. 10.12 Backwater effects of sewerage during 100-year flood in Dresden (Karpf, 2008)

Fig. 10.13 Map of duration of groundwater levels with depths to groundwater table ≤3.0 m at a
100-year flood scenario (Eulitz, 2008)

practical result of modelling. As an example Fig. 10.13 shows a map of the dura-
tion of groundwater depth less than 3 m at a 100-year flood scenario for a local
area in the south-eastern part of Dresden. Further results are described in Sommer
et al. (2009).
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10.5 Conclusions

The results of groundwater observation during and after flood events in conjunc-
tion with groundwater modelling on the basis of flood scenarios are essential for a
groundwater risk assessment. Urban land-use planning has the aim of a long-term
development of urban infrastructure, residential areas and industrial areas. Thereby,
the urban land-use planning also has to ensure the livelihood and a sustainable urban
development. It can be shown that land-use planning requires the consideration of
the impacts of groundwater on nature as well as on built infrastructure. On the one
hand, the permanent possibility of a natural subsurface drainage of groundwater is
a basic demand of sustainable urban land-use planning. On the other hand, high
groundwater levels, which are caused by floods, can have a damaging effect on
residential houses and industrial buildings as well as on subsurface infrastructure.
Therefore, these impacts have to be considered also in urban land-use planning. In
this respect, urban landuse planning plays an important role in flood risk mitigation.
Resulting from increasing prices of building areas the importance of subsurface
constructions (e.g of subterranean car parks or shopping centres) is increasing.
However, in urban regions which are situated along rivers such subsurface build-
ings could be in conflict with the eventuality of temporary high groundwater levels
during flood events.

Therefore, maps of subsurface flood based hazard can be an helpful tool for
urban land-use planning in flood endangered cities. According to the differences
in potential hazards, mitigation measures can be applied gradually (Fig. 10.14).

All mitigation measures can be differentiated between temporary and permanent
measures (Sommer and Ullrich, 2005). Examples for temporary subterranean flood

Fig. 10.14 Graduation of protection measures against groundwater flood



226 T. Sommer

protection measures are the lowering of groundwater by flood protection wells or
the flooding of basements in case of rising groundwater to create counter pressure.
These measures are appropriate for areas with a short duration of high groundwa-
ter levels. Damage mitigation via such temporary measures relies on functioning
of flood warning systems and a high degree of preparedness (Thieken et al., 2007;
Kreibich and Thieken, 2008; Kreibich et al., 2009). In areas where high groundwater
levels are expected over a long time permanent measures are required. Examples are
waterproofed constructions of cellars by tanking (e.g. waterproof concrete tanking
or constructions with a waterproof skin i.e. bitumen sealing) or flood adapted con-
structions of basements (e.g. basement garages which can be flooded and exhausted
easily). The last steps of risk mitigation are recommendations, design specifications
and restrictions for subterranean constructions. These measures are appropriate in
areas with low depths to groundwater table over a long duration.
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Chapter 11
Quantification of Socio-Economic Flood Risks

Bruno Merz, Annegret Thieken, and Heidi Kreibich

Abstract This chapter gives an overview on the assessment of direct economic
losses as consequence of flooding. The basic concepts of damage assessments are
introduced and the factors that influence flood damage are discussed. Finally, the
damage model FLEMOps is described. FLEMOps estimates flood losses for private
households. It has been recently developed based on extensive surveys of flooded
households in Germany.
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11.1 Increasing Demand for Flood Damage Assessments

Traditionally, design standards and structural flood defence measures were the dom-
inant flood risk management approaches. Structural defense measures, such as dikes
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Fig. 11.1 Illustration of the terms flood hazard, vulnerability and risk (from Merz and Thieken,
2004)

and retention basins, were designed in order to control a predefined design flood, e.g.
the 100-year flood. In recent years, this “flood control policy” has increasingly been
challenged. New concepts are developing, usually referred to as “flood risk manage-
ment”. The level of protection is determined by broader considerations than some
predefined design flood, and more emphasis is put on non-structural flood mitiga-
tion measures. An essential development in this context is a shift from flood hazard
to flood risk. Traditionally, flood policies concentrated on the control or reduction
of flood hazard, i.e. decreasing the probability of occurrence of flood discharges and
inundations.

Figure 11.1 illustrates the terms hazard, vulnerability and risk. Flood hazard is
described by inundation scenarios associated with certain return periods, in Fig. 11.1
exemplified by a flood frequency curve and the 50-year inundation area. The impact
of the flood on the elements at risk, i.e. humans, the built environment and the natural
environment, depends on their vulnerability. In its simplest form, vulnerability is
composed of exposure (Who/what will be affected?) and susceptibility (How will
the affected elements be damaged?). The combination of hazard and vulnerability
leads to risk, defined as the probability of the occurrence of certain damage within
a certain time period.

Flood damage assessments are gaining more importance within this evolving
context of decision-making in flood risk management. They are needed for:

• Assessment of flood vulnerability. Elements at risk in flood-prone areas, e.g.
households or communities, are variably vulnerable to floods. For instance,
communities which experience floods on a more or less regular basis develop
strategies for coping with such events. Communities or households which are
not flood-experienced often neglect risk mitigation and, hence, develop higher
vulnerability (Thieken et al., 2007). Knowledge about vulnerability of elements
at risk is necessary for identifying risk reduction measures, e.g. development of
emergency plans and the undertaking of emergency exercises.

• Flood mapping. Flood risk mapping is an essential element of flood risk manage-
ment. In many countries, risk mapping is regulated by law. The European Union
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Flood Directive [2007/60/EC], enacted in November 2007, requires member
states to create both flood hazard and flood risk maps. Although flood mapping
is frequently limited to mapping of flood hazard, there is a lively discussion on
flood risk mapping, including adverse effects as well (de Moel et al., 2009).

• Optimal decisions on flood mitigation measures. Safety against floods requires
resources, among others, large amounts of tax money, and it should be shown that
these resources are well used. Hence, cost-benefit analyses of flood mitigation
measures are needed. The current flood risk has to be estimated, the potential risk
reduction options have to be determined, and benefits and costs of the different
options have to be quantified and compared. For all these steps towards cost-
effective risk management damage assessments are essential.

• Comparative risk analysis. In a wider context flood risk reduction competes
against other policy fields. For example, a municipality may be prone to different
types of natural hazards. Different risks within a community or a region, e.g. risks
due to flooding, windstorms and earthquakes, can be compared quantitatively on
the basis of consistent damage estimates (Grünthal et al., 2006).

• Financial appraisals for insurance and reinsurance companies. To guarantee
solvency, the probable maximum loss (PML) of insurers’ portfolios has to be
estimated.

• Financial appraisals during and immediately after floods. Disaster management
and governments need information on the flood damage, in order to direct and
co-ordinate decisions about loss compensation.

Figure 11.2 illustrates exemplarily the results of flood loss estimation for the
Seckach catchment in southwest Germany. The direct economic damage, broken
down into economic sectors, is given at the municipality level for the 100-year flood
scenario. The upstream municipalities are affected to a small extent compared to the
downstream communities. The largest municipal damage is caused by flooding of
industrial premises in Roigheim. Flood retention measures which are mainly imple-
mented within areas of the upstream municipalities reduce significantly the damage
in the downstream municipalities. Therefore, the main beneficiaries of flood defense
measures in upstream areas are the downstream communities. Damage assessments
quantify the spatial distribution of damage in the catchment and are therefore a
necessary basis for decisions on flood mitigation.

This chapter introduces the basic concepts of direct economic flood damage
assessments, discusses the factors that influence flood damage and presents the
damage model FLEMOps for private households. This chapter is limited to direct
economic flood damage. Floods are also associated with indirect economic dam-
age and adverse social, psychological, political and environmental consequences.
Ideally, flood risk assessments comprise all damage dimensions, in order to obtain
a complete damage picture. However, risk analyses are frequently limited to direct
economic losses, either because other dimensions are seen of minor importance or
because the available methods do not exist to derive reliable statements. In case risk
assessments do not take into account the complete spectrum of damage dimensions,
the missing dimensions should at least be listed.
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Fig. 11.2 Direct economic damage at the municipality level for the 100-year flood scenario,
broken down into economic sectors

11.2 Basics of Direct Economic Damage Assessment

11.2.1 Types of Flood Damage

Flood damages can be classified into direct and indirect damage. Direct damages
are those which occur due to the physical contact of the flood water with humans,
property or any other objects. Indirect damages are damages which are induced by
the direct impacts and occur – in space or time – outside the flood event. Both types
of damages are further classified into tangible and intangible damage, depending on
whether or not these losses can be assessed in monetary values. Tangible damage
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are damage dimensions which can be easily specified in monetary terms, whereas
intangible damage is damage to goods and services which are not traded in a market
and are difficult to transfer to monetary values. Some examples are:

• Direct, tangible. Damage to private buildings and contents; destruction of infras-
tructure such as roads, railroads; erosion of agricultural soil; destruction of har-
vest; damage to livestock; evacuation and rescue measures; business interruption
inside the flooded area; clean up costs

• Direct, intangible. Loss of life; injuries; loss of memorabilia; psychological
distress; damage to cultural heritage; negative effects on ecosystems

• Indirect, tangible. Disruption of public services outside the flooded area; induced
production losses to companies outside the flooded area (e.g. suppliers of flooded
companies); cost of traffic disruption; loss of tax revenue due to migration of
companies in the aftermath of a flood

• Indirect, intangible. Trauma; loss of trust in authorities

Although the differentiation in direct and indirect and tangible and intangible
damage is commonplace, interpretations and delineations differ. The costs of direct
impacts are generally easier to quantify than indirect costs. One reason is that
indirect impacts may have effects on time scales of months and years.

11.2.2 Spatial and Temporal Scales

Flood damage assessments are performed on different spatial scales:

• Micro-scale. The assessment is based on single elements at risk. For instance,
in order to estimate the damage to a community for a certain flood scenario,
damages are calculated for each affected object (building, infrastructure object,
etc.).

• Meso-scale. The assessment is based on spatial aggregations. Typical aggregation
units are land use units, e.g. residential areas, industrial areas or administrative
units, e.g. zip code areas.

• Macro-scale. Large-scale spatial units are the basis for damage estimation.
Typically, administrative units are used, e.g. municipalities, regions, nations.

The classification in micro-, meso- and macro-scale level has no clear-cut bound-
aries, and different groups may set the boundaries in a different way. Closely
linked to the spatial scale is the context of the damage assessment (purpose,
required reliability, available data, available resources etc.). Local studies, e.g.
cost-benefit analysis for a single flood defence structure, usually employ the micro-
scale view and derive damage estimates for each flood-prone object. Since this
approach requires detailed, local input data and a large effort per unit area, meso-
and macro-scale approaches are frequently chosen. Messner et al. (2007) give
recommendations for the choice of the appropriate approach.
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The classification in micro-, meso- and macro-scale is, on the one hand, related
to the spatial extent of the damage assessment. On the other hand, there is a method-
ological distinction: Meso- and macro-scale approaches differ from micro-scale
approaches in their need for aggregation. The steps of the damage assessment have
to be performed for aggregations of damage objects. In order to compare different-
scale methods and to transfer data and methods between scales, upscaling and
downscaling procedures for the different steps of damage assessments are necessary.
Section 4 exemplifies upscaling and downscaling approaches.

The results of a damage assessment depend on the spatial and temporal bound-
aries of the study. A flood might devastate a community, and at the same time,
nearby communities might actually experience economic benefits, since the flood
might trigger businesses and orders that cannot be performed by flood-affected
companies. For example, the 1993 US Midwest floods impeded barges to navigate
the river. Because of this lack of barge traffic, several trucking companies gained
about US$13 million in additional revenue due to the increased demand for road
transportation (Pielke, 2000). Similar considerations hold concerning the temporal
scale. Flood can cause long-term consequences, such as health effects, which are
not captured if a short time horizon of the damage assessment is chosen.

11.2.3 Procedure for Direct Economic Damage Estimation

The procedure for estimation of direct economic flood damage can be broken down
in four steps:

• Classification of elements at risk. Pools elements at risk into “homogeneous”
damage classes.

• Exposure analysis. Assesses the number and type of elements at risk which are
affected by a certain flood scenario.

• Asset analysis. Estimates the value of the affected elements at risk.
• Susceptibility analysis. Relates relative damage of elements at risk to flood impact

via the use of damage functions.

This four-step procedure holds for the relative damage approach. In this case the
value of all elements at risk is estimated and their susceptibility is described by
relative damage functions, expressing loss as a percentage of the total asset value
of the elements at risk. In the absolute damage approach absolute damage functions
integrate both aspects, value and susceptibility, within a single function.

There are also examples for simpler methods. The Rapid Appraisal Method
(RAM), derived for fast estimates of flood damages for Australian businesses,
assigns an average loss value to individual damaged buildings, regardless of damage
influencing flood characteristics (Gissing and Blong, 2004).

11.2.4 Classification of Elements at Risk

Flood vulnerability varies between elements at risk. Depending on the size of the
study area, the spatial extent of the flood scenarios and the necessary resolution,
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flood damage to a very large number of objects has to be estimated. Typically, ele-
ments at risk are classified and pooled into groups for which damage assessments
are performed. For example, in the case of damage to buildings in a municipality,
all buildings with certain characteristics are pooled into a group for which a unit
value (e.g. related to the building area, C/m2) and a relative damage function may
be applied. The classification in groups varies between damage assessments and
depends on the data availability, the necessary detail of the study and the socio-
economic structure of the study area. For example, Smith (1994) argues that there
are broad similarities between house types and average contents throughout much
of Australia, and that this does not hold for the UK where dwelling types vary
markedly, or for countries with wide variations in household income.

In the majority of cases, the classification differentiates in economic sectors, such
as private households, companies, infrastructure and agriculture. This classification
is based on the following arguments:

• Different economic sectors show different characteristics. In the residential sector
the elements at risk are mainly buildings; this is only partly the case in other
sectors like the commercial, industrial, agricultural or public sector.

• Flood impact varies between sectors. For example, flood damage to residen-
tial buildings is strongly dependent on inundation depth, whereas for damage
to agricultural crops the seasonality and the duration of the flood are decisive.

• Economic data which is of utmost relevance for damage assessments is usually
provided according to economic sectors.

Table 11.1 gives a classification according to economic sectors and highlights
that for many sectors little data are available. Merz et al. (2004) analyse a data set of
approximately 4,000 damage records, covering nine floods in Germany. They show
that damage data have large variability which differs between economic sectors.
Classification into sub-groups is recommended, however, sufficient data must be
available for a refined classification.

The detail of the classification of a damage assessment should be in line with
the relevance of the sectors or classes. There is a tendency to use more detailed
approaches for sectors for which more data are available. For sectors with little
data very simple approaches are frequently applied. This is problematic if data- and
model-scarce sectors possess a high damage potential. A small share of flooded
objects often causes a large share of damage. A single large industrial plant can
incur direct flood damage that exceeds that for several hundred nearby dwellings
subject to the same flood risk. For instance, the winter flood in 1993 in the Seckach
catchment caused damages at several hundreds of objects in 19 communities. 40%
of the direct damage emerged from a single industrial premise. A Pareto-like distri-
bution of losses, e.g. 20% of the affected objects is responsible for 80% of the total
loss, is frequently observed in damage data.

11.2.5 Exposure and Asset Analysis

Exposure analysis identifies objects that are affected by a certain flood scenario.
Exposed objects are extracted by intersecting land use data with inundation data
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Table 11.1 Classification of elements at risk according to economic sectors

Sector Examples Remarks

Private
households

Residential buildings including
contents, garages, summer houses
etc., privately used vehicles

Majority of data sets and approaches
exist for this sector. Variation of
vulnerability is rather low
compared to other sectors

Industry,
manufacturing

Mining, metal processes, car and
mechanical engineering industry,
chemical industry, construction
industry, installers workshop,
carpentry etc.

High variability and little data
available. Transfer of asset values
and damage functions within
sector is problematic. Booysen
et al. (1999) argue that it is not
possible to develop standard
damage function for industries and
that questionnaires have to be
provided for each industrial plant

Services sector Retail trade, wholesale trade, credit
and insurance institutions, hotel
and restaurant industry, lawyers,
software companies etc.

Rather high variability and little data
available. Transfer of asset values
and damage functions within
sector has to be done with care

Public sector Education and culture (schools,
universities, theaters etc.),
recreation and sports (campsite,
sports hall etc.), administration,
health care and social welfare
(hospitals, nursing home etc.),
churches

High variability and little data
available. Transfer of asset values
and damage functions within
sector is problematic

Lifelines and
infrastructure

Water supply, sewerage and drainage,
gas supply, power supply,
telecommunication, transportation

Little data available. Within certain
groups transfer of asset values and
damage functions possible, e.g.
unit values and damage functions
for roads of certain characteristics

Agriculture Loss of crops, damage to buildings,
contents, machinery; soil erosion,
loss of livestock

Methods and data availability
comparatively good. Average
values per element at risk might be
suitable in countries with a small
damage potential compared to
other sectors

Others Damage to flood defense structures;
clean-up costs, evacuation and
disaster management costs

Average values seem appropriate,
e.g. average costs of evacuation
(Penning-Rowsell and Green,
2000)

by means of GIS operations. For all flood-affected objects asset values have to be
assigned. Asset values depend not only on the type of the elements at risk, but also
vary in time and space. The variation in time can be attributed to economic trends,
e.g. inflation, new investments and innovation. While inflation can be corrected by
price indices, other changes in time can only be absorbed by a regular update of
the data base. Variation in space occurs because the same object type has a different
asset value in one region than in another due to regional specifications or differences
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in material costs, wages, etc. This variation can be covered by the use of regional or
local data instead of national data.

Within one element at risk several categories of assets, e.g. buildings, machinery
and equipment, or inventory, such as products or goods, can be identified. As their
susceptibility varies (e.g. in case of a flood, fixed assets cannot be removed from the
flooding zone, whereas moveable items such as products can be secured) and since
they contribute with different proportions to the total asset value, the asset values of
these categories should be estimated separately.

There are not many risk assessment studies in the literature that explicitly explain
approaches for the estimation of assets. This might be due to the fact that in many
risk analyses no quantitative risk indicators are used or that damage modelling is
done with absolute damage functions.

Rather crude approaches were used for meso-scale assessments in Germany by
MURL (2000) and Grünthal et al. (2006). Data on the gross stock of fixed assets
were combined with land use data or land register data to derive unit values [C/m2]
for different economic sectors. The value of residential buildings, however, was esti-
mated by multiplying the number of buildings with their mean insurance value,
which in general represents the replacement costs of the buildings. This estimate
was transformed to a unit value by relating it to the total settlement area in the study
area. In a study focusing on the loss potential of the whole valley of the river Rhine
(ICPR, 2001) the approach of MURL (2000) was adapted to a larger scale. Instead
of land register data, CORINE land cover data (CORINE stands for Coordination of
Information on the Environment) was used. It was therefore necessary to split the
five economic activities and to allocate them to CORINE land cover classes. The
values were calculated for each federal state in Germany. With the help of matching
coefficients derived from the gross domestic product, unit values were also derived
for Switzerland, France and the Netherlands. Furthermore, the approach differenti-
ated immobile (e.g. buildings) and mobile (e.g. machinery, inventory) asset values.
These crude approaches have the disadvantage that e.g. differences in building types
are not considered.

Kleist et al. (2006) developed a refined methodology for the asset estimation
of residential buildings in Germany. The methodology is applicable to Germany
and reflects the difference of the specific construction costs per building type and
the regional difference of the building stock. It links available information on stan-
dardised construction costs for residential buildings in Germany with census data
about the building stock and the living area per community. The total, as well as the
per-capita replacement costs for residential buildings, differentiated by type, were
calculated for all communities in Germany. In parallel, Thieken et al. (2006) applied
dasymetric mapping to disaggregate the community values of Kleist et al. (2006)
and to provide a spatially-distributed inventory of asset values throughout Germany.
The approach uses land cover data (CORINE) as ancillary variable. A strength of
this approach is the relatively high resolution (minimum mapped unit of CORINE
land cover data covers 25 ha) and, at the same time, the coverage of large areas
such as Germany. A similar approach has been developed by Seifert et al. (2010)
for commercial and industrial assets in Germany. Despite this modelling effort, the
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approaches are still coarse in comparison to the resolution and detailedness of the
flood hazard modelling.

In the damage estimation tool HAZUS-MH, which is used in the USA, a regis-
ter of commercial and industrial structures was derived from a private commercial
database. Multiplying the total floor size of a building occupancy in a census block,
which reflects to a certain degree the type of economic activity, with the building
replacement costs per square foot in this census block provided the building asset
value for the chosen building occupancy and census block (FEMA, 2003). This
was done for each census block in the US and 16 different building occupancies
in the commercial and industrial sector. Within a census block a uniform distribu-
tion of the buildings and, thus, of the asset values over the whole area is assumed.
The smallest unit in the HAZUS-MH asset data base is therefore the census block.
Further spatial disaggregation was not reported. As each census block should cover
approximately the same number of inhabitants, the census blocks vary extremely in
extent, i.e. their extent ranges from a few city blocks in urban areas to several square
miles in rural areas. In urban areas with high building density the assumption of an
uniform building distribution holds true with few exceptions (e.g. roads or parks),
but in rural areas the building density is low and the assumption is questionable and
may lead to a large error in the spatial distribution of asset values. For the estima-
tion of flood losses to buildings instead of full replacement costs depreciated values
are used in HAZUS-MH. They are derived from data about building costs and use
the age and the condition of the structure to calculate the depreciated asset values
(Scawthorn et al., 2006). Contents asset values are estimated as a fixed percentage
of the building asset value (FEMA, 2003).

In another study in Japan, Dutta et al. (2003) calculates unit economic values for
different elements at risk. For non-residential objects eight types of economic activ-
ity (mining; construction; production; electricity/gas/water; wholesale and retail
sale; finance and insurance; real estate; services) are distinguished. To estimate the
monetary values for property and inventory, the number of workers per type is mul-
tiplied by unit prices per worker and type. The values of residential buildings are
estimated by the product of the unit area with the structure value per unit area and
the content value per unit area, respectively. These calculations are done on ward-
level. For further spatial disaggregation on a grid cell basis land cover data is used.
The floor area per grid cell is determined considering land cover type, building ratios
(i.e. the percentage of area covered by buildings in a given area) and floor area frac-
tions (i.e. the total area of all storeys of a building divided by the ground surface
area of the building; thus for a one-storey building the floor area fraction amounts to
1). The latter two parameters are derived from aerial photographs. This approach is
feasible for small or medium sized areas, but not for a countrywide approach, since
the analysis of aerial photographs for a huge area would be too time-consuming.

For an Australian risk analysis Blong (2003) uses construction costs (replace-
ment costs) per square meter that have been published by Australian authorities.
The basic idea of Blong (2003) is not to estimate the total value of all structures by
using different unit values for each building type, but to relate all different build-
ing types to a medium-sized family house. Cost ratios are derived by relating the
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standardized construction costs of all other buildings to the construction costs of a
medium-sized family house. A replacement ratio RR considers differences in the
building size (floor area) and is defined as RR = [(Cost Ratio ∗ Floor area)/Floor
area of a medium-sized family house]. The replacement ratios are then used in the
damage model which calculates damage as house equivalents. Monetary loss can be
achieved by multiplying the house equivalents by the asset value of a medium-sized
family house. The advantage is that the method can be easily updated and that the
damage model can be used for different hazard types. Unfortunately, it only cov-
ers the asset type of buildings and neither of machinery, equipment and inventory,
which can account for substantial losses especially in industry and commerce.

This overview shows that the methods for asset estimation vary considerably in
terms of detail concerning the stratification in economic classes and the spatial dis-
aggregation of areal values. For example, HAZUS-MH does not use land use data
for spatial distribution of asset values, but assumes a uniform distribution of build-
ings within census blocks, which is the smallest spatial unit used in HAZUS-MH.
Dutta et al. (2003) use very precise information for the spatial distribution of asset
values applying aerial photographs – an interesting approach which is however not
feasible for a countrywide application. This broad spectrum of methods illustrates
that the detail of asset estimation depends strongly on the size of the study area, the
available input data and the required accuracy of the risk assessment.

11.3 Susceptibility Analysis

Most damage models have in common that the damage is obtained from the type
or use of the object and the inundation depth. Other parameters, like flow velocity
or previous flood experience of affected people, are rarely taken into account. Thus,
simple averaging and stage-damage curve loss estimation methods ignore the large
influence of other variables and result in uncertain estimations (Merz et al., 2004).
Despite their uncertainty such stage-damage curves are seen as the essential building
blocks upon which flood damage assessments are based. They are accepted as the
standard approach to assess urban flood damage (Smith, 1994).

11.3.1 Damage Influencing Flood Characteristics

It is obvious that flood damage depends, in addition to the type of object and water
depth considered by stage-damage curves, on many factors. Some of these factors
are flow velocity, duration of inundation, sediment concentration, contamination of
flood water, availability and information content of flood warning, and the qual-
ity of external response in a flood situation. Although a few studies give some
quantitative hints about the influence of these factors (Smith, 1994; Wind et al.,
1999; Penning-Rowsell and Green, 2000; Kreibich et el., 2005; Thieken et al.,
2005), there is no comprehensive approach for including such factors in damage
modelling.
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These factors can be differentiated into impact and resistance parameters
(Thieken et al., 2005). Impact parameters reflect the specific characteristics of a
flood event for the object under study. Whereas impact parameters depend on the
kind and magnitude of the flood, resistance parameters depend on the flood prone
objects. They depict the capability or incapability of an object to resist the flood
impact. Resistance parameters can be the object size or the type and structure
of a building. Further, also mitigation measures, former flood experience and fast
transmission of a warning influence the resistance (Kreibich et al., 2007).

Most of these damage influencing factors are neglected in damage modelling,
since they are very heterogeneous in space and time, difficult to predict, and lim-
ited information on their (quantitative) effects are available. For instance, a gate
being opened or closed could make the difference between high and low flow veloc-
ities and, as a consequence, scour undermining a foundation or not (Kelman and
Spence, 2004). Floating and destruction of an oil-tank or not can make the dif-
ference between total damage of a building due to severe contamination or only
marginal damage due to water contact only.

11.3.2 Damage Functions

In developing flood loss models two main approaches can be distinguished:
empirical approaches which use loss data collected after flood events and syn-
thetic approaches which use loss data collected via what-if-questions. An example
for the first approach is the German flood damage data base HOWAS (Merz
et al., 2004), from which the models of MURL (MURL, 2000) and Hydrotec
(Emschergenossenschaft and Hydrotec, 2004) derived their loss functions. What-if
analyses estimate the damage which is expected in case of a certain flood situa-
tion, e.g.: “Which damage would you expect if the water depth was 2 m above
the building floor?” Examples for this approach are the damage functions for
United Kingdom (Penning-Rowsell et al., 2005). It is possible to combine both
approaches, e.g. to extend empirical data with synthetic data which was done by
the US Army Corps of Engineers to develop their loss functions (USACE, Galveston
District, Texas, personal communication, 2006) or to evaluate synthetic models with
empirical data. Both approaches have advantages and disadvantages (Table 11.2).

Table 11.3 compares the advantages and disadvantages of relative and absolute
damage functions. Which of both approaches is chosen may depend on the kind of
available data, e.g. on the availability of data on the value of assets.

11.4 The FLEMOps Model

The rule-based Flood Loss Estimation Model for the private sector FLEMOps was
developed to fulfil the following requirements:

• The new model should take into account more influencing factors, not only the
water level.
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Table 11.2 Advantages and disadvantages of empirical and synthetic flood damage models

Advantages Disadvantages

Empirical
damage
models

Real damage information possesses a
greater accuracy than synthetic data
(Gissing and Blong, 2004)
Effects of damage mitigation measures
can be quantified and taken into
account in damage modelling (Kreibich
et al., 2005; Thieken et al., 2008)
Variability within one category and
water depth is reflected by the data and
uncertainty can be quantified (Merz
et al., 2004)

Detailed damage surveys after floods are
uncommon, so that models may be
based on poor quality data (Smith,
1994)
Paucity of information about floods of
different magnitude and often a lack of
damage records with high water depth
require extrapolations (Smith, 1994;
Gissing and Blong, 2004).
Transferability in time and space is
difficult due to differences in warning
time, flood experience, building type
and contents (Smith, 1994)

Synthetic
damage
models

In each building, damage information for
various water levels can be retrieved
(Penning-Rowsell and Chatterton,
1977)
Approach does not rely on information
from actual flood events and can
therefore be applied to any area (Smith,
1994)

High effort is necessary to develop
detailed data bases (inventory method)
or undertake large surveys (valuation
survey method) to achieve sufficient
data for each category/building type
(Smith, 1994)
What if analyses are subjective,
resulting in uncertain damage estimates
(Gissing and Blong, 2004; Soetanto
and Proverbs, 2004)
Mitigation actions are not taken into
account (Smith, 1994)
Premises within one classification can
exhibit large variations which are not
reflected by the data (Smith, 1994)

• The model is to be based on loss ratios (instead of absolute losses) so that a
combination with various asset stocks (e.g. total asset of residential buildings,
insured assets/portfolios) is possible.

• Different scales of model application (such as buildings and land use units)
should be enabled.

The model is based on detailed statistical analysis (e.g. Mann-Whitney-U tests,
principal component analyses) of data from a survey of 1,697 private households
that were affected by the flood in August 2002 (Kreibich et al., 2005; Thieken
et al., 2005). Principal component analysis showed that the loss influencing param-
eters can be classified into the following main components (Thieken et al., 2005):
(1) building characteristics (size, type and value of the affected building/contents),
(2) household structure (size and age structure), (3) static flood impact (water depth,
duration, and contamination) as well as (4) precaution and flood experience. Other
components like emergency measures undertaken by the residents, socio-economic
status of the household or dynamic flood impact (flow velocity) are only relevant
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Table 11.3 Advantages and disadvantages of relative and absolute damage functions

Advantages Disadvantages

Relative damage
functions

Simplicity, because many data
sources on the value of properties
are available (Messner et al., 2007)
Better transferability in space and
time, since they are independent of
changes in market values of
individual structures which may
result from inflation, shifts in local
economy or development status
(Krzysztofowicz and Davis, 1983)

Values of the object assets are
necessary

Absolute damage
functions

No need for asset values Need for regular re-calibration, e.g.
damage functions of
Penning-Rowsell and Chatterton
(1977) were re-calibrated,
reflecting larger investments in
properties and contents
(Penning-Rowsell and Green,
2000)

in some sub-datasets. Since mainly the components of the static flood impact and
of the building characteristic were significantly correlated with the building as well
as with the contents damage (Thieken et al., 2005), a two-stage model consider-
ing the following parameters was developed: In the first model stage (core model),
losses are estimated according to the water level (≤ 20 cm, 21–60 cm, 61–100 cm,
101–150 cm, >150 cm), building type (one-family homes, (semi-)detached houses,
multifamily houses) and building quality (low/medium quality, high quality). For all
sub-categories mean loss ratios per loss type (building, contents) were derived from
the empirical data (Fig. 11.3).

Fig. 11.3 Micro-scale FLEMOps model for the estimation of flood losses to residential buildings
and contents considering water level, building type and building quality (adapted from Büchele
et al., 2006)
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Table 11.4 Scaling factors for different levels of contamination and precaution (adapted from
Büchele et al., 2006)

Scaling factors for damage ratios of

Buildings Contents

No contamination and no precaution 0.92 0.90
No contamination and medium precaution 0.64 0.85
No contamination and very good precaution 0.41 0.64
Medium contamination and no precaution 1.20 1.11
Medium contamination and medium precaution 0.86 0.99
Medium contamination and very good precaution 0.71 0.73
High contamination and no precaution 1.58 1.44

In the second model stage (further FLEMOps+), also the influence of the con-
tamination of the floodwater and precaution of private households can be considered
by scaling factors (Table 11.4). For instance, very good precaution and no contam-
ination reduce building loss by 41%, while heavy contamination and no precaution
augment it by 58%. Since only a very limited number of households which had
undertaken precautionary measures experienced high contamination (n = 21), it is
suspected that precautionary measures are largely able to avoid contamination and
that these cases can be neglected.

The model can be applied to the micro-scale, i.e. to single buildings as well as to
the meso-scale, i.e. to land cover units (see Thieken et al., 2008; Apel et al., 2009).
For the latter, a scaling procedure based on census data and a dasymetric mapping
technique was developed (Thieken et al., 2006): By means of INFAS Geodaten
(2001) and cluster analysis the mean building composition and the mean building
quality per municipality was derived for whole Germany (Fig. 11.4). With the help
of this classification, a mean flood loss model was set up by weighting the flood
loss model for three different building types by the mean percentages of these build-
ing types in each cluster. Thieken et al. (2008) and Apel et al. (2009) demonstrate
that FLEMOps is theoretically within the range of other stage-damage functions
used in Germany. However, the advantage is that it takes into account the building
characteristics of the area under investigation.

In addition, a dasymetric mapping approach was applied to disaggregate build-
ing asset values (Thieken et al., 2006, see also Section 2.5). Such exposure data
are commonly provided at the municipal level; for loss estimations they have to
be disaggregated to a finer spatial scale. To get a realistic distribution of the asset
values, land cover data are used as ancillary data. By assigning a weight to each land
cover class, the total municipal asset value is disaggregated within the municipality
under study. In FLEMOps, the mapping technique of Mennis (2003) was adapted.

For the application of the meso-scale model FLEMOps in Germany a web-
service has been set up (http://nadine.helmholtz-eos.de/FLEMO.html). Users can
upload their flood scenarios (ASCII grids of water depths) and calculate the
expected residential building losses. Interested parties can get a login from the
section hydrology at GFZ (FLEMO@gfz-potsdam.de).
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Fig. 11.4 Overview of the FLEMOps model for the estimation of flood losses to residential
buildings in Germany

Table 11.5 Input data and model results of the damage assessment in the community of Eilenburg
(Saxony, Germany) for the flood event in August 2002 (adapted from Apel et al., 2009)

Information of the Saxon Relief Bank (Sächsische Aufbaubank – SAB)
Total eligible repair costs for damage to residential buildings in August

2002
C77.12 Million

Number of buildings to be repaired 765

Telephone survey after the flood event in August 2002 (Kreibich et al., 2005; Thieken et al., 2005)
Number of surveyed households in Eilenburg 37
Share of households not affected by contaminated floodwater 24.3%
Share of households affected by heavily contaminated floodwater 64.9%
Share of households that performed NO precautionary measures 89.1%
Share of households that performed MORE THAN ONE precautionary

measure
5.4%

Loss estimation for the flood in August 2002 (Scenario: 1D/2D-modelling with LISFLOOD-FP
(Bates and de Roo, 2000)

Loss function of IKSR (2001) C34.50 Million
Loss function of MURL (2000) C9.78 Million
FLEMOps, first stage C48.68 Million
FLEMOps+, second stage (high contamination, no precaution) C76.92 Million
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Validations of the model have shown that FLEMOps+ outperforms other stage-
damage functions that are usually applied in Germany (Thieken et al., 2008; Apel
et al., 2009), which confirms the assumption that uncertainty in flood loss estima-
tion can be reduced when more parameters, besides the water depth, are taken into
consideration.

In the following it is exemplarily shown that FLEMOps is able to calculate realis-
tic flood losses in a test community, namely Eilenburg at the Mulde River in Saxony,
Germany. Input data and model results for the flood in August 2002 are summa-
rized in Table 11.5. Besides FLEMOps, two other loss models (IKSR, 2001; MURL,
2000) were applied. The August 2002 flood caused losses to residential buildings
of C77.12 Million in the community of Eilenburg (Saxon Relief Bank (SAB), per-
sonal communication as of February 2005). On basis of a hydraulic simulation with
LISFLOOD-FP (Bates and de Roo, 2000) FLEMOps applied in both model stages
achieves the best estimation (Table 11.5).

11.5 Conclusions

Flood damage assessment has not received much attention. Compared to the wealth
of available information on flood hazard, flood damage data are scarce and damage
estimation methods are crude. However, damage assessments are increasingly asked
for within the policy shift from flood control to flood risk management. The mod-
els used today consider only few damage-influencing factors. Models and data are
transferred in time, space and processes without sufficient justification. Additional
damage data, more comprehensive models and validation studies are needed to
provide more reliable flood damage assessments. In particular, the relationships
between flood damage and damage-influencing factors need to be disentangled for
different situations and regions.

Acknowledgements This work is part of the research project MEDIS (Methods for the evaluation
of direct and indirect flood losses) which has been funded by the German Federal Ministry for
Education and Research (BMBF) (No. 0330688) within the research programme RIMAX (Risk
management of extreme flood events).

References

Apel H, Aronica GT, Kreibich H, Thieken AH (2009) Flood risk assessments – How detailed do
we need to be? Nat Hazards 49(1):79–98

Bates PD, de Roo APJ (2000) A simple raster-based model for floodplain inundation. J Hydrol
236:54–77

Blong R (2003) A new damage index. Nat Hazards 30(1):1–23
Booysen HJ, Viljoen MF, de Villiers GduT (1999) Methodology for the calculation of industrial

flood damage and its application to an industry in Vereeniging. Water SA 25(1):41–46
Büchele B, Kreibich H, Kron A, Thieken A, Ihringer J, Oberle P, Merz B, Nestmann F (2006)

Flood-risk mapping: contributions towards an enhanced assessment of extreme events and
associated risks. Nat Hazards Earth Syst Sci 6:485–503



246 B. Merz et al.

de Moel H, van Alphen J, Aerts JCJH (2009) Flood maps in Europe – methods, availability and
use. Nat Hazards Earth Syst Sci 9:289–301

Dutta D, Herath S, Musiake K (2003) A mathematical model for flood loss estimation. J Hydrol
277:24–49

Emschergenossenschaft and Hydrotec (2004) Hochwasser-Aktionsplan Emscher, Kapitel 1:
Methodik der Schadensermittlung. Report

FEMA (Federal Emergency Management Agency) (2003) HAZUS-MH Technical Manual.
Department of Homeland. Technical Report

Gissing A, Blong R (2004) Accounting for variability in commercial flood damage estimation.
Aust Geogr 35(2):209–222

Grünthal G, Thieken AH, Schwarz J, Radtke K, Smolka A, Merz B (2006) Comparative risk
assessments for the city of Cologne – storms, floods, earthquakes. Nat Hazards 38(1–2):21–44.
doi:10.1007/s11069-005-8598-0

IKSR (Internationale Kommission zum Schutz des Rheins) (2001) Atlas der
Überschwemmungsgefährdung und möglicher Schäden bei Extremhochwasser am Rhein.
Koblenz

INFAS Geodaten (2001) Das Data Wherehouse. Bonn, INFAS GEOdaten GmbH, Status:
Dezember 2001

ICPR (International Commission for the Protection of the River Rhine) (2001) Übersichtskarten
der Überschwemmungsgefährdung und der möglichen Vermögensschäden am Rhein. Report.
ICPR, Koblenz

Kelman I, Spence R (2004) An overview of flood actions on buildings. Eng Geol 73:
297–309

Kleist L, Thieken AH, Köhler P, Müller M, Seifert I, Borst D, Werner U (2006) Estimation of the
regional stock of residential buildings as a basis for comparative risk assessment for Germany.
NHESS 6(4):541–552

Kreibich H, Müller M, Thieken AH, Merz B (2007) Flood precaution of companies and their ability
to cope with the flood in August 2002 in Saxony, Germany. Water Resour Res 43:W03408.
doi:10.1029/2005WR004691

Kreibich H, Thieken AH, Petrow T, Müller M, Merz B (2005) Flood loss reduction of private
households due to building precautionary measures – Lessons Learned from the Elbe flood in
August 2002. NHESS. Nat Hazards Earth Syst Sci 5:117–126

Krzysztofowicz R, Davis DR (1983) Category-unit loss functions for flood 21 forecast-response
system evaluation. Water Resour Res 19(6):1476–1480

Mennis J (2003) Generating surface models of population using dasymetric mapping. Prof Geogr
55(1):31–42

Merz B, Kreibich H, Thieken AH, Schmidtke R (2004) Estimation uncertainty of direct monetary
flood damage to buildings. Nat Hazard Earth Syst Sci 4:153–163

Merz B, Thieken AH (2004) Flood risk analysis: concepts and challenges. Österreichische Wasser-
und Abfallwirtschaft 56(3–4):27–34

Messner F, Penning-Rowsell E, Green C, Meyer V, Tunstall S, van der Veen A, Tapsell S, Wilson T,
Krywkow J, Logtmeijer C, Fernández-Bilbao A, Geurts P, Haase D, Parker D (2007) Evaluating
flood damages: guidance and recommendations on principles and methods, Floodsite project,
www.floodsite.net

MURL (2000) Potentielle Hochwasserschäden am Rhein in NRW. Ministerium für Umwelt
Raumordnung und Landwirtschaft des Landes Nordrhein-Westfalen, Düsseldorf

Penning-Rowsell EC, Chatterton JB (1977) The benefits of flood alleviation: a manual of
assessment techniques. Gower Technical Press, Aldershot

Penning-Rowsell EC, Green C (2000) New Insights into the appraisal of flood-alleviation benefits:
(1) Flood damage and flood loss information. J Chart Inst Water E 14:347–353

Penning-Rowsell E, Johnson C, Tunstall S, Tapsell S, Morris J, Chatterton J, Green C (2005) The
benefits of flood and costal risk management: a manual of assessment techniques. Middlesex
University Press, London



11 Quantification of Socio-Economic Flood Risks 247

Pielke RA (2000) Flood impacts on society. In: Parker DJ (ed) Floods Routledge hazards and
disasters, Series. Routledge Press, London, pp 133–155

Scawthorn C, Flores P, Blais N, Seligson H, Tate E, Chang S, Mifflin E, Thomas W, Murphy J,
Jones C, Lawrence M (2006) HAZUS-MH flood loss estimation methodology. II. Damage and
loss assessment. Nat Hazards Rev 7(2):72–81

Seifert I, Thieken A, Merz M, Borst D, Werner U (2010) Estimation of industrial and commercial
assets values for (natural) hazard risk assessment. Nat Hazards 52(2):453–479

Smith DI (1994) Flood damage estimation – A review of urban stage-damage curves and loss
functions. Water SA 20(3):231–238

Soetanto R, Proverbs D G (2004) Impact of flood characteristics on damage caused to UK domestic
properties: the perceptions of building surveyors. Struct Surv 22(2):95–104

Thieken AH, Müller M, Kreibich H, Merz B (2005) Flood damage and influencing factors:
new insights from the August 2002 flood in Germany. Water Resour Res 41(12):W12430.
doi:10.1029/2005WR004177

Thieken AH, Müller M, Kleist L, Seifert I, Borst D, Werner U (2006) Regionalisation of asset
values for risk analyses. NHESS 6(2):167–178

Thieken AH, Kreibich H, Müller M, Merz B (2007) Coping with floods: preparedness, response
and recovery of flood-affected residents in Germany in 2002. Hydrol Sci J 52(5):1016–1037

Thieken AH, Olschewski A, Kreibich H, Kobsch S, Merz B (2008) Development and evaluation
of FLEMOps – a new Flood Loss Estimation model for the private sector. In: Proverbs D,
Brebbia CA, Penning-Rowsell E (eds) Flood recovery, innovation and response. WIT Press,
Southampton, pp 315–324

Wind HG, Nierop TM, de Blois CJ, de Kok JL (1999) Analysis of flood damages from the 1993
and 1995 Meuse floods. Water Resour Res 35(11):3459–3465



Chapter 12
Application of Scenarios
and Multi-Criteria Decision Making
Tools in Flood Polder Planning

Andreas H. Schumann and David Nijssen

Abstract Effectiveness of technical flood control measures depends strongly on
multiple characteristics of floods. Copulas can be applied for multivariate statistical
descriptions of flood scenarios. However, the parameterisation of these multivari-
ate statistical models involves many uncertainties. With regard to these known
unknowns the multivariate statistical characteristics of flood scenarios can be han-
dled as imprecise probabilities. Such imprecise probabilities can be specified by
Fuzzy Numbers and integrated in a Multi Criteria Decision Making framework.
Their application in a Multi Criteria Decision Making framework, which was devel-
oped for flood retention planning in a river basin, is demonstrated here with a case
study.
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12.1 Introduction

Flood risk management implies three aspects: risk analysis, risk evaluation and risk
reduction. These aspects have a hierarchic order. Risk analysis is a precondition for
risk evaluation and risk reduction depends on risk evaluation. If a human influenced
hydrological system is considered, the impacts of risk reduction activities of the
past have to be considered if new measures of flood protection are planned. The
remaining risks depend strongly on the performance of existing flood protection
facilities, which is affected by hydrological loads. Decision makers are forced to
accept the remaining risks as an indispensable criterion of making decisions, since
an absolute protection against flooding cannot be reached by technical measures.
The risk of failure of a technical flood protection structure, resulting e.g. from the
hydrological risk of an extreme flood which exceeds the design flood, has to be con-
sidered in such planning approaches (Plate and Meon, 1988). Here assessments of
the effectiveness of flood protection measures, but also of possible consequences of
failures are needed. In safety oriented planning it is sufficient to demonstrate the
reliability of a technical structure under well defined hydrological conditions but
in risk-based planning the consequences of possible failures have to be considered.
The goal of risk reduction depends on the efficiency of flood control measures and
their reliability under manifold hydrological loads. An ensemble of hydrological
loads can be used to demonstrate under which conditions the performance of the
planned flood control system would be insufficient and to show impacts of possi-
ble failures. The effectiveness of flood retention facilities depends on multiple flood
characteristics and how those are combined within a flood event. Flood protection
may be ensured under favourable conditions, but in other cases the system may
fail, even if a certain flood characteristic, e.g. the flood peak, remains below the
value which was assumed for the design flood. Often hydrological time series are
too short to get a representative sample of the large range of hydrological loads
which is needed for such analyses. Long hydrological time series can be generated
with stochastic means to overcome this problem as it was discussed in Chapter 7.
With regard to the impact assessments of flood retention facilities, modelling of
hydrological loads demands a coupling of stochastic and deterministic components.
Most of those attempts are based on complex simulations, starting with stochas-
tic generation of precipitation as it was discussed in Chapter 7 and transforming
the results with a deterministic hydrological model into a runoff time series (e.g.
Blazkova and Beven, 2002; McMillan and Brasington, 2008). This methodological
approach implies many uncertainties (Lamb and Kay, 2004; Cameron et al., 1999).
A probabilistic characterisation of the results is difficult, as several stochastic inter-
dependencies are incorporated. For example the meteorological load as well as the
initial state of the deterministic hydrological model have a certain probability, the
model parameters are uncertain, the behaviour of the model for extreme events,
which are often higher than any observed flood, is uncertain, the impact of technical
flood retention measures depends on unknown operation schemes and so on. These
problems aggravate if such analyses are done for a large river basin with spatially
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distributed hydrological loads, where many different combinations of influencing
factors are possible.

In practice floods are characterised by the return period of the peak only.
However, such a probabilistic characterisation is often insufficient for risk esti-
mations of flood protection systems. The efficiency of a reservoir depends on
the shape of the hydrograph and the volume of the flood as it is discussed in
Chapter 9, the stability of a dyke depends on flood peak and duration of the
flood etc. Multivariate statistics can be applied to specify the relevant hydrological
loads. However, the effectiveness of flood control measures has to be characterised
with probabilities which have to be compared with the risk perception of decision
makers. Hydrological scenarios can be easily derived from stochastic-deterministic
simulations, but a scenario-based evaluation of flood control structures requires
probabilistic measures. With regard to multiple criteria of floods, which have to
be considered simultaneously (e.g. peak, volume and spatial distribution of runoff)
multivariate statistics (Chapter 8) can be applied to specify at least important combi-
nations. It should be considered that the utilisation of simulated data for this purpose
limits the statistical representativeness of such characterisations. To handle uncer-
tainties which result from insufficient statistical information or missing data we can
mitigate the difficulties of precise probabilities and use imprecise ones (Klir, 1999).
There are several options to express the imprecision of probabilities, e.g. by Random
Sets or by Fuzzy Sets. In the following Fuzzy Sets are applied to characterise the
uncertainties of hydrological loads.

For risk analysis the harmful consequences of floods have to be specified. These
consequences depend on the vulnerability of landscapes and the specific character-
istics of flood events, e.g. water depth, flow velocity and duration of flooding. The
impacts of these characteristics differ with land-use, social structure, prosperity, sea-
son etc. Here hydraulic modelling of flood events (Chapter 9) has to be combined
with socio-economic analyses (Chapter 11) to estimate damages and to specify flood
risk. This risk depends on the probabilities of the hydrological loads which were
used to estimate the damages. For flood protection systems this assumption is a sim-
plification as the relationship between hydrological loads and consequences depends
also on their ability to resist a flood. In risk oriented planning the risk awareness
of decision makers plays an important role. As discussed in Chapter 9, the risk
of failures of flood control systems depends on multiple characteristics (e.g. flood
peaks, volumes and shapes of hydrographs). Multivariate statistics can be applied
to characterise this complexity but decision makers can often not handle them in an
adequate way. They will be confronted also with multiple failure mechanisms. There
is a smooth transition from events where flood control may be ensured completely
to events where all attempts to manage a flood may fail completely.

Another problem of decision making in flood control consists in unclear and mul-
tiple preferences of decision makers. Decision makers may differentiate for example
between damages according to the spatial distribution, the frequency and options
to get compensations. Simple cost- benefit relationships are insufficient if com-
plex damage probabilities have to be considered. The benefits of flood control are
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uncertain as they depend stochastically on the occurrence of parlous combinations
of flood characteristics. On the contrary, the costs of flood control can be specified
in detail. Uneven distributed burdens and benefits between upstream/downstream
riparian communities pose yet another problem in the decision process. Here multi-
objective analyses can be helpful for structuring flood management planning. These
methods involve the quantification of objectives, the generation of alternatives and
the selection of a preferred one. Multi-objective techniques can be classified into
three groups of methods: methods for generating a non-dominated set of solutions,
methods with prior articulation of preferences and methods with progressive artic-
ulation of preferences (Goicoechea et al., 1982). For flood management a prior, but
flexible articulation of preferences seems to be most appropriated with regard to the
multiple participants of the planning process. If protagonists get the opportunity to
explore the decision space, to balance their weighting system under consideration
of the possible outcome and to bring in their personal risk perception, then the result
of such analyses are more likely to be accepted.

12.2 Estimation of Flood Scenarios and Their Plausibility

As mentioned above a large variety of flood events has to be considered to analyse
the performance of flood control systems for risk based planning. Scenarios have to
be specifically defined in order to cover the wide range of possible circumstances.
These scenarios are not “real” in the sense of being expected, but they are examples
of what could occur (Kachroo, 1992). The selection of these scenarios is difficult
as the members of this ensemble should be realistic and representative for all cir-
cumstances of the flood control system. Here it is not sufficient to specify only the
range of flood events. Simulated failures of a flood protection system have to be
evaluated with probabilistic means. A return period is the main characteristic of any
design flood. However, in the conventional way it characterises the probability of
the flood peak only. This characteristic is not representative for failures of flood
retention systems. The assumption that flood events with similar peaks but differ-
ent volumes or different spatial distributions of precipitation within the river basin
would have the same probabilities is not correct. Volume and shape of the hydro-
graph, which are related to flood peaks in a statistical way, are other and, often
more crucial characteristics for flood retention. On the one hand a flood retention
facility may fail even if the flood peak of the inflow remains below the peak with
a return period of the design flood. On the other hand it may perform well if a
flood wave with a higher peak occurs under favourable conditions. Such complex
interdependencies between flood characteristics can be specified easily by scenar-
ios (e.g. for interactions of tributaries or for different shapes of a hydrograph with
a specified volume) but it is difficult to estimate their probabilities. Normally only
one characteristic of a flood scenario, the flood peak, will be defined by its prob-
ability. For combinations of other characteristics, multivariate statistical measures
can be derived. However, if simulated data are used to derive these probabilities the
result will depend on the modelling approach which has to be applied to estimate
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a long time series by stochastic-deterministic simulations. Probabilities which are
specified in this way are imprecise as they depend on the way how they were esti-
mated. Consideration of imprecision in expressing probabilities, which was strongly
stimulated by Walley (1991), adds a new dimension to the formalization of uncer-
tainty and uncertainty-based information. Walley demonstrated that reasoning and
decision making based on imprecise probabilities satisfy the principles of coherence
and avoidance of sure loss.

In the following an approach to consider imprecise probabilities in flood pro-
tection planning is presented. The starting point are events which belong to one
set of floods according to the return period of their flood peaks, but which differ
in their other characteristics (volume, shape of the hydrograph and spatial distribu-
tion of runoff). The interdependencies between these characteristics are considered
with Copula statistics (Chapter 9). The resulting statistical measures are used as
additional information to specify the events in a possibilistic way. Multivariate prob-
abilities are used here to differentiate between more and less plausible scenarios.
Large differences between probabilities of different flood characteristics are indica-
tors of non-plausible scenarios. If e.g. the flood peak has a return period of 10 years,
but the flood volume has a return period of 100 years, in the traditional way the
return period of the flood event would be defined by its peak with 10 years. This
is not plausible. The plausibility of the event seems to be high if the deviations
between the different return periods are small. There are typical events where the
return period of the peak and the return periods of other characteristics are simi-
lar and less typical events where these probabilities differ significantly. However,
such a specification of plausibility is uncertain as the probabilities, which are used
to derive it are uncertain. These uncertainties can be specified e.g. by fuzzy sets.
Fuzzy sets are a way to consider uncertainties of set memberships (Klir and Smith,
2001). According to fuzzy theory the degree of membership of a single flood event
to a set of scenarios with a certain return period of the flood peak can be specified by
a triangular function. This degree of membership for each flood scenario is defined
by the multivariate probabilities of its characteristics.

This approach is consistent with the generalised theory of uncertainty in appli-
cation of fuzzy sets for possibilistic modalities of generalised constraints (Zadeh,
2005).

A generalised constraint is a constraint of the form:

X is rR (12.1)

where X is the constrained variable, R is a constraining relation and r is an indexing
variable, which is blank for possibilistic constraints. Therefore,

Poss {X = u} = μA(u) (12.2)

where u is a generic value of X, μA is the membership function of A and A is a set
of values in X.
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A fuzzy number A = (l, m, u) with l ≤ m ≤ u is a triangular fuzzy number, if the
membership function can be written as (Zadeh, 1965):

μA(x) =

⎧⎪⎪⎨
⎪⎪⎩

0 for x ≤ 1
x−l
m−l for l < x ≤ m
u−x
u−m for m < x ≤ u

0 for u < x

(12.3)

Generally triangular fuzzy numbers are described by a triple of real numbers
as Ã = (l, m, u) where l ≤ m ≤ u represent the lower, modal and upper value
of the fuzzy number. The modal value has a membership value of μA(m) = 1.
Here the highest value of the membership function (μA(u) = 1) of hydrological
load scenarios for inflows into a single reservoir was attributed to events where the
bivariate copula probabilities between flood peak and volume are nearly the same as
the probability of the flood peak. Such flood events seem to be most representative
for a certain return period with regard to the agreement of the different statistical
characteristics of the flood. If e.g. the return period, which was estimated from the
joint probability of peak and volume, is greater than the return period of the peak,
the event is less probable than expected from the return period of the peak alone.
If this concordance between return periods is not given, e.g. if the joint volume-
peak-probability indicates a more frequent event, the return period of the flood peak
seems to be less plausible. To consider these differences a characteristic “plausibil-
ity” PPl is introduced, which can be derived from the differences in probabilities
in the following way, using the logical “or” of the Copula statistics as described in
Chapter 8:

PPl =
⎧⎨
⎩

Min

(
T∨

P,V
TP

;
2TP−T∨

P,V
T∨

P,V

)
, ∀T∨

P,V ∈ [0; 2TP]

0, ∀T∨
P,V /∈ [0; 2TP]

(12.4)

TP and T∨
P,V are return periods estimated from flood peak statistics respective

from copula statistics of flood peak and volume.

12.3 Impact Assessments of Flood Control Measures

Often different objectives have to be considered simultaneously in flood control
planning:

• Economic damages and the number of affected people are often the most impor-
tant criteria. But also the spatial characteristics of these potential damages and
endangered persons have to be considered.

• The effectiveness of flood protection depends strongly on the location. The frac-
tion of the controlled catchment is decreasing with the watercourse downstream
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of flood control systems. Thus the impacts of flood control on downstream
reaches have to be considered in a spatial context.

• Costs of flood protection have to be differentiated between direct costs (e.g.
construction costs) and indirect costs (e.g. limitations for land use in polders).

If flood scenarios are characterised by probabilities and imprecise probabilities,
the simulated impacts of floods can be characterised by the same probabilistic char-
acteristics. The plausibility criterion, which was introduced before, can be applied
to differentiate between impacts.

12.4 Multi-Criteria Decision Making

In general it is difficult to consider probabilistic characteristics in Multi-Criteria
Decision Making approaches (MCDM). Often only expected values are used. This
is obviously not an appropriated way for flood management planning where several
stochastic characteristics have to be considered. Here two different methodologies
are presented which consider the probabilistic measures in different ways: a distance
based method (TOPSIS) and a fuzzyfied version of the well-known AHP-method.

12.4.1 A Distance Based MCDM Tool – the TOPSIS Approach

Many MCDM-tools are based on a comparison of Euclidean distances between the
realizations of criteria of alternatives and a (hypothetic) idealized point which is
defined by the optimal values of these criteria. The TOPSIS-method (Technique for
Order Preference by Similarity to Ideal Solution), which was developed by Hwang
and Yoon (1981) belongs to this group of methodologies. The starting point is a
decision matrix of M criteria (Fj(j = 1 . . . M)), which were estimated for N alter-
natives Ai(i = 1 . . . N). The value of criterion j for alternative i is marked as fij:

F1 F2 · · · FM

A1 f11 f12 · · · f1 M

A2 f21 f22 · · · f2 M
...

...
... · · · ...

AN fM1 fM2 fNM

(12.5)

To avoid dimensional problems between criteria which are different in their
scales, the decision matrix has to be normalized. This normalization is done for
each column of the matrix in the following way:

rij = fij√
N∑

i=1
f 2
ij

∀i = 1, . . . , N ∀ j = 1, . . . , M (12.6)

where rij is the normalized value of criterion j for alternative i.
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In the next step the normalised criteria are weighted by multiplication with a
weighting factor wj

vij = wjrij for j = 1 . . .M (12.7)

The result of this procedure is a weighted matrix of normalized criteria:

⎡
⎢⎢⎢⎣

v11 v12 · · · v1 M

v21 v22 · · · v2 M
... · · · · · · ...

vN1 vN2 · · · vNM

⎤
⎥⎥⎥⎦ (12.8)

Now these criteria are differentiated into criteria which have to be maximized
(e.g. damage reductions) and criteria which should be minimized (e.g. costs of con-
structions). The set of criteria which should be maximized are ordered by the index
amount J, the set of criteria which have to be minimized by the index amount J ′.
The reachable positive ideal solution (PIS) has the coordinates v+

j (j = 1 . . .M).
It is specified by the best results which were derived from all alternatives for
each one of the M criteria. For criteria which have to be maximized it is defined
by the maxima, for criteria which have to be minimized by the minima of all
realizations:

V+ = {v+
1 , . . . , v+

M} =
{(

Max
i

vij |j ∈ J

)
,

(
Min

i
vij

∣∣j ∈ J′
)}

(12.9)

The negative ideal solution NIS V− is defined in a similar way. Here criteria,
which have to be maximized, reach their minimum and criteria, which have to be
minimized their maximum:

V− = {v−
1 , . . . , v−

n } =
{(

Min
i

vij |j ∈ J

)
,

(
Max

i
vij

∣∣j ∈ J′
)}

(12.10)

For each one of the N alternatives two euclidean distances can be estimated over
all criteria: the distance D+

i from the (fictitious) best-case alternative V + and the
distance D−

i from the (fictitious) worst-case alternative V –.

D+
i =

√√√√ M∑
j=1

(
vij − v+

j

)2
i = 1 . . .N (12.11)

D−
i =

√√√√ M∑
j=1

(
vij − v−

j

)2
i = 1 . . .N (12.12)

The best alternative is located as close as possible to the ideal point (“utopia”)
and as far as possible from the worst point (“nadir”). Both distances have to be
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Fig. 12.1 Estimation of
distances for the TOPSIS

combined to rank the alternatives. This can be done with the relative distance which
is defined as follows:

C̄i = D−
i

D+
i + D−

i

(12.13)

This distance has a value between 0 and 1. The relative distance to NIS reaches
its maximum value if an alternative performs better than all other alternatives. The
geometrical interpretation of these distances is shown in Fig. 12.1 for the two-
dimensional case. Here two alternatives have the same distance from the ideal point,
but alternative A1 has a greater distance from the nadir point than alternative A2 and
will therefore be preferred.

12.4.2 A Fuzzyfied Version of the Analytic Hierarchy
Process Method (FAHP)

The AHP-method (Saaty, 1977, 1980) is based on a structuring of complex deci-
sion problems in a hierarchic way, where goals are subdivided into sub-goals. The
realized criteria of alternatives are compared first in relationship to sub-goals. Then
the results of these comparisons are combined by a weighting of sub-goals to goals.
Alternatives are compared pairwise for each criterion. The results of these compar-
isons are summarised in a symmetric matrix specifying the pair-wise relationships
of alternatives with regard to one criterion. The consistencies of these comparisons
can be evaluated with eigenvectors of the resulting matrices. The ranking of alter-
natives is based on a weighting of criteria. The resulting weighting vector contains
factors which specify the relative importance of each criterion. These factors are
derived as eigenvectors from a matrix of pairwise comparisons of criteria accord-
ing to the preferences of decision makers. Saaty suggested a rating scale which is
shown in Table 12.1 (second column). A consistency ratio, which is derived from
the eigenvector can be used to evaluate the consistency of the rating.
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Table 12.1 Scale of pairwise comparisons of criteria after Saaty (1980) (modified) and in a
fuzzyfied version after Srdjevic and Medeiros (2007)

Rating scale
of Saaty Definition Fuzzyfied Saaty scale

1 Equal importance Equal result (1, 1, 1 + δ)
3 Somewhat more important Somewhat better (3 − δ, 3, 3 + δ)
5 Much more important Much better (5 − δ, 5, 5 + δ)
7 Very much more important Very much better (7 − δ, 7, 7 + δ)
9 Absolutely more important Extremely better (9 − δ, 9, 9)
2, 4, 6, 8 Intermediate values (x − 1, x, x + 1), x = 2, 4,

6, 8

δ – Fuzzy-Distance (0, 5 ≤ δ ≤ 2, 0)

One problem of AHP consists in the subjectivisms of evaluations. There are
two groups of subjective comparisons: the criteria have to be compared in their
relative importance and the outcomes of alternatives have to be compared pair-
wise for each criterion. The uncertainties of these comparisons can be considered
by fuzzy numbers. Srdjevic und Medeiros (2007) suggested a fuzzyfied version
of the AHP-rating of Saaty, where the comparisons of the relative importance of
criteria and the relationships between realizations are handled as fuzzy numbers
which are defined according to the column on the far rigth in Table 12.1. This
so-called “Fuzzy-AHP- method” (FAHP) combines the AHP- method of Saaty
(1980) with the Fuzzy-theory of Zadeh (1965). It is an extension of AHP as it
gives options to consider uncertainties in ratings and weights explicitly. However,
the measures of consistency which are derived in AHP from eigenvectors of the
matrices are not defined here. In the following the mathematical operations of
Fuzzy-AHP are described based on publications of Deng (1999) and Taslicali and
Ercan (2006).

In a first step the criteria have to be ordered hierarchically by differentiating
goals and sub-goals. At one hierarchic level the criteria are pairwise compared with
regard to the relative importance among the two compared criteria for the superior
hierarchy criterion. To give an example: the criterion “economic damages” can be
subdivided into damages in domestic areas, agricultural areas and industrial areas.
In AHP the rating among these damages could be based e.g. on a comparison of
domestic and industrial damages, where a rating of 3 (somewhat more important)
and between domestic and agricultural damages, where a rating of 5 (much more
important) could be applied. In FAHP triangular fuzzy-numbers are chosen for these
comparisons, based on the fuzzyfied scale of Saaty (Table 12.1). To define triangu-
lar fuzzy numbers a distance value δ is used which varies between 0.5 and 2.0.
Srdjevic und Medeiros (2007) suggest to use δ = 2 for uneven real numbers and
δ = 1 for even real numbers. In FAHP the rating among damages which was given
in the example above would be (1; 3; 5) for the relationship between domestic and
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industrial damages, and (3; 5; 7) for relationships between domestic and agricultural
damages. All further computational steps of FAHP are similar to AHP. The differ-
ence between both methods consists in the need to handle fuzzy numbers in the
FAHP. The pairwise comparison of criteria is based on the fuzzyfied Saaty scale:

Ã =

⎡
⎢⎢⎢⎣

ã11 ã12 · · · ã1 M

ã21 ã22 · · · ã2 M
...

...
. . .

...
ãM1 ãM2 · · · ãMM

⎤
⎥⎥⎥⎦ (12.14)

where ãij is a fuzzy number which expresses the preference of the decision maker
for criterion i in relationship to criterion j with ãij = (1; 1; 1) for all i = j (i, j =
1, 2, . . . , M) and ãij = 1/ãji.

The weighting of the criteria can be estimated from the normalization of this
matrix as follows (Chang, 1996):

w̃i =
M∑

j=1

ãij ⊗
[

M∑
k=1

M∑
l=1

ãkl

]−1

(12.15)

This results in a weighting vector w which consists of M fuzzy numbers,
expressing the relative weight of each of the M criteria:

w = [w̃1, w̃2, . . . . . . , w̃M]T (12.16)

For each criterion a symmetric matrix with N columns and N rows is specified
to compare the N alternatives. The element aij of this matrix compares the real-
ization of this criterion for the alternative i in relationship to alternative j. These
relationships are also specified by fuzzy numbers:

Ãk =

⎡
⎢⎢⎢⎣

ã11 ã12 · · · ã1 N

ã21 ã22 · · · ã2 N
...

...
. . .

...
ãN1 ãN2 · · · ãNN

⎤
⎥⎥⎥⎦ with k = 1 . . .M (12.17)

Each of these M matrices has to be normalized to specify the ranking of each of
the N alternatives with regard to each criterion k for k = 1 . . .M:

Wk
i =

N∑
j=1

ãij ⊗
[

N∑
l=1

N∑
m=1

ãlm

]−1

for k = 1 . . .M and i = 1 . . .N (12.18)
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The fuzzy-numbers Wk
i are elements of a matrix which specifies the priorities

among alternatives. It consists of M columns (for each criterion) und N rows (for
each alternative):

X =

⎡
⎢⎢⎢⎢⎢⎢⎣

W1
1 W2

1 · · · WM
1

W1
2 W2

2 · · · WM
2

... · · · · · · · · ·
W1

N W2
N · · · WM

N

⎤
⎥⎥⎥⎥⎥⎥⎦

(12.19)

As result of this operation one receives a matrix of fuzzy numbers which can be
multiplied with the weighting of criteria, which was estimated before as vector w.
One receives a performance matrix which specifies the ranking of alternatives for
all criteria:

Z =

⎡
⎢⎢⎢⎢⎢⎢⎣

W1
1 ⊗ w̃1 W2

1 ⊗ w̃2 · · · WM
1 ⊗ w̃M

W1
2 ⊗ w̃1 W2

2 ⊗ w̃2 · · · WM
2 ⊗ w̃M

... · · · · · · · · ·
W1

N ⊗ w̃1 W2
N ⊗ w̃3 · · · WM

N ⊗ w̃M

⎤
⎥⎥⎥⎥⎥⎥⎦

(12.20)

In the last step a ranking of alternatives will be provided to decision makers by
summarizing the rows of this performance matrix:

Fi =
M∑

j=1

Wj
i ⊗ wj for i = 1 . . .N. (12.21)

The result of this procedure is a single fuzzy number for each of the N alter-
natives, which can be used to compare it with other alternatives. There are several
options to compare fuzzy numbers. Here the “Total Integrated Value” method, which
was suggested by Liou and Wang (1992) was applied. This de-fuzzyfication is flexi-
ble in handling the upper and lower bounds. An integrated value Iλ is estimated from
a triangular fuzzy number which is specified by its lower value l, its upper value u
and the modal value m as follows:

Iλ = 1

2
[λu + m + (1 − λ)l]. (12.22)

The parameter λ weights the lower and upper bound of the fuzzy number. For
λ = 1 one receives the average of u and m, for λ = 0 the upper value is not
considered and the average of m and l is estimated and for λ = 0.5 the modal value
has a higher importance than the lower or upper bounds. The results will differ
accordingly to the chosen λ value. With this flexible de-fuzzyfication the user gets
information about the sensitivity of the ranking with regard to the range of possible
outcomes.
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12.5 Case Study

The methodology described above has been applied to the Unstrut river basin in the
central part of Germany. This study area is the same as was presented in Chapter 8.
The river basin has an area of around 6,400 km2 and is situated in two differ-
ent Federal States of Germany, upstream in the Federal State of Thuringia and
downstream in the Federal State of Saxony-Anhalt (Fig. 12.2). This geographic
location results in an uneven distribution of benefits and burdens of flood control.
The upstream flood control system belongs to Thuringia, but a large part of flood
protected areas are situated in Saxony-Anhalt. The catchment has a heterogeneous
topographic structure, with lower regions in the central part, the Harz Mountains

Fig. 12.2 Topographical map of the Unstrut catchment in Thuringia and Saxony-Anhalt with com-
ponents of the technical flood retention system (current and extended) and important gauges within
the catchment
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Table 12.2 Planning states of the flood control system

State of the
system Specifications

SS1 As-is state. Only a small percentage of system retention capacity can be used due
to malfunctioning technical elements

SS2 As-is state but with working inlet structures. The polder system consists of
polders Oldisleben, Kannawurf, Moenchenrieth, Artern and Wiehe and is fully
operational; use of check dams

SS3 Extension of the system. State 2 plus additional polders Riethgen, Waltersdorf,
Soemmerda, Schluesselwiesen to increase the retention capacity

SS4 Alternative extension of the system. State 2 plus additional polders Riethgen,
Waltersdorf, Wundersleben, Scherndorf; increased retention capacities in
comparison with state 3 plus new polders; the polder inlet structures are not
controlled

SS5 As state 4 but with controlled polder inlets
SS6 As state 5 but with widened inlet structures of new planned polders

in the North and the Thuringian Forest in the South. At the moment the technical
flood retention system within this river basin consists of the reservoir Kelbra and the
reservoir Straussfurt, of some other smaller reservoirs of local importance, a flood
channel and a flood polder system with five polders situated between the cities of
Oldisleben and Wangen (see Fig. 12.2). In total the flood retention system has a
volume of ∼100 × 106 m3. The reservoir Kelbra is operated by the state of Saxony-
Anhalt, whereas the remaining flood retention facilities are operated by the state
of Thuringia. The local planning authorities suggested a set of flood control mea-
sures, varying from the optimization of the existing polders, increase of retention
time within polders by additional check dams to creation of new polders, alteration
of the polder inlet structures and different types of inlet regulations (controlled and
uncontrolled flooding). These measures were clustered into six states of the flood
retention system. The “as-is” state is denoted as state 1 and the most complex state
as state 6 (see Table 12.2).

12.5.1 Specification of Hydrological Loads

A long series of runoff (10,000 years) was simulated on a daily basis by coupling
a stochastic rainfall generator and a deterministic hydrological model which was
calibrated as described in Section 4.2 of Chapter 8. These data were essential for
this study as the measured discharge data since the 1960s were affected by the con-
struction of two flood reservoirs and river regulation works. Thus the long-term
characteristics of the current flood regime can only be specified by simulations.
The adaption of the hydrological model was based on measured rainfall-runoff
data, which were available from two flood events only. A non-influenced inflow
gauge situated upstream of the flood reservoir Straussfurt was used to verify the
flood statistical results provided by the stochastic-deterministic simulations with
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the statistics of a series of 40 years measured discharge data. Based on simulated
daily runoff values for 10,000 years 30 flood events were selected as described in
Chapter 8. For each return period of 25, 50, 100, 200, 500 and 1,000 years five events
were chosen, which cover a wide range of spatial distributions of runoff, peak-
volume relationships and hydrographs. Low-volume summer events, high volume
spring floods, floods with multiple peaks, floods which are influenced by antecedent
conditions of high soil moisture and floods with high spatial heterogeneity in precip-
itation were considered to characterise the large variety of hydrological loads. The
results of multivariate statistical analyses of simulated data, which are described
in Chapter 8, were used to characterise the multiple probabilities of these events.
Copula statistics were applied to estimate joint probabilities of the flood peaks and
corresponding volumes at the inflows to the dams Straussfurt and Kelbra as well as
probabilities of coincidences of flood peaks at both reservoirs. A detailed description
of the model selection and the copula analyse is given by Klein et al. (2010).

In Fig. 12.3 the inflow-outflow relationships of the two reservoirs for two differ-
ent floods with a return period of the peaks of 100 years are shown to demonstrate
the necessity for a multivariate approach. Both events have a flood peak of about
300 m3 s−1 at the inflow to the Straussfurt reservoir. This classifies both events
with a statistical return period of 100 years. However, the hydrographs differ sig-
nificantly. The floods in the top of Fig. 12.3 have a preliminary peak, two large
peaks and a large volume and can not be buffered significantly by both reservoirs.
Compared with the second group of floods (at the bottom), which is characterised
by a rather regular hydrograph with a moderate volume, this event would cause
damages that are 30 times higher. The analysis of the bivariate copula probability of
the flood peak and volume at gauge Straussfurt reveals that the flood with the large
volume has a multivariate return period of 681 years, whereas the other flood has a
bivariate return period of only 134 years. In this case, it would obviously be wrong
to attribute the same probability to both events.

The performance of the flood control system is significantly affected also by the
spatial distribution of rainfall. If the rainfall volume is concentrated on the catch-
ments in the Northern and Southern parts of the basin, the runoff can be controlled
by the reservoirs. The effect of both reservoirs is limited if the main volume of the
rainfall falls in the central part of the basin. Bivariate probabilities of synchronous
flood peaks at the inflow gauges of the Kelbra and the Straussfurt reservoirs can be
applied to consider such effects.

The runoff along the river course was simulated with a hydraulic model for 180
events (30 hydrological scenarios and six different states of the flood control sys-
tem). The following characteristics were estimated: (i) inundation areas, (ii) maxima
of water levels, (iii) maxima of flow velocity, (iv) the maxima of the products of
water level and flow velocity, (v) the total duration of the flood events and (vi) the
time of exceedance for certain water level thresholds. Operation schemes for reser-
voirs and polders were applied, which were based on analyses of the actual operation
of the existing flood storage facilities. Costs and benefits of the planned mea-
sures were estimated based on these hydraulic simulations. Here costs of operation
and maintenance of polders, but also costs of temporary flooding of agriculturally
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Fig. 12.3 Inflow and outflow hydrographs of two flood events with a return period of 100 years
(defined by the peaks) for the reservoirs Kelbra (North) and Straussfurt (South)

used polders were considered. These costs were compared with potential reduc-
tions of damages. Since pecuniary damage varies with flood-specific parameters,
the absolute values were estimated for each flood with land-use type specific dam-
age functions. These functions specify the relative degree of damage, which can be
expected from a certain hydrological load according to its water level, flow veloc-
ity and duration for a specific land use. The damage functions were combined with
analyses of land use of inundation areas, which were provided by a Geographic
Information System (GIS). With application of GIS it became possible to automate
the calculation of geographically distributed economic risks and risks for affected
persons as well as to specify vulnerable localities (e.g. schools, nursery homes, hos-
pitals etc.) which would be affected by a flood. These characteristics were estimated
and mapped for all simulated flood events.



12 Application of Scenarios and Multi-Criteria Decision Making Tools 265

Fig. 12.4 Reduction of the flood peak at the basin outlet Wangen

In general the results of simulations show an ambivalent role of the flood con-
trol system. In Fig. 12.4 the reductions of flood peaks with system states 2 and 6
compared with the as is state of the system is shown. Under favourable conditions
even peaks of very rare floods can be reduced. On the other hand the extended
flood control system may have almost no impacts on floods with return periods of
50 years. Obviously a more detailed specification of floods is needed to characterise
the efficiency of the flood control system.

By inspection of the hydraulic simulations it became also evident that flood
damages could be increased by new polders under unfavourable conditions. One
example for this effect is shown in Fig. 12.5. Here a part of the city Soemmerda is
flooded if new polders are built on natural retention areas. Especially for rare flood
events the hydraulic conditions may be worsened by additional dykes. Settlements
may be affected if the volume-peak relationships are be unfavourable and if new
polders zoned by dykes are built within natural retention areas.

The results of the bivariate statistical analyses provide indicators to characterise
hydrological loads by their plausibility. There are representative flood events where
peak, volume and spatial distribution of runoff have nearly the same probabilities.
For other events the probabilities of these characteristics differ significantly. The
plausibility of any single flood event was specified as it was discussed above. The
measure of plausibility was derived from different Copula-based probabilities. For
river sections which are affected by one reservoir only, the relationship between
the flood peak and volume at the inflow of this reservoir was most relevant, but for
river sections downstream of the conjunction of the Unstrut River with its tributary



266 A.H. Schumann and D. Nijssen

Fig. 12.5 Differences between inundation areas, here the actual state, in the next figure with
additional polders (system state 6)

Helme River, the Copula probability of spatial flood coincidences is more important.
Exemplary only Copula probabilities for peak and volume at the gauge Straussfurt
were used here. Based on this characterisation of plausibility the most plausible
ones of the set of five flood events with the same return periods of the peak were
estimated. Together with the events with minima of plausibility in both directions
(where Copula based return periods are lower or higher than the return period of
the peak) a fuzzy number was specified, which is assumed to be representative
for this return period. Thus the damage characteristics were fuzzyfied according
to these triangular fuzzy numbers. An example of fuzzyfied damages is given
in Fig. 12.6.
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Fig. 12.5 (Contd.)

Fig. 12.6 Fuzzified damages for the reference system (“status quo”) for the return periods RP 25,
50, 100, 200, 500 and 1,000 years
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12.5.2 Comparison of Damages

The fuzzyfied damages are based on the plausibility of flood events which were
used for their estimation. As the same floods were used for all states of the flood
control system these damages can be used to compare the alternatives. In the first
approach these triangular fuzzy numbers were compared using a relational operator
V which was suggested by Chang (1996). It compares the modal values m, the lower
(l) and upper (u) bounds of two triangular fuzzy numbers F1 and F2 and returns the
following results V(F2 > F1):

1 if m2 ≥ m1 or

0 if l1 ≥ u2 and
(12.23)

l1 − u2

(m2 − u2) − (m1 − l1)
in all other cases. (12.24)

The last value specifies the intersection of the two fuzzy numbers F1 and F2, as
it is shown in Fig. 12.7.

Both values V(F1 ≥ F2) and V(F2 ≥ F1) have to be estimated to compare two
fuzzy numbers completely. In every case one comparison of non-identical fuzzy
numbers will result in the value “1”. In this case only the minimum of both results
V(F1 ≥ F2) and V(F2 ≥ F1) is important. This intersection describes the possibility
that both fuzzy numbers have a relationship F1 ≥ F2, even if m1 is smaller than m2.
If the operator returns the result “0”, this option can be excluded. To compare several
triangular fuzzy numbers, pair-wise comparisons of fuzzy numbers are needed. One
receives the degree of possibility that a convex fuzzy number F is greater than k
other convex fuzzy numbers Fj(i = 1, . . . , k) by

V[(F ≥ F1) and (F ≥ F2) and . . . and (F > Fk)] = min V(F ≥ Fi)(i = 1, . . . k)
(12.25)

The different categories of damages estimated for each return period and states
of the flood control system by fuzzy numbers can be compared in this way with sim-
ulated results of other states. The result describes the degree of possibility that the

Fig. 12.7 Comparisons of
two triangular fuzzy numbers
with intersection
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Table 12.3 Possibility that a certain state of the system (SS1–SS6) would result in higher
economic damages than all other alternatives, differentiated by return periods (RP in years)

SS RP=25 RP=50 RP=100 RP=200 RP=500 RP=1,000

1 0.167 0.167 0.196 0.095 0.144 0.085
2 0.167 0.167 0.196 0.082 0.142 0.085
3 0.167 0.167 0.151 0.116 0.152 0.106
4 0.167 0.167 0.153 0.237 0.188 0.242
5 0.167 0.167 0.152 0.234 0.187 0.239
6 0.167 0.167 0.152 0.236 0.187 0.243

alternative i will result in higher damages than all other alternatives j. An example
is given for economic flood damages for each return period in Table 12.3.

These results can be interpreted as follows: For small return periods (RP =
25 and RP = 50 years) the states of the system are indifferent, all states perform
in the same way. For flood scenarios with a return period of the flood peak of
100 years, the flood damages would be reduced by additional polders (SS3–SS6).
For this return period the possibilities of higher damages of the system states 1 and
2 are higher than for other states of the system. For more extreme floods (with
return periods of 200 and more years) the risk of additional damages increases
with additional polders. It exceeds the potential benefits of additional flood stor-
age capacities. For the system states 4–6 the risk of higher damages is more than
doubled compared with states 1–3 for extreme floods with return periods of 200 and
1,000 years. This assessment demonstrates that decisions about the modification
of the flood control system have to balance the options to reduce damages for low
return periods with the increase of risks of additional damages caused by newly built
retention facilities for events with higher return periods. In the next step the TOPSIS
approach was applied to compare options and risks of the different states of the
system.

12.5.3 Application of TOPSIS

The following criteria were estimated to compare the alternatives of planning:

• Economic damages differentiated between damages within and outside of settle-
ments and (compared with the state at present) increased damages and reduced
damages

• Affected people
• Reduced flood risk downstream of the outlet gauge Wangen, which is charac-

terised here by reductions of the peak flows at Wangen.

As was shown above, damages can be reduced or increased by extensions of the
flood control system according to the multiple characteristics of the flood. At differ-
ent locations within the river basin damages can be decreased by improved retention
or increased by side-effects of polders. Here the distance-based evaluation differ-
entiates between risk and opportunities. The resulting DSS considers four criteria
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Table 12.4 TOPSIS-distances of system states, optimal is the maximum (numbers printed in bold)

SS1 SS2 SS3 SS4 SS5 SS6

Reduction of flood peaks at the basin outlet
All floods 0.013 0.603 0.899 0.825 0.831 0.868
Frequent floods only 0.008 0.717 0.883 0.873 0.839 0.943
Rare floods only 0.017 0.583 0.947 0.821 0.812 0.822

Maximized damage reduction in the Unstrut basin upstreams Wangen
All floods 0.023 0.507 0.819 0.829 0.842 0.830
Frequent floods only 0.015 0.431 0.847 0.862 0.872 0.865
Rare floods only 0.030 0.586 0.772 0.797 0.811 0.798

Minimized increase of damages in the Unstrut basin upstream of gauge Wangen
All floods 0.994 0.809 0.271 0.155 0.219 0.185
Frequent floods only 0.993 0.742 0.185 0.144 0.252 0.204
Rare floods only 0.994 0.860 0.325 0.153 0.169 0.154

Combined goals: flood peak reduction, maximized damage reduction, minimized increase of
damages

All floods 0.550 0.562 0.581 0.517 0.539 0.516
Frequent floods only 0.509 0.546 0.532 0.524 0.536 0.528
Rare floods only 0.575 0.598 0.613 0.509 0.521 0.496

(maximized damage reductions, minimized increases of damages, affected people
and reductions of flood peaks).

For each flood event one of the six states of the system gives a best result for a
certain criterion and another state a worst one. For all flood scenarios within one
class of return periods and for all alternatives the Euclidian distances between the
results and the optimal values (minimal values for damages and maximal values
for flood peak reductions) were estimated for each criterion. The distances of each
alternative to the ideal point (PIS) and the nadir (NIS) were estimated for all single
flood events and summarised to distance values from NIS and PIS for each class
of return periods. The plausibility of flood scenarios was not considered directly
in this approach. However during the aggregation of distances within each class of
return periods, there is an option to consider only events above a certain threshold of
plausibility. The decision maker weights the importance of the different criteria and
the return periods to combine these results. In Table 12.4 some results are shown
to demonstrate the flexibility of the TOPSIS results in relationships to different
weightings.

The optimal distance value in each category is “1” (greatest distance from NIS).
If the most important goal is flood protection downstream, measures with additional
polders would be selected. One receives the same result if damage reductions within
the river basins would be given priority in planning. If the risk of additional damages
will be emphasised, all additional polders would be refused. If these three targets are
combined with equal weights any differentiation between the alternatives becomes
difficult. At least one distance from the worst point is small in all cases where the
criteria are weighted equally.
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12.5.4 Application of Fuzzy-AHP

In the next step Fuzzy-AHP was applied. To arrange the criteria hierarchically, goals
and sub-goals have to be specified. Here five hierarchic levels, which are shown in
Fig. 12.8, were applied. The flood scenarios were differentiated first of all accord-
ing to their return period classes which were specified with the return period of
the flood peak at the most central gauge of the river basin (gauge at the inflow
into the Straussfurt reservoir). Costs are a criterion which can be differentiated into
two parts, the costs of construction and the losses of agriculture (crop failures) if
polder areas are flooded. The benefits of the alternatives are specified by differentia-
tion between flood damages (here damages in settlements and damages outsides are
considered separately), flooded areas, affected people and reductions of the water
level at gauge Wangen.

The decision maker has to specify his priorities by a weighting of the criteria.
This is done comparing two criteria with fuzzy-numbers according to Table 12.5.
This weighting can be modified if the decision maker explores the decision space
interactively. Other weightings which were included in the developed Decision
Support System (DSS) are:

1. Weighting by return periods (fourth level): All return periods can be weighted
equally, higher weightings of rare or of frequent events are possible (frequent

Fig. 12.8 Hierarchic structure of the FAHP-approach
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Table 12.5 Impact of the parameter λ on de-fuzzyfication of the results of FAHP

λ SS1 SS2 SS3 SS4 SS5 SS6

0 0.11 0.12 0.11 0.06 0.07 0.07
0.5 1.90 2.01 1.91 1.21 1.58 1.40
1 3.70 3.91 3.72 2.36 3.10 2.73

events are events with return periods of the peak from 25 to 100 years). Three
options are offered.

2. At the third level damages can be weighted according to their locations. Three
options are possible: higher weighting of damages outside of settlements or
of damages within settlements, or an equal weighting of these areas (three
variants).

3. At the second level the criteria of “flood protection” can be weighted in seven
variants. Focus can be given on the following components:

a. economic damages
b. flooded areas
c. affected people
d. changes of water level at gauge Wangen

e.- g. focus on changes of water level at gauge Wangen plus one of the criteria
mentioned under a–c.

4. For the criterion “cost” in the second level a higher weight could be given to con-
struction costs or to losses of agriculture. Agricultural losses were specified not
by expected values, based on integration of all flood probabilities, but with losses
which were derived from the applied flood scenarios. The seasonal variability of
agricultural damages was considered.

5. With regard to the possible combinations three variants of weighting were
offered: At the first level a higher importance could be given to costs or to flood
protection efficiency. Both criteria could be weighted equally or one could be
emphasized.

In total we receive 567 possible combinations (3·3·7·3·3), which can be specified
within the DSS interactively. All criteria were provided as triangular fuzzy numbers
for each alternative. The pair-wise comparison of the criteria of two alternatives was
done after the de-fuzzyfication of these numbers. Here the “Total Integrated Value”
method was applied to weight the three elements of the triangular fuzzy number
according to a parameter λ. This weighting considers the differences in plausibility
between the three elements of the fuzzy number. The parameter value λ = 0.5
was applied if the lower and upper bounds were derived from floods with the same
plausibility. If the upper bound is more plausible than the lower one, a value of
λ > 0.5 is used, in the reverse case a value below 0.5. The comparison of alternatives
was based on fuzzy numbers which are specified in Table 12.1. Fuzzy numbers were
applied also for the weighting of the criteria. As a result of FAHP fuzzy numbers are
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Table 12.6 Results of the Fuzzy-AHP approach with focus on flood protection and equal weight-
ing of damages at settlements and non-populated areas, De-fuzzyfication with the Total Integrated
Value (λ=0.5), optimal is the maximum (numbers printed in bold)

Main goal SS1 SS2 SS3 SS4 SS5 SS6

Reduction of flood peaks at the basin outlet
All scenarios 1.11 1.27 1.50 1.15 1.25 1.19
Frequent floods only 0.78 0.95 1.06 0.95 1.04 0.99
Rare floods only 0.91 0.97 1.19 0.78 0.84 0.78

Maximized damage reductions in the Unstrut basin upstream gauge Wangen
All scenarios 1.90 2.01 1.91 1.21 1.58 1.40
Frequent floods only 1.30 1.47 1.28 1.07 1.40 1.20
Rare floods only 1.55 1.55 1.55 0.72 0.94 0.85

Combined goals: flood peak reduction, maximized damage reduction, minimized increase of
damages

All scenarios 1.44 1.57 1.57 1.06 1.28 1.18
Frequent floods only 1.01 1.18 1.07 0.91 1.10 0.99
Rare floods only 1.16 1.20 1.28 0.67 0.80 0.75

estimated which have to be de-fuzzyfied to describe the relative performance of each
alternative compared with all other alternatives. The decision maker has the choice
to select between three versions of de-fuzzyfication with the Total Integrated Value
method. He may emphasise the differences between the alternatives and criteria
with a value of λ = 1 or be more indifferent with λ = 0. The effect of the choice of
the parameter λ is demonstrated in Table 12.5 for the main goal “flood protection”
with a focus on “economic damages”, an equal weighting of “damages within and
outside of settlements” and equal importance of all floods without consideration of
their return periods. In this example the system state 2 would be preferred; however,
the differences between the system states 1–3 and 4–6 are small if the upper bound
of the resulting fuzzy numbers is not considered (λ = 0). To get a better impression
about the differences among alternatives, a parameter value of λ = 0.5 was chosen.
The results are presented in Table 12.6.

A comparison of the results of both methodologies (TOPSIS and FAHP)
demonstrates similarities and differences:

• With the main goal of a reduction of flood peaks at the basin outlet FAHP clearly
prefers System State 3. TOPSIS differentiates between rare and frequent floods.
For frequent floods, additional polders with large inlet structures are preferred
(System State 6) (without consideration of the different plausibilities of flood
events).

• If damage reductions within the Unstrut basin were chosen as the main goal,
FAHP sees no need for additional polders but prefers the version SS2 (repaired
inlet structures for existing polders). Here the damage reductions and possible
increase of damages were not considered separately. TOPSIS would prefer addi-
tional polders (System State 5) under consideration of possible flood damage
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reductions within the basin but refuse them if the focus is directed on the possible
increase of damages (also System State 2 is preferred in this case).

• For a combination of the two goals “flood peak reduction at the outlet” and “dam-
age reduction within the basin” both methods deliver nearly the same results.
Preference is given to System State 3 under consideration of all floods, with
focus on frequent floods to System State 2 but with special emphasis to rare
floods System State 3 would be preferred.

12.6 Conclusions

Risk oriented planning depends strongly on the information which can be used to
specify hydrological risk. With regard to the limited technical capacities for flood
protection the remaining risk of such systems should be identified. This specifi-
cation was done here under consideration of multiple flood characteristics which
are important for the functionality of technical flood retention systems. The com-
bination of these characteristics makes the difference between system failures and
effective flood control. Flood scenarios with a probabilistic characterisation by mul-
tivariate statistics can be applied to improve flood control planning with special
emphasis on possible failures and remaining risks. The application of multivariate
statistics demands a large data base which can be derived from simulations with a
coupling of stochastic and deterministic models. However, the results will be uncer-
tain and derived statistics should be handled as uncertain as well. This can be done
with “imprecise probabilities”. There are several options to evaluate flood control
systems and to optimize them. It has been shown that a comparison of costs and
benefits is difficult if the benefits are affected by numerous initial and boundary
conditions. To consider multiple criteria (e.g. the system performance under differ-
ent hydrological loads) the application of Multi-Criteria Decision Making is useful.
These tools should be integrated in a DSS with a user interface which gives decision
makers the opportunity to explore the decision space interactively. Two examples
were shown to demonstrate the relevance of imprecise probabilities (which was
considered in the Fuzzy-AHP approach) and the side-effects of flood protection
measures, which were considered in the TOPSIS-approach. Both methods have
advantages and disadvantages. However, it was shown that the results with com-
mon goals are similar. This demonstrates the practical value of the two proposed
methodologies.
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