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Foreword by the Series Editor

The IAGA Executive Committee decided in 2008, at the invitation of Springer, to
publish a series of books, which should present the status of the IAGA sciences at the
time of the IAGA 2009 Scientific Assembly in Sopron, Hungary, the “TAGA Special
Sopron Series”. It consists of five books, one for each of the IAGA Divisions, which
together cover the TAGA sciences:

Division I — Internal Magnetic Field

Division II — Aeronomic Phenomena

Division III- Magnetospheric Phenomena

Division IV- Solar Wind and Interplanetary Field

Division V — Geomagnetic Observatories, Surveys and Analyses.

The groups of Editors of the books contain members of the JAGA Executive
Committee and of the leadership of the respective Division, with, for some of the
books, one or a few additional leading scientists in the respective fields.

The TAGA Special Sopron Series of books are the first ever (or at least in many
decades) with the ambition to present a full coverage of the present status of all the
TAGA fields of the geophysical sciences. In order to achieve this goal each book con-
tains a few “overview papers”, which together summarize the knowledge of all parts
of the respective field. These major review papers are complemented with invited
reviews of special questions presented in Sopron. Finally, in some of the books a few
short “contributed” papers of special interest are included. Thus, we hope the books
will be of interest to both those who want a relatively concise presentation of the
status of the sciences and to those who seek the most recent achievements.

I want to express my thanks to the editors and authors who have prepared the
content of the books and to Petra van Steenbergen at Springer for good cooperation.

Kiruna, Sweden Bengt Hultqvist
October 2010



Preface

This book presents a comprehensive set of articles on a series of wide ranging top-
ics in the broad area of the Aeronomy of the Earth’s Atmosphere and Ionosphere.
Important progress achieved in recent years in our understanding of the field from the
lower atmosphere to higher domains of the thermosphere and ionosphere, and extend-
ing from polar to equatorial latitudes, is discussed in this book. Overview papers on
broader areas are complemented by review papers on topics of specific interest as
well as shorter papers of special interest. Together they cover the current status of
our understanding of the field in terms of the dynamics, chemistry, energetics and
electrodynamics of the atmosphere—ionosphere system and the coupling processes
that control the wide ranging characteristics of the system behaviour, and its spatial
and temporal variabilities. The scientific results presented at a good number of well
focussed Division II and interdivisional symposia held at the 2009 IAGA Sopron
Assembly represented the rapid advances in our knowledge of the field achieved dur-
ing the last few years through observational/experimental studies, sophisticated data
analysis techniques and global general circulation model (GCM) and other simu-
lation studies. In an attempt to consolidate these outstanding results in a coherent
way in one place, and to mark the progress achieved in recent years in our knowl-
edge of aeronomy, articles from leading scientists in the field who did not attend the
Sopron Assembly are also included in the Book. This book is designed to be a useful
reference source for graduate students as well as experienced researchers.

The book’s content is structured in five sections as follows:

Part I deals with some outstanding problems of the mesosphere and lower ther-
mosphere related to the chemistry and dynamics of the coupling processes, and
vertical coupling through tides and planetary waves and climatology of mesospheric
temperature, that are addressed in two overview articles. The subsequent articles
are concerned with variabilities in ozone, atomic oxygen, aerosols and other minor
constituent, and gravity wave effects on noctiluscent clouds.

The coupling processes that involve upward propagating gravity waves and their
consequences and manifestations in the mesosphere, thermosphere and ionosphere
are discussed in Part II. Here the focus is on questions related to upward propa-
gation of gravity waves from sources of their generation in tropospheric convective
regions of tropical latitudes, the dissipation of these waves in thermosphere and iono-
spheric F-region, and their role in providing seed perturbations for instability growth
that leads to irregularity development in the post sunset equatorial ionosphere. Some
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Preface

questions related to atmosphere—ionosphere interaction through upward propagating
tides and planetary waves are also discussed.

Part III deals with the electrodynamics and structuring of the ionosphere—
thermosphere system. It starts with an overview article on the electrodynamics of the
ionosphere—thermosphere coupling and is followed by a series of articles on equato-
rial vertical plasma drifts, three-dimensional modelling of equatorial plasma bubble
development, coupling processes that control the development of equatorial spread F
(ESF) irregularities, equatorial bubble development conditions diagnosed from long
term optical data set, midlatitude ionospheric irregularities and medium scale trav-
elling ionospheric disturbances (MSTIDs) as studied by radars, optical imagers and
GPS receivers, and midlatitude plasma instabilities that arise from E-and F region
coupling.

Part IV concerns Thermosphere—Ionosphere coupling, dynamics and trends. The
focus here is on ion-neutral coupling and its important role in the dynamics and large
scale features, such as the longitudinal wave structure found in this height region.
The first article presents an overview of new aspects of the coupling between thermo-
sphere and ionosphere that have emerged from CHAMP satellite mission results. The
subsequent articles address the following topics: Influence of thermospheric winds on
the Equatorial Ionization Anomaly (EIA) and secular variation (long term trend) of
the EIA in the Brazilian longitude, the whole atmosphere model (GCM) simulation of
temperature and density structure of equatorial thermosphere, tide induced longitudi-
nal wave structure in equatorial thermospheric zonal wind as observed by CHAMP,
connection between such structure in plasma density and the vertical plasma drift of
the equatorial ionosphere, longitudinal structure of mid- and low latitude ionosphere
as observed by space borne GPS receivers, and ionosphere—thermosphere coupling in
low latitudes. This section further presents a tutorial on midlatitude sporadic E layers
and two articles on long term trend in the upper atmosphere and on the use of F layer
parameters to determine long term trends in the thermosphere dynamics.

Part 'V on ionosphere—-thermosphere disturbance and modelling starts with an
overview article on storm time responses of the thermosphere—ionosphere system.
Related topics presented in subsequent articles are concerned with outstanding ques-
tions on ionospheric data assimilation and limitations on the model due to missing
physics, magnetospheric electric field penetration to low latitudes during storms,
modelling of the storm time electrodynamics, and a discussion of possible physical
mechanism for positive ionospheric storms over low and middle latitudes.

As editors, we wish to thank all the authors of the articles for their dedicated efforts
that made possible the realization of this book. We also express our gratitude to all
the reviewers listed below for their help in the evaluation of the science incorporated
in the present book.

Sao Jose dos Campos, Brazil Mangalathayil Ali Abdu
Sofia, Bulgaria Dora Pancheva
Navi Mumbai, India Archana Bhattacharyya
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Chapter 1

Chemical-Dynamical Coupling in the Mesosphere

and Lower Thermosphere

Daniel R. Marsh

Abstract A chemistry climate model is used to
illustrate several ways in which dynamics and chem-
istry are coupled in the mesosphere and lower ther-
mosphere (50-120 km in altitude). First the mean
chemical state of the modeled atmosphere is pre-
sented, including the distribution of key radiatively-
active species that determine heating and cooling rates.
This is followed by a description of the major dynam-
ical modes of variability resolved by the model, which
span timescales from hours to seasons, and includes
the mean meridional circulation, the upper atmo-
spheric response to a sudden stratospheric warming,
and upward propagating tidal modes. It is demon-
strated that all these have significant effects on compo-
sition, either through advection, or by the temperature
and pressure dependence of chemical reaction rates.
For those constituents modified by dynamics that play
arole in the energy budget, the potential for a feedback
on the dynamics exists.

1.1 Introduction

Apart from the major constituents, molecular nitrogen
and oxygen, there are no “fully-mixed” constituents
in the mesosphere and lower thermosphere (MLT). In
other words, all minor constituents have mixing ratios
L, defined as the ratio of number density to the total

D.R. Marsh (IX)

Atmospheric Chemistry Division, National Center
for Atmospheric Research, Boulder, CO, USA
e-mail: marsh@ucar.edu

number density, that vary with height or latitude to
some degree. The flux of a species is proportional
to the spatial gradient of its mixing ratio and the
magnitude of the wind along that gradient. It follows,
then, that atmospheric motions affect the concentration
of all minor constituents. This is clear when examining
the continuity equation for the mixing ratio of a single
constituent:

e

a a
EuiE gy
at dx ay

] a
w—u = (—M) + S

where #, x, y, and z are time, latitude, longitude, and
height; u, v, and w are zonal, meridional, and vertical
velocities; and S represents chemical production and
loss. The first term on the right hand side of the equa-
tion accounts for both molecular and eddy diffusive
tendencies, which usually act to reduce the gradient
in .

The effect of dynamics on a constituent is not
limited to advection. Even species with very short
chemical lifetimes are affected, since S will likely
depend on temperature and density dependent kinetic
rate constants and on the distribution of other species
that are affected by advection. For example, although
ozone (O3) is rapidly destroyed by photolysis in the
day-lit mesosphere, its production depends on the rate
of recombination of atomic and molecular oxygen (O
and O») in the presence of a “third-body” (usually
molecular nitrogen, N»):

0+0,+M— 03 +M (1.1)

The rate of this reaction depends on tempera-
ture (koso2+n2 = 6.0 x 10734(300/T)?#), and linearly
on the number density of each reactant (n;). Since

M.A. Abdu, D. Pancheva (eds.), A. Bhattacharyya (Coed.), Aeronomy of the Earth’s Atmosphere and lonosphere, 3
IAGA Special Sopron Book Series 2, DOI 10.1007/978-94-007-0326-1_1, © Springer Science+Business Media B.V. 2011
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a constituent’s number density when viewed on a
constant pressure surface is inversely proportional to
temperature (n; = w;P/kT; k is the Boltzmann’s con-
stant, P is pressure, T is temperature), it is clear that
ozone’s production rate is very sensitive to tempera-
ture. In addition, while O3 is short lived, O can have a
lifetime of months, and be affected by advection by the
mean wind. Smith and Marsh (2005) showed that the
variability in ozone around 100 km depended equally
on the temperature dependence of reaction rates and to
the transport of atomic oxygen.

The coupling between chemistry and dynamics is
not one way. Winds and temperatures depend on atmo-
spheric heating rates, which in turn depend on the
distribution of radiatively-active constituents. Species
such as Oj3, nitric oxide (NO), and carbon dioxide
(COy) determine where and when solar energy is
deposited into the atmosphere and also how the atmo-
sphere cools. Radiation in the CO; 15 pm infrared
bands is the primary way the mesosphere cools
(Fomichev et al., 2004). Higher in the atmosphere
emission at 5.3 pm from NO becomes another impor-
tant way in which the atmosphere cools, in particu-
lar, during enhanced geomagnetic activity (Mlynczak
et al., 2003). Exothermic reactions also play an impor-
tant role in heating the atmosphere and the redis-
tribution of absorbed solar energy. For example, in
the case of the energy released from the reaction of
atomic and molecular oxygen described in Eq. (1.1)
above, it could occur far removed and months after
the initial photolysis of molecular oxygen that pro-
duces the atomic oxygen. Clearly, then, coupling is
two-way, with the possibility that dynamically induced
changes in composition could lead to changes in
heating that damp or accelerate the original dynam-
ical perturbation (i.e. positive or negative dynamical
feedbacks).

Perhaps one of the most interesting aspects of the
MLT is that the timescales for chemistry and dynam-
ics are often comparable, which means both aspects
must be considered simultaneously when attempting to
understand the state of this part of the atmosphere. In
the following sections, a chemistry climate model is
used to illustrate various couplings between chemistry
and dynamics. The timescales are arranged from long
to short, beginning with the global and seasonal means,
and ending with variations of less than a day. All exam-
ples shown have been observed to some degree in the
MLT, either by satellite or ground-based observations.

1.2 Model Description

Version 3.5 of NCAR’s Whole Atmosphere Chemistry
Climate Model (WACCM) is a general circulation
model coupled interactively with an atmospheric
chemistry model that extends from the surface to
approximately 135 km. The simulations presented here
are based on an updated version of the model described
in Marsh et al. (2007) and Garcia et al. (2007). It
includes revisions to the chemical kinetic reaction rates
recommended by Sander et al. (2006) and improve-
ments in the specification of parameterized gravity
waves (Richter et al., 2010). The specification of the
solar spectral irradiance has also been updated using an
empirical model of the wavelength-dependent sunspot
and facular influences (Lean, 2000; Wang et al., 2005).

While WACCM is usually operated as a free-
running climate model, results shown here use a
version of the model that incorporates reanalysis obser-
vations in the troposphere and stratosphere. This is
achieved by relaxing the horizontal winds and tem-
peratures to version 5.2 reanalysis from the Goddard
Earth Observing System Data Assimilation System
(GEOS-5.2) (Rienecker et al., 2008). The relaxation to
GEOS-5.2 occurs with a timescale of ~10 h from the
surface to 40 km. Between 40 and 50 km the amount
of relaxation is linearly reduced such that at 50 km
the model is free-running. Therefore, in the domain
of this study, the chemical-dynamical interactions are
still consistent but, as is shown in a later section, it
is possible to simulate the effects on the mesosphere
of a particular dynamical event that occurred in the
stratosphere, and also to improve the mean wind cli-
matology. In this mode, the model has 88 levels in the
vertical, with a resolution of approximately two grid-
points per scale height in the mesosphere and lower
thermosphere. In the horizontal, the resolution is 2.5°
longitude by 1.9° latitude.

The number of chemical species (57) and reactions
(211) has remained unchanged in the latest version
of WACCM. The model includes a chemistry scheme
suitable for simulating the chemistry of the middle
and upper atmosphere, i.e., it includes the mem-
bers of oxygen, nitrogen, and hydrogen families, an
E-region ionosphere, and excited species such as
O('D) and O5(' A). Figure 1.1 shows the global mean
distribution of several of the modeled constituents in
WACCM averaged over the year 2004. In this case it
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Fig. 1.1 WACCM simulated annually and globally averaged mean volume mixing ratios for constituents in the mesosphere

and lower thermosphere

is reasonable to ignore the effects of advection by the
resolved winds; the distributions are primarily deter-
mined by chemical production and loss and vertical
diffusion. Molecular oxygen and CO; are essentially
fully-mixed below 80-90 km, having no significant
chemical sources or sinks. Above this level, how-
ever, their mixing ratios drop off through destruction
from absorption of ultraviolet radiation and molecular
diffusion. In WACCM transport by molecular diffu-
sion is calculated using the formulation of Banks and
Kockarts (1973), and depends on the mass of an atom
or molecule relative to the mean mass of the atmo-
sphere; heavier species have mixing ratios that tend to
drop while lighter species rise.

The profile of atomic oxygen rapidly increases with
height by a factor of 10°, becoming a major con-
stituent in the lower thermosphere. This is primarily
due to the photodissociation of molecular oxygen by
solar ultraviolet radiation. Water vapor, which has a
mean mixing ratio of around 6 parts per million by
volume (ppmv) below 0.1 hPa, is also photodissioci-
ated by EUV radiation, specifically, Lyman-a radiation
at 121.6 nm. Molecular and atomic hydrogen are pro-
duced from the products of the water vapor photolysis
such that the sum 0.5 H + H; + H»>O is approximately
constant. Hydroxyl (OH) is also produced from the
destruction of H,O, and it has a peak in mixing ratio
around 0.01 hPa. Reactions with H and OH are impor-
tant in determining the profile of O3, and in particular
cause the minimum that occurs at the peak of the OH

layer. Ozone is lost rapidly via the following catalytic
cycle:

H+ 03 > OH+ Oy
OH+0O — 0O, +H

These reactions are also important when consid-
ering the energy balance of the mesosphere, since
they are exothermic and provide much of the heating
between 0.01 and 0.001 hPa (Mlynczak and Solomon,
1993). In polar night, they are the only heat source and
heating rates from these reactions provide in excess
of 6 K/day heating (shown in Fig. 1.2b). Typically, in
the diurnal mean, mesospheric heating from chemical
reactions above 0.01 hPa, including the energy released
in the quenching of excited species via collisions,
exceeds that from the absorption of solar photons that
does not go into breaking chemical bonds by factors
of 2-3.

1.3 Seasonal Variability

The seasonal variation of constituents with long life-
times in WACCM (and in the real atmosphere) depends
to a large degree on the mean wind and temperature. It
is therefore necessary to review the model dynamical
climatology.

The modeled zonal-mean zonal winds and tem-
peratures under solstice and equinox conditions are
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shown in Fig. 1.3. During July there is a strong west-
ward jet centered at mid-latitudes around 0.1 hPa
in the northern hemisphere. Constraining to reanal-
ysis winds has led to an improvement in the loca-
tion of the jet compared the free-running version
of the model, which places the center of the jet in
the sub-tropics (Richter et al., 2010). Directly above
this jet, the winds reverse and an equally strong

eastward wind maximum is predicted at 0.001 hPa.
In the winter hemisphere the polar night jet peaks at
the stratopause, and tilts towards the equator in the
mesosphere. In September the mesospheric winds are
more symmetric, with winds westward in the tropics,
and eastwards at mid-latitudes. Peak wind amplitudes
are weaker in September than during July. Overall,
WACCM winds are in good agreement with the Upper
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Atmosphere Research Satellite Reference Atmosphere
Project (URAP) wind climatology (Swinbank and
Ortland, 2003).

Mesopause temperatures in July (shown in
Fig. 1.3b) show a two-level structure consistent
with Sounding of the Atmosphere using Broadband
Emission Radiometry (SABER) observations (Xu
et al.,, 2007). The coldest temperatures (as low as
121 K) occur poleward of 40°N, around 0.003 hPa.
Equatorward of this latitude and in the winter hemi-
sphere mesopause temperatures are warmer and occur
2 scale heights higher in the atmosphere. As would
be expected from the large heating rates in Fig. 1.2,
temperatures above the mesopause rapidly increase
into the thermosphere, driven by the absorption of UV
radiation and also from diffusion of heat from higher
in the thermosphere.

The cool mesopause temperatures and the clos-
ing off of the large mid-latitude jets in the lower
mesosphere occur due to the dissipation of upwardly
propagating gravity waves. Gravity waves are absorbed
when their horizontal phase speed equals the local hor-
izontal wind speed. Westward stratospheric winds in
the summer hemisphere prevent waves with westward
phase speed from propagating into the mesosphere,
but allow eastward phase speed waves through where
they will “break” and cause an eastward accelera-
tion. The opposite happens in the winter hemisphere.
The resulting zonal force on the mean wind is bal-
anced by a meridional wind directed from the summer
to winter hemisphere (Andrews et al., 1987). This,
through mass continuity, leads to upward winds over
the summer pole and descending winds over the winter
pole. The associated adiabatic cooling leads in turn to
the cool summer mesopause temperatures (Fig. 1.3b).
These motions are best visualized in terms of residual
mean meridional circulation, also called the trans-
formed Eulerian-mean (TEM) circulation (Dunkerton
et al., 1981), which are shown in Fig. 1.4 for July
and September, 2005. TEM winds are consistently
upward/downward over the whole mesospheric sum-
mer/winter pole; mean velocities can be as large as
5 cm/s. The summer to winter circulation peaks near
0.01 hPa, and a weaker winter to summer circulation
occurs in the lower thermosphere (above 10~ hPa).
In September a weak, more symmetric, circulation
pattern exists, with upwelling at the equator and down-
welling over both polls. The absence of strong strato-
spheric jets allows gravity waves with eastward and

westward phase speeds to propagate into the meso-
sphere. While their dissipation does not drive a strong
residual mean meridional circulation, since the east-
ward and westward zonal wind forcing approximately
cancels, the eddy turbulence created when they dissi-
pate is still present, and exceeds that during July at
mid-latitudes.

The effects of the residual mean meridional circu-
lation on constituents are well documented. Satellite
observations of NO (e.g. Siskind et al., 1997; Marsh
and Russell, 2000), CO (e.g. Lopez-Puertas et al.,
2000; Clerbaux et al., 2005; Pumphrey et al., 2007),
and H,O (e.g. Chandra et al., 1997; Lossow et al.,
2009) show large meridional gradients in the mixing
ratio due to transport by the residual mean merid-
ional circulation. WACCM distributions for these
three constituents are shown in Fig. 1.5. NO and
CO both have mixing ratios that increase with
height. Their source region is the lower thermo-
sphere, where they are produced through reactions
that are initiated with the absorption of energetic
photons (wavelengths < 121.6 nm) or with ioniza-
tion by energetic particles (primarily electrons with
energies of ~1-6 KeV in the auroral regions). The
horizontal gradients in NO and CO are more pro-
nounced in July than September, as a result of the
strong downwelling over the winter pole, which can
bring air rich in NO and CO down to the lower
mesosphere.

NO has a low mixing ratio in the mesosphere due to
the following rapid loss mechanism:

NO+hv - N+O
N+NO—- N, +0O

The lifetime of NO in the sunlit mesosphere is a few
days (Minschwaner and Siskind, 1993). In September,
NO decreases with decreasing height uniformly with
latitude, due to this loss process. However, this loss
does not occur in the absence of sunlight in polar night,
increasing the chemical lifetime of NO dramatically,
and so allows a vertical wind of even a few cm/s to
effectively transport NO into the mesosphere (Siskind
and Russell, 1996; Marsh and Roble, 2002). It will
be shown in the following section that the downward
transport of NO in the polar night can be dramatically
affected by short-term variability that originates in the
stratosphere.

CO has a longer lifetime throughout the MLT and
acts more like a passive tracer of transport. The winter
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Fig. 1.4 The monthly-mean residual meridional circulation for
(a) July and (b) September calculated from WACCM. Maximum
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Fig. 1.5 Zonal-mean, July 2005 monthly-mean volume mixing ratios of (a) NO, (b) CO (ppm), and (¢) H,O (ppm). (d—f) as (a—c)
for September 2005

pole downwelling effect is evident in its distribution,
but also evident is the effect of the circulation in sum-
mer hemisphere. It appears as though air rich in CO
is transported to the summer pole by meridional winds
above 10 hPa, while CO-poor air is brought upward
from the mesosphere below 10~ hPa. The result is a

steepening of the vertical gradient in CO at the sum-
mer mesopause. In September, the circulation centered
at 30°N and 3 x 10~* hPa clearly deforms the mixing
ratio isolines.

The distribution of H>O is almost the mirror image
of CO, which is consistent with it having its source
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in the lower atmosphere and a loss mechanism that
peaks near the mesopause. An interesting consequence
of the meridional transport of water vapor is that the
relatively high concentrations of water vapor and cold
temperatures in the summer mesopause leads to the
formation of ice clouds. A better understanding of
these clouds is the goal of the current Aeronomy of
Ice in the Mesosphere satellite mission (Russell et al.,
2009).

Of course, transport by the residual mean merid-
ional circulation is not limited to these constituents. A
similar pattern to H>O is seen in CO;, and the merid-
ional transport of atomic oxygen produced by EUV
photolysis in the tropics and mid-latitudes to the polar
night is key to creating the chemical heating shown in
Fig. 1.2.

1.4 SSW Effects on the MLT

Stratospheric sudden warmings (SSW) are abrupt
increases in the temperature of the polar stratosphere
accompanied by a slowing or reversal of the eastward
winds in the polar vortex. SSWs arise from the interac-
tion of the stratospheric mean flow with upward propa-
gating planetary waves originating in the troposphere.
A SSW is considered a major warming if it leads to
a reversal of the wind and an increasing temperature
gradient towards the pole at or below 10 hPa (Andrews
et al., 1987). The effects of an SSW in the MLT on
temperatures and composition in a GCM were stud-
ied by Liu and Roble (2002). Here WACCM is used
to examine the MLT response of one of the strongest
major warmings observed, which began around the
third week of 2006 (Siskind et al., 2007; Manney et al.,
2008).

Figure 1.6 shows the variation in WACCM zonal-
means of the zonal wind, temperature, CO, and NO,,
(NO + NO;y + 2%N05 + HNO3) between the begin-
ning of December 2005 and mid-March 2006. Recall,
in the model used here the winds and temperature
below 1 hPa are relaxed to reanalysis data, and so
the stratospheric winds are very close to the observed
winds for this period. In the lower-mesophere and
upper-stratosphere there is a reversal of the zonal
wind direction (shown between 55°N and 70°N) from
greater than 60 m/s eastward in December to 40 m/s
westward in January. Following this reversal, the winds

revert to being eastward in February. In the upper
mesosphere the opposite shift occurs with winds going
from westward to eastward and returning to west-
ward. Simultaneous with wind reversal is a warming
of the polar upper stratosphere, and cooling of the
mesosphere. This is followed by a dramatic shift in
the height of the stratopause to around 0.01 hPa at
the beginning of February. Over time the stratopause
descends to around the height seen before the strato-
spheric warming.

The evolution of the zonal winds and tempera-
tures in the mesosphere agrees very well with the
Microwave Limb Sounder (MLS) and Sounding of
the Atmosphere with Broadband Emission Radiometry
(SABER) observations reported by Manney et al.
(2008). WACCM is better at reproducing the elevated
stratopause than either GEOS-5 or European Centre
for Medium-Range Weather Forecasts analyses, pre-
sumably because the height of the elevated stratopause
is close to the top of the models used to calculate
the analyses, whereas the upper boundary of WACCM
is much higher. Other factors could include the way
these models handle non-orographic gravity waves and
specification of ozone in radiative transfer calculations
(Manney et al., 2008).

The temporal variations in CO and NOy mixing
ratios (Fig. 1.6c, d) appear to be strongly correlated
to the dynamical variations over this period. CO at
0.01 hPa drops from December values in excess of
10 ppmv to around 3.3 ppmv by mid-January. This is
followed by a rapid increase of CO to values around
13 ppmv by early February. This variation is very
similar to that seen by the Atmospheric Chemistry
Experiment Fourier Transform Spectrometer and MLS
instruments (Jin et al., 2009). The fact that WACCM
reproduces the observed variability in temperature
and CO gives confidence that the model is cor-
rectly reproducing the dynamical variability in the
mesosphere.

As mentioned previously, CO has a long chemical
lifetime and a mixing ratio that increases with height,
and so it is sensitive to changes in the residual verti-
cal wind (W*), which is shown averaged over the pole
in Fig. 1.7c. Between 0.1 and 0.001 hPa there is a
good correlation between upward tilt of the CO con-
tours (decreasing CO over time) and positive (upward)
vertical residual winds. This is most clearly seen in the
second week of January when w* exceeds 3 cm/s. This
occurs shortly after the zonal winds reverse direction at
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Fig. 1.6 (a) WACCM zonal-mean zonal winds (m/s) averaged
over the latitude band 55°N-70°N over the period December
1, 2005 to March 15, 2006. (b), (¢) and (d) are averages over

mid-latitudes, at which time the residual mean merid-
ional winds switch from poleward to equatorward
(Fig. 1.7b). The reversal of the zonal winds occurs
because of a dramatic change in the acceleration due
to the dissipation of breaking gravity waves (shown in
Fig. 1.7a) which changes from more than 50 m/s/day
westward in December to more than 75 m/s/day east-
ward in January. The westward stratospheric winds

latitudes poleward of 75°N of temperature (K), carbon monoxide
vmr (ppm) and NOy vmr. All fields are daily means smoothed in
time with a 5-day window

that occur during the SSW allow waves with eastward
phase speed to propagate into the mesosphere where
they dissipate and cause an eastward acceleration.
Following the SSW, and a return to eastward
stratospheric winds in February, the GW forcing at
0.01 hPa is again westward, driving a polward and
downward residual circulation and a warming of the
mesosphere through adiabatic heating. Both NOy and
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Fig. 1.7 (a) Acceleration of the zonal wind by parameter-
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mean meridional wind (m/s) averaged over the latitude band

CO are now rapidly transported downward, leading to
a significant increase in their mixing ratios in the lower
mesosphere.

WACCM simulations seem better able to repro-
duce the elevated stratopause than the simulations
from the NOGAPS-ALPHA (Navy Operational Global
Atmospheric Prediction System — Advanced Level
Physics High Altitude) GCM of Siskind et al. (2007).
In their model, which only includes the effects of

20060115

20060201 20060215

55°~70°N. (¢) The residual mean vertical wind (cm/s) averaged
over latitudes poleward of 75°N. All figures are for the same
time period as Fig. 1.6

variations in the orographic gravity wave drag, they
were not able to reproduce temperatures in excess of
250 K at 0.01 hPa. In WACCM, forcing from oro-
graphic gravity waves is typically much less than the
non-orographic waves. Prior to the stratospheric warm-
ing orographic gravity wave forcing was ~4 m/s/day
below 0.02 hPa, much smaller above that level and at
all levels above 1 hPa after the stratospheric warming.
Siskind et al. (2007) suggest the deficiencies in the
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NOGAPS-ALPHA simulations could be due to not
including non-orographic gravity waves or the chem-
ical heating that would be caused by bringing ther-
mospheric atomic oxygen into the mesosphere. This
seems a reasonable conclusion, since WACCM has
both of these processes, and can produce the observed
warm temperatures around 0.01 hPa.

Figure 1.8 compares zonal mean atomic oxygen
densities and chemical heating rates averaged from
70°N to 90°N between February 2006 and 2005 (a
year without a major warming in February). Clearly
the atomic oxygen layer has been displaced downward,
and heating rates between 0.01 and 0.001 hPa have
increased. At 0.007 hPa O has increased by over a fac-
tor of 5, and heating rates are almost 3 times higher.
This, along with adiabatic heating is likely the cause
of the high temperatures seen in the middle atmo-
sphere following the stratospheric warming. Further
corroborating WACCM predictions is a recent study
that concluded that the descent and increase in atomic
oxygen densities led to the lowering and brightening
of the OH Meinel airglow emission in the winter of
2006 relative to 2005 observed by the SABER instru-
ment (Winick et al., 2009). The downward transport of
O was also the likely cause of the enhanced ozone seen
during this period (Smith et al., 2009).

1.5 Tidal Variability

There is strong observational evidence that upward
propagating atmospheric tides affect composition. This

is seen both in direct observations (e.g., those made
via occultation) and in the spontaneous emission from
constituents in excited states (airglow). As with other
atmospheric motions, tides advect constituents, but
also affect reaction rates through changes in tempera-
ture and density. In the tropical and sub-tropical upper
mesosphere the migrating (sun-synchronous) diurnal
tide is one of the largest drivers or short-term con-
stituent variability. The signature of this tide typically
peaks at the equator, with secondary perturbations
around 35° latitude. Examples of observed diurnal
tidal variations include odd-oxygen (Shepherd et al.,
1995; Marsh et al., 2002; Chapter 5, this volume), OH
Meinel nightglow (Zhang and Shepherd, 1999; Marsh
et al., 2006), nitric oxide (Marsh and Russell, 2000;
Oberheide and Forbes, 2008).

Consider, for example, a tidal perturbation in the
vertical wind. A temperature increase, due to adia-
batic heating, will occur that lags the minimum in the
vertical wind by a quarter of the wave period. If the
chemical lifetime of the advected constituent is con-
siderably longer than the period of the wave then it
too will have its largest perturbation a quarter of the
wave period after the vertical wind minimum (Marsh
and Roble, 2002). The sign of the perturbation depends
on the sign of the vertical gradient in the constituent
mixing ratio. In the case of nitric oxide and atomic
oxygen, which both rapidly increase with height in
the MLT (see Fig. 1.1), the constituent variations are
in phase with those of temperature. The amplitude of
the perturbation will depend on the wind amplitude
and the vertical gradient in the mixing ratio of the
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constituent. The temperature and density effects can
work to enhance or diminish the tidal signal in the
constituent. For example, Marsh et al. (2006) calcu-
lated that, at a specific local time, the tendency in OH
Meinel 2 um emission due to advection of atomic oxy-
gen was an increase at 88 km of 50%, but that density
and temperature effects reduced the net tidal response
of the emission to around +22%. In the case of ozone
at 95 km, it is thought the high ozone (>20 ppmv)
observed in some circumstances at the equator is the
result of very low temperatures caused by the diurnal
tide (Smith et al., 2008).

Figure 1.9 presents WACCM longitude/latitude dis-
tributions at midnight Universal Time (UTO00) aver-
aged for all days in March 2006. These synoptic global
views at 1.46 x 10~ hPa (94 km in log-pressure alti-
tude) show large variations around a latitude circle,
particularly in the tropics. Temperatures at the equator
vary by 35 K, and atomic oxygen mixing ratio varies
between 0.005 and 0.019. The temperature and oxy-
gen variations are positively correlated, while the water
vapor variations are anti-correlated (Fig. 1.9c), which
is consistent with tidal variability driven by tidal ver-
tical motions as discussed before. At the equator the
maximum in atomic oxygen occurs just before mid-
night local time (~330° longitude). This agrees with
pre-midnight maximum observed in OH Meinel emis-
sions, which can be shown to be proportional to atomic
oxygen concentrations (Marsh et al., 2006). The total
heating rate (chemical heating and solar absorption)
is shown in Fig. 1.9d. The peak at noon (180° lon-
gitude) in excess of 20 K/day is to be expected, and
occurs from the peak in the absorption of solar radia-
tion and quenching of O('D). However, there is peak
in the heating of comparable magnitude shortly before
midnight, which can only come from enhanced chem-
ical heating due to atomic oxygen recombination and
other exothermic reactions.

While the patterns seen in these synoptic maps are
compatible with a tidally-driven perturbation mecha-
nism, proof requires further analysis. After all, vari-
ations in longitude could be stationary, and not vary
with local time at all. Using Fourier analysis, the tem-
perature timeseries at 30-min resolution over the entire
month can be approximated as the sum of a monthly
mean and a series of migrating and non-migrating diur-
nal and semi-diurnal perturbations. Not all of these
tidal components have significant amplitudes for the
chosen altitude and month, so only those with large

amplitudes need be retained in the sum. In Fig. 1.10,
the reconstructed temperature field at UT00 (minus the
mean) is presented. For a fixed universal time, longitu-
dinal variations are equivalent to local time variations,
and this is shown in the upper axis. It is clear that the
majority of the variability is captured in the recon-
struction, including the large equatorial temperature
maximum just before midnight, proving that the varia-
tion in longitude is primarily tidal, and not a stationary
feature (i.e. the spatial variability in temperature is a
function of local time as well as longitude).

Figure 1.10 also shows the latitudinal structure of
tidal amplitudes for all tides included in the recon-
struction, separated into westward or stationary and
eastward propagating modes. The largest amplitude
calculated is for the westward zonal wavenumber 1
diurnal tide (designated DW1). This is the migrat-
ing diurnal tide, and has a peak amplitude at the
equator of 10 K. Near the equator the semi-diurnal
migrating tide (wavenumber 2) in temperature has its
maximum amplitude of 4.5 K. There are secondary
temperature maxima at £30° latitude. The temper-
ature structure and amplitudes are consistent with
the SABER March mean measurements reported by
Pancheva et al. (2009). Of the non-migrating tides,
the diurnal westard-2 (DW?2) and eastward-3 (DE3)
have the largest amplitudes (3—5 K). At this height
and month, the contribution of the non-migrating semi-
diurnal tides (not shown) does not appear to be sig-
nificant: temperature amplitudes for wave numbers
between £4 range between 0.3 and 0.9 K. Higher
in the atmosphere the non-migrating semi-diurnal
tides need to be included when considering the total
variability.

The vertical wind tides associated with the temper-
ature tides in Fig. 1.10a are shown in Fig. 1.10b. At
the equator, there is a close correspondence between
the times of zero vertical wind and maxima or minima
in the tidal temperature. Following an extended period
of downwelling beginning around 1600 h local time,
there is a maximum in the tidal temperature at 2300 h,
which is consistent with the phase lag described earlier.
This perturbation comes mostly from the migrating
diurnal tide, which has the largest wind amplitude at
the equator, reaching almost 10 cm/s. The DW?2 tide
is also large at the equator, reaching around 5 cm/s.
Combined, a 15 cm/s amplitude vertical wind diur-
nal tidal will produce approximately 20 K variation
in temperature through adiabatic heating alone, so the
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Fig.1.9 The global distribution at UTO0 of temperature, atomic oxygen, water vapor, and heating rates at 1.46 x 10~ hPa, averaged

over the month of March 2006

vertical tidal winds are of sufficient amplitude to cre-
ate the temperature perturbations in Fig. 1.10a. Note
that while the wind amplitude of the semi-diurnal tide
(8 cm/s at the equator) is almost as large as the migrat-
ing diurnal tide, its temperature amplitude is half of
that tide, simply because its frequency is double; ver-
tical advection occurs over only 12 h and so the parcel
displacement and total adiabatic heating or cooling is
half. The tidal vertical wind structure is not only con-
sistent with the temperature structure but also with the

H0, O and chemical heating. The vertical gradients
in H,O and O are of opposite sign and so the pertur-
bation induced by the vertical wind is also of opposite
sign, and the chemical heating variation simply follows
the O variation.

It is often the case when analyzing constituent and
airglow data from satellites with slowly-precessing
orbits that observations are averaged into local time
bins with no account for the longitudinal variability.
Day or night observations around a longitude circle
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Fig. 1.10 (a) Tidal temperature and (b) vertical wind pertubations at UT00 averaged for March 2006, and amplitudes of largest
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will usually be at approximately one local time, so
averaging into local time bins is essentially a zonal
mean. This method isolates the migrating tide since
it is only a function of local time, but non-migrating
tides that are functions of local time and longitude
are removed in the zonal mean. It is clear from the
above analysis that non-migrating tides do play an

important role in chemical variability in the mesopause
region, as is seen in Figs. 1.9 and 1.10. This is
particularly important in understanding the diurnal
variation of a constituent or airglow when viewed
from a single location. Certainly their effects must be
considered when comparing satellite to ground-based
observations.
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1.6 Summary

This overview has attempted to illustrate some of the
ways chemistry and dynamics are coupled in the MLT
using a 3-dimensional chemistry climate model. The
dynamical state of the atmosphere clearly responds to
changes in heating and cooling related to the distri-
bution of minor constituents. For example, chemical
heating plays a critical role in the MLT energy budget
in polar night and also during the nighttime hours at
the equator, where it is observed indirectly in airglow
observations. Conversely, the distribution of all minor
constituents depends, to some degree, on dynamics,
which can either transport the constituent directly, or
affect them indirectly by modifying the rates of chem-
ical reactions. The changes in chemistry wrought by
dynamics in turn feed back on the winds and tempera-
tures through modification of heating rates.

It is worth noting that the coupled system described
above is additionally strongly coupled to the lower
atmosphere. All the examples given here depend on
wave fluxes from below: the residual circulation is
driven by gravity waves originating in the troposphere,
major SSWs dramatically affect high-latitude meso-
spheric descent rates and heating in the troposphere
and stratosphere leads to large amplitude tides in the
MLT. This review is far from all-inclusive, and it
remains a significant challenge to understand the entire
coupled system. Meeting that challenge will entail con-
tinued advances in both modeling and observations.
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Chapter 2

Atmospheric Tides and Planetary Waves: Recent Progress
Based on SABER/TIMED Temperature Measurements

(2002-2007)

Dora Pancheva and Plamen Mukhtarov

Abstract The present paper is focused on the
global spatial (altitude and latitude) structure, seasonal
and interannual variability of the atmospheric tides
(migrating and nonmigrating) and planetary waves
(stationary and zonally traveling) derived from the
SABER/TIMED temperature measurements for full 6
years (January 2002-December 2007). The mean wave
amplitudes and phases are presented for the latitude
range 50°N-50°S and from the lower stratosphere to
the lower thermosphere (20—120 km). The main advan-
tage of the results presented in this paper is that the
migrating and nonmigrating tides as well as all sig-
nificant planetary waves found in the SABER/TIMED
temperatures are extracted simultaneously from the
raw data (downloaded from the SABER web site
temperatures). Therefore, using the same analysis tech-
niques and the same data set makes it possible to
get a consistent picture of the wave activity in the
stratosphere-mesosphere-lower thermosphere system.
Concerning the atmospheric tides, in addition to the
migrating diurnal and semidiurnal tides the following
nonmigrating tides also received significant attention:
diurnal eastward propagating with zonal wavenum-
bers 2 and 3 and westward propagating with zonal
wavenumber 2 and semidiurnal westward propagating
with zonal wavenumber 3 and eastward propagating
with zonal wavenumbers 2 and 3. A special attention
is paid to the climatology and interannual variabil-
ity of the temperature SPW1 and its origin in the
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lower thermosphere, as well as for following zon-
ally propagating planetary waves: the ~5-day Rossby
wave; ~6-day Kelvin wave, the ~10-day WI wave
and ~16-day W1 wave. The presented detailed picture
of the spatial (altitude, latitude) structure and tempo-
ral variability of the considered atmospheric tides and
planetary waves can serve as a benchmark and guide
for future numerical modeling studies aimed at bet-
ter understanding the stratosphere-mesosphere-lower
thermosphere coupling by tidal and planetary wave
patterns.

2.1 Introduction

The middle atmosphere dynamical regime, and partic-
ularly that of the mesosphere and lower thermosphere
(MLT), is dominated by global scale waves with large
amplitudes. Two important wave motions which are
essential components of the general circulations and
appear regularly are atmospheric (solar) tides and plan-
etary waves. Much of the observed temporal and spa-
tial variability in neutral winds, temperature, and trace
species concentrations in the MLT is due directly or
indirectly to wave motions. These waves play major
roles also in maintaining the zonal mean momentum
and temperature budgets.

Atmospheric (solar) tides are ubiquitous features of
the Earth’s atmosphere that are observed in all atmo-
spheric dynamical fields, including wind, temperature,
density and pressure. They are induced by the daily
cyclic absorption of solar energy in the atmosphere
and have periods that are an integral fraction of a day.
The restoring force that acts on atmospheric tides is
gravity, so tides are a special class of gravity waves,
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which are affected by the Earth’s rotation and spheric-
ity because of their global scales. Like other waves
the tidal components grow in amplitude with increas-
ing altitude since atmospheric density decreases and
energy must be conserved.

Atmospheric tides are normally divided into two
types: migrating and nonmigrating tides. Migrating (or
Sun-synchronous) solar tides are global-scale atmo-
spheric waves which propagate westward with the
apparent motion of the Sun at periods that are har-
monics of a solar day, i.e. they are a function of local
time alone. These tides are forced predominantly in
the troposphere and stratosphere and propagate ver-
tically to the lower thermosphere where they attain
large amplitudes and dominate the large-scale wind
and temperature fields. The absorption of solar radi-
ation by a longitudinally invariant atmosphere is the
primary source of migrating solar tides. The forc-
ing of diurnal and semidiurnal tides due to solar
infrared radiation absorption by tropospheric water
vapor (H,0) and the solar ultraviolet absorption by
the zonal mean stratospheric and lower mesospheric
ozone (O3) are the most well-known migrating tidal
excitation (Chapman and Lindzen, 1970; Forbes and
Garret, 1979; Groves, 1982a, b). Other sources may
contribute to tidal variations that depend explicitly on
longitude and in this way resulting in nonmigrating
tides (all tides propagating eastward, zonally symmet-
ric tides and those propagating westward but with a
different phase speed from that of the apparent motion
of the Sun). It is now generally accepted that non-
migrating tides arise from at least two mechanisms:
zonally asymmetric thermal forcing (surface topogra-
phy, geographically varying heat sources, variation of
solar heating with longitude) and nonlinear interac-
tions between migrating tides and stationary planetary
waves (SPWs) (Angelats i Coll and Forbes, 2002).
For instance, the release of latent heat by deep con-
vective clouds is dependent on universal time (UT),
longitude, latitude and season hence it is a possible
source that could generate a nonnegligible tidal migrat-
ing and nonmigrating response in the MLT (Hamilton,
1981; Williams and Avery, 1996; Hagan, 1996; Forbes
et al., 1997; Hagan and Forbes, 2002, 2003; Oberheide
et al,, 2002). Mc Landress and Ward (1994) sug-
gested that the interaction of a zonally asymmet-
ric distribution of the gravity waves interacting with
migrating tides could also generate nonmigrating
tides.

Both ground-based and satellite observations have
revealed many important features of the diurnal and
semidiurnal tides. A major advantage of the ground-
based methods is their ability to study in detail sea-
sonal, intraseasonal and interannual variability of the
tides at various geographic points (Bernard, 1981;
Avery et al., 1989; Clark and Salah, 1991; Manson
et al., 1990, 1999; Jacobi et al., 1999; Vincent et al.,
1998; Pancheva et al., 2000, 2002), as well as their
vertical structure including vertical wavelengths and
direction of propagation (Mitchell et al., 2002; She
et al., 2004; Yuan et al.,, 2008). A disadvantage of
the ground-based methods is their inability to dis-
tinguish between global and local signatures and to
provide only coarse information on spatial (latitudinal
and longitudinal) structures of the tides.

The satellite observations from the HRDI (High
Resolution Doppler Imager), WINDII (Wind Imaging
Interferometer) and MLS (Microwave Limb Sounder)
instruments on board the UARS (Upper Atmosphere
Research Satellite) satellite have provided a global
scale picture of the migrating diurnal and semidiurnal
tides seen in the neutral wind and temperature fields
of the mesosphere and lower thermosphere (Burrage
et al., 1995; McLandress et al., 1994, 1996; Khattatov
et al., 1997a, b; Forbes and Wu, 2006; Wu et al.,
2008a). It is important to note that the satellite obser-
vations enable the researchers to separate the nonmi-
grating from migrating diurnal tides and to study their
global structures. The presence of nonmigrating tides
in the surface pressure observations was reported first
by Chapman and Lindzen (1970) and further devel-
oped by Kato (1989). Their detection in the upper
levels of the atmosphere however was possible only
after the advent of global satellite measurements at alti-
tudes where the tidal signal is significantly large in
comparison with other variations (Lieberman, 1991;
Talaat and Lieberman, 1999; Oberheide and Guseyv,
2002; Forbes et al., 2003; Huang and Reber, 2004;
Lieberman et al., 2004; Forbes and Wu, 2006; Wu
et al., 2008b; Oberheide and Forbes, 2008).

Various models, as the Global Scale Wave Model
(GSWM), the Canadian Middle Atmosphere Model
(CMAM), Whole Atmosphere Model (WAM), Whole
Atmosphere Community Climate Model (WACCM),
and different General Circulation Models (GCM) have
been able to reproduce the global distribution and sea-
sonal changes in the tidal fields (Hagan et al., 1995,
1999a, 2001; McLandress, 1997, 2002a; Miyahara
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et al., 1999; Grieger et al., 2002; Hagan and Forbes,
2002, 2003; Akmaeyv et al., 2008; Chang et al., 2008).

Other waves that appear regularly, particularly dur-
ing winter, are planetary waves. Planetary waves are
global-scale oscillations that exist due to the Earth’s
rotation and the conservation of absolute vorticity. The
restoring force for a planetary wave oscillation is ulti-
mately the poleward gradient of planetary vorticity.
As with tides, planetary waves are globally coherent
oscillations in which the wave has an integer num-
ber of cycles “wrapped around” a circle of latitude.
The planetary wave perturbations have wavelike form
in the longitudinal and vertical directions and often
also in the latitude direction. Air parcels in a plan-
etary wave may be meridionally displaced by up to
several thousand kilometres. Planetary waves, partic-
ularly in the stratosphere, are crucial in the transport
of species, including ozone, from its region of produc-
tion, in the tropics, around the rest of the world. In
the mesosphere, planetary waves can reach very large
amplitudes (up to ~50 ms™!' in wind and ~15 K in
temperature) and interact strongly with gravity waves,
tides and each other.

The most important are quasi-stationary Rossby
waves and travelling normal modes, also known as
free modes with periods around 2, 5, 10 and 16
days. There is also a class of planetary waves con-
fined to the equatorial region and known as Kelvin
waves. The interaction of the planetary waves and the
zonal mean flow is known to be the major driver of
winter stratospheric dynamics (Andrews et al., 1987).
Classical studies showed that the zonal mean flow
affects the planetary wave propagation by changing the
refractive index (Charney and Drazin, 1961). Time-
varying or dissipating planetary waves interact with
the zonal mean flow and alter it dramatically, as hap-
pens in sudden stratospheric warmings (SSW). This
mechanism behind the SSW was initially proposed by
Matsuno (1971) but now is widely accepted. The inter-
action decelerates and/or reverses the eastward winter
winds in the stratosphere-mesosphere system and also
induces a downward circulation in the stratosphere
causing adiabatic heating and an upward circulation in
the mesosphere resulting in adiabatic cooling (Liu and
Roble, 2002, 2005; Coy et al., 2005).

The time period preceding the onset of a SSW
is usually characterized by high wave activity in the
middle atmosphere during which more than one type
of planetary waves (quasi-stationary Rossby waves,

zonally symmetric or travelling normal modes) may be
present simultaneously. The key role of wave forcing
in preconditioning the atmosphere prior to the SSW
is shown by Hartmann (1983), Hirota et al. (1990),
Cevolani (1991), Shiotani et al. (1993), Sivjee et al.
(1994) and Jacobi et al. (2003).

The problem of planetary wave coupling between
the stratosphere-mesosphere-lower thermosphere has
attracted significant attention only recently. It is sup-
posed that much of the variability in the MLT is a
result of upward propagation of disturbances from the
stratosphere, particularly during the winter (Kriiger
et al., 2005; Espy et al., 2005; Azeem et al., 2005;
Palo et al., 2005; Chshyolkova et al., 2006; Shepherd
et al., 2007; Pancheva et al., 2007, 2008a, b). There
are studies however which report in situ excitation
of the planetary wave variability in the upper meso-
sphere and lower thermosphere by zonally asymmetric
momentum deposition from gravity waves which have
undergone filtering by the stratospheric planetary wave
wind field (Smith, 1996, 1997, 2003; Forbes et al.,
2002; Xiao et al., 2009).

Most of the above mention papers devoted to
the tidal and planetary wave coupling between the
stratosphere-mesosphere-lower thermosphere used dif-
ferent data sets. The utilization of different type of data
for stratosphere and MLT region, however, does not
allow a detailed study of the vertical and latitudinal
structure of the waves present simultaneously in the
both regions to be accomplished. The Sounding of the
Atmosphere using Broadband Emission Radiometry
(SABER) instrument (Russell et al., 1999) on
the Thermosphere-Ionosphere-Mesosphere-Energetics
and Dynamics (TIMED) satellite has provided con-
tinuous global temperature data for the latitude range
50°N-50°S from the lower stratosphere to the lower
thermosphere since 2002 and in this way provides an
unprecedented opportunity for studying in detail the
atmospheric waves, as well as their role in coupling
the lower and upper atmosphere. The present overview
paper is going to report the recent progress in studying
the climatological features of the diurnal and semid-
iurnal tides (migrating and nonmigrating) and the
strongest planetary waves (stationary and zonally prop-
agating) seen in 6 full years of the SABER/TIMED
temperature measurements (2002-2007) for latitudes
between 50°N and 50°S and altitudes between 20 km
and 120 km. It is worth noting that several very nice
papers have been already published on the tides and
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different planetary waves seen in the SABER/TIMED
temperatures, as Zhang et al. (2006), Huang et al.
(20064, b), Riggin et al. (2006), Forbes et al. (2006,
2008), Palo et al. (2005, 2007), Oberheide and Forbes
(2008), Xiao et al. (2009), Xu et al. (2009), Ern et al.
(2009), and Forbes et al. (2009). The main advan-
tage of the results presented here is that the migrat-
ing and nonmigrating tides, as well as all significant
planetary waves, found in the SABER/TIMED tem-
peratures, are extracted simultaneously from the raw
data (downloaded from the SABER web site tem-
peratures). Therefore, using the same analysis tech-
niques and the same data set makes it possible to
get a consistent picture of the wave activity in the
stratosphere-mesosphere-lower thermosphere system.

2.2 Observations and Method for Data
Analysis

2.2.1 SABER Temperature Data

The TIMED satellite was launched on 7 December
2001 and the SABER instrument began making obser-
vations in January 2002. It measures CO» infrared limb
radiance from approximately 20 to 120 km altitude and
kinetic temperature profiles are retrieved over these
heights using LTE radiative transfer in the stratosphere
and lowest part of the mesosphere (up to ~60 km), and
a full non-LTE inversion in the MLT (Mertens et al.,
2001, 2004). SABER views the atmosphere at an angle
of 90° with respect to the satellite velocity vector in
a 625 km height and 74° inclination orbit so that the
latitude coverage on a given day extends from about
53¢ in one hemisphere to 83° in the other. About every
60 days, the latitude ranges flip as the spacecraft yaws
to keep the instrument on the anti-sunward side of the
spacecraft. In this way high latitude data are available
only in 60-day segments, with no information for the
60 days preceding or following. This is the reason not
to generate results poleward of 50°. The TIMED orbit
precesses and covers 12 h of local time in each 60-
day yaw period, so that ascending and descending data
together give almost 24 h of local time sampling.

Our results are derived from the latest Version 1.07
of the SABER data, which were downloaded from the
web site: http://saber.gats-inc.com. While there is a

little difference below about 70 km between V 1.07
and V 1.06, there are substantial improvements for the
upper MLT (Garcia-Comas et al., 2008). The SABER
V 1.07 kinetic temperature is validated by Remsberg
et al. (2008) who provided the following systematic
error due to CO, abundance uncertainty: 1.3 K at
80 km, 3.6 K at 90 km and 1.4 K at 100 km. The
authors concluded that the SABER data set can be the
basis for improved, diurnal-to-interannual-scale tem-
peratures for the middle atmosphere and especially for
the upper MLT region. Garcia-Comas et al. (2008)
have evaluated the systematic errors in the SABER
operationally retrieved kinetic temperature due to the
current uncertainties in the collisional rates of the
non-LTE model for typical midlatitude and polar con-
ditions. The authors found that the overall error in the
kinetic temperature is around 1-2 K below 95 km and
around 4 K at 100 km in midlatitudes.

We use 6 years of temperature data, from January
2002 to December 2007, to study the temporal vari-
ability and global spatial structure of the diurnal and
semidiurnal tides and the planetary waves that are
strongest during that period. The data were averaged
into 5 km altitude and 10° latitude bins and each
bin was independently fit. We work in UT and for
each altitude (from 20 to 120 km in 5 km steps)
and latitude (from 50°S to 50°N in 10° steps) the
data were arranged into a matrix with 24 columns
(this is the longitude with a step of 15°) and the
number of rows is equal to the length of the consid-
ered period of time (January 2002—December 2007) in
hours.

2.2.2 Method for Extracting Waves from
the Saber Temperatures

Salby (1982) showed that asynoptic (observations
made at a single location at a given time) space-
time satellite data can be spectrally analyzed in the
wavenumber-frequency domain via a rotation from
synoptic (simultaneous observations at different loca-
tions) to asynoptic coordinates and performing a
Fourier transform. A significant advantage of this
approach is that it directly maps the asynoptic data
set to the equivalent space-time spectrum. However,
since this approach relies on the discrete Fourier
transform operation, any irregularities in the sampling
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pattern, i.e. not evenly spaced sampling, will destroy
the orthogonality of discrete projections of the obser-
vations onto the Fourier expansion functions (Azeem
et al., 2000). To avoid the constraint of sampling uni-
formity we use a least squares fitting technique to spec-
trally analyze a two-dimensional space-time data set.
This technique allows the determination of the space-
time spectrum from the asynoptic sampling patterns
within the allowed range of wavenumber-frequency
space defined by the Asynoptic Sampling Theorem
(Salby, 1982).

The data analysis method for calculating the
monthly mean tidal characteristics is carried out in
two steps: first, the daily characteristics of the waves
for the entire 6-year period of time (2002-2007) are
derived, and second, the monthly mean wave charac-
teristics are calculated by vector averaging of the daily
wave parameters for each calendar month. The sea-
sonal behavior of the wave characteristics during the
entire 6-year period of time (climatology of the waves)
is estimated by the vector averaging of the monthly
mean wave characteristics for each month of the year.

In order to extract the waves from the SABER
data (i.e. to determine their amplitudes and phases)
at a given latitude and altitude, we perform a linear
two-dimensional (time-longitude) least-squares fitting
including diurnal and semidiurnal tides with zonal
wavenumbers up to 4, zonally travelling planetary
waves with zonal wavenumbers up to 3, together with
the first three modes of the stationary planetary waves
(SPW), i.e. SPWs with zonal wavenumbers 1, 2 and
3. The well-known planetary wave normal modes with
periods near 5, 10 and 16 days are included in the
fitting procedure. The spectral analysis has been per-
formed on each year of data in order to define the
prevailing periods of the normal modes. The mean
spectra indicated that the most well expressed peri-
ods are: 5.5 days for the 5-day wave, 11 days for
the 10-day wave and 17 days for the 16-day wave.
The ~24-day wave is also regularly observed in the
stratosphere and mesosphere particularly in the winter
(Pancheva and Mitchell, 2004; Pancheva et al., 2007,
2008a, 2009a, b), hence this planetary wave period is
included in the fitting procedure as well. It is worth
noting that: (i) the quasi-2-day wave is excluded from
the fitting procedure because of its burst-like behav-
ior with time scales near or less than a month and
because of using a rather long window, a 60-day one
(see the explanation below), for extracting the waves,

and (ii) it has been checked that the variable period
of the 10-(8-12 days) and 16-day (14-18 days) waves
does not affect the tidal results. All oscillations are
extracted simultaneously in order to avoid a possible
distortion of the weaker waves by the stronger ones
and to minimize some aliasing between the tides and
the SPWs. Because it takes SABER 60 days to sam-
ple 24 h in local time by combining ascending and
descending data together, the length of the sliding time
window used for performing the least-squares fitting
procedure should be 60 days. Then the 60-day window
is moved through the time series with steps of 24 h in
order to obtain the daily values of the wave characteris-
tics. The temperature variations during a 60 day period
can be due to seasonal or intraseasonal time scales. A
possible effect of the semiannual oscillation (SAO) is
expressed by including a linear term in the temperature
decomposition. The waves at given latitude and height
are extracted by using the following expression that is
applied to 60-day windows:
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where: ¢ is time in hours counted from O UT of 1
January 2002, A is longitude in degrees, s is wavenum-
ber, k is number of the diurnal harmonic, 7; are the
planetary wave periods, i.e. 71 =24 days, 7o =17
days, T3 =11 days, T4 =5.5 days and R(¢, 1) is
the residual from the least squares best-fit proce-
dure including planetary waves with periods less than
5 days, tides with periods less than 12 h and the
noise of the data. Eastward (westward) propagation
corresponds to s > 0 (s < 0). The five terms on
the right hand side of the above expression are as
follows: (i) the mean temperature ®g, (ii) a linear
term with coefficient ®, responsible for zonally sym-
metric variations with period longer than 60 days;
this term includes a possible effect of the SAO, (iii)
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travelling planetary waves (including zonally symmet-
ric planetary waves) with amplitudes Aj; and phases
¢js, (iv) stationary waves with amplitudes B; and
phases v, and (v) 24- and 12-h migrating and non-
migrating tides with amplitudes Ci; and phases y k.
In the above expression the phases of the travelling
planetary waves (including zonally symmetric plane-
tary waves as well) and the tides (including zonally
symmetric tides as well) are defined as the time of
the wave maxima at zero longitude and are presented
in degrees, while the phase of the stationary wave is
the longitude of the wave maximum. According to the
formula (1) we have all together 100 coefficients that
should be determined by solving the system with on the
average about 1000 measurements within each 60-day
window at each height and latitude.

Because of the satellite data sampling pattern and
the variability of the planetary waves during the
60-day windows used for extracting the waves, a very
important problem in the tidal assessment is how to
determine the reference noise level. We thoroughly
investigated the winter stratosphere levels where the
strong and variable SPWs could affect the tidal results
(Pancheva et al., 2009¢). For each 60-day time window
we generated 100 Gaussian noise datasets with length
of 60 days and with data sampling pattern and vari-
ance as those of the true SABER measurements (Kong
et al., 1998). Then the 2D Lomb-Scargle periodogram
has been performed on the resulting noise datasets.
The reference noise spectrum for each zonal wavenum-
ber is calculated as an average spectrum. The results
from this analysis indicate that, due only to the data
sampling pattern and the planetary wave variability in
the winter, all of the noise spectra show a cluster of
peaks near 24 h although their amplitudes never exceed
~0.95 K. As a result from the above analysis all tidal
waves extracted from a given 60-day time window with
amplitudes larger than 1 K are accepted as statistically
significant and only these tides are considered in this
analysis.

Therefore, by using a least squares fitting tech-
nique (to avoid the constraint of sampling uniformity)
applied to a 60-day window (to sample 24 h in local
time by combining ascending and descending data
together) where the tides and all types of planetary
waves are simultaneously extracted from the SABER
temperatures the aliasing problems between the vari-
able zonal mean, variable planetary waves and tides are
significantly minimized.

2.3 Atmospheric Tides

The climatological features of the waves seen in
the SABER/TIMED temperatures are investigated by
the distribution of the monthly mean tidal ampli-
tudes and phases in time and space (latitude and
altitude). The results of data analysis cover the inter-
val between February 2002 and December 2007.
Throughout the remainder of this paper we utilize the
notation DWm and DEm to denote a westward- or
eastward-propagating diurnal tide, respectively, with
zonal wavenumber m = s. For semidiurnal tide S
replaces D. The zonally symmetric tides (with zonal
wavenumber s = 0) are denoted DO and SO, and sta-
tionary planetary waves (SPW) with zonal wavenum-
ber m are expressed as SPWm.

2.3.1 Migrating Diurnal (DW1)
and Semidiurnal (SW2) Tides

The climatology of the DWI and SW2 tides in this sub-
section will be presented as the multiyear (2002—-2007)
averaged amplitudes and phases which are a function
of the altitude, latitude and season. Some of the main
tidal features, particularly in the mesopause region,
have been already known from both ground-based and
satellite observations. Among them are the seasonal
cycle and semiannual variability of the DWI, as well
as its vertical wavelength of about 25-30 km, and the
amplification of the SW2 tide toward the middle lati-
tudes (we remind that only the latitudes between 50°N
and 50°S are considered in the present study) and the
seasonal dependence of its vertical wavelength, chang-
ing from ~40-50 km in the winter to ~90-100 km, and
even more, in the summer. Using ground-based mea-
surements however we have to bear in mind that the
registered 12- or 24-h oscillations are actually a super-
position of all, migrating and nonmigrating, tides at a
given geographical point and the assumption that the
migrating component is a predominant one in most of
the cases is not valid.

2.3.1.1 Climatology of DW1 Temperature Tide

Figure 2.1a shows latitude versus months contours of
DWI temperature amplitudes in Kelvin at altitudes
of 90 km (near mesopause, upper plot) and 50 km
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Fig. 2.1 (a) Latitude-time cross sections of DW/ tidal ampli- (upper) and phase (in local time, LT) (bottom) at the equator,
tudes (in Kelvin) at altitudes of 50 km (bottom) and 90 km  (c) The same as (b), but for 40°N, and (d) The same as (b), but
(upper), (b) Altitude-time cross sections of DW/ amplitude for 40°S
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(near stratopause, bottom plot). While the mesopause
latitudinal structure is known from the previous find-
ings with a main maximum at the equator and sec-
ondary maxima near +35° latitude (Zhang et al.,
2006; Huang et al., 2006a; Forbes et al., 2008), the
stratopause structure was for the first time carefully
examined by Mukhtarov et al. (2009). The DW/I ampli-
tude grows towards middle latitudes reaching max-
imum of ~4.5 K at the stratopause level near 40°.
Their seasonal behavior is dominated by main annual
variation with maximum during summer months and
secondary semiannual one with equinoctial maxima.
The results of Fig. 2.l1a revealed some peculiari-
ties of the DWI/ features over the equator and at
middle latitudes. The altitude structure of the DWI
tide will be considered in detail at both latitudinal
regions.

Figure 2.1b shows altitude versus month contours
of the DWI temperature amplitude and phase at the
equator, while Fig. 2.1c and d show the same, but for
40°N and 40°S respectively. The tidal phase in LT is
calculated by taking into consideration that tyy7 = t77—
A/15. Clearly outlined double-peaked maxima centered
near 85 and 100 km height can be distinguished at the
equator as the average (for 6 years) amplitude reaches
values of ~20 K. The ubiquitous double-peaked ver-
tical structure of the DWI tidal amplitude over the
equator was observed for the first time in the SABER
temperatures and has been found also by Zhang et al.
(2006) and Xu et al. (2009). The seasonal behav-
ior is dominated by main semiannual oscillation with
equinoctial maxima and secondary annual one with
larger amplitude during vernal equinox. The altitude
phase structure reveals a vertically upward propagating
tide in the altitude range 55-110 km and a signature
of trapped modes (that do not propagate vertically,
i.e. with vertical phase gradient zero, and decay away
from their levels of excitation) near 40—45 km height.
Two different vertical phase gradients however could
be distinguished in the altitude range 55—-110 km: it is
much smaller between 55 and 70 km, than that between
70 and 110 km altitude. In the latter height region
two wave cycles are clearly visible indicating that the
vertical wavelength is ~20 km.

The average vertical DWI amplitude and phase
structures at middle latitudes (40°) are presented in
Fig. 2.1c and d. The tidal characteristics are very
similar in both hemispheres. There is an altitude
region located between 40 and 60 km where the

tidal amplitudes reach values of ~4-5 K and indi-
cate a regular temporal variability with amplification
in the summer months of both hemispheres. The
region located near 50 km altitude coincides with
the height of the maximum heating rate attributed
to the stratospheric ozone absorption (Hagan, 1996;
McLandress, 1997). The phase distribution indicates
that these are vertically trapped diurnal tidal modes
(Forbes and Garret, 1979). In the upper mesosphere
(above 80 km) the seasonal behavior of the DWI
tide, similarly to the equatorial region, is dominated
by semiannual oscillation with equinoctial maxima.
The phase structure indicates that the diurnal tide is
upward propagating with vertical wavelength similar
to that over the equator, ~20 km. During the sum-
mer however, the altitude range where the DW] tide
is composed mainly of trapped modes is enlarged
to altitudes between ~40 and ~80-85 km in both
hemispheres.

The left column of plots in Fig. 2.2 shows the 6 year
average for the altitude-latitude cross-sections of the
tidal amplitude and phase for March, while the middle
and right columns show the same but for September
and December respectively. For March, both amplitude
and phase plots indicate the predominance of the first
symmetric propagating component of the DWI tide
that has a main maximum at the equator and secondary
maxima near +35° latitude, with 180° phase shift
between the two maxima. The mean equatorial maxi-
mum reaching ~18 K is almost a factor of 2 larger than
the secondary maxima at £35° latitude. The equatorial
DW1 tide undergoes some reduction near 90 km height
and significant saturation at 115 km heights however it
rapidly amplifies above this level. Zhang et al. (2006)
suggested that a saturated tide might indicate the onset
of convective instability. Between 40 and 60 km, where
the solar radiation absorption by ozone has a domi-
nant effect generating in-situ trapped diurnal modes,
mean tidal amplitude of ~4 K is found that maxi-
mizes in middle latitudes. The amplitude and phase
plots for September are similar to those for March, but
some contribution of the antisymmetric modes on the
derived DWI tide can be distinguished as well. The
December amplitude and phase plots express the asym-
metric nature of the SABER tidal amplitudes above
60 km. The mean equatorial maximum approaches
~11-12 K. The phase distribution indicates downward
tilting of phase lines as the tide progresses from the
summer to winter hemisphere. The summer maximum
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Fig.2.2 Altitude-latitude cross sections of DW/ tidal amplitudes (in Kelvin) (upper row) and phases (in LT) (bottom row) for March
(left column), September (middle column) and December (right column)

of the trapped DWI tide near 50 km height is well
defined with an average amplitude of ~4.5 K.

It is known from the previous studies and supported
also by this one that above 70 km height the DW/
tide reflects mainly the distinctive features of the first
symmetric propagating (1,1) mode. A Hough mode
analysis of the DWI temperature tide was performed
in Mukhtarov et al. (2009) in order to clarify which
Hough modes contribute to the observed SABER DW1
tide below 70 km height. The analysis revealed that at
altitudes near 50 km the DWI tide is trapped and is
described mainly by the first symmetric (1,-2) mode
that maximizes at this height. In the altitude range
35-70 km this trapped mode has a constant phase of
~16 LT and a mean amplitude of ~4 K. With increas-
ing height the vertically propagating symmetric (1,1)
mode rapidly grows while the trapped (1,-2) mode
decays and above 70 km the propagating mode prevails
over the trapped one.

The climatology of the DWI/ temperature tide
and particularly: (i) the trapped diurnal component
observed in the height range 40-60 km and (ii) the
ubiquitous double-peak vertical structure observed in
the MLT region over the equator could be of partic-
ular interest for a reexamination of the stratospheric

tidal heating and the effects of eddy diffusivity on the
numerical tidal simulations.

2.3.1.2 Climatology of SW2 Temperature Tide

Figure 2.3a shows latitude versus months contours of
SW2 temperature amplitudes at altitudes of 90 km
(near mesopause) and 110 km (lower thermosphere).
At the mesopause region the SW2 maximizes in the
middle latitudes (40°-50°) and is dominated by winter
amplification. In the Northern Hemisphere (NH) there
is an additional, secondary intensification observed
in the tropical region (near 20°N) which is domi-
nated by a summer, June-August, maximum. In the
lower thermosphere (110 km) at both hemispheres the
SW2 tide indicates strong amplification at the trop-
ics/subtropics (~20°-30°) and in June-August with an
average (for 6 years) amplitude of ~28 K. In the mid-
dle latitudes (near 40°), particularly in the NH, the SW2
temperature tide shows also a secondary winter ampli-
fication (November-February) which is at least 2 times
weaker than the main tropical maximum. The results of
Fig. 2.3a revealed some peculiarities of the SW2 tidal
features at tropical and middle latitudes and its altitude



28 D. Pancheva and P. Mukhtarov

(a)

Amplitude of SW2

Latitude (degree)

Latitude (degree)

SW2 (208)

Height (km)

Bl

6

=

)

o

e}
120 -
110

_ 100

g %01

= 80 -

) -

2 07
60
50
120
110

_ 100

& 90

= 80

)

:E’ 70

60 -
50

MONTH

Fig. 2.3 (a) Latitude-time cross sections of SW2 tidal ampli- (upper row) and phases (in LT) (bottom row) at 20°N (left col-
tudes (in Kelvin) at altitudes of 90 km (bottom) and 110 km  umn), 20°S (right column) and (c) The same as (b) but for 40°N
(upper), and (b) Altitude-time cross sections of SW2 amplitudes  (left column) and 40°S (right column)



2 Atmospheric Tides and Planetary Waves

29

structure will be considered in detail at both latitudinal
regions.

Figure 2.3b shows altitude versus months contours
of the SW2 temperature amplitude and phase at 20°N
and 20°S, while Fig. 2.3c show the same, but for
40°N and 40°S respectively. The figure shows the
altitude range of 50-120 km even though the tidal
amplitudes are insignificant below 70 km. The rea-
son behind this is the seasonal variability of the tidal
phase (particularly that in the NH) that can be dis-
tinguished clearly in this height range. The seasonal
behavior of the SW2 tide at the tropics and in both
hemispheres reveals maxima exactly in May—June and
August. The vertical wavelength, particularly in the
NH, indicates seasonal variability; the wavelength is
being larger in summer (~50-60 km) than in win-
ter (~30-35 km). The vertical wavelength in the SH
shows slight changes around a mean wavelength of
~35-40 km. The vertical SW2 tidal structure in the
middle latitudes (Fig. 2.3c) is similar to that in the trop-
ics particularly for the NH. The seasonal behavior at
both hemispheres besides the June—August maximum
shows a secondary one in November—February. In the
altitude range 70-80 km there is also a slight amplifica-
tion of the tidal amplitude in June and August—October
in the NH and March—September in the SH.

The left column of plots in Fig. 2.4 shows the
6 year average (2002-2007) altitude-latitude cross-
sections of the tidal amplitudes and phases for June,
while the middle and right columns show the same
but for December and March respectively. Only the
altitude range between 70 and 120 km is considered
because the tidal amplitudes below 70 km are too small
to be meaningful. In general a symmetric nature of
the SABER tidal amplitudes is visible in June solstice
with a maximum reaching ~27 K. While the summer
maximum is located at latitude of ~30° and altitude
near 110 km the winter one is near latitude of 20° and
altitude of ~115 km. The phase distribution shows a
downward tilting of phase lines as one progresses from
the summer to winter hemisphere. The altitude versus
latitude distribution of the tidal amplitude in December
(middle column of plots) indicates more complicated
structure than that in June. There are three amplitude
maxima in the lower thermosphere: (i) summer maxi-
mum (~21 K) located near latitude of 30°S—40°S and
altitude of 115 km, (ii) equatorial (0—10°N) maximum
of ~16 K located at 115 km height, and (iii) winter

maximum (~14 K) located at latitude of 40°N and
centered between 100 and 110 km altitudes. Similarly
to the June solstice the phase distribution in December
shows a downward tilting of phase lines as the tide
progresses from the summer to winter hemisphere.
In general, a symmetric nature of the lower thermo-
spheric tidal amplitudes is visible in March. The March
amplitude maxima (~16-17 K) are located at lati-
tudes near £30° and altitudes of ~115 km in the SH
and ~110 km in the NH. The phase distribution in
March reveals a downward tilting of phase lines as one
progresses from the NH to the SH.

The seasonal altitude-latitude structure of the tidal
amplitudes and phases indicates that different Hough
modes contribute to the tidal composition during dif-
ferent seasons and altitudes. The vertical wavelength
of the SABER temperature tide revealed some seasonal
dependence (larger in summer than in winter) but on
the average it ranges between 30-35 km and 45-60 km.
This means that the symmetric (2,2) and antisymmet-
ric (2,3) modes, whose vertical wavelengths are larger
than ~300 km and ~80 km respectively and which
have been widely accepted to be the main contributors
to SW2, must have small amplitudes or be present only
over a limited altitude range. A Hough analysis was
performed in response to the comparatively short ver-
tical wavelengths of the SABER SW2 temperature tide
found by Pancheva et al. (2009d). The detailed results
from the Hough analysis can be found in Pancheva
et al. (2010b). Here only the most important outcome
from it will be mentioned; it revealed that the modes
with significantly shorter wavelengths, as (2,4), (2,5)
modes and in winter (2,6) mode as well, contribute
to the composition of the SABER SW2 temperature
tide. While the (2,3) mode contributes to summer
and fall SABER SW2 tide, the (2,2) mode becomes
dominant only above ~110 km for solstice SW2
tide.

2.3.1.3 Interannual Variability of DW1 and SW2
Temperature Tides

Interannual variability of the DW/ and SW2 temper-
ature tides is considered on the basis of the monthly
mean temporal distribution of the tidal amplitudes
presented in detail by Mukhtarov et al. (2009) and
Pancheva et al. (2009d). Part of these results will be
summarized here.
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It has been mentioned before that at altitude range of
40-60 km the DWI tide is dominated by the first sym-
metric trapped (1,-2) mode with a mean amplitude of
~4 K and phase of ~16 LT at 50 km height. It is known
that the region located near 50 km altitude coincides
with the height of the maximum heating rate attributed
to the stratospheric ozone absorption (Hagan, 1996;
McLandress, 1997). The mean ozone density how-
ever indicates some dependence on the solar activity;
on the average the observed ozone changes through
the solar cycle are ~3%. Something else, there is a
possibility for solar cycle related changes in the ther-
mal structure of the stratosphere, as well as thermal
structure changes due to increasing greenhouse gases.
Therefore, if the trapped DWI modes are generated
in situ mainly by the stratospheric ozone, where the
mean thermal structure depends on the solar cycle and
increased greenhouse gases, then their amplitudes have
to depend also on the solar activity. Figure 2.5a shows
the monthly mean DW/ tidal amplitudes at an altitude
of 50 km and latitude of 40°N. The considered period
of time 2002-2007 belongs to the declining phase of
the solar activity. The amplitude of the DW/ tide also
indicates some reduction with the time; the negative

trend is shown by the dashed line. We noted however
that the above result has to be accepted only as a sig-
nature for possible solar cycle effect on the DW1 tidal
amplitude in the stratosphere because the observations
cover only the declining phase of the solar cycle. The
phase of the DWI tide is also shown in the figure and
it is marked by empty crests; during the considered
6 years the tidal phase at 50 km height is almost stable
and clusters near 15-16 LT.

Figure 2.5b shows the DWI tidal amplitude at an
altitude of 80 km over the equator. This plot reveals
a quasi-2-year variability which is particularly visible
on the March equinoctial maximum, which in 2002,
2004 and 2006 is stronger than those in 2003, 2005
and 2007. The March amplifications are shown by tick
arrows. The strongest 2-year effect is observed in the
MLT region where the diurnal tide itself maximizes. It
is worth noting that there is not only a general nega-
tive trend of the tidal amplitude denoted by a dashed
line, but also the magnitude of the 2-year amplitude
peaks diminishes over the considered 6-year period.
Such 2-year variation of the SABER temperature diur-
nal tide have been reported by Huang et al. (2006b),
Xu et al. (2009), as well by Burrage et al. (1995) based
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on the wind measurements with the HRDI instrument
on UARS and Wu et al. (2008a) based on the wind
measurements with the TIDI instrument on TIMED.
Recently the interannual variations of atmospheric
tides have received considerable attention, but have
not been successfully explained, especially for the
quasi biennial oscillation (QBO) in the diurnal tide.
Two mechanisms have been proposed to explain the
observations. The first mechanism is modulation of

the tide by the QBO in the background wind in the
stratosphere. Modeling studies (Hagan et al., 1999b;
McLandress, 2002b) have found that the amplitude
and phase of the diurnal tide are sensitive to varia-
tions in the zonal wind. Another mechanism that could
force a QBO variation in the diurnal tide is momentum
deposition from small-scale gravity waves (Mayr and
Mengel, 2005). Their modeling studies found that the
QBO modulation of the tide in the upper mesosphere is
caused to a large extent by variations in gravity wave
momentum deposition resulting from filtering by the
background winds in the middle atmosphere.

The SW2 tide also shows quasi-2-year variabil-
ity that is better visible at the lower thermosphere
of middle latitudes. Figure 2.5¢ shows the monthly
mean SW2 tidal amplitude at 110 km height and at
40°N. The 2-year amplification of the summer ampli-
tudes is marked by tick arrows. While the DW1 2-year
amplification is observed during the east phase of the
stratospheric QBO that of the SW2 tide is observed
during the west QBO phase. This analysis indicates
that the interannual variability of the semidiurnal tide
observed predominantly in the NH lower thermosphere
at mid-latitudes is at least partly generated by the QBO.
It is worth noting that in contrast to the modeling
study of Hagan et al. (1992) where the QBO signature
has been evident in the January 12-h tide the SABER
result revealed QBO oscillation well seen in the June
semidiurnal tide.

2.3.2 Nonmigrating Temperature Tides

In this section we provide some perspective on the
sufficiently stable (in amplitude and phase) nonmigrat-
ing diurnal and semidiurnal tides seen in full 6 years
(2002-2007) of observations of the kinetic temper-
ature measured by the SABER/TIMED. This topic
deserves special attention because most of the non-
migrating tides amplify in the lower thermosphere
(~110-115 km), i.e. in the dynamo region, where
trough electrodynamical effects can have an impact
on the variability of the ionosphere (Forbes et al.,
2003, 2008; Forbes and Wu, 2006; Zhang et al., 2006;
Oberheide et al., 2007; Oberheide and Forbes, 2008).
As noted previously, the nonlinear interaction between
the SPWs and the migrating tides (Angelats i Coll
and Forbes, 2002) and the latent heating associated
with deep tropical convection are zonally asymmetric
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sources known to be important for MLT tides. A quali-
tative visualization of how the asymmetry of the latent
heating associated with deep tropical convection is
manifested in the context of tidal theory has been
described by Zhang et al. (2006) and Forbes et al.
(2008) and will not be touched here.

Only the climatology of the following nonmigrat-
ing tides: DE3, DE2, DW2, SW3, SE2 and SE3 are
presented in this section. These tides are not only suf-
ficiently stable during the considered 6 years, but it
has been found that have important contribution to the
longitudinal structure and variability of the ionosphere
(Immel et al., 2006; England et al., 2006a, b; Lin et al.,
2007).

2.3.2.1 Nonmigrating Diurnal Tides

Our analysis of all nonmigrating tides with zonal
wavenumber up to 4 observed in the SABER/TIMED
temperatures for the considered 6 years revealed clear
interannual variability only for DE3 and DE?2 tides.
In order to demonstrate this feature the monthly mean
variability for the entire period of time January 2002—
December 2007 will be presented below only for these
two tides.

The DES3 tide is established as a major contributor
to the wave-4 structure seen in the ionosphere (Hagan
et al., 2007) and it was found to be the largest of all the
nonmigrating diurnal tidal components observed in the
SABER temperatures. Figure 2.6a shows the latitude
versus months cross sections of the DE3 amplitudes at
altitudes of 80 km (bottom plot) and 105 km (upper
plot), representing the tidal features in the mesosphere
and lower thermosphere, respectively. The time-axes
of Fig. 2.6a are in months started from January 2002
and each year is separated by a dashed line. The results
for the latitudinal structure and temporal variability of
the DE3 tide can be summarized as follows: (i) the DE3
in the mesosphere maximizes at £10-20°, whereas in
the lower thermosphere it maximizes over the equator,
or more precisely it is centered between 0° and 10°S
and can be detected in the latitude range of +40°, (ii)
while the seasonal course of the DE3 tide is dominated
by a strong main maximum in August—September and
a secondary one in March—April in the mesosphere
of the NH, in the SH mesosphere it amplifies only in
December—January, i.e. in the austral summer, and (iii)
the two main maxima in the NH mesosphere (80 km)

and also at 105 km height show quasi-2-year variation
with stronger DE3 activity in 2002, 2004 and 2006
(marked by thick arrows at the bottom plot) than in
2003, 2005 and 2007.

The above results clearly indicate the dominance of
the antisymmetric tidal modes in the mesosphere and
the symmetric ones in the lower thermosphere. The
appearance of the DE3 maxima during local summer
in the mesosphere (~80 km height) suggest an influ-
ence of the seasonal-latitudinal migration of the deep
convective activity in the troposphere, mentioned by
Forbes et al. (2008). In a modeling paper by Achatz
et al. (2008) the influence of the background wind
fields on the tidal propagation is shown as well.

Figure 2.6b shows the latitude-time cross sections of
the DE2 amplitudes observed in the upper mesosphere
(90 km, bottom plot) and lower thermosphere (110 km,
upper plot). The seasonal behavior is dominated by
strong semiannual variation with maxima in the sol-
stices. The main DE2 maximum is observed during
June solstice, however while in the upper mesosphere
it is situated near 10°N, in the lower thermosphere
it is located near 10°S, as it reaches amplitudes of
~11 K. During the considered (2002-2007) period
of time it was found that the DE3, with maximum
amplitude of ~18 K, is significantly stronger than the
DE?2, having maximum amplitude of ~11 K. The sec-
ondary December solstice DE2 maximum is located
at about 10°N with amplitudes reaching ~8.5 K in
the lower thermosphere (upper plot). The latitudinal
and seasonal structures of the DE2 tidal amplitudes
are presumably due to some combination of latent heat
forcing and mean wind effects.

Both June solstice maxima near 10°S in the lower
thermosphere (110 km, upper plot) and near 10°N
in the upper mesosphere (90 km, bottom plot) indi-
cate quasi-2-year variation, i.e. the tidal amplitudes in
2002, 2004 and 2006 (marked by thick arrows at the
bottom plot) are stronger than those in 2003, 2005
and 2007. More details about the 2-year variability
of the DE3 and DE2 tides can be found in Pancheva
et al. (2010c). A possible reason for this interannual
variability of both nonmigrating tides is the QBO vari-
ability of the zonal mean circulation in the low-latitude
middle atmosphere that could affect the propagation
conditions of the tides.

The multiyear climatology of the nonmigrating
diurnal tides considered in this section is shown in
the left column of Figs. 2.7 and 2.8a. While the left



2 Atmospheric Tides and Planetary Waves

33

SABER DE3

Latitude (degree)

Latitude (degree)

Months (2002-2007)

(b)
SABER DE2

Latitude (degree)

Latitude (degree)

Months (2002-2007)

Fig. 2.6 (a) Latitude-time cross sections of the DE3 amplitude
(in Kelvin) at altitudes of 80 km (bottom plot) and 105 km (upper
plot); (b) Latitude-time cross sections of the DE2 amplitude at

column of Fig. 2.7 shows the latitude versus months
contours of the DE3 (upper) and DE2 (middle) tides
and DW2 tide (bottom) at lower thermospheric alti-
tudes where these tides maximize, Fig. 2.8a shows the
altitude-latitude cross sections of the tidal amplitudes

altitudes of 90 km (bottom plot) and 110 km (upper plot); the
2-year maxima are marked by thick arrows situated in the bottom
side of the plots

in Kelvin (left column) and phases in degrees (right
column) for DE3 (upper row) in August, DE2 (middle
row) in June and DW2 (bottom row) in November, i.e.
during the months when the considered tides have the
largest amplitudes.
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The very large average (for 6 years) DE3 tidal
amplitude of ~15 K in August-September (Fig. 2.7,
upper left plot) indicates that this tide has very stable
phase structure. The main tidal maximum is located in
the lower thermosphere at 105 km height (Fig. 2.8a,
upper left plot) over the equator (more precisely
between 0°S and 10°S) and the tide can be detected
in the latitude range of £40°. The altitude tidal struc-
ture also indicates a secondary maximum situated near
85 km height and 10°N latitude which amplitude is
~5 K in August. This secondary maximum is better
evident in April (Pancheva et al., 2010c). The latitu-
dinal structure of the DE3 tide above 95 km height
is approximately symmetrical about 10°S while below
85-90 km some contribution of the antisymmetric DE3
tidal modes has been found as well. The DE3 is a verti-
cally upward propagating tide with vertical wavelength

of ~35-40 km. The latitude phase structure of the DE3
indicates that this tide can be defined as an “equato-
rially trapped tide” (the latitudinal phase gradient is
almost zero) only above ~95 km height and mainly
during August—September.

The average (2002-2007) DE?2 tidal amplitude of
~8 K in June is also very large and similarly to the DE3
tide this is an indication for a stable phase structure. As
noted previously, this tide maximizes at ~10°S latitude
during June solstice and at ~10°N during December
(Fig. 2.7, middle left plot) indicating that the latitudinal
and seasonal structures of the DE?2 are defined by inter-
play between the latent heat forcing and mean wind
effects. The mean June solstice maximum is situated
at ~110 km height (Fig. 2.8 middle left plot), while
the December one is located at ~115 km (not shown
result). The latitude structure of the tidal amplitudes
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Fig. 2.8a Latitude-altitude cross sections of the amplitudes (in
Kelvin) (left column) and phases (in degrees) (right column) of
the nonmigrating diurnal tides shown in Fig. 2.7. DW2 tide is

above ~105 km height is symmetric about ~10°S,
while below ~100 km some contribution of antisym-
metric DE2 tidal modes has been found. The phase
distributions revealed downward tilting of phase lines
(upward energy propagation) with average vertical
wavelength of ~35-45 km, being larger in June than
in December.

The latitudinal structure of the DW2 tide (bot-
tom left plot of Fig. 2.7) in the lower thermosphere
(110 km height) reveals amplification over the equator
and at middle latitudes as the tidal amplitude ampli-
fies towards high latitudes. Having in mind that the
largest monthly mean amplitude of this tide during
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2002-2007 is ~8 K (Pancheva et al., 2010c), then
its average amplitude (for 6 years) of ~6 K indicates
that the DW2 tide has also a stable phase struc-
ture. The seasonal behavior of the DW2 tide in the
lower thermosphere is dominated by a semiannual
variability with solstice maxima. In the mesosphere
(below ~90-95 km height) however it amplifies during
winter. Numerical models showed that both interac-
tion between DW/ and SPWI/ (Hagan and Roble,
2001) and latent heating (Hagan and Forbes, 2003;
Forbes at al., 2007) are the sources for the DW2
tide. There are observations supporting particularly
the nonlinear interaction mechanism (Lieberman et al.,
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Fig. 2.8b Latitude-altitude cross sections of the amplitudes (in
Kelvin) (left column) and phases (in degrees) (right column) of
the nonmigrating semidiurnal tides shown in Fig. 2.7. SW3 tide

2004; Pancheva et al., 2009¢). Having in mind the
DW?2 sources, the results from the bottom row of plots
in Fig. 2.8a, showing the altitude-latitude cross sec-
tion of the DW2 amplitude (left) and phase (right) for
November, can be interpreted in the following way: it
seems that the DW2 tidal activity is composed by three
different types: (i) The amplification of the DW2 tide
in the stratosphere and mesosphere of the NH mid-
dle latitudes is forced by the coupling between DW/
and SPWI. The average (for 6 years) tidal amplitude
is small, ~2-3 K; we remind however that the DW1
in the stratosphere and lower mesosphere is composed
mainly by trapped modes with an average amplitude
of ~4-4.5 K. The phase structure (bottom right plot)
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is shown for the altitude range 20-120 km, while SE2 and SE3
are shown for 80-120 km

indicates that this is vertically propagating tide with
quite large vertical wavelength, ~60-65 km. There is
no indication for inter-hemispheric propagation. (ii)
The second amplification is confined mainly to low-
latitudinal MLT region. There is a clear double-peak
vertical structure located at ~95 and ~105 km with
magnitude reaching ~6.5 K. The low-latitude DW2
tide is also vertically propagating wave but with sig-
nificantly shorter wavelength, ~25-30 km, than that
of the middle latitude NH DW?2 tide. The low-latitude
DW?2 tide is also forced by the coupling between
DWI and SPWI, but most probably the process of
coupling takes place in the low latitudes. There are
observations showing that when the SPW1 propagates
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vertically upward it propagates toward the equator as
well (this will be shown in the section for SPW).
Therefore, the coupling process amplifies significantly
in the mesosphere where the two prime waves, DW]
and SPWI, have significant amplitudes. Both double-
peak vertical structure of the DW2 tidal amplitude and
its short-vertical wavelength confirm that the propa-
gating component of the DW/ tide participates in the
coupling. (iii) The third amplification is observed in the
mid-latitude lower thermosphere (~115 km) of both
hemispheres. The DW2 amplitude amplifies towards
high latitudes. The phase structure of this tide (bot-
tom right plot of Fig. 2.8a) indicates that it is an in
situ excited tide most probably by a zonally asymmet-
ric momentum deposition from gravity waves which
have undergone filtering by the stratospheric planetary
wave field.

2.3.2.2 Nonmigrating Semidiurnal Tides

The right column of Fig. 2.7 shows the latitude versus
month contours of the SW3 (upper), SE2 (middle) and
SE3 (bottom) tides at lower thermospheric altitudes
where these tides maximize, while Fig. 2.8b shows the
altitude-latitude cross sections of the tidal amplitudes
in Kelvin (left column) and phases in degrees (right
column) for SW3 (upper row) in October, SE2 (mid-
dle row) in April and SE3 (bottom row) in August, i.e.
during the months when the considered tides have large
amplitudes.

The SW3 tide is the strongest nonmigrating semidi-
urnal tide reaching an average (for 6 years) amplitude
of ~9.5 K in the lower thermosphere. It amplifies
in the tropical latitudes (10-20°) during the autumn
equinoxes in both hemispheres. The latitude struc-
ture of the SW3 tide is dominated by antisymmetric
modes. The altitude-latitude structure of the SW3 tide
in October indicates that its major source is interaction
between SW2 and SPWI that probably takes place in
the winter (NH) lower atmosphere. The vertical phase
structure, shown in the upper right plot of Fig. 2.8b,
shows that this is a vertically upward propagating tide
with long vertical wavelength (cannot be estimated
precisely but is larger than 60 km) in the stratosphere
and mesosphere. When the SW3 propagates vertically
upward in the stratosphere and mesosphere it propa-
gates toward the equator as well, but this penetration
is confined to ~85-90 km height. The rapid amplifica-
tion of the SW3 tide in the tropical lower thermosphere

(~115 km height and near 10°N) can be caused by
additional source of this tide originating somewhere in
the tropical mesosphere.

The latitude structure of the SE2 tide in the lower
thermosphere (115 km height), shown in the right mid-
dle plot of Fig. 2.7, reveals a tidal amplification in
both hemispheres between 30° and 40° latitudes. The
average (for 6 years) tidal amplitude reaches 5.6 K;
considering that the largest monthly mean amplitude
is 7.5 K (Pancheva et al., 2010c) this means again that
the SE2 phase tidal structure is stable. The seasonal
behavior in NH is dominated by semiannual variabil-
ity with equinox maxima; there is however a secondary
winter amplification as well. In the SH the seasonal
behavior is dominated by main annual variability with
summer (November—January) maximum; there is also
a secondary one in winter that is located near 10°S and
40°S. The altitude-latitude structure of the SE2 tide in
April is shown in the middle row of plots in Fig. 2.8b,
as the SE2 amplitude is in the left plot while the phase
is in the right plot. Only the altitude range between 80
and 120 km is considered because the tidal amplitudes
below 80 km are too small to be meaningful. The lat-
itudinal structure of the SE2 amplitude indicates some
prevalence of the antisymmetric modes upon the sym-
metric ones in April. The tidal amplitude grows with
increasing height and reaches a maximum of about 5 K
at 110-115 km height and latitudes 30°N—40°N. The
phase distribution indicates downward tilting of phase
lines in the considered altitude range. Some tidal pro-
gression in the NH toward the equator can be seen
as well. The SE2 tide is almost out of phase in both
hemispheres at the altitude where it maximizes which
is an indication for a contribution of antisymmetric
SE?2 tidal modes. The average vertical wavelength cal-
culated from the vertical phase gradient in the NH is
~ 30-35 km.

The latitude structure of the SE3 tide in the lower
thermosphere (110 km height) is shown in the right
bottom plot of Fig. 2.7. The SE3 tide grows towards
tropical latitudes reaching average maximum of
~4.8 K in the SH and ~4 K in the NH at latitudes near
20°-30°. The seasonal behavior in both hemispheres
has a main maximum during June solstice and a sec-
ondary one during December solstice. The average
(2002-2007) altitude-latitude cross-section of the SE3
tide for August is presented in the bottom row of plots
in Fig. 2.8b. The tidal amplitude is shown in the left
bottom plot while the tidal phase in the right bottom
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plot. The tidal amplitudes grow with increasing height
and reach maxima which are situated at ~110 km
height in both hemispheres. The phase distributions,
particularly that for the NH, reveals downward tilt-
ing of phase lines in the considered altitude range
(80-120 km) with vertical wavelength of ~35—40 km.
Similarly to the SE2 tide here also some tidal progres-
sion in the NH toward the equator can be seen.

Herein, we elucidate seasonal, spatial (altitude and
latitude) and interannual temperature variabilities for
some nonmigrating diurnal and semidiurnal tides cov-
ering January 2002-December 2007. All considered
nonmigrating tides achieve maximum amplitudes in
the lower thermosphere (~105-115 km) and in this
way are potentially important for the modulation of
plasma properties accompanying vertical drift of the
equatorial ionosphere. It is worth remembering that the
tidal amplitudes and phases are determined here by
using a 60-day window, hence they represent 60-day
means. The day-to-day variability of the tides however
can be significantly stronger than that presented in this
section. The same is valid also for their modulation
effects on the ionospheric variability.

2.4 Planetary Waves

As noted before, the spectral analysis performed on
the SABER/TIMED temperatures for the considered
period of time 2002-2007 indicated that the regularly
persistent planetary waves with large amplitudes have
the following mean periods: 5.5, 11, 17 and ~24 days.
In the decomposition procedure, besides the SPWs
with zonal wavenumbers up to 3, all above mentioned
zonally propagating and zonally symmetric planetary
waves with zonal wavenumbers up to 3 were included.
In this section the results for the following planetary
waves are presented: () SPW1, (ii) ~5-day Rossby and
~6-day Kelvin waves (these are waves with a mean
period of 5.5 days and zonal wavenumbers —1 and 1
respectively), and (iii) 10- and 16-day waves (these are
waves with mean periods 11 and 17 days with zonal
wavenumber —1).

2.4.1 Stationary Planetary Wave with
Zonal Wavenumber 1 (SPW1)

The climatological features of the SPWI are investi-
gated by the distribution of the monthly mean wave

amplitudes and phases in the time and space (latitude
and altitude). The SPW1 phase is expressed in degrees
and indicates the geographic longitude where the tem-
perature maximum is located. Figure 2.9a shows the
latitude-time cross sections of the SPWI amplitudes
for three altitudes: 40, 70 and 115 km, indicating
the latitude structure and time evolution of the wave
amplitudes in the stratosphere, mesosphere and lower
thermosphere. The scale of the plot (in Kelvin) for the
lower thermosphere is different from that for strato-
sphere and mesosphere showing a rapid growth of
the wave amplitudes above mesopause region. As it
has been expected the SPW amplitude increases with
increasing latitude and the wave maxima are appar-
ently located at higher than 50° latitudes. Xiao et al.
(2009) showed that the SPW1 is centered near 60°-70°
in both hemispheres. There is only weak presence of
the SPWI at tropical MLT as particularly in the meso-
sphere the wave most probably penetrates across the
equator. While a winter SPW maximum dominates the
seasonal variability in the strato-mesosphere there are
several maxima in the lower thermosphere. An impor-
tant feature of the SPWI in the lower thermosphere
is its symmetrical latitudinal structure. However, the
SPWI amplitudes in the SH are significantly stronger
than those in the NH; while the largest amplitudes in
the NH reach 20 K those in the SH are 30 K.

A careful inspection of the temporal variability of
the wave amplitudes, particularly in the mesosphere
(h = 70 km), shows some 2-year variability; it
seems that in the NH the winters: 2003/2004 and
2005/2006 are stronger than 2002/2003, 2004/2005
and 2006/2007, while in the SH the austral winters of
2002, 2004 and 2006 are stronger than those in 2003,
2005 and 2007. Figure 2.9b shows the SPW1 ampli-
tudes at 7 = 70 km and 50°N; in the SH (bottom plot)
the result for 40°S is presented as this effect is better
visible there. The 2-year maxima are marked by thick
arrows situated in the bottom side of the plots. The
average amplitude of the modulation is ~3 K, hence
the interannual variability causes near 20-25% of the
wave variability in the strato-mesosphere. This feature
could be due to modulation by the QBO of the strato-
sphere zonal mean flow as the wave propagates from
the stratosphere up to the mesosphere. The amplitudes
of the SPW1 are larger during the easterly phase of the
QBO. This fact has some impact on the SSW phenom-
ena. It has been found that major SSWs in the polar
stratosphere are somewhat more likely in the easterly
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phase of the QBO (Labitzke and van Loon, 1999). In
the lower thermosphere however the wave amplitudes
in both hemispheres increase by the end of 2003 and
then gradually decrease to the end of the considered
period of time.

Figure 2.10a shows the average (2002-2007) sea-
sonal behavior, i.e. the climatology of the SPWI in
the NH (left plot) and SH (right plot) for altitude
range 20—120 km. Clear climatological features can be
distinguished in both hemispheres, i.e. winter amplifi-
cation in the strato-mesosphere and equinoctial-winter
amplification in the lower thermosphere. In the NH
strato-mesosphere the SPW1 is large between October
and April while in the SH it is large between May and
October. In the lower thermosphere the wave amplifies
in April-May at both hemispheres and November—
January in NH and near November in SH. The average
SPWI phase plots display a propagating type wave

Average SPW1 50N

in the strato-mesosphere with average vertical wave-
length of ~70-80 km and a trapped type in the lower
thermosphere. There is clear indication that the SPW1
only in the NH propagates up to lower thermosphere
in January—March, however its vertical wavelength
significantly decreases above 80 km height.

The phase comparisons between both hemispheres
reveal that while in the strato-mesosphere the phases
during boreal and austral winters are very similar
with a mean difference of ~30°, the waves in the
lower thermosphere are almost out of phases at both
hemispheres. Figure 2.10b shows the hemisphere com-
parison between the SPW1 average (for 6 years) phases
at altitude of 115 km. The mean result for the SPW/
phases are on the average ~130°E in SH and ~110°W
in NH. This is a new and important result found by
Mukhtarov et al. (2010) that helps a lot in clarifying the
main source of the SPWI in the lower thermosphere
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Fig. 2.10 (a) Average (2002-2007) altitude-time cross sections of SPWI at 50°N (left column) and 50°S (right column); (b)
Hemispheric comparison of SPW1 average phases at altitude of 115 km
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(above ~90-100 km), a question that has not yet
received a definite answer.

The SPW field in the lower thermosphere is believed
to be primarily associated with the generation in
situ of the planetary waves by zonally asymmetric
momentum deposition from gravity waves which have
undergone filtering by the stratospheric planetary wave
field (Smith, 1996, 1997, 2003; Forbes et al., 2002;
Xiao et al., 2009). The above found phase relation-
ship between the lower thermospheric SPWI phases
in the NH and SH result does not support this mecha-
nism. Another suggestion is related to ducting from the
winter hemisphere (Pogoreltsev and Sukhanova, 1993;
Forbes et al., 2002). The presented in Mukhtarov et al.
(2010) detailed study of the temperature SPWs reveals
that there is some propagation of the SPW1I toward the
equator but it is limited only up to ~90-100 km alti-
tude; hence the SABER SPWI temperature results do
not support this suggestion either.

Another in situ forcing can be related to the auro-
ral heating. During geomagnetic activity large auroral
energy is deposited into the polar atmosphere due to
dissipation of electric currents, known as Joule heat-
ing, and due to the dissipation of kinetic energy from
precipitating particles. This mechanism has been sug-
gested by Xiao et al. (2009) however no evidence
for its validity has been presented there. The result
for the found steady (almost fixed) SPW phases in
the lower thermosphere is evidence supporting the
auroral heating as a main origin of the tempera-
ture SPW temperature field in the lower thermosphere
because the auroral heating is centered in the magnetic
pole.

Figure 2.11a presents the SPW/ field in polar coor-
dinate system with a pole coinciding with the geo-
graphic pole. The figure shows the wave field in April
2003 when a very strong SPWI has been observed
in the lower thermosphere (see Fig. 2.9a, upper plot).
The temperature SPWI field at & = 115 km is pre-
sented in the figure as the left plot is for the NH, while
the right one for the SH. The SPW/ temperature field
resembles in some way the auroral oval in NH (left
plot) and SH (right plot) particularly during strong
geomagnetic activity when the auroral oval expands
toward the equator. The auroral ovals are centered in
Earth’s magnetic poles. According to the global model
International Geomagnetic Reference Field (IGRF)
the North and South dipole poles have the following

geographic coordinates for epoch 2005.0: (83.2°N,
118.3°W) and (64.5°S, 137.9°E) respectively; these
coordinates are computed from the 10th Generation
IGRF (http://www.geomag.bgs.ac.uk/poles.html). As
it can be seen from Fig. 2.11a the longitudes of the
dipole poles are very similar to the SPWI phases at
h = 115 km. The coincidence of the dipole pole lon-
gitude with the lower thermospheric SPWI phase at
both hemispheres is strong evidence indicating that the
auroral heating is the main origin of the lower thermo-
spheric SPW field. Knowing that the auroral heating
excites the SPW field in the lower thermosphere then
it is easy to explain why the SPWI in SH is signif-
icantly stronger than that in the NH. This is due to
the fact that the geographic latitude of the dipole pole
in SH (64.5°S) is significantly lower than that of the
dipole pole in NH (83.2°N). Therefore in SH larger
part of Joule heating penetrates toward the equator in
comparison with that in NH.

If the lower thermospheric SPW field is excited
mainly by auroral heating then the SPW ampli-
tudes should indicate positive corellation particularly
with geomagnetic activity at high latitudes which
is strongly affected by charge precipitations. For
this purpose we use the NOAA Hemispheric Power
Data which present the estimated power in gigawatts
deposited in the polar regions by energetic particles
during transits over the poles by the NOAA Polar-
orbiting Operational Environmental Satellite (POES)
http://www.swpc.noaa.gov/. A cross-corellation analy-
sis between the power data and SPWI amplitudes for
each hemisphere has been performed. The comparison
between both types of data is presented in Fig. 2.11b;
the left plot is for NH, while the right one for SH.
The SPWI amplitudes are shown with solid line and
full diamonds, while the power data with dash line and
empty diamonds. There is clear similarity between the
variability of both types of data. The cross-corellation
function with time lag up to 5 months has been cal-
culated. The maximum cross-corellation coefficients
have been found at time lag zero, as for NH and SH
they are respectively 0.70 and 0.73 (shown in the upper
right side of each plot). This high corellation is another
strong evidence that supports the auroral heating as a
main origin of the temperature SPW field in the lower
thermosphere.

It is worth mentioning that first Riggin et al. (1999)
and later Baumgaertner et al. (2006) have suggested
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Fig.2.11 (a) SPWI temperature field for April 2003 presented
at polar coordinate system with a pole coinciding with the geo-
graphic poles; left plots presents SPW1 field in NH, while the
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hemispheric power data (in gigawatts) and SPW1 amplitudes (in

that zonally asymmetric heating via particle precip-
itation could create a wavenumber | temperature
structure with respect to the geographic pole. The
above shown results presented strong evidence in sup-
port of this idea.

In conclusion, we note that the obtained monthly
mean SPW structures, which extend from the strato-
sphere into the lower thermosphere, can serve as a
benchmark and guide for future numerical modeling
studies aimed at better understanding the stratosphere-
mesosphere-lower thermosphere coupling by station-
ary planetary wave patterns.
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Kelvin) at h=115 km for NH (left plot) and SH (right plot);
SPWI amplitudes are shown with solid line and full diamonds,
while the power data with dash line and empty diamonds; the
cross corellation coefficients at time lag zero are shown in the
upper right side of each plot

2.4.2 5.5-Day Westward and Eastward
Propagating Waves with Zonal
Wavenumber 1

The present subsection is focused on the global distri-
bution and temporal variability of the ~5-day Rossby
and ~6-day Kelvin waves seen in the SABER/TIMED
temperatures. The ~5-day Rossby wave has been
already explored before by Wu et al. (1994), Talaat
et al. (2001), and Riggin et al. (2006). In this study the
data analysis method ensures minimal distortion of the
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results due to aliasing or to the influence of the stronger
waves on the weaker ones when they are present simul-
taneously in the data. To the authors’ knowledge there
is no other study representing the climatology of the
~6-day Kelvin wave from the stratosphere up to the
lower thermosphere. We note in advance that the use
of a long 60-day time segment for extracting the con-
sidered 5.5-day wave leads to some smoothing of the
wave amplitudes. However, in order to be sure that
the features of the considered planetary waves are not
affected by the tides (through aliasing and the influ-
ence of the stronger wave on the weaker one), which
are normally stronger than the planetary waves, partic-
ularly in the MLT, we have to be sure that the main
tides are fully extracted from the data.

2.4.2.1 Climatology of the ~5-day Rossby (W1)
Wave

Figure 2.12a shows the latitude-time cross sections of
the 5.5-day WI amplitudes for altitudes 80 (bottom
plot) and 105 km (upper plot) indicating the latitude
structure and time evolution of the wave amplitudes
in the mesosphere and lower thermosphere. The lati-
tude structure of the temperature 5.5-day W1 waves is
similar at both height levels: the wave amplitudes max-
imize near 40°-50° at both hemispheres. This type of
the symmetrical latitude structure resembles that of the
5-day Rossby waves. It is consistent with the gravest
symmetric wave number-1 Rossby wave, i.e. the (1,1)
mode. In addition, the temporal evolution of the 5-day
wave in the MLT shows regular seasonal variability.
The 5-day Rossby wave amplifies during the equinoxes
at both hemispheres. In the NH the wave amplifies
in March—April (reaching monthly mean amplitude of
~7.5 K) and September (~7 K), while in the SH it is
strong in March (~5.8 K) and September—November
(~6 K) (Pancheva et al., 2010a).

Figure 2.12b shows the average (2002-2007) sea-
sonal behavior, i.e. the climatology of the ~5-day
Rossby wave amplitudes in the NH (left plot) and
SH (right plot) for altitude range 20—120 km. Clear
climatological features can be distinguished in both
hemispheres. In the NH the ~5-day Rossby wave
amplifies in the equinoctial months, i.e. centered in
March and September, while in the SH in March and
September—November. The average altitude structure
indicates double-peaked maxima. The main maximum

is located in the lower thermosphere, 110 km, while
the secondary one near 80 km; only the SH maximum
in September is located at 90 km. On the average the
main maximum is at least two times stronger than the
secondary one.

Figure 2.12c¢ shows the 6-year average altitude-
latitude cross-sections of the ~5-day Rossby wave
amplitudes (upper plots) and phases (bottom plots) for
months March (left column) and September (right col-
umn). Only the altitudes above 70 km are considered
since the wave amplitudes below this height are too
small to be meaningful. Besides the double-peaked
amplitude maxima the following wave features are
seen: (i) the ~5-day Rossby wave propagates vertically
up to 120 km altitude with a mean vertical wave-
length calculated from the vertical phase gradient of
~50-60 km; only in March the ~5-day Rossby wave
penetrates up to ~110 km. This means that the ~5-day
Rossby wave seen in the SABER/TIMED temperatures
is an internal mode; the deviation from external mode
behavior for a resonant oscillation suggests that dissi-
pation is acting on the wave, and (ii) some propagation
toward the equator can be distinguished in both hemi-
spheres. Similar result was obtained before by Riggin
et al. (2006).

2.4.2.2 Climatology of the ~6-day Kelvin (E1)

Wave
The spectral analysis performed on the
SABER/TIMED temperatures for the consid-

ered 6 years clearly indicated the presence of the
equatorially-trapped ~5.5-day EI wave in the strato-
sphere and mesosphere (Pancheva et al., 2010a). This
wave exhibits a fair degree of equatorial symmetry and
has been indentified as a “fast” ~6-day Kelvin wave.
However, in order to prove this assertion the 5.5-day
E] wave needs to be extracted from the temperature
data and their spatial (latitude and altitude) structure to
be carefully considered. It has been already mentioned
that because of using a 60-day window the obtained
amplitudes of the ~5-day Rossby wave are smoothed.
The same effect is also applied to the ~6-day Kelvin
wave.

Figure 2.13a shows the latitude-time cross sections
of the 5.5-day EI wave at 40 and 80 km altitudes.
Although the monthly mean amplitudes are small (do
not exceed 1.8 K) the latitude wave structure in the
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stratosphere and mesosphere is well pictured with
two latitude ranges of wave amplifications. The first
type of the 5.5-day El waves, centered at the equa-
tor and located between +20°, is most probably the
well known “fast” ~6-day Kelvin wave. This wave
amplifies mainly in summer and equinoctial months.
The second type of the 5.5-day E/ waves maximizes
toward the high latitudes. These waves have visible
winter maxima, as the SH amplifications are stronger
than those in the NH. This eastward-propagating wave
observed in the winter hemisphere is most probably
the well-known 4-day wave which is a ubiquitous
feature in the polar winter upper stratosphere (Allen
et al., 1997; Lait and Stanford, 1988; Azeem et al.,
2005). The reports indicated that this wave consists of
waves 1 through at least 4 all moving with the same
phase speed, such that the period of wave 1 is near 4
days (Allen et al., 1997). These quasi-nondispersive 4-
day wave “packets” with zonal wavenumbers 1-4 in
the wintertime polar stratosphere are consistent with
barotropic instability of the stratospheric polar night
jet (Manney et al., 1988).

Figure 2.13b shows the average (2002-2007) alti-
tude versus month contours of the ~6-day Kelvin wave
amplitudes and phases. The average seasonal behavior
of the wave amplitude indicates equinoctial (February—
March and September—November) and June solstice
(May—July) amplifications. A multi-peaked vertical
structure can be distinguished in the average wave
amplitudes. The maxima are located in the strato-
sphere, near 40—45 km altitude, in the mesosphere,
near 75-85 km and in the lower thermosphere, near
100-110 km height. The average vertical phase struc-
ture (bottom plot) shows not only that the wave is
vertically propagating with a mean vertical wavelength
of ~25 km, but also that there is a clear seasonal vari-
ability of the wave phases. Usually the wave phases
in equinoctial months occur earlier than those in June
solstice.

Figure 2.13c shows the average, for the considered
6 years, altitude-latitude cross-sections of the ~6-day
Kelvin amplitudes and phases for months March (left
column), June (middle column) and October (right col-
umn). Only the latitudes between 20°N and 20°S are
considered because Fig. 2.13a indicated that this wave
is centered at the equator and located in the above men-
tioned latitude range. The average latitude structure
of the ~6-day Kelvin wave amplitudes indicates
that in the strato-mesosphere this wave is detectable

in very narrow latitude band, £10°, while in the
lower thermosphere this band is larger, £15-20°. The
~6-day Kelvin wave phases show no phase change
with latitude, particularly well visible in the strato-
sphere and mesosphere. This result indicates that it is
really an equatorially trapped mode. Three full cycles
of the wave are seen up to 95 km height, confirming
previously determined vertical wavelength of 25 km.
The vertical phase structure for the considered in the
Fig. 2.13c months reveals also that the ~6-day Kelvin
wave propagates up to ~100-105 km altitude.

2.4.2.3 Interannual Variability of the ~5-day
Rossby and ~6-day Kelvin Waves

A careful inspection of the ~5-day Rossby wave ampli-
tude in MLT region shown in Fig. 2.12a can distin-
guish some amplitude modulation with a quasi-2-year
period. The quasi-2-year effect is particularly visible
on the October—November maximum in the SH and on
the overall wave enhancement in the NH during 2003,
2005 and 2007. In order to emphasize the quasi-2-year
variability of the wave amplitude, particularly for the
NH), 5-month running mean amplitudes are calculated.
Figure 2.14a shows the monthly mean amplitudes of
the ~5-day Rossby wave at 105 km height and at 50°N
(left plot) and 50°S (right plot) drawn by thin line. The
5-month running mean amplitudes are shown by thick
lines on both plots. The 2-year maxima are marked by
arrows situated at the bottom of the plots. This feature
could be due to modulation by the QBO of the strato-
sphere zonal mean flow as the wave propagates from
the stratosphere up to the lower thermosphere. It seems
that the amplitudes of ~5-day Rossby wave are larger
during the easterly phase of the QBO.

Similar result was found before by Miyoshi and
Hirooka (2003) in investigating the 5-day Rossby wave
seen in the NCEP reanalysis data. The authors showed
that the 2-year variation of the wave amplitude is
intimately related to the zonal wind oscillations asso-
ciated with the equatorial QBO in the stratosphere,
i.e. the 5-day wave is modulated through the prop-
agation condition accompanied with the zonal wind
variation of the QBO. The authors mentioned also that
the quasi-2-year variability can be attributed also to
the excitation mechanism of the 5-day Rossby wave.
Miyoshi (1999) and Miyoshi and Hirooka (1999) indi-
cated that the heating due to moist convection is very



2 Atmospheric Tides and Planetary Waves 47
(a)
g 5.5-d W1 Wave (50°N, h = 105 km) 5.5-d W1 Wave (50°S, h = 105 km)
7 7]
_ 6 6|
€ ]
PR 5
=] i 4
=
244 4
g i
<3 34
o i
52 2
N . | }
SR 4 f () f i
0-———— L A
0 12 24 36 48 60 72 0 12 24 36 48 60 72
Months (2002-2007) Months (2002-2007)
(b)
3 5.5-d E1 Wave (equator, h =115 km)
g i
o 2
=]
E 4
S
E 2
< 4
21
=z
0 —— 77—
0 12 24 36 48 60 72

Months (2002-2007)
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tudes are shown by thick line; (b) The same as (a), but for the

important for excitation of the 5-day wave. Lau and
Sheu (1988) however showed that the global precipita-
tion fluctuates with timescale of 2-3 years. Therefore,
the magnitude of heating due to the moist convection
varies with the same period. As a result, the 5-day wave
amplitude may be influenced by variations of the moist
convective heating with a period of 2-3 years (Miyoshi
and Hirooka, 2003).

Similarly to the ~5-day Rossby wave, the ampli-
tudes of the ~6-day Kelvin wave also reveal interan-
nual variability (see Fig. 2.13a). Figure 2.14b shows
the monthly mean ~6-day E/ wave amplitudes over
the equator at 115 km altitude drawn by thin line, while
the 5-month running mean amplitudes are shown by

amplitudes of the ~6-day Kelvin wave at altitude of 115 km over
the equator; the arrows situated at the bottom side of the plots
indicated the 2-year maxima

thick line. Again the amplitude maxima are indicated
by arrows situated in the bottom side of the plot. In this
case the interannual variability of the ~6-day Kelvin
wave reveals a period longer than 2 years. As the con-
sidered period of time is too short, only 6 years, this
topic needs to be investigated further.

In conclusion of this subsection, we note that the
obtained climatological global structure and tempo-
ral variability of the ~5-day Rossby and ~6-day
Kelvin waves seen in the SABER/TIMED temper-
atures (2002-2007) and particularly the result for
their vertical propagation from the stratosphere up
to the lower thermosphere sheds some light on the
recently reported results about the coupling of the
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atmosphere-ionosphere system driven by the 5-7 day
planetary waves (Tsunoda et al., 1998, Haldoupis and
Pancheva, 2002; Takahashi et al., 2006; Pancheva
et al., 2008c; Zuo and Wan, 2008). It is worth not-
ing that the mechanism(s) behind the double-peaked or
multi-peaked vertical structure of the ~5-day Rossby
and ~6-day Kelvin temperature waves respectively is
still unknown and most probably there is a neces-
sity for re-examination of the wave excitation mech-
anisms, the effects of the eddy diffusivity and shears,
mean wind distribution, etc. in the numerical wave
simulations.

2.4.3 11- and 17-Day Westward
Propagating Waves with Zonal
Wavenumber 1(W1)

There are only a few studies about the global structure
of the 10-day ((1,2) mode) and 16-day ((1,3) mode)
waves particularly in the mesosphere. We remind that
in the notation (s, n—s) mode of the normal mode
Rossby waves, s is the zonal wavenumber, and 7 is the
meridional index number such that n—s—/ is the num-
ber of nodes between the poles. Forbes et al. (1995)
investigated behaviors of the 16-day wave in the sum-
mer hemisphere of the mesopause region by using a
GSWM. They showed that the 16-day appeared in the
high-latitude summer hemisphere. However, seasonal
variation and global structure of the 16-day wave in
the mesopause region, and its relation to the strato-
spheric 16-day wave are not clear. Pancheva et al.
(2008a) used UK Met Office (UKMO) assimilated
data and radar measurements at 8 stations to deter-
mine planetary waves in MLT in the Arctic winter
of 2003/2004. They showed that prior to the SSW,
the stratosphere-mesosphere system was dominated by
an upward and westward propagating 16-day wave
that was detected simultaneously in the UKMO and
MLT zonal and meridional wind data. The same win-
ter, 2003/2004, has been investigated also by Shepherd
et al. (2007) by using not only UKMO and radar
data, but SABER/TIMED temperatures as well. They
found not only 16-day wave but 10-day wave as well.
Fedulina et al. (2004) analyzing UKMO data in order
to study the variability of the traveling planetary waves
in the upper stratosphere during 1992-2001 concluded
that the longer-period planetary waves (10<T<20

days) have significant amplitudes mainly during winter
in the both hemispheres.

The main focus of this subsection is to present
briefly the global structure and seasonal variability
of the ~11-WI and 17-day WI waves seen in the
SABER/TIMED temperatures during 2002-2007.

Figure 2.15a shows the latitude versus time (num-
ber of months for the period January 2002-December
2007) contours of the 11-day W1 wave amplitude (in
Kelvin) at altitudes 40 km (bottom plot) and 80 km
(upper plot). The wave amplifies toward high latitudes
at both altitude levels. The seasonal behavior at both
hemispheres is dominated by winter maximum; there
is some enhancement in the equinoxes as well. While
in the stratosphere the 11-day W1 wave is confined to
middle latitudes in the mesosphere the wave penetrates
to lower latitudes as well. The largest monthly mean
wave amplitude observed at mesosphere levels is ~4 K
and the wave is slightly stronger in the NH than that in
the SH.

Figure 2.15b presents the altitude-time cross sec-
tions of the 11-d W] amplitudes at latitudes of 50°N
(upper plot) and 50°S (bottom plot). In the strato-
mesosphere at both hemispheres there are two altitude
levels where the wave amplifies; these are altitudes of
~40 km and ~80-90 km. In general, the wave ampli-
tude amplifies with increasing the height, particularly
in the mesosphere, reaching the largest amplitude in
the lower thermosphere. The vertical phase distribution
(not shown here) indicated that the 11-day W1 wave is
vertically propagating wave with a mean vertical wave-
length of ~50 km. A careful inspection of the wave
phase revealed that the 11-d W1 wave propagates up to
~100-105 km altitude at both hemispheres.

The results for the 17-day W1 wave are very similar
to those for the 11-day W1 wave. The latitude structure
of the 17-day W1 wave amplitude at strato-mesosphere
is shown in Fig. 2.16a, while Fig. 2.16b presents the
vertical structure of the wave amplitudes at latitudes
of 50°N (upper plot) and 50°S (bottom plot). In this
case the antisymmetric structure of the wave, particu-
larly in the stratosphere (40 km), is well visible. The
seasonal behavior is dominated by winter amplifica-
tion, and again the wave is stronger in the NH (the
largest amplitude is ~4.8 K) than that in the SH. The
17-day Wlwave in winter is a vertically propagating
wave (the wave phase is not shown here) with a verti-
cal wavelength similar to that of the 11-day W1 wave.
The phase structures of both 11- and 17-day waves
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Fig. 2.15 (a) Latitude-time cross sections of 11-d W1 amplitude (in Kelvin) at altitudes of 80 km (upper plot) and 40 km (bottom
plot); (b) Altitude-time cross sections of 11-d W1 amplitude at latitudes of 50°N (upper plot) and 50°S (bottom plot)

indicate that the source region is located somewhere
below 20 km height.

The above described global structure and sea-
sonal variability of the 17-day WI wave seen in
the SABER/TIMED temperatures to a large extent

support the numerical simulation of the 16-day wave
in the mesopause region reported by Miyoshi (1999).
The author found also that the 16-day wave is mainly
excited by heating due to the moist convection in the
troposphere.
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2.5 Summary

The present paper is focused on the global spa-
tial (altitude and latitude) structure, seasonal and
interannual variability of the atmospheric tides and
planetary waves derived from the SABER/TIMED
temperature measurements for full 6 years (January
2002-December 2007). The SABER instrument pro-
vides continuous global temperature data for the lati-
tude range S0°N-50°S from the lower stratosphere to
the lower thermosphere (20—-120 km) and in this way
provides an unprecedented opportunity for studying
in detail the atmospheric waves, as well as their role
in coupling the lower and upper atmosphere. We
have presented a sampling of results that delineate
the latitude, altitude, longitude, seasonal and inter-
annual variations in atmospheric tidal and planetary
wave temperature fields. The main advantage of the
results presented in this paper is that the considered
migrating and nonmigrating tides, as well as all signif-
icant planetary waves, found in the SABER/TIMED
temperatures, are extracted simultaneously from the
raw data (downloaded from the SABER web site
temperatures). Therefore, using the same analysis
techniques and the same data set makes it possi-
ble to get a consistent picture of the wave activ-
ity in the stratosphere-mesosphere-lower thermosphere
system.

Concerning the atmospheric tides significant atten-
tion besides the migrating diurnal (DW/) and semid-
iurnal (SW2) tides received also the following non-
migrating diurnal: DE3, DE2, DW2 and semidiurnal:
SW3, SE2, SE3 tides. About the DW] tide it is worth
mentioning that the found trapped diurnal component
observed in the height range of 40-60 km, as well as
the ubiquitous double-peak vertical structure observed
in the MLT region over the equator, could be of inter-
est for reexamination of the stratospheric tidal heating,
or the convective instabilities effects, in the numeri-
cal tidal simulations. The SW2 temperature tide clearly
indicated tropical amplifications in both hemispheres
with a remarkable seasonal behavior at the altitude
where it maximizes, ~110 km in the NH and ~115 km
in the SH, indicating repeatable each year maxima
exactly in May—June and August. The two migrating
tides as well as the nonmigrating DE3 and DE? tides
revealed a quasi-2-year variability that partly could be
caused by the QBO.

Special attention is paid to the climatology and
interannual variability of the temperature SPW1 and
particularly to its origin in the lower thermosphere.
Strong evidence has been provided supporting the
auroral heating as a main origin of the tempera-
ture SPW temperature field The paper presents the
results also for: the ~5-day Rossby wave ((1,1) mode);
~6-day Kelvin wave, as well as for the ~10-day
W1 wave ((1,2) mode) and ~16-day WI wave ((1,3)
mode).

The detailed picture of the spatial (altitude, latitude)
structure and temporal variability of the atmospheric
tides and planetary waves can serve as a benchmark
and guide for future numerical modeling studies aimed
at better understanding the stratosphere-mesosphere-
lower thermosphere coupling by tidal and planetary
wave patterns.
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Chapter 3

Dynamical Coupling Between Different Regions

of Equatorial Atmosphere

Geetha Ramkumar

Abstract Based on the current understanding of the
atmospheric dynamics, the prominent waves and oscil-
lations present in the equatorial middle atmosphere
and the wave-mean flow interaction are discussed in
this chapter. The middle atmospheric dynamics studies
conducted from Indian region during last few decades
are summarized to some extent. The gravity waves
and equatorial waves generated in the lower atmo-
spheric region are found to couple different regions
of atmosphere dynamically, as they propagate upward
into mesospheric heights. The ground-based observa-
tional studies conducted at Indian stations to quantita-
tively estimate the forcing by gravity waves toward the
generation of quasi-biennial oscillation, stratopause
semi-annual oscillation, and mesopause semi-annual
oscillation are also discussed in this chapter. The
chapter concludes with the mention of importance
of these observational studies from tropical region in
climate-related issues.

3.1 Introduction

The uneven distribution of the incoming radiation on
earth leads to differential heating of the atmosphere
and this global temperature gradient in turn forces
the atmosphere into motion. These motions or wave

G. Ramkumar (D<)

Space Physics Laboratory, Vikram Sarabhai Space Centre,
Indian Space Research Organization, Trivandrum 695-022,
India

e-mail: geetha_ramkumar @vssc.gov.in

perturbations with spatial scales of tens to thousands
kilometers and temporal scales of the order of few
minutes to few years in variability manifest themselves
in temperature and wind. The current understanding
of atmospheric dynamics attributes the fluctuations in
the middle atmosphere to the effect of coupling with
the lower atmosphere. Middle atmosphere dynamics
is indeed concerned with the elucidation of the nature
of wave motions responsible for the vertical coupling.
Middle atmosphere can be generally described as the
layer between the level where convective-radiative
equilibrium gives way to radiative equilibrium at the
lower boundary and the level where molecular dif-
fusion takes over from eddy diffusion and ionization
begins to be a major source of heating at the upper
boundary (Kelley, 1989). Vertically, this is the region
between 10 and 100 km. Review work of Hamilton
(1999) on dynamical coupling of the lower and mid-
dle atmosphere provides a historical background of the
research for the last five decades.

Tropical middle atmosphere and its dynamics have
distinctly different features like the small Coriolis
parameter, strong latent heat release, and large-scale
oscillations like quasi-biennial oscillation (QBO) and
stratopause and mesopause semi-annual oscillations
(SSAOs, MSAOs) compared to those elsewhere in the
earth’s atmosphere (Gray and Hamilton, 2003).

This chapter briefly explains the most important
waves that influence the tropical middle atmospheric
dynamics and mainly focuses on some of the recent
studies from tropical stations that address the dynam-
ical coupling between different regions of the middle
atmosphere through wave activities.
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3.2 Present Scenario in Equatorial
Middle Atmosphere Studies -
Indian Perspective

Tropics hold the key to much of the global climate
variability and hence tropical atmosphere has become
the focus of recent scientific research activity. India
carried out rocket and balloon-based measurements in
campaign mode under the Indian counterpart of the
Middle Atmosphere Program (IMAP) during 1980s
and regular balloon and rocket flights during the period
1970-1991 from Thumba Equatorial rocket launch-
ing station (TERLS). Studies using the wind and
temperature data collected from these observations
could reveal the characteristics of equatorial waves,
migrating and nonmigrating tides, annual oscillation,
SAO, and QBO in the middle atmospheric region
(Devarajan et al., 1985; Reddy et al., 1986; Sasi and
KrishnaMurthy, 1991; Reddy and Lekshmi Vijayan,
1993; Raghava Reddi and Geetha Ramkumar, 1997).
These long-term measurements could also lead to an
empirical reference model atmosphere up to 80 km
for Indian equatorial zone (Sasi, 1994). Though the
campaigns conducted during 1984-1988 from Indian
stations under the IMAP provided valuable informa-
tion on equatorial wave characteristics, information on
momentum fluxes of these waves could not be obtained
from these campaigns. The vertical component of wind
and/or temperature is essential for the estimation of the
wave momentum fluxes besides the horizontal compo-
nents of the wind. With the installation of MST radar
and Rayleigh lidar in the early and late 1990s, respec-
tively, at Gadanki (13.5°N, 79.2°E), vertical wind and
temperature became accessible parameters for mea-
surement. In the years 1999 and 2000, comprehensive
experimental “Equatorial Wave Studies” (EWS 1999,
2000) campaigns were conducted by measuring tem-
peratures and winds in the troposphere, stratosphere,
and mesosphere up to about 80 km at two low-latitude
stations, Gadanki (13.5°N, 79.2°E) and Sriharikota
Altitude Range (SHAR (13.7°N, 80.2°E)), for 45 con-
secutive days to characterize equatorial waves and to
estimate the momentum fluxes associated with these
waves (Sasi et al., 2003). Sasi et al. (2005) review the
studies on equatorial waves from Indian stations during
three decades.

To divulge the characteristics and climatology
of gravity waves and also to quantify the middle

atmospheric variability at different time scales, an
ambitious program called ISRO’s Middle Atmospheric
Dynamics Studies “MIDAS” was carried out during
2002-2007 (Ramkumar et al., 2006), making use of
coordinated fortnightly observations of winds and tem-
peratures by means of high-altitude balloon flights;
Rohini Sounding RH-200 Rocket flights and meteor
wind radar from Thumba/Trivandrum (8.5°N, 77°E);
partial reflection radar from Equatorial Geophysical
Research Laboratory, Tirunelveli (8.7°N, 77.8°E); and
MST radar and lidar at National Atmospheric Research
Laboratory, Gadanki (13.5°N, 79.2°E) (Kumar et al.,
2007; Maria Antonita et al., 2007, 2008a, b). This
well-debated program could bring out several first kind
of results like quantitative estimation of contribution
of gravity waves toward the generation of QBO and
SAO through wave—mean flow interaction and dynam-
ical coupling between different regions of atmosphere,
which would be discussed in detail in Sections 3.4, 3.5,
and 3.6.

3.3 Waves in the Equatorial Region
3.3.1 Equatorial Waves

Equatorially confined wave motions with periods in the
range of ~3 to 25 days have been observed to propa-
gate vertically and horizontally through the equatorial
middle atmosphere. These are of planetary scale in
the zonal direction but are trapped latitudinally within
+15° of the equator, and hence referred to as equa-
torial waves. Of these, Kelvin waves propagate in the
eastward direction, while the Rossby gravity (RG)
waves propagate in the westward direction. The Kelvin
and RG waves are generally thought to be forced by
geographically confined time variations in the large-
scale cumulus convective heating in the equatorial tro-
posphere. Randomly distributed sources excite these
waves efficiently and the preferred vertical wavelength
of the excited waves is about twice the vertical scale
of the heat source. The relatively slow-moving Kelvin
and RG wave modes observed in the upper troposphere
and lower stratosphere are effectively damped out by
thermal dissipation (radiative damping) in the upper
stratosphere. However, fast moving Kelvin waves can
penetrate into the mesosphere (Dhaka et al., 1995).
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3.3.2 Gravity Waves

The major sources of gravity waves are topography,
convection, wind shear, unbalanced flows in the vicin-
ity of jet streams, frontal systems including wave—
wave interaction, and local body forcing. These gravity
waves propagate both horizontally (east—west; north—
south) and vertically with horizontal scales of a few
thousands of kilometers and vertical scales of a few
tens of kilometers. Several observational studies have
been conducted using radars, lidars, rockets, and satel-
lites to explore the gravity wave characteristics right
from troposphere to the mesospheric regions (Tsuda
et al., 1994; Goldberg et al., 1997, Fritts et al., 1997).
Compared to all other techniques, Rayleigh lidar,
which provides high-resolution density or temperature
fluctuations, proves to be a quite powerful means of
routine monitoring of the middle atmospheric gravity
waves (Chanin and Hauchecorne, 1981; Mitchell et al.,
1991; Whiteway and Carswell, 1995).

Temperature observations in the 30-60 km altitude
region from Rayleigh lidar at Gadanki could exten-
sively be used to delineate the characteristic features of
gravity waves at a tropical location (Rajeev et al., 2003;
Siva Kumar et al., 2006). The relationship between
the wave activity and the strength of typical sources,
viz convection and wind shear that excite these grav-
ity waves, down below in the troposphere could be
established making use of simultaneous temperature
and wind observations from co-located Lidar and MST
radar at Gadanki (Ramkumar et al., 2006).

3.3.3 Quasi-biennial Oscillations (QBOs)

The equatorial middle atmospheric dynamics is dom-
inated by QBO in the lower stratosphere, stratopause
semi-annual oscillation (SSAO), and mesopause semi-
annual oscillation (MSAQO) of the zonal winds. QBO
is a classical example of the wave—mean flow inter-
action in the equatorial middle atmosphere. QBO is
manifested as alternating westerly and easterly winds
with periods varying from 24 to 36 months. Baldwin
et al. (2001) have extensively reviewed the characteris-
tics of QBO and the related dynamics in the middle
atmospheric region. Besides the stratospheric QBO,
High-Resolution Doppler Imager (HRDI) measure-
ments onboard Upper Atmosphere Research Satellite

(UARS) along with MF radar observations at tropi-
cal stations revealed a QBO in the mesospheric region
(MQBO) (Burrage et al., 1996).

3.3.4 Semi-annual Oscillations (SAOs)

Hirota (1978) wusing rocket observations over
Ascension Island showed that the SAO consists
of two oscillations with amplitude maxima near the
stratopause and mesopause which are nearly out of
phase. These oscillations are found to be confined
to tropics. Maximum easterlies were found to occur
during solstices while maximum westerlies occurred
during equinoxes. Significant seasonal asymmetry
in the amplitudes of the SAO with stronger SAO
occurring during the first half of the calendar year is
reported. The oscillation first appears in the meso-
sphere and propagates downward into the stratosphere.
Transition from easterly to westerly occurs with
downward descent rate of 5-10 km/month, while
westerly to easterly transition occurs over a large
depth nearly simultaneously.

3.4 Coupling Between Troposphere
and Stratosphere

Equatorial waves and gravity waves propagate in all
preferred directions both horizontally and vertically
and while these waves propagate through a prevail-
ing background atmosphere, the wave characteristics
change with height and the wave may be dissipated at
critical levels when the phase speed of the wave equals
the background wind speed.

The basic mechanism responsible for the QBO
and SAO is the wave-mean flow interaction wherein
upward propagating equatorial waves and gravity
waves interact with the stratospheric mean flow and
deposit their momentum producing the alternating
westerly and easterly regimes (Lindzen and Holton,
1968; Plumb, 1977). The eastward (westward) prop-
agating waves force eastward (westward) mean flow
acceleration at the critical levels where they are
absorbed.
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3.4.1 Forcing by Gravity Waves Toward
the Generation of QBO

The extensive temperature observations in the 30-
60 km altitude region from Gadanki (13.5°N, 79.8°E)
over a decade could be used to delineate the momen-
tum flux of gravity waves of period 30 min to 4 h.
Using the gravity wave polarization relations, the ver-
tical flux of the zonal momentum per unit density (F)
of gravity wave could be estimated using the equation
(Krishna Murthy et al., 2002).

Pefm)=n (8) (7) =5 <%>2<%>32.1>

where «' and w' are the wave perturbations in zonal
and vertical winds, T" is the temperature perturbation,
N and T are the mean Brunt—Vaisala frequency and
temperature, and g is the acceleration due to gravity.
The mean flow acceleration %produced by the grav-
ity waves observed was calculated from the divergence
of momentum flux of gravity waves using the equation
(Lindzen, 1984).
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where H is the scale height calculated from the mean
temperature.

Since the QBO exhibits latitudinal variation and
due to the paucity of long-term wind measurements
at Gadanki at the QBO height region, the back-
ground wind information could be collected from
NCEP/NCAR reanalysis data. The monthly mean
zonal winds over a decade from NCEP/NCAR reanal-
ysis data corresponding to Gadanki latitude were used
to study the QBO characteristics in the lower strato-
spheric region (20 and 10 hpa levels). Estimated
forcing by gravity waves toward the generation of var-
ious cycles of QBO was compared with the observed
mean flow acceleration from monthly mean winds.
It can be seen from Fig. 3.1 that on an average
10-60% and 10-30% of the forcing to drive the
westerly and easterly phases of QBO, respectively, is
from gravity waves (Maria Antonita et al., 2008b).
This is in well accordance with earlier modeling
studies (Alexander and Holton, 1997; Piani et al.,
2000). Though there are some discrepancies between

the mean flow acceleration estimated from the diver-
gence of gravity wave momentum fluxes (lidar) and
that observed from monthly mean zonal wind val-
ues (NCEP) during few months, they are in good
agreement during months wherever the continuous
lidar data were available. Since daily observations in
wind/temperature in the stratospheric region over a
long period are not available in the equatorial region,
the forcing of equatorial waves toward the generation
of QBO could not be estimated quantitatively so far.

3.4.2 Forcing by Gravity Waves Toward
the Generation of SSAO

The simultaneous temperature and wind measurements
using lidar from Gadanki and rocket flights from
Trivandrum under MIDAS program could be used to
estimate the mean flow acceleration in the 30-60 km
altitude region produced by the divergence of momen-
tum flux of gravity waves and also from the measured
winds. From the studies of Reddy et al. (1986) and
Hopkins (1975), it is reasonable to assume that char-
acteristics of SSAO over Gadanki are similar to that
over Trivandrum. It is seen from Fig. 3.2a, b that the
behavior of the mean flow acceleration calculated from
two different means of measurements (temperature and
wind) is in good agreement. The gravity wave forcing
toward the mean flow acceleration varies significantly
from cycle to cycle, which is attributed to the sea-
sonal variations in the strength of gravity wave sources.
From the above figure, it is clearly seen that on an
average ~30-60% of the forcing to drive the westerly
phase of SSAO is contributed by gravity waves. The
discrepancy between the estimated and the observed
acceleration could be due to the contribution from
longer period gravity waves and planetary waves.

The simultaneous wind and temperature data col-
lected during EWS 2000 campaign could be used
to estimate the forcing of equatorial waves toward
the generation of stratopause semi-annual oscillations
(SSAOs), which revealed that Kelvin waves of periods
ranging from 6 to 18 days contribute about 25% toward
the generation of westerly phase of SSAO (Sasi et al.,
2003). Due to paucity of data, contribution of equato-
rial waves toward easterly phase of SSAO could not be
estimated from this study.
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Fig. 3.1 Comparison of
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3.5 Coupling Between Troposphere
and Mesosphere

3.5.1 Forcing by Gravity Waves Toward
the Generation of MSAO

Round the clock wind measurements in the MLT
region from meteor wind radar over a low-latitude sta-
tion — Trivandrum — could be very useful in studying
the characteristics of gravity waves in the MLT region.

The momentum flux of these mesoscale gravity waves
of period 2-3 h was estimated employing a method
proposed by Hocking (2005). The seasonal variation
in the mesoscale short period gravity wave momentum
fluxes showed a semi-annual variation with equinoc-
tial maxima and solstitial minima in contrast to mid
and high latitudes, which showed annual variation. The
mean flow acceleration estimated from the divergence
of gravity wave momentum fluxes was compared with
observed mean flow acceleration computed using the
monthly mean zonal winds in the 82-98 km height
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Fig. 3.2 Altitude profiles of
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region. Figure 3.3a, b shows typical examples that
depict the contribution of the gravity wave toward
westerly and easterly phases of MASO. The contri-
bution of gravity waves toward the westerly phase of
MSAO ranges from ~30 to ~50% in the 82-88 km
height region and that toward easterly phase of MSAO
is almost ~50% in the 82-94 km region.

3.6 Coupling Between Troposphere/
Stratosphere and Mesospheric/
Lower Thermospheric (MLT) Region

Recent studies conducted using integrated observa-
tions from troposphere to MLT region in the tropics
could establish the coupling between these regions
through different types of wave activities. In an
attempt to study the intra-seasonal oscillations (ISO)
in the low-latitude MLT region using MF radar mea-
sured winds. Kumar et al. (2007) could link these
oscillations with the lower atmospheric processes.

They showed that the 50- to 70-day oscillations in
the MLT region were caused by lower atmospheric
convective activity, whereas 20- to 40-day oscilla-
tions caused by variability in the water vapor mixing
ratio in the 0—4 km region. Figure 3.4a, b clearly
depicts the 50-70 days ISO in the MLT region linked
with convective activity (OLR) and 2040 days ISO
linked with water vapor mixing ratio in the lower
atmospheric region. Pancheva et al. (2007), in a
study using simultaneous wind observations from sev-
eral equatorial/tropical stations, reported the presence
of fast Kelvin waves of 6-day period in the equa-
torial stratospheric and MLT region with enhanced
vertical wavelength than the theoretically expected
value in the MLT region. This was attributed to
the Doppler shifting of Kelvin waves to higher fre-
quencies, favored by easterly phase of SSAO. The
CAWSES-India Tidal Campaign conducted during
March—-April 2006, to determine the characteristics of
tides in the troposphere—stratosphere—mesosphere and
lower thermosphere region (0—100 km) making use of
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Fig. 3.4 Time evolution of (a) MLTISO (50-70 days) and tropospheric ISO and (b) MLTISO (20-40 days) and water vapor mixing
ratio derived from wavelet analysis (Kishorekumar et al., 2007 Courtesy: American Geophysical Union)

MST radar, MF radar, Rocket and Meteor Radar obser-
vations, could bring out 15- to 20-day modulation of
diurnal tide activity at MLT heights and a similar varia-
tion in the OLR fields in the western Pacific (120-160°
longitude region) suggesting a possible link between
the observed tidal variabilities and the variations in
the deep tropical convection through the nonmigrating
tides it generated (Gurubaran et al., 2008). In another
study by Deepa et al. (2008) to look into the interan-
nual variability of tidal oscillations in the MLT region
at the equatorial station Trivandrum, the tidal ampli-
tudes were found to be enhanced when the prevailing
winds in the 30-35 km region and 50-65 km are in
westerly phase. Under this condition, the tidal oscil-
lations were found to accelerate the mean background
wind above 90 km through momentum deposition, thus
making it strong westward. Though there are studies
of gravity waves in the MLT region using radar obser-
vations, coupling with lower atmospheric processes is
not looked into due to the paucity of high-resolution
data simultaneously available in the lower and upper
atmospheric region.

3.7 Concluding Remarks

This chapter focused on the various aspects of middle
atmospheric dynamics and coupling between differ-
ent regions of equatorial middle atmosphere, achieved
through limited ground-based observations over the
equatorial region. It is true that all relevant studies
could not be included here due to limitation of space.
The discussion on this topic will not be complete
unless the downward coupling process is mentioned.

Coupling at the tropopause between stratosphere
and troposphere appears in the exchange of energy,
momentum, and constituents like HoO and Oz, and
also in the influence of the stratospheric QBO on
the troposphere. Studies on global warming showing
enhancement of tropospheric ozone in tropics can be
attributed to the enhanced atmospheric circulations
both in stratosphere and in troposphere, leading to
stratospheric intrusion of ozone to the troposphere.
Emerging evidence indicates that stratosphere has got
the capability of shaping not only its own evolution
but that of tropospheric circulation and dynamics as
well (Mohan Kumar, 2008). With the establishment
of more ground-based and space-borne techniques
for monitoring the middle atmosphere and attempts
toward networking of the existing facilities, a better
understanding of the link and the complex physical
mechanism underlying the coupling processes, includ-
ing dynamical, chemical, and electrical, is possible in
the near future.
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Chapter 4

Microphysical Properties of Mesospheric Aerosols: An
Overview of In Situ-Results from the ECOMA Project
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Abstract  Six sounding rockets were launched within
the ECOMA (=“Existence and Charge state Of
Meteoric smoke particles in the middle Atmosphere™)
project to study the characteristics of meteoric smoke
particles (MSPs) and mesospheric ice particles, as well
as their possible microphysical relation. The launches
were conducted during three campaigns from the
Andgya Rocket Range (69°N, 16°E), one in September
2006, and the other two in the summers of 2007
and 2008. This chapter provides an overview of these
observations and presents the corresponding geophysi-
cal results with special emphasis on our understanding
of the micropyhsics of mesospheric ice particles. Most
notably, we are able to confirm the existence of MSPs
at all altitudes between 60 and 85 km in September,
and a seasonal variation that is consistent with previ-
ous model studies in which MSP-variability is mainly
driven by the global circulation. Together with these
model studies as well as recent satellite observations of
MSPs our results hence cast some doubt on a standard
assumption of state-of-the-art microphysical models
of mesospheric ice clouds, namely that ice nucleation
mainly occurs heterogeneously on MSPs.

4.1 Introduction

The mesosphere is host to several aerosol species
which are involved in a large variety of processes.
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Among these aerosol types, the most prominent ones
are ice particles which nucleate and develop in the
environment of the extremely low temperatures of the
polar summer mesopause and are observed as noc-
tilucent clouds/polar mesospheric clouds (NLC/PMC)
or as polar mesosphere summer echoes (PMSE)
(Thomas, 1991; Rapp and Liibken, 2004). Scientific
interest in these ice clouds has intensified in recent
years since it has been speculated that their proper-
ties should be severely modified by minute changes
of background temperatures and water vapor such
that they might be sensitive indicators for changes
of the background mesospheric state (Thomas et al.
1989). While the most recent analyses of satellite
PMC observations do indeed show trends of both
PMC brightness as well as occurrence frequency
(Deland et al., 2007, Shettle et al., 2009), the under-
lying causes for these changes are yet to be fully
understood (Liibken et al., 2009, Marsh and Merkel,
2009).

Hence, it appears to be obvious that experimental
efforts need to be targeted at unraveling the microphys-
ical properties of these ice clouds, where one of the
most important uncertainties is the issue of their actual
nucleation mechanism (Rapp and Thomas, 2006). For
the latter, the heterogeneous nucleation on another
mesospheric aerosol species, namely meteoric smoke
particles (MSP) (Hunten et al. 1980), has been the
favored nucleation pathway in most previous studies
of mesospheric ice microphysics even though solid
experimental evidence for this or any other proposed
nucleation mechanism has so far been elusive [(Rapp
and Thomas, 2006) and references therein].

Motivated by the obvious need to gain a deeper
understanding of mesospheric aerosol properties
and related processes, the German-Norwegian-led
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ECOMA (=“Existence and Charge state Of Meteoric
smoke particles in the middle Atmosphere”) project
focussed on in situ observations of MSPs and
mesospheric ice particles as well as their potential
relation.

This chapter provides an initial overview of the
results obtained during the first three out of a total
of four major field campaigns involving the launch-
ing of a total of 9 sounding rockets and a multitude of
ground based observations. In Section 4.2 we describe
the instrumentation of the ECOMA-payloads and give
an overview of the first three field campaigns. Turning
to the scientific results, we then describe the results
of our initial MSP-observations in September 2006,
i.e., after the polar summer (Section 4.3.1), followed
by several aspects of ice charge density measurements
during the ECOMA summer flights (Sections 4.3.2
and 4.3.3), to finally focus on aspects of simultaneous
observations of MSP and ice particle properties and
corresponding implications for ice particle nucleation
(Section 4.3.4). Finally, the most important results will
be summarized in Section 4.4 including a short outlook
regarding the final planned ECOMA campaign which
is to be conducted in winter 2010.

4.2 The ECOMA Project: Payload
Description and Campaigns

The concept of the ECOMA-payload is to gather a
suite of instruments which allows simultaneous and
common volume observations of mesospheric aerosol
particles along with their most important ambient
parameters such as electron and positive ion num-
ber densities, neutral densities, temperatures, turbu-
lence parameters, and information about the charg-
ing state of the ECOMA vehicle with respect to the
ambient plasma. A photo of the front deck of the

ECOMA-payload as it was launched during flights
ECOMAO0O4 and ECOMAOQG6 (see Table 4.1) is shown
in Fig. 4.1. This picture shows the ECOMA particle
detector (PD) to measure the charge number density
of mesospheric aerosols (by means of the classical
Faraday cup technique) along with the total parti-
cle volume density (by means of the newly devel-
oped active photoionization/photodetachment tech-
nique, see Rapp and Strelnikova (2009), Rapp et al.
(2010) for details) in the center, surrounded by two
fixed biased Langmuir probes on deployable booms
(the electron probe, EP, and the positive ion probe, PIP)
to measure relative altitude profiles of electrons and
positive ions (Brattli et al., 2009). Further instruments
on this deck are the MAGIC particle sampler to col-
lect particles during the flight and return them to the
ground for further laboratory analysis (Gumbel et al.,
2005), the receiving antennas of the wave propagation
experiment to obtain absolute electron number densi-
ties (Friedrich et al., 2009), and two more Faraday cups
to collect particle charge number densities, i.e., the
charged dust detector (CDD) from Tromsg University
(Havnes et al., 1996), and the Dartmouth dust detector
(DDD) from Dartmouth College (Lynch et al., 2005).
Note that these two additional Faraday cups were
replaced by simple Pirani gauges during all flights
except ECOMAO4 and ECOMAOQG to obtain altitude
profiles of neutral number densities and temperatures.
In the rear, each ECOMA payload was equipped with
a CONE (combined sensor for neutrals and electrons)
ionization gauge for measuring neutral parameters and
(relative) electron densities (Giebeler et al., 1993), as
well as with two cold plasma probes (CPP) to measure
the payload potential along with electron temperature
(Strelnikova et al., 2009). Finally, a mid-section of
the payload contained a photometer during all sum-
mer flights to detect and characterize mesospheric ice
particles during NLC-passages of the payload (Megner
et al., 2009).

Table 4.1 Dates, times, solar zenith angles, and launch conditions of the ECOMA sounding rocket flights. Note that during flight
ECOMAQO?2 there appeared a malfunction of the ECOMA particle detector

Label Date Time [UT] Solar zenith angle® Launch condition

ECOMAO1 08 Sept. 2006 22:17 114.5 Moderate ionosphere (ios)
(ECOMAOQ02) 17 Sept. 2006 21:07 112.0 Disturbed ios

ECOMAO3 03 Aug. 2007 23:22 93.2 NLC and PMSE

ECOMAO4 30 Jun. 2008 13:22 50.8 NLC and PMSE

ECOMAO5 07 Jul. 2008 21:24 86.6 NLC, but no PMSE; quiet ios
ECOMAO06 12 Jul. 2008 10:46 47.5 NLC and PMSE, disturbed ios
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load located on the front deck of the 14 inch payload. Note that
these instruments are located under the split-nosecone which is
ejected at ~55 km on the rocket ascent. See text for more details
regarding these instruments and corresponding acronyms

So far, six ECOMA payloads have been launched
using a two stage vehicle consisting of a Nike-
Improved Orion motor combination reaching typical
apogees of about 130 km. All launches were made
from the Andgya Rocket Range (69°N, 16°E) in the
frame of three field campaigns in September 2006, and
in the summers 2007 and 2008. Table 4.1 gives an
overview of the basic dates of these rocket launches
along with some short information about the situations
in which the rockets were launched.

4.3 Scientific Results

4.3.1 MSP Properties During September
2006

Figure 4.2 summarizes the most important results of
the first successful measurements with the ECOMA-
PD during flight ECOMAO] in September 2006. This
figure shows MSP volume densities derived from the
flash current measurements (originating from photo-
electrons emitted from the particles; see Rapp and
Strelnikora (2009) and Rapp et al. (2010) for details
including an in-depth discussion of cross-sensitivity to
species other than MSPs) with the ECOMA-PD reveal-
ing evidence for the existence of MSPs in the entire

volume density (Fe,05) [107"° cm®/cm’]

Fig. 4.2 Overview of the main results obtained with the
ECOMA-PD from flight ECOMAO1. The thick black line shows
the altitude profile of peak photoelectron currents (denoted as
ECOMA flash current) recorded by the instrument. The lower-
most abscissa converts these currents to MSP volume densities
assuming a FeyO3-composition (see Rapp et al. 2010) for a
detailed discussion on the composition of MSPs and correspond-
ing implications). The grey solid line shows charge number
densities of particles which penetrated into the ECOMA Faraday
cup (denoted as DC charge density). Note that the limited
altitude extent of this layer is determined by the aerodynamics-
limited detection efficiency of Faraday-cup-type instruments as
indicated by the altitude profile of minimum detectable MSP
radius (dashed line, uppermost abscissa)

altitude range from 60 to 85 km in September in sat-
isfactory agreement with state-of-the-art MSP-models
(Rapp et al. 2010).

In contrast, the direct collection of charged particles
with the Faraday-cup part of the instrument reveals a
narrow layer of negatively charged particles between
82 and 90 km. As shown in detail in Strelnikova et al.
(2009) this apparent layering is caused by the aero-
dynamical properties of the instrument and does not
reflect the true altitude distribution of MSPs. Note
that similar sensitivity restrictions apply to all previous
Faraday cup measurements of MSPs.

4.3.2 Ice Particle Charge Densities
in PMSE

Figure 4.3 shows an overview plot of all summer-
time particle charge number densities measured with
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the Faraday cup channel of the ECOMA-PD. This
figure reveals that during all flights with PMSE
detected by the ALWIN radar (Latteck et al., 1999),
the ECOMA-PD observed net-negatively charged par-
ticles in the same altitude range where the radar
received strongly enhanced backscatter. The excep-
tion to this is flight ECOMAOS5, where the rocket was
launched into a situation with confirmed absence of
PMSE.

In spite of this lack of radar backscatter, the onboard
photometer clearly revealed the presence of an NLC
layer when the rocket passed through an altitude range
from ~80 to 86 km. Interestingly, the Faraday cup
channel of the ECOMA-PD recorded apparently pos-
itively charged aerosol particles in this altitude range
with charge number densities of the order of just
a few hundreds of positive elementary charges/cm?.
Whether or not these positive charge signatures are
truly caused by positive particles or rather hint at sec-
ondary charge production as suggested by Havnes and
Nasheim (2007) is hard to judge from our data alone,
but we note that current understanding of mesospheric
particle charging cannot explain positive charges on
pure ice particles (Rapp et al., 2010; Vondrak et al.,
2006). While the definitive cause for this extraordinary
particle charge signature is currently not understood,
we still find it worthy to point out that the electron
density during this rocket flight was exceptionally low

—-1500 —1000 -500 0 500
DC charge density [e’cm™]

500

as compared to all other ECOMA summer flights (see
Fig. 4.6). This might on the one hand explain the
absence of radar backscatter which has previously been
shown to require a minimum electron number den-
sity of a few hundred electrons cm™ (Rapp et al.,
2002), and on the other hand this might indicate that
in this low electron density plasma the charging and/or
secondary charging properties of mesospheric aerosol
particle are substantially different from “normal” situ-
ations with larger electron densities.

4.3.3 A Three Instrument Consistency
Comparison

As noted before, the payloads ECOMAO4 and
ECOMAO6 carried three instruments which are (at
least partly) based on a Faraday cup design such that
the corresponding measurements provide an ideal data
set for intercomparison and investigation of effects like
detection sensitivity and/or secondary charge produc-
tion. Figure 4.4 compares altitude profiles of (negative)
particle charge densities derived from observations
with the ECOMA-PD, the CDD and the DDD from
flight ECOMAO4. This comparison reveals several
interesting features: First of all note that the very large
spin modulation of the CDD and DDD-data is likely
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Fig. 4.4 Comparison of profiles of particle charge number
densities measured during flight ECOMAO4 with the ECOMA-
particle detector (left panel), the charged dust probe of Tromsg

from photoelectrons from sunlight which are modu-
lated as the instruments go in and out of the shadow
of the ECOMA-PD (see Fig. 4.1). For comparison to
the ECOMA-PD-results one should hence concentrate
on the inner envelope of the data instead of individual
data points. Secondly, it is evident that all three instru-
ments observe similar features with a double layer of
negatively charged particles located at around 83 and
88 km. However, when looking into greater detail, it
is striking that the ECOMA-PD charge densities are
larger than the others in the upper layer while they are
smaller in the lower layer.

In an initial attempt to understand these differ-
ences we set up a full three-dimensional Direct
Monte Carlo Simulation (DSMC) of the aerodynam-
ical environment of these instruments using a freely
available software package developed by G. A. Bird
(www.gab.com.au) and used in many previous studies
of the aerodynamics of sounding rocket measurements
[Knappmiller et al., (2008) and references therein].

Figure 4.5 shows the relative density field (rela-
tive to its free-flow value) around the top deck of
the ECOMAOQ4 payload in a plane intersecting the
three particle detectors for flight conditions at an
altitude of 85 km. This simulation reveals that the
density enhancement within the foremost ECOMA-
PD is much larger than the enhancement in the
CDD and DDD. This happens, because the CDD and
DDD are behind the shock wave of the ECOMA
instrument structure, i.e., behind this shock wave the
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Fig. 4.5 Relative density field around the ECOMAO04-payload
for a background number density of 2x 10'*cm—3, a background
temperature of 142 K, and a rocket velocity of 1000 m/s

flow is strongly decelerated from its free flow value
of 1000 m/s to less than the speed of sound, i.e.,
~300 m/s. While particle trajectory calculations within
this density field are yet to be done, this implies that
particles in the upper layer (which are smaller than
particles in the lower layer as confirmed by onboard
photometer measurements which detected NLC only
in the lower layer) are so small that they are deflected
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by the shock wave extending from the edges of the
ECOMA-PD such that only the largest of them can
make it into the downstream CDD and DDD.

In the lower layer, however, particles are larger and
presumably have such large inertia that they pene-
trate the above mentioned shock wave and reach the
CDD and DDD. But how can this possibly explain that
ECOMA-PD-densities are even smaller than the CDD
and DDD-densities? Here we consider two possible
scenarios: on the one hand it is at least conceivable that
due to the strongly enhanced density and temperature
at this altitude particles sublimate in the ECOMA-PD
and are hence not detected.

On the other hand, it is also possible that the charge
densities recorded by the CDD and DDD are actually
dominated by secondary charges produced by parti-
cles which collided with the walls of the ECOMA-PD
structure upstream of the CDD and DDD under graz-
ing incidence. Such secondary impact effects have
earlier been observed with a dust probe (Havnes and
Nesheim, 2007) similar to the CDD but placed cen-
trally in the front of the payload. An analysis based on
the observed currents to a probe grid and the currents to
a collector plate directly under the grid, show that elec-
trons are rubbed off the grid during impacts and that
the negatively charged collision fragments thereafter
hit the collector plate and contribute to the currents to
it. This analysis indicates that fragments of the large
NLC particles can rub off some 50 elementary charges
per impact thereby producing strong positive currents
to the grid while the collector plate shows negative
currents. Havnes and Nasheim (2007) suggested that
a possible consequence of this is that the NLC par-
ticles may contain a substantial amount of meteoric
smoke particles which survive the collision and are
charged during the impact process. It could then have
been these charge fragments which were recorded by
the CDD and DDD and not the primary charge density
of the mesospheric ice particles.

Whether one or the other scenario is correct cannot
be judged based on the current state of analysis but will
require more work in the future.

4.3.4 MSP and Ice Particle Properties
Under Polar Summer Conditions

Finally, Fig. 4.6 summarizes all summertime flash
current-profiles measured by the ECOMA-PD and
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Fig. 4.6 Comparison of altitude profiles of flash currents mea-
sured during the ECOMA sounding rocket flights in summer
(left panel) and corresponding electron densities from the wave
propagation experiment. Dotted horizontal lines indicate alti-
tudes with electron densities of 600 cm™ (vertical black line)
for flights ECOMAO4 and ECOMAOQ6. Grey shading indicates
the altitude range with ice particles. Updated from Rapp et al.
(2010), copyright by the AGU

compares them to corresponding electron densities
derived from the wave propagation, PIP, and EP exper-
iment. First of all, we note that the flash current peaks
seen during all summer flights in the 80-85 km range
have been shown to be direct evidence for NLC-layers
by comparison to photometer observations and can
actually be used to derive ice particle volume densi-
ties (Rapp et al., 2009, 2010). Secondly, we note the
very different altitude extent of the flash current pro-
files. As shown in detail in Rapp et al. (2010), this
is caused by the corresponding different background
electron density-profiles. For example, detailed cal-
culations of the charging of MSPs show that under
sunlit conditions a minimum electron density of about
1000 cm™3 is required to turn a significant fraction
of the MSPs from an average positive charge to an
average neutral charge state. Outside the ice region,
altitudes where the electron density reaches a value
close to this limit, the flash current appears out of
the background noise of the ECOMA-PD. This hap-
pens because the threshold energy for photoemission
is increased by a positive particle charge owing to the
additional Coulomb attraction of the photoelectron by
this positive charge (Wood, 1981). See fig. 9 and cor-
responding discussion in Rapp et al. (2010) for more
details. These results shed new light on the issue of
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MSP charging and imply that MSPs are either posi-
tively charged or neutral under sunlit conditions (i.e.,
in polar summer) and negatively charged in darkness.
Finally, Rapp et al. (2010) have shown that the compar-
ison of ECOMA-flights in September and during the
summer months is consistent with model calculations
of the seasonal variation of MSPs and hence reinforces
earlier model results that MSP seasonal variation is
mainly driven by the variation of the global circula-
tion (Megner et al., 2008). Importantly, these model
results are also largely supported by the first global
observations of MSPs with the SOFIE instrument on
AIM (Hervig et al., 2009).

Taking all these results together, this implies a
minimum of MSP number densities during polar sum-
mer and hence casts some doubt on the feasibility of
mesospheric ice nucleation on MSPs (Megner et al.,
2008).

Future work on mesospheric ice nucleation should
hence also consider alternative nucleation mechanisms
such as heterogeneous nucleation on charged MSPs
(Megner and Gumbel, 2009), homogeneous nucleation
under conditions of extreme temperature variations
owing to gravity waves (Liibken et al., 2009; Murray
and Jensen, 2010), and other proposals as summarized
and discussed in Rapp and Thomas (2006).

4.4 Summary

In summary, the main results of the ECOMA project
are to date:

e Successful demonstration of the active photoemis-
sion/photodetachment technique for the detection of
mesospheric particles.

e Proof of MSP existence in the entire altitude range
from 60 to 85 km in September 2006 at 69°N, 16°E.

e Particle volume densities can be derived from the
photoionisation measurements.

e Limitation of previous MSP observations by
Faraday cup-type instruments are due to aerody-
namics.

e Comparison of three Faraday cups on the same pay-
load begins to validate aerodynamic models of how
these detectors work and underlines the potential
importance of secondary effects. Clearly though,
more work is needed to understand Faraday cup
detector function.

* Close correspondence between negatively charged
ice particles and PMSE is confirmed.

e Observation of apparently positively charged parti-
cles under conditions of very low plasma densities
and in the confirmed presence of NLC, likely influ-
enced by secondary charging effects.

e MSP charging is influenced by photodetach-
ment/photoionization processes. MSPs are likely
positively charged or neutral under sunlit conditions
and negatively charged during darkness.

» MSP observations in September  and
June/July/August imply MSP variability con-
sistent with global scale model predictions. Taking
all now available evidence from models, satellite
observations and the here presented results together
casts some doubt on the feasibility of predominant
mesospheric ice nucleation on MSPs.

At this stage the final ECOMA campaign is sched-
uled for December 2010 to study the influence of the
Geminid meteor shower on the properties of MSPs. It
is planned to launch one ECOMA payload each before,
during, and after the peak activity of the shower —
hopefully allowing insight into the time scales of MSP
formation and microphysics.
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Chapter 5

SABER Observations of Daytime Atomic Oxygen and Ozone

Variability in the Mesosphere

Anne K. Smith, Daniel R. Marsh, Martin G. Mlynczak, James M. Russell Ill,

and Jeffrey C. Mast

Abstract Multiyear observations from the SABER
(Sounding of the Atmosphere using Broadband
Emission Radiometry) instrument on the TIMED
(Thermosphere, Ionosphere, Mesosphere, Energetics
and Dynamics) satellite are used to determine the day-
time variations of ozone and atomic oxygen in the
upper mesosphere. Both O3 and O vary during the
daylight hours in response to tidal variations in temper-
ature and winds. Ozone around 85 km responds most
strongly to the very large O variations and its variations
are in phase with those of O and 7. At 97 km, where the
O variations are weaker, ozone responds more strongly
to the temperature and its variations are out of phase
with those of O and T.

5.1 Introduction

Ozone (03) and atomic oxygen (O) are closely linked
throughout the middle atmosphere. They are much
more reactive and less abundant than molecular oxy-
gen (O7). O and O3 are called odd oxygen species;
they make up the chemical family O,. The family
designation is a convenient way of treating a collec-
tion of species that interact rapidly among themselves
but more slowly as a group. Over most of the mid-
dle atmosphere, the lifetime of the O, family is much
longer than the timescale for O and O3 to come into

A K. Smith (P<)

Atmospheric Chemistry Division, National Center for
Atmospheric Research, Boulder, CO 80307, USA
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photochemical equilibrium with each other (e.g.,
Brasseur and Solomon, 2005).

During daytime, the set of chemical reactions link-
ing members of the oxygen family is fairly simple
because there is a single reaction generating O3 from O
and there is a strongly dominant process converting the
O3 back to O (Chapman, 1930.). This system, given in
Egs. (5.1) and (5.2), represents the destruction of O3
by photodissociation and the formation of O3 by the
reaction of O with O,.

O3+ hv— 0+ 0, 5.1)

O+0,+M—->03+M 5.2)
These can be combined into an expression for the
O3 concentration during daytime

dOj
— =ko-0, O~02-I/12—J()3 - 03.

o (5.3)

where d/dr is the material derivative, O, O,, and O3
are the mixing ratios, ko.o, is the reaction rate of the
reaction in Eq. (5.2), n is the atmospheric number den-
sity, and Jo, is the photolysis rate in Eq. (5.1). In the
upper mesosphere, there is an abundance of O, pro-
duced by the photodissociation of O by ultraviolet
radiation from the sun. The lifetimes of the O, family
and of its dominant component, O, are long (weeks to
months) above about 85 km. The lifetime of O3 above
80 km, however, is short during both day and night.
The maximum lifetime of about 30 min occurs during
night at about 100 km. The daytime lifetime ranges
from a few seconds to a few minutes. With the short
lifetime, direct transport of O3 can be neglected and the
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left side of (Eq. (5.3)) can be set equal to zero, giving
the following expression for daytime ozone.

ko_o2 x O x Oy - n?
3:

5.4
Jo, (5.4

Equation (5.4) depends on 7 in two ways. The
reaction rate ko.o, decreases with increasing tem-
perature (ko-o, =6><10’34(300/T)2'4) (Sander et al.,
2006). The number density on a pressure surface
is inversely proportional to temperature (n=p/(kT),
where p is pressure and k is the Boltzmann constant).
Equation (5.4) can just as easily be changed around to
give an expression for O in terms of O3

Jo, x O3

O=——"F"—" _
k()_()2 X 02 . n2

(5.5)

This paper presents the diurnal variability of atomic
oxygen and ozone during daytime in the upper meso-
sphere and emphasizes the relationship between the
two species. The nighttime O, chemical system, which
is much different from that during the day because of
the lack of photolysis, is not discussed.

5.2 SABER Data and Analysis

The ozone and atomic oxygen presented here are based
on version 1.07 data from the SABER (Sounding of the
Atmosphere using Broadband Emission Radiometry)
instrument on the TIMED (Thermosphere, lonosphere,
Mesosphere, Energetics and Dynamics) satellite. This
data set, which includes temperature and ozone
through the entire middle atmosphere for 8 years,
is much more comprehensive than previously avail-
able. The data products used are Level 2 tempera-
ture and ozone. Remsberg et al. (2008) describe the
non-LTE retrieval of temperature from CO, emission
observations and give error analysis and comparisons
with other observations. There are two independent
retrievals of ozone, one using SABER measurements
of an ozone emission at 9.6 pm and the other using
a molecular oxygen emission at 1.27 wm (Mlynczak
et al., 2007). Some results from the 1.27 pm O3 are
shown here but most of the results to be presented
use O3 from the 9.6 wm retrieval. The 9.6 um O3 is
also used in the retrieval of the daytime O presented

here, as described by Smith et al. (2010), although
the 1.27 wm O3 could also be used (Mlynczak et al.,
2007).

The non-LTE retrieval of ozone from the 9.6 pm
emission requires knowledge of the atomic oxygen
profile. The O profiles used in the daytime non-LTE
model are determined from the 1.27 wm emission
(Mlynczak et al., 2007) below 95 km and are specified
from the NRL-MSIS model (Picone et al., 2002) above
that level.

Atomic oxygen is not available as a standard prod-
uct in version 1.07 of the SABER data. We retrieved
the O presented here with the assumption that ozone
is in photochemical equilibrium with O (Eqgs. (5.4)
and (5.5)). The retrieval relies on temperature, pres-
sure and ozone information from SABER files. To
determine the O profiles used in the present analy-
sis, the photolysis rate Jo, was calculated using the
TUV model (Madronich and Flocke, 1998) with the
observed O3z and an assumed (mean) profile of O».
Ozone outliers that fall beyond the 99.9% range of
occurrence are omitted, as described in Smith et al.
(2010). O profiles are retrieved over the pressure range
0.01-0.0004 hPa. Above and below there, the equilib-
rium assumption (Egs. (5.4) and (5.5)) begins to be
unreliable.

Smith et al. (2010) discuss the reliability of the O
determined from SABER. They show that the daytime
and nighttime retrieved O values are in excellent agree-
ment when the variations due to vertical transport by
the diurnal tide are taken into account. The procedure
for nighttime retrieval of O, which relies on the 2.0 pm
emission from the OH Meinel bands, is independent of
that during daytime. The day-night consistency gives
confidence in the two O retrievals but does not prove
that they are correct. Smith et al. (2010) also note that
the SABER O is higher by factors of two to four than
O found in previous measurements (e.g. Llewellyn and
McDade, 1996; Russell et al., 2005) and in the NRL-
MSIS empirical model (Picone et al., 2002). Most of
the previous measurements available for comparison
were made during night. The discrepancies point to
ongoing uncertainties in the absolute amount of O in
the upper mesosphere.

SABER profiles extend from the lower stratosphere
into the lower thermosphere. Here we will concentrate
on the altitude range 75-100 km. The TIMED satellite
yaws around six times per year in an annually repeating
pattern, every 60—65 days. The data span from about
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53° in one hemisphere to about 83° in the other; the
hemisphere with high latitude coverage changes with
each yaw. The duty cycle is high so there is a large
quantity of daytime profiles available for analysis. Data
begin 25 January 2002; those processed in this study
extend through 11 January 2010: 48 yaw periods.

5.3 Mean Concentrations

Figure 5.1 shows latitude-pressure cross-sections of
daytime 7, O, and the 9.6 pm and 1.27 pm O3 for
the periods near NH winter solstice (the Nov—Jan yaw
period), averaged over 8 years. Data from all day-
time local times are included. During the yaw periods
that include solstices, SABER observations extend to
high latitudes in the summer hemisphere. During this
period, the O3 distributions retrieved by the two meth-
ods (lower panels on Fig. 5.1) are similar in magnitude
and structure. Strong upwelling by the wave-driven cir-
culation causes very cold temperatures at the summer
pole and also brings air that is low in O. The low O,
in turn, leads to low O3 by Eq. (5.4). The daytime

secondary ozone maximum in mixing ratio spans all
latitudes at 90-95 km and reaches mixing ratios of
about 1.2 ppm. Smith and Marsh (2005) showed that
two factors are primarily responsible for the altitude
of this daytime maximum. The O3 maximum occurs
close to the altitude of the maximum in O density, in
the altitude range 90-100 km, and also in the region
of the very cold temperatures that defines the mean
mesopause position (near 95-100 km, except in the
high latitude summer).

The other (May—July) solstice period (Fig. 5.2) has
some differences in the structure of the ozone and tem-
perature. In particular, there is more daytime ozone
at the secondary maximum and the NH summer tem-
perature is colder than that in the SH summer. The
hemispheric asymmetry and colder summer tempera-
ture in the NH have been reported previously (see a
summary of observations in Xu et al. (2007a)) but there
is not yet a consensus on its cause.

Near the vernal equinox (the March—-May yaw
period), 7 and O are more uniform in latitude
(Fig. 5.3). There are also quite large differences in the
ozone from the two retrieval methods. Zhu et al. (2007)
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Fig. 5.1 Latitude-pressure cross-sections of the mean daytime O (log10 of mixing ratio), 7(K), and O3 (mixing ratio in ppm) from
two independent retrievals averaged over 8§ years for the period mid-November to mid-January
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Fig.5.2 Asin Fig. 5.1 but for
the period mid-May to
mid-July

Fig.5.3 Asin Fig. 5.1 but for
the period mid-March to
mid-May
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discuss the possible inaccuracies in the 1.27 pm O3
retrieval near sunrise and during periods of strong ver-
tical transport because Oz(' A), which is the source of
the 1.27 pm emission, has a lifetime against spon-
taneous emission of about 75 min. With the long
lifetime, the emission could be related to the O3 at
a previous time rather than the instantaneous O3 at
the time of emission. We do not know if this problem
is responsible for the high latitude differences in O3
seen in Fig. 5.3. A similar, although smaller, difference
is also seen in high latitudes during the September—
November period (not shown). The 1.27 wm O3 values
are not used further in this study.

5.4 Impact of the Migrating Diurnal Tide
on Daytime Concentrations

The diurnal cycle in O in the upper mesosphere is
mainly driven by the diurnal tide and is described by
Smith et al. (2010). Near the equator, where the tidal
vertical winds are largest and the horizontal winds are
small or zero, the transport in the vertical direction can
be substantial. Equations (5.6) and (5.7) give a simpli-
fied description of the perturbations to O and 7 due to
vertical transport.

9 9 90
— 40— |O+—w =0
(8t+u8x> T

" iV (T8 oo 6o
J— u— _— —_— = .
ar " Mox 0z o)

(5.6)

x and z are the zonal and vertical dimensions, w
is vertical velocity and u is zonal velocity. Primes
indicate tidal fields and overbars indicate zonal diur-
nal averages. Diabatic processes have been neglected
in Eq. (5.7) because the radiative timescale in the
upper mesosphere is more than a week while the tidal
timescale is much shorter (24 h). Combining Egs. (5.6)
and (5.7) gives

O = %T’ (5.8)
S

where § is the static stability S =T7.+g/c, and
the subscript z indicates a derivative. Equation (5.8)
indicates that, on timescales short enough that O is
conserved and diabatic processes are not important,

perturbations to O and T will be correlated. Since O,
and S are almost always positive in this part of the
atmosphere, the correlation is positive.

The behavior of O3 is quite different. At all altitudes
in the mesosphere, the diurnal cycle of O3 is strongly
dominated by the day/night difference; mixing ratios
are much higher during night, by amounts that can be
a factor of 10-15. The reason for this is well known:
the loss during day by Reaction (5.1) is much faster
than the kinetic reactions that destroy O3 during night.
Because of the difference in the leading chemical reac-
tions and the large difference in concentrations, day
and night O3 are normally analyzed separately. Also
note that the change in the ozone photolysis rate during
the daylight hours is small (about 5% higher at midday
than at sunrise and sunset) since the part of the solar
spectrum that is responsible for the ozone photolysis is
optically thin at these altitudes. The mean rate is about
0.009 s 1.

Tidal signals in 24-h O3 data are masked by the
large photochemically driven day-night difference but
they become apparent when looking only at the day-
time data (e.g. Marsh et al., 2002; Dikty et al., 2010).
Figure 5.4 shows the daytime variations of O, O3
and T averaged over the latitudes 10°S—10°N for the
March-May yaw period. The amplitude of the migrat-
ing diurnal tide in temperature is largest in this latitude
region and at this time of year (e.g. Xu et al., 2009).
The tidal temperature variations are evident as the
downward progression of the altitude of the maximum
(from 103 km at 6 h to 97 km at 18 h) and the min-
imum (from 97 to 87 km over the 12 h period). The
mixing ratio of O increases with altitude. The varia-
tions in O during the day follow those of T but have
proportionally higher magnitude where the O vertical
gradient is large (80-90 km) than where it is weaker
(above 90 km). At 85-90 km, where the daily O vari-
ation is large, O3 increases during the day as the O
increases. This gives a positive relationship between
the diurnal variations of 7 and O3. At 95 km, where
the O variation is smaller but the 7 variation is larger,
O3 also increases during the day although, here, O and
T are both decreasing.

The tidal variation of O3 with T is seen more clearly
in Fig. 5.5, which shows scatter plots of daytime O and
O3 against T at two levels. Each point is the average
of the data for a single local time bin (1 h) over a full
yaw period (60—62 days), and either the 0°N —10°N
or 10°S-0°S latitude bin. In the tropics, the diurnal
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Fig. 5.4 Daytime variation of O (log10 of mixing ratio), Oz (ppm), and 7(K) averaged over the latitude band 10°S—10°N averaged
for the Mar-May yaw period over 8 years. O is retrieved only over the pressure range 0.01-0.0004 hPa
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variation of T is large compared to the annual variation
and so it dominates the temperature variations. In the
pressure range shown, O variations are always in phase
with those of 7, consistent with Eq. (5.8). Tidal vari-
ations in T are due to adiabatic temperature changes
associated with vertical motion such that the warmest
temperatures occur following downward motion and
the coolest temperatures follow upward motion. The
same vertical motion transports O. As shown in Smith

et al. (2010), the mean diurnal variations of O derived
from SABER data in the tropics at altitudes above
about 83 km are very consistent with those predicted
from tidal transport.

OH Meinel bands emissions, which are closely
related to the O concentration, also vary strongly with
the diurnal tide (e.g. Marsh et al., 2006). At the altitude
of the emission peak (about 87 km), the Meinel emis-
sion is in phase with temperature. Ward (1999) used a
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simple model to show the impacts of the diurnal tide on
several airglow features. The basic components of his
model confirm the mechanism described above. That
is, the relationship with temperature is controlled by
the vertical transport of atomic oxygen and the tem-
perature dependence of kinetic rates. The relationship
between the Meinel emission and temperature holds
up even for polar latitudes and longer time scales (e.g.
Cho and Shepherd, 2006).

The relationship of daytime tropical O3 with T
varies with altitude. O3 variations are in phase with
those of 7" at 85 km (Figs. 5.4 and 5.5). The positive
correlation occurs because O3 is proportional to O and
the O variations are large. Over the temperature range
from 180 to 210 K, O increases by about a factor of 6.
At 97 km, daytime O3 is out of phase with T (Fig. 5.5).
A negative correlation occurs because of the temper-
ature dependence of the rate coefficients and number
density (ko.o,and n in Eq. (5.4)). It is evident from
Figs. 5.4 and 5.5 that the temperature range at 97 km is
much greater over the course of the daylight hours than
that at 85 km. The change in the O for a given change
in T is much less at 95 km (for example, less than a
factor of 2 for a T increase from 180 to 210 K).

The strong relationships between O, Oz and T are
in part due to the strong, rapidly varying winds and
temperature associated with the diurnal tide. Away
from the equatorial region, the tide’s role in transport
is much reduced. Figure 5.6 shows the correlations
of O3 and O with T for an equatorial latitude band,
for a subtropical band, and for a midlatitude band
(both hemispheres). This profile-by-profile correlation
includes all times of the year so the correlations reflect
patterns on all scales from short period waves to the
seasonal mean circulation. These results are for 2004
but other years are very similar. O and T are positively
correlated in all regions. This correlation is expected
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Fig. 5.6 Correlation coefficients of O3 with T (solid lines) and
O with T (dashed lines) for 2004. Latitude bands include NH
and SH

because the chemical lifetime of O is long. Even on
the timescale of the seasonal mean circulation, pertur-
bations in O are associated with the vertical velocity.
The temperature perturbations due to the migrating
diurnal tide are large in the latitude band 20°—40° but
are substantially reduced over those near the equa-
tor. Likewise, the correlations of O with 7 and O3
with T have the same signs as the equatorial case but
smaller magnitudes. However, in midlatitudes, where
the migrating diurnal tide is small, the O3-T correlation
is weak throughout the upper mesosphere.

5.5 Conclusions

Atomic oxygen and ozone in the upper mesosphere
are quite variable during the daytime. SABER obser-
vations presented here show the importance of tidally
driven changes over the course of the daylit hours.
Tidal winds transport O, which has a long photochem-
ical lifetime in the upper mesosphere. The resulting
variations are in phase with those of temperature. O3
has a short photochemical lifetime and therefore direct
transport is not an important factor. Instead, O3 vari-
ations are controlled by the transport of O and by the
T, which affects photochemical reaction rates. These
two processes imply opposite signs. Where O transport
is dominant, over altitudes 83-95 km, O3 is in phase
with O and T. Where the T variations are the dominant
effect, O3 is out of phase with both O and 7. Away from
the tropical region, the correlation of O with 7'weakens
somewhat but remains positive while the correlation of
O3 with 7 disappears in the annual mean.
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Chapter 6

In Situ Measurements of Small-Scale Structures in Neutrals

and Charged Aerosols

Boris Strelnikov and Markus Rapp

Abstract The ECOMA sounding rocket program
began in 2006 and involved the launching of six
instrumented rockets for studying properties of meso-
spheric aerosols and related phenomena from the
north-Norwegian Andgya Rocket Range (69°N; 16°E).
Among other things, the ECOMA payloads carried the
CONE instrument and the ECOMA particle detector to
measure densities of neutral air and charged aerosols,
respectively. These measurements were done with very
high spatial resolution and precision which allows us to
study small-scale structures in those species at spatial
scales down to one meter. While small-scale fluctu-
ations in the plasma may originate from either elec-
trodynamics or neutral dynamical processes, neutral
density fluctuations are a unique tracer for turbulent
velocity fluctuations. Such measurements can be used
to derive the spectral content of the turbulence field
from which, in turn, the turbulent energy dissipation
rate can be reliably derived. Accompanying ground
based measurements by VHF radar that, in particu-
lar, continuously monitor polar mesosphere summer
echoes (PMSE), allow us to investigate connection
between those phenomena and small-scale structures
in charged aerosols. Simultaneous measurements of
the densities of neutral air and charged aerosols make
it possible to derive Schmidt numbers with a high
spatial resolution. Our measurements show that the
charged aerosols inside and between the PMSE layers
are highly structured down to spatial scales of a few

B. Strelnikov (D<)
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meters. The Schmidt numbers derived for the charged
aerosols fall within the range from ~6 to ~4500 which
implies particle radii from ~1 to ~26 nm.

6.1 Introduction

It is now commonly accepted that the polar sum-
mer mesopause, the coldest region of Earth’s atmo-
sphere, is populated by different types of aerosols.
In this extremely cold environment where tempera-
ture can be as low as ~100 K (Liibken et al., 2009)
ice aerosol layers occur. This type of aerosols is
nowadays established to be involved in different atmo-
spheric phenomena like polar mesosphere summer
echoes (PMSE) and noctilucent clouds/polar meso-
spheric clouds (NLC/PMC) (Hervig et al., 2009b). It
is known that ice particles in this region can grow
up to sizes of ~80 nm (Baumgarten et al., 1998).
Another sort of aerosols in the mesosphere/lower ther-
mosphere (MLT) region, so-called meteoric smoke
particles (MSP) have recently been in the focus of sev-
eral experimental studies (Gelinas et al., 1998; Lynch
etal., 2005; Rapp et al., 2005; Strelnikova et al., 2009c;
Hervig et al., 2009a) such that their existence in the
MLT region is also turning into accepted knowledge.
All these mesospheric aerosol particles are sur-
rounded by the ionospheric plasma and can gain
a charge because of e.g., electron and ion capture
processes or photoionization by solar UV radiation.
Charged aerosols change properties of the ionospheric
plasma and thereby play a crucial role in layering
phenomena like PMSE (Rapp and Liibken, 2004).
Despite significant advances in recent years that
improved our understanding of the MLT layering,
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dynamics, and structure little is known about the
microphysical details of these aerosol related phenom-
ena. In particular, there is an obvious need to gain a
better knowledge of the aerosol properties like compo-
sition, charge state, size distribution, etc. (Rapp et al.,
2006).

To fill this lack of our knowledge, the ECOMA
sounding rocket program was started in 2006 by
the Leibniz-Institute of Atmospheric Physics (IAP)
in Germany and the Norwegian Defense Research
Establishment (FFI) with contributions from Sweden,
Austria and the US. ECOMA stands for “Existence and
Charge state Of meteoric smoke particles in the Middle
Atmosphere”.

Initial results of this program from rocket flights
in 2006, 2007, and 2008 are presented in Rapp and
Strelnikova (2009); Strelnikova et al. (2009¢), Rapp
et al. (2009), Strelnikov et al. (2009a), Friedrich et al.
(2009), Brattli et al. (2009) and Megner et al. (2009),
and Rapp et al. (2010b) respectively. For a deeper
review on the entire ECOMA project the reader is
referred to Rapp et al. (2010a).

In this chapter we summarize results of in situ mea-
surements of small-scale structures in neutral air and
charged aerosols during the ECOMA project. These
measurements allow us to derive Schmidt numbers for
the charged aerosols.

The chapter is organized as follows. A brief descrip-
tion of the measurement technique is present in Section
6.2. In Section 6.3 we present the measurements results
and in Section 6.4 summarize the main findings.

6.2 Measurement Technique

Our studies of small-scale structures are based on high
resolution in situ measurements of the densities of the
different species followed by a spectral analysis of
their relative fluctuations. The relative fluctuations are
derived by subtracting a running mean of a length of
about 1-2 km from the measured densities. As shown
by (Liibken, 1987), relative fluctuations of neutral air
density are an excellent tracer for mesospheric tur-
bulence measurements, which were successfully used
to derive energy dissipation (or heating) rates for 40
rocket soundings.

The ionospheric plasma in the MLT region, which
consists of electrons, positive ions, and charged

aerosols, can be disturbed by the neutral air turbulence
through the frequent plasma-neutral collisions.
Following from the theory, initially proposed by
Cho et al. (1992) and later extended by Rapp et al.
(2003) and Lie-Svendsen et al. (2003), the presence
of charged aerosols should ultimately reduce the
diffusivity of all charged plasma species, which are
electrostatically coupled with each other, thereby
changing their spectral characteristics. In turbulence
theory, this reduced diffusivity can be expressed in
terms of a high Schmidt numbers Sc = v/D, a dimen-
sionless number defined as the ratio of momentum
diffusivity (viscosity) and mass (molecular) diffusiv-
ity. Therefore, the power spectrum of the measured
plasma density fluctuations and its dependence on
turbulence characteristics is also a function of the
Schmidt number.

In this chapter, we focus on in situ density mea-
surements of neutral air and charged aerosols. For this
purpose, the ECOMA payloads used in all the rocket
soundings during the entire ECOMA project may be
considered as identical. The neutral density measure-
ments were done with the CONE instrument (Giebeler
et al.,, 1993) and the aerosol density measurements
were conducted with the ECOMA particle detector
(ECOMA-PD) (Rapp and Strelnikova, 2009).

6.2.1 Instrumentation

6.2.1.1 CONE

Briefly, the CONE (COmbined sensor for Neutrals and
Electrons) is an ionization gauge designed for den-
sity measurements of neutral air surrounded by an
electrostatic probe for electron density measurements.
CONE can resolve structures in neutral air density
down to scales of some centimeters (Giebeler et al.,
1993), which are caused by neutral air turbulence.
During the ECOMA project the CONE was always
mounted on the rear deck of the payload and, therefore,
was in a favorable (for most precise density measure-
ments) aerodynamical condition during the descent of
the sounding rocket (Rapp et al., 2001).

6.2.1.2 ECOMA-PD

The ECOMA particle detector is a rather complicated
instrument (Rapp and Strelnikova, 2009), which is
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designed to simultaneously measure both charged as
well as neutral aerosols with very high spatial resolu-
tion. The ECOMA-PD has two data channels, one with
a sampling of 16 Hz only and other with high enough
time resolution to study spectral behavior. The first
(which relies on artificial photoionization of the par-
ticles) can potentially also detect neutral particles but
does not have sufficient resolution for spectral analysis.
In this work we only consider the second data chan-
nel, the measurements of the naturally charged fraction
of the mesospheric aerosols which are referred to in
other ECOMA-papers as DC-channel measurements,
e.g. Rapp and Strelnikova, (2009) and Strelnikova et al.
(2009c). This part of the ECOMA-PD is similar to the
probe first used by Havnes et al. (1996) and is known as
a Faraday cup. The ECOMA-PD was always mounted
on the front deck of the payload, such that high quality
charged aerosol data were gathered on the ascent of the
flight trajectory.

6.2.2 Data Analysis

The first in situ measurements of Sc at PMSE heights
were done by Liibken et al. (1994) and Liibken et al.
(1998) and utilized measurements of small-scale elec-
tron and neutral density fluctuations. They used the
same CONE instrument with resulting values between

~6 and 500. For the measurements of the Sc of charged
aerosols we use the same technique, the so called spec-
tral model method introduced by Liibken (1992) for
turbulence measurements, which is briefly summarized
below.

First, we derive the turbulence energy dissipa-
tion rate, ¢, from the high resolution neutral den-
sity measurements obtained with the CONE (see
Liibken (1997) and Strelnikov et al. (2003), for more
details). This is done by fitting a theoretical model of
Heisenberg (1948) (Fig. 6.1, dashed line) or Tatarskij
(1961), to the power spectrum of measured relative
density fluctuations (Fig. 6.1, black line) of neutral air.

Making use of the high resolution density measure-
ments yielded by the ECOMA-PD, we derive power
spectrum of the charged aerosols, which is resolved
down to meter scales (Fig. 6.1, grey line). This spec-
trum reflects the reduced diffusivity (high Sc-value)
of the tracer (charged aerosols) in that it reveals the
viscous-diffusive subrange, i.e. the k~! power law
marked in Fig. 6.1. By fitting a model of Driscoll and
Kennedy (1985), shown by dotted line in Fig. 6.1,
which includes Sc as a free fitting parameter, to this
measured spectrum we derive the Schmidt number of
the charged aerosols. Importantly, as pointed out by
Liibken et al. (1994, 1998) for the robust derivation
of the Schmidt number this method requires as an

spatial scales [m]

100

‘ k-‘5/3 ‘

.

ey
.
.

PSD [1/Hz]

0. ECOMAO03
z=87.1-87.5 km
10~ €=0.8 mW/kg

Sc=1295

1 10

Fig. 6.1 Solid lines: Power spectral densities (PSD) of a rela-
tive density fluctuations of neutrals (black) and charged aerosols
(grey). Dashed line: Fitted model of Heisenberg (1948). It indi-
cates the Kolmogorov k=3 power law in the inertial subrange,
a k=7 decay in the viscous subrange, and energy dissipation

.....
.
e
e,

.,
*e,
0

100

frequency [Hz]

rate ¢ = 0.8 mW/kg. Dotted line: Fitted model of Driscoll and
Kennedy (1985). In addition to the inertial and viscous sub-
ranges, it includes the viscous-diffusive subrange with the k™!
power law and results in Sc = 1295



86

B. Strelnikov and M. Rapp

input an independently measured turbulence energy
dissipation rate, & (which we obtain from the indepen-
dent CONE-measurements).

Thus, in the example shown in Fig. 6.1, the turbu-
lence energy dissipation rate derived from the neutral
density fluctuations is equal to 0.8 mW/kg, and the
Schmidt number derived for the charged aerosol den-
sity fluctuations is equals to 1295.

6.3 Scientific Results

6.3.1 Small-Scale Structures

Figures 6.2 and 6.3 show small-scale structures
observed in charged aerosols during two sounding
rocket campaigns which took place in summer sea-
sons 2007 and 2008, respectively. Upper panels show
relative density fluctuations of the charged aerosols
and the lower panels represent their power spec-
tra derived using wavelet analysis (Strelnikov et al.,
2003).

All these measurements were done under PMSE
and NLC conditions. PMSE were observed by ALWIN
VHF radar with high temporal and spatial resolution
and were used as rocket launch criteria throughout

the ECOMA campaigns. The ALWIN radar (Latteck
et al.,, 1999) operating at 53.5 MHz is located close
to the rocket launch site at the Andgya Rocket Range.
The NLC were detected by both onboard photome-
ters (Megner et al., 2009) and by ground based lidars
(Baumgarten et al., 2009) during all three flights dis-
cussed in this Chapter (Rapp et al. 2010b). For more
details on flight ECOMAO3 (Fig. 6.2) the reader is
referred to Rapp et al. (2009) and on flights ECOMA04
and ECOMAOQ6 to Rapp et al., (2010a, b). The PMSE
observed during ECOMAO3 and ECOMAO4 flights
had a double layer structure with lower layer around
83 km and upper layers around 87-88 km (see also
PMSE profiles in Fig. 6.4 shown by dashed grey lines).
In case of the ECOMAOG6 flight, the ALWIN radar
detected a single layer PMSE around 83 km. The most
pronounced small-scale structuring in charged aerosols
occurred inside these PMSE layers as it is clearly visu-
alized by the wavelet spectra. In these regions the
spectra extend down to 1 m spatial scales, which indi-
cates a reduced diffusivity of charged aerosols (high
Sc-value) at those heights. Otherwise, as shown by
Liibken et al. (1998), an extension of the spectra down
to a scale of several meters assuming that Sc = 1
would imply very large turbulence energy dissipa-
tion rate of ~20 kW/kg and hence, unrealistic heating
rate of approximately ~1.6 million Kelvin per day.
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Fig. 6.2 Measurements of charged aerosols by ECOMA-PD
during flight ECOMAO3 done on 03-AUG-2007 at 23:22:00
UT from Andenes, 69°N, 16°E. Upper panel: Relative

density fluctuations (residuals). Lower panel: Wavelet spec-
trogram of the residuals derived using Morlet-12 wavelet
function
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ative density fluctuations taken at the ALWIN radar Bragg scale

Our turbulence measurements with the CONE instru-
ment onboard the same payload result in e-values
which do not exceed 1 W/kg in that height region
(see Fig. 6.5, left panel for corresponding e-profiles).
For the flights ECOMAO3 and ECOMAO4, between
the PMSE layers, there is also a lot of small-scale
structuring detected in situ in charged aerosols. The
spectra also extend down to a spatial scale of several
meters and, thereby also indicate enhanced Schmidt
numbers for the aerosols in that region. In the case

PSD(AN,¢r0s015:2-8mM)/PSD, [dB]
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(2.8 m). Dashed grey: Power profiles measured by ALWIN VHF
radar. Solid grey: Absolute electron density measured by radio
wave propagation technique

of the ECOMAO6 flight, there are also some artificial
fluctuations between 86 and 89 km, caused by rocket
coning which is clearly seen in both residuals and spec-
trum as periodical harmonic oscillations (Fig. 6.3, right
panel). This coning and other signatures are well sep-
arated in frequency space so that such a well defined
artificial perturbation does not affect the overall quality
of the spectral data.

Further exploring small-scale features of the
charged aerosols we show in Fig. 6.4 comparison of
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Fig.6.5 Left panel: turbulence energy dissipation rates derived from in situ measurements by CONE. Right panel: Schmidt numbers
derived for charged aerosols from relative density fluctuations measured in situ by ECOMA-PD

the VHF radar PMSE observations with the small-
scale aerosol density fluctuations at 2.8 m scale, which
is ALWIN radar’s Bragg scale (i.e. half wavelength).
Figure. 6.4 shows PMSE signatures (dashed grey lines)
measured close to the rocket launch times by radar, the
profiles of the power spectral densities of the charged
aerosols, PSD(AN,erosol, 2.8 m) in dB (black lines)
derived as a slice of the spectrogram from Figs. 6.2 and
6.3 at 2.8 m, and measured absolute electron density
profiles (solid grey) by radio wave propagation tech-
nique (Friedrich et al., 2009) onboard the same pay-
load. As shown in Rapp et al. (2003) and Lie-Svendsen
et al. (2003), the quantity PSD(ANgerosol, 2.8 m) is
ultimately proportional to the radar power and, there-
fore should reproduce the PMSE signature as it is
observed by the VHF radar. The in situ measured
profiles of the small-scale fluctuations, however, repro-
duce the general height range of the observed PMSE,
but do not reveal the pronounced double-layer struc-
ture seen by the radar during flights ECOMAO3 and
ECOMAO4. Note also, that we do not expect to see
an exact overlapping of that measurements because
the radar volume (beam diameter of about 10 km at
85 km height) is much larger than the centimeter scale
horizontal volume probed by the rocket.

Actually, this data simply supports our current
understanding of PMSE which, as shown by Rapp
et al. (2002), can only be observed if background elec-
tron density exceeds a threshold of a few hundreds of
electrons/cm?. This is demonstrated by means of con-
current electron density measurements (Fig. 6.2, solid
grey lines), which show an electron density depletion

between the two PMSE layers preventing detectable
radar backscatter. Note that radar waves are scattered
from electron irregularities and not aerosol density
structures. That is, regardless of the fact that both
presence of aerosols was confirmed by photometer
and lidar and irregularities in aerosol density were
observed by the ECOMA-PD, no radar echo could
be detected from the region with the low electron
density. For a review of such previous observations
see Friedrich and Rapp (2009). For the case of the
ECOMAO6 flight, however, the PMSE signature in the
in situ measured aerosol density fluctuations, closely
reproduces the radar power profile if we exclude the
artifact between 86 and 89 km mentioned above.

A more detailed discussion of different measure-
ments during the ECOMA flights can be found in Rapp
et al. (2009, 2010b), Strelnikova et al. (2009a), and
Rapp and Strelnikova (2009). We only note here, that
based on the onboard photometer and ground based
lidar measurements and taking into account that simul-
taneous onboard temperature measurements revealed
supersaturation with respect to ice (Rapp et al., 2010b),
the aerosols measured by the DC-channel of the
ECOMA-PD during these summer flights were clearly
identified as ice particles.

6.3.2 Schmidt Numbers

Since, both the charged aerosol density measurements
by the ECOMA-PD and the turbulence measurements
were conducted during all the ECOMA flights, it
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Table 6.1 Range of values for Sc/ric.,nm for ECOMA flights

Min Mean Median Max
ECOMAO3 103/4 650/10 415/8 4463/26
ECOMAO4 8/1 72/4 49/3 478/9
ECOMAO06 6/1 131/5 90/4 465/9

allows us to derive the Schmidt number, Sc, for
the charged aerosols as described in Section 6.2.2.
However, because ECOMA-PD measurements were
done on the upleg and CONE measured turbulence
on the downleg, there is an uncertainty in the Sc-
values owing to the horizontal distance between those
measurements of about 50 km. In most cases during
the ECOMA project turbulence measurements were
done both in situ and using ground-based radar obser-
vations (Strelnikov et al., 2009a, b; Engler et al.,
2009). This allows us to estimate the uncertainty of
the e-values and its influence on our Sc-derivation.
We varied the strength of turbulence in the range
of values that we estimated from both rocket-borne
and radar measurements (see Strelnikov et al. (2009a)
where the technique is described in detail for the
flight ECOMAO3). The resultant change in the derived
Sc-values lies within ~60% error bar. Moreover,
the Sc-profiles derived using the radar and the in
situ turbulence measurements qualitatively agree (see
Strelnikov et al. (2009a) and Strelnikov et al. (2009b)
for more details on flights ECOMAOQO3 and ECOMAO04,
respectively).

The derived Sc-profiles for the flights ECOMAO3,
ECOMAO04, and ECOMAOQ6 are shown in Fig. 6.5 and
are summarized in Table 6.1. They mostly reveal rela-
tively high values, i.e. Sc >> 1. According to Liibken
et al. (1998), the Schmidt number is related to the
particle size by Sc & 6.52, where r is the particle
radius in nm. This implies that the detected particle
radii fall within the size range from ~1 to ~9 nm
for ECOMAQO4 and ECOMAO0G6 flights and, for the
ECOMAQO03 flight reach values of ~26 nm. The latest
were also confirmed by another independent measure-
ments by Rapp et al. (2009). We summarize the derived
Sc-values in Table 6.1 where for each flight are shown
the minimum, mean, median, and maximum values.
The radius derived from a Schmidt number can be
viewed as a weighted mean of the size distribution,
where the weighting is by the radius to the second
power. This is because the underlying physics of the
Schmidt number effect is particle-neutral collisions
which are modeled as hard sphere collisions that scale

as 12 (Cho et al., 1992). Also note that the large
uncertainty of ~60% in the Sc estimate only leads to
about 3% error in particle radii assessment.

It is interesting to note that the largest Sc-value of
~4500 indicating the presence of ice particles with
radii of ~26 nm was detected during ECOMAO3 flight
at around 85.8 km height, that is between the PMSE
layers. However, the onboard photometer observed a
broad NLC layer from 82 to 88 km height range dur-
ing upleg. During the descent of that flight, an ice layer
centered around 85.5 km was detected by the onboard
photometer (Megner et al., 2009).

6.4 Conclusions

The ECOMA particle measurements showed that the
charged aerosols inside and between the PMSE layers,
i.e. ice particles, are highly structured down to a few
meters spatial scales. The Schmidt numbers derived for
the charged ice fall within the range from 6 to 4463
(with an uncertainty of ~60%) which implies parti-
cle radii from ~1 to ~26 nm. The biggest uncertainty
in the Schmidt number estimate from the small-scale
density fluctuations is because of the horizontal sepa-
ration between in situ turbulence and aerosol density
measurements. For a more precise Schmidt number
derivation true common volume neutral and plasma
measurements are needed.
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Chapter 7

High-Latitude Gravity Wave Measurements in Noctilucent
Clouds and Polar Mesospheric Clouds

Michael J. Taylor, P-D. Pautet, Y. Zhao, C.E. Randall, J. Lumpe, S.M. Bailey, J. Carstens,

K. Nielsen, James M. Russell lll, and J. Stegman

Abstract Distinct wave forms traditionally observed
in Noctilucent Cloud (NLC) photographs and most
recently captured in high-resolution panoramic images
of Polar Mesospheric Clouds (PMC) provide an excep-
tionally rich resource for quantifying gravity wave
activity and properties in the high-latitude summer
mesopause region. Using extensive image data on
PMC structures obtained by the Cloud Imaging and
Particle Size (CIPS) ultraviolet instrument onboard
the NASA Aeronomy of Ice in the Mesosphere
(AIM) satellite, we have investigated the properties of
prominent quasi-monochromatic waves imaged over
the northern hemisphere polar region during sum-
mer 2007. Our two-dimensional spectral analysis has
focused on the peak season, July period and over 450
events have been measured. The PMC field was found
to contain a broad spectrum of gravity waves with hor-
izontal wavelengths ranging from at least 20-400 km.
The smallest scale wave events (<50 km), exhibit the
highest occurrence frequency, but substantial evidence
for larger-scale (>100 km) wave activity was also
found. The direction of motion of the waves (both
large and small-scale) deduced from their orientations
(with 180° ambiguity) was predominantly zonal (with
a small meridional component), and differed signifi-
cantly from recent NLC Type II band measurements
which were dominated by strong near poleward wave
motions. Evidence was also found for a reduction in
gravity wave activity over the Europe/North Atlantic
sector during the July 2007 period, as compared to
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other longitudes. These results build significantly on an
initial seasonal investigation of quasi-monochromatic
events by Chandran et al. (2009), and further demon-
strate the high potential of CIPS data for detailed
gravity wave studies. A more comprehensive inves-
tigation of the strong spatial alignments of the wave
events and their longitudinal variability is currently in
progress.

7.1 Introduction

For well over a century, scientists and amateur
observers alike have marveled at the beauty and struc-
ture of noctilucent clouds (NLC). First reported by
Leslie (1885) and triangulated on by Jesse (1896),
it is now well established that NLC are very ten-
uous ice clouds that appear in a thin layer in the
upper mesosphere at ~82 km, making them the highest
clouds on earth (Gadsden and Schroder, 1989). They
are the result of intense dynamically driven cooling
that occurs in the high-latitude summertime mesopause
region when the ambient temperature falls well below
150 K, allowing microscopic ice crystals to nucleate
and grow to observable sizes (Gadsden, 1981; Jensen
and Thomas, 1988; Thomas, 1991). NLC are almost
exclusively observed during the months May-August
in the Northern Hemisphere and November-February
in the Southern Hemisphere (with a typical season of
~90 days). As they are optically thin, NLC can only
be seen from the ground during the hours of twilight,
when the observer and atmosphere below them are in
darkness, while the clouds themselves remain sunlit.
This condition occurs for solar depression angles of
~6°-15°. Sightings of NLC over the past 100 years
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have usually been confined to the latitude range ~50°—
65° (Gadsden and Schroder, 1989). The lower latitude
limit representing a statistical bound to the clouds
southerly extension, while perpetual daylight during
the summer season creates a natural upper latitude
limit.

NLC are truly striking in their appearance, usually
containing a variety of luminous silvery blue or opal
white cloud structures that glow in the twilight sky. The
very distinctive and regular wave patterns that often
occur in NLC were commented on right from their first
observations and resemble glowing cirrostratus clouds.
Figure 7.1 shows an example of extensive NLC waves,
termed “Type II Bands” (WMO, 1970; Gadsden and
Parviainen, 1995), imaged from Stockholm, Sweden
(59.3°N, 18.1°E) on 29/30 July, 2007. The picture
was taken using a digital SLR camera with a medium
field of view (53° horizontal x 41° vertical), aimed at
low elevation (~20°) toward the northern twilit sky.
Two geographically extensive sets of NLC bands are
seen intersecting each other almost at right angles.
The most prominent pattern contained over 10 wave
crests orientated near E-W and was observed to prop-
agate towards the north. The second wave event was
fainter (primarily due to perspective) and appeared
as several diverging wave crests radiating out of the
northern horizon. Similar type wave patterns have been
imaged in the Mesospheric and Lower Thermospheric
(MLT) nightglow emissions (e.g. Taylor et al., 1997;
Nakamura et al., 2003; Pautet et al., 2005; Nielsen

Fig. 7.1 Example photograph of Type II band patterns imaged
in NLC from Stockholm, Sweden (59.3°N, 18.1°E) on 29/30
July 2007. Two intersecting band events are evident in this low
elevation image which has a field of view of 53° horizontal x41°
vertical

Fig. 7.2 A “topside” computer projection view of the NLC
(Fig. 7.1) imaged over central Sweden, assuming a cloud height
of 83 km. This technique clearly shows the two intersecting
band patterns while the arrows depict their observed directions
of motion. (Note the dark structure at the top of the picture is due
to meteorological cloud)

et al., 2006; Suzuki et al., 2007) and have been shown
to be associated with freely propagating or ducted
short-period (<1 h) gravity waves, most likely of tro-
pospheric origin (e.g. Witt, 1962; Taylor and Hapgood,
1988; Yue et al., 2009). Figure 7.2 shows a “satellite
view” computer projection of the wave data of Fig. 7.1
imaged over central Sweden assuming an NLC height
of 83 km. This analysis technique has been devel-
oped for measuring wave events imaged in the MLT
nightglow emissions and has recently been adapted for
detailed studies of waves in NLC (Pautet et al., 2010).
The data are plotted over the elevation range 3.0°-
40.5° (corresponding to a ground range of ~700 km)
and clearly show the two intersecting wave patterns
which exhibited similar horizontal wavelengths of 24
and 30 km. The velocities of the waves are measured
from time sequences of such maps and are shown by
the two arrows indicating their observed directions of
motion relative to the ground which were 22 m/s at
16°N, and 16 m/s at 75°N, respectively.

Although there has been a remarkable increase in
NLC research as daytime lidar measurements and
radar soundings (termed Polar Mesospheric Summer
Echoes, PMSE) have been developed (e.g. von Zahn
and Bremer, 1999; Gerding et al., 2007; Rapp and
Lubken, 2004; Nicolls et al., 2007; Taylor et al., 2009),
there have been surprisingly few studies focused on
NLC wave characteristics. Fogle and Haurwitz (1969)
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used available data in the late 1960’s literature to sum-
marize the properties of Type II Bands (and Type III
Billows which are much smaller-scale, transient wave
patterns associated with instabilities in the upper meso-
sphere, e.g., Fritts et al., 1993). Although the number
of events reported on was relatively few, they found
that bands exhibited lifetimes of typically a few hours,
horizontal wavelengths of 10-70 km and phase speeds
of 10-60 m/s. Furthermore, they all exhibited predom-
inantly northward motion, often with some small zonal
(E-W) component of motion. Table 7.1 summarizes
these results and includes new measurements from
Dalin et al. (2004) of a well-defined gravity wave event
that was simultaneously measured by radar, and over
30 band events imaged from Scandinavia and reported
recently by Pautet et al. (2010).

Since the early 1970’s, opportune observations from
a number of satellites have significantly extended the
realm of ground-based NLC studies (which has been
mainly limited to the Northern Hemisphere). These
photometric observations have revealed the frequent
presence of mesospheric ice clouds, termed Polar
Mesospheric Clouds (PMC) in the perpetually sun-
lit summer polar regions, and often encompassing the
whole polar cap region (e. g., Carbary et al., 2000;
Deland et al., 2006; Evans et al., 1995). For example,
the SBUV instrument on the NOAA fleet of satel-
lites has continuously monitored PMC over the past
30 years and has shown that the occurrence and bright-
ness of the clouds has been steadily growing. This is
a new result of key interest for investigating long-term
changes in the mesosphere (Deland et al., 2006). Apart
from sketches and occasional photographs of NLC
observed from space by Astronauts and Cosmonauts

(Gadsden and Schroder, 1989), the first image mea-
surements of NLC were obtained by the WINDII
limb viewing interferometer aboard the UARS (Upper
Atmosphere Research Satellite) which recorded patchy
structures at visible wavelengths in the cloud layer
as observed in the earth’s limb at ~83 km on 17
July, 1993 (Evans et al., 1995). However, the instru-
ment resolution was insufficient to identify any wave
properties.

The UVISI (Ultraviolet and Visible Imaging and
Spectrographic Imaging) instrument on the MSX
(Mid-Course Space Experiment) satellite provided the
first glimpse of large-scale wave structure in PMC
over the summer polar regions. Video images were
obtained on a limited number of transpolar orbits (26),
mainly over Antarctica, providing clear evidence for
“transverse wave structures” in the PMCs imaged in
the earth’s sub-limb. Their result suggested a pre-
dominance for large-scale waves of ~500-1000 km
(Carbary et al., 2000) but later analyses of the image
data also revealed structures with scales less that
100 km, more akin to those evident in ground-based
NLC data (Carbary et al., 2003). However, it was
not until the launch of the NASA Aeronomy of Ice
in the Mesosphere (AIM) satellite in April, 2007
that detailed image measurements of the PMC struc-
tures within the summer polar region were regularly
obtained. AIM was developed to investigate the forma-
tion and variability of PMC, and a key instrument was
included: the Cloud Imaging and Particle Size (CIPS)
Experiment, which is a high-resolution UV imager
able to take large-field snapshots of the nadir PMC
field as the satellite traversed over the summer polar
region. Investigations of a variety of structures evident

Table 7.1 Summary of NLC wave measurements reported by Haurwitz and Fogle (1969) and new results by Dalin et al. (2004)

and Pautet et al. (2010)

Orientation of Average
A Range A mean crestnormal ¢  observed speed  Direction of
References Date No. of events  (km) (km) (deg.) (m/s) motion
Witt (1962) 10 Aug. 1958 - 30-75 - - 10-15 NE
Grishin (1967) 20 July 1954 - 20-30 - - 30 NwW
Haurwitz and 29 June 1965 2 51-55 53 320 - -
Fogle (1969) 15 July 1965 6 11-57 27 41 31 NE
26 July 1965 5 10-23 15 345 57 WNW
27 July 1965 3 10-26 18 0 - -
Dalin et al. 11 Aug. 2000 1 33-47 40 348 16 NNW
(2004)
Pautet et al. 2004-2008 30 10-50 25 24 27 NNE

(2010)
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in PMCs have recently been reported by Rusch et al.
(2009) and Russell et al. (2009) using the high quality
CIPS/AIM image data. In particular, Chandran et al.
(2009) have utilized the first season 2007 CIPS data
to make an initial investigation of the seasonal char-
acteristics of gravity waves seen in the PMC layer. In
this paper we build and extend on their measurement
capabilities, using a two-dimensional spectral analy-
sis to investigate the statistical properties of quasi-
monochromatic wave events evident in the CIPS data
set. For this study we have focused on mid-season data
from July 2007 yielding over 450 events and compared
their spatial properties with Type II Band events com-
monly observed at lower latitudes in the NLC zone.

7.2 Instrumentation

The Cloud Imaging and Particle Size (CIPS) experi-
ment on the AIM satellite is a panoramic UV imager
designed to measure radiance and morphology of PMC
near 83 km altitude over a wide range of scattering
angles (Russell et al., 2009). The CIPS instrument
consists of an array of four near identical intensified
CCD cameras each fitted with a narrow band (~15 nm
FWHM) filter centered at 265 nm. The cameras are
arranged in a “cross pattern” with overlapping fields
resulting in a wide angle view of 120° (along orbit
track) by 80° (across orbit track). Images of the PMC
field are obtained by the fore and aft looking cam-
eras using integration times of 0.73 s, while the two
side by side nadir cameras operate in a time-delayed
integration mode with an effective integration time of
0.75 s (Rusch et al., 2009; McClintock et al., 2009).

CIPS provides “snapshot” images of PMCs with
a pixel spatial resolution of ~2 km in the nadir and
about 5 km at the edges of the forward and aft cameras.
The combination of each set of four images is termed
a “scene”. CIPS records scenes of cloud radiance
in the summer hemisphere from the terminator to
~40° latitude along the sunlit portion of the orbit.
The instrument takes a new set of snap shots every
43 s resulting in ~26 scenes per orbit. These data
are then combined to create a ~1000 km wide by
~9000 km long swath with a pixel resolution 5 x
5 km, summarizing the PMC field for each orbital
pass. AIM’s near-polar orbit and the wide cross-track
field of view of CIPS creates 15 PMC swaths per day
that overlap at latitudes higher than ~70°, and the
entire polar cap region (up to ~85° latitude) is mapped
daily. The exceptionally high spatial resolution of
CIPS provides a major improvement in the horizontal
resolution of previous PMC measurements obtained
with nadir-viewing space experiments such as by the
Solar Backscatter Ultra Violet (SBUV) instruments on
the NOAA satellite series, which has a pixel footprint
of 150 x 150 km (DeLand et al., 2006; Rusch et al.,
2009). Further details of the CIPS instrument and its
operation are given in McClintock et al. (2009).

7.3 Observations and Data Analysis

Figure 7.3 is a typical example of the CIPS PMC
data set and shows part of an orbital swath obtained
on 24 July (orbit 1336) which started at ~11:04 UT.
This is a CIPS/AIM level 4 data product and plots the
cloud albedo in 5 by 5 km bins. The swath shown

Orbit 1336

Fig.7.3 A typical example of the CIPS PMC image data show-
ing part of an orbital swath obtained on 24 July (orbit 1336)
at ~11 UT. This is a CIPS/AIM level 4 data product and plots
the cloud albedo in 5 km by 5 km bins. The swath shown is
~7000 km long and the satellite motion is from left to right.

7000

A geographic grid is superimposed onto the swath and shows a
continuous PMC field over northern Alaska, the Arctic Ocean
and northern Russia as the satellite traversed over the northern
hemisphere summer polar region. The dashed vertical lines mark
the 2400 km selected PMC region used in this wave study
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is ~7000 km long and the satellite motion is from
left to right. A geographic grid is superimposed onto
the swath which shows a continuous PMC layer as
the satellite traversed over northern Alaska, the Arctic
Ocean and northern Russia. The large spatial extent
of the PMC throughout this region is typical for the
July period and a variety of PMC structures are evi-
dent within the swath extending to the lowest latitudes
that CIPS can effectively detect ~68° (Bailey et al.,
2009; Merkel et al., 2009). The dashed vertical lines on
the figure bound a selected ~2400 km long region of
the PMC field which contains a concentration of com-
plex structures including some quasi-monochromatic
waves. This region spans the latitude range ~75°N-—
85°N and for this investigation, we have focused our
analysis on wave data that occur only within this area.
Using this data set, the limiting resolution of the CIPS
imagery for investigating periodic structures in the
PMC radiance is ~10 km, but in practice we have
restricted our analyses to waves with horizontal scales
>20 km.

To investigate prominent wave events present in the
PMC, we have used a robust method developed to
quantify ground-based measurements of similar-type
wave patterns imaged in the MLT nightglow emissions
which yield accurate information on their horizontal
wavelengths, observed phase velocities and apparent
wave periods (e. g., Taylor and Garcia, 1995; Coble
et al., 1998; Garcia et al., 1997; Pautet et al., 2005;
Taylor et al., 1997). Due to the rapid motion of the
AIM spacecraft (7 km/s), we are not able to measure
the wave motion and our PMC analyses are limited to
determining the horizontal wavelength, wave pattern
orientation and geographical location of each event.
The Level 2 data were first processed to isolate the
region of interest (i.e., spanning the latitude range
~T75°N-85°N) for each orbital swath. The data were
then visually inspected to identify areas within each
region that contained prominent quasi-monochromatic
waves.

This is illustrated in Fig. 7.4 which shows selected
regions from three orbital swaths (orbits 1141, 1172
and 1336), observed on 11 July, 13 July and 24 July,
2007 respectively, including that of Fig. 7.3. In each
example, the white boxes (640 x 640 km) identify
the locations of several well-defined wave patterns
analyzed in this study.

In many cases, the patterns were complex and more
than one wave event was measured within this large
sample region as illustrated in Fig. 7.4c. In other cases

Fig. 7.4 Selected regions from three PMC swaths (orbit 1141,
1172, 1336) including that of Fig. 7.3. The white boxes (640
x 640 km) identify several well-defined wave patterns analyzed
in this study. In many cases, the patterns were complex and
more than one wave event was identified within this large sample
region. This is illustrated in (c) where the boxes identify adjacent
small-scale (left) and large-scale (right) wave events

the wave events were masked by additional dynam-
ical process and accurate measurement of the wave
parameters were not possible.

Figure 7.5 illustrates our method of wave analysis
applied to the large-scale wave structures identified in
Fig. 7.4c. A standard 2-dimensional (ambiguous) Fast
Fourier Transform (FFT) process was applied to the
data within this selected region to determine the 2-D
power spectrum. The results are shown in Fig. 7.5a,
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Fig. 7.5 Tllustrates our method of wave analysis and shows (a)
an example 2-D FFT power spectrum derived from the large-
scale PMC wave identified in Fig. 7.4c, and characterized by
two symmetric peaks in the power spectrum, and (b) the spatial
properties of the reconstructed wave for direct comparison with
the original event

where the prominent symmetric peaks identify the
dominant wave frequency. The horizontal wavelength
of this event and its orientation are given by the spa-
tial location of the peaks in the power spectrum. In
this case the horizontal wavelength was determined to
be 207 £ 5 km and its direction of motion 126°%+ 5°
(with 180° ambiguity). To ensure we have identified
the correct wave event, the peaks in the spectrum were
then isolated and an inverse FFT was applied to the
reduce spectrum. The results are shown in Fig. 7.5b,
which shows the spatial characteristics of the wave
extracted from the complex background. Comparison
of this reconstructed wave and the original wave iden-
tified visually in the data of Fig. 7.4c confirms the
correct measurements of this event and its spatial
characteristics. The results of five events identified
in Fig. 7.4 are listed in Table 7.2. The uncertain-
ties in their horizontal wavelengths were £ 5 km and
wave orientation = 5°. In general, waves evident in
the CIPS data varied considerably in their horizontal
scales and geographical extent, and in most cases were
near linear in nature. However, as shown in Fig. 7.4b,
sometimes the wave crests were strongly curved which
can help considerably in the determination of their
sources (e.g., Dewan et al., 1998; Suzuki et al., 2007,
Taylor and Hapgood, 1988; Sentman et al., 2003;
Yue et al., 2009).

7.4 Results

Using this analysis method, we have identified and
measured over 450 prominent quasi-monochromatic
wave events in the CIPS UV imagery of PMC over the
northern polar region during July 2007. As described
earlier, only the central section of the CIPS PMC swath
was used in this study. Nevertheless, this region cov-
ers an exceptional large geographic area of ~1.5 X
10° km?, a latitude range of ~75°-85°, and spans all
longitudes.

Table 7.2 Wave parameters derived from the CIPS data shown in Fig.7.5

Event Date, 2007 Latitude Longitude N (£5 km) ¢ (£5°)
1 July 11 (orbit 1141) 81 168 146 124
2 41 116
3 July 13 (orbit 1172) 79 151 128 80
4 July 24 (orbit 1336) 82 123 37 46
5 81 98 207 126
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Fig. 7.6 Histogram plot of 300
452 quasi-monochromatic

wave events as function of

their measured horizontal 250
wavelength. The data have
been summed into 50 km
wide bins and span the
wavelength range

<50—400 km. The distribution
peaks at the shortest
wavelength bin and over 75%
of the events exhibited
wavelengths <100 km.
Adjacent larger-scale wave
bins contained a successively
smaller number of events. The 50
July results from Chandran

et al. (2009) are superimposed

onto this plot for comparison o

150
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Figure 7.6 (light grey) is a histogram plot of the
number of wave events versus their measured hori-
zontal wavelengths. The data have been summed into
50 km wide bins and spans the wavelength range <50-
400 km. The distribution is characterized by a strong
peak at the shortest wavelength bin, and over 75% of
the events exhibited wavelengths <100 km. Adjacent
larger wavelength bins contain a successively smaller
number of events that decrease almost exponentially
with increasing wavelength. Thus, while larger-scale
waves up to ~400 km were readily detectable in the
PMC data sets, they were much less common than the
smaller scale wave events (as is also apparent visu-
ally in the example CIPS imagery in Fig. 7.4). Also
plotted in Fig. 7.6 (dark grey) are the 2007 results
of Chandran et al. (2009) who used a wavelet tech-
nique applied to one dimensional intensity scans across
selected wave events to perform an initial investigation
of seasonal variability of wave evident in the CIPS data
set. Although the number of events detected in July
was comparatively few (a total of 102), their distribu-
tion also revealed a strong preference for wavelengths
<100 km, with a peak occurrence around 45 km.

To investigate day-to-day variability in wave occur-
rence, Fig. 7.7 plots the number of events as a function
of day number during July. The daily bins comprise
wave measurements from 15 orbits spanning all lon-
gitudes, and each bin has been divided to show the
relative contribution of small-scale waves (A<100 km,
black) to the larger-scale waves (A>100 km, white).

CIPS data—July 2007

® This study
W Chandran etal., 2009

50-100 100-150 150-200 200-250 250-300 300-350 300-400

Horizontal Wavelength (km)

Note, no CIPS data are currently available for days
193 and 209. A range of both large and small-scale
waves were detected on almost every day, with a dom-
inant contribution of smaller-scale waves, as indicated
in Fig. 7.6. During the first ~third of the month (days
182-191) the total number of events detected was typ-
ically ~11 per day, with a variable, but much smaller
contribution (~3 events per day) from the larger scale
(>100 km) waves. Thereafter, the total number of
events increased to typically ~20 per day (up to day
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Fig. 7.7 The number of wave events as a function of day
number during July. The data have been divided to show the
dominant contribution of the smaller scale waves <100 km
(black) relative to the number of larger wave events >100 km
events (white) Considerably more events were measured during
the later 2/3 of the month
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~208) and exhibited more day-to-day variability. A
slight increase in the number of larger-scale waves (~5
events/day) was also detected but the ratio of large to
small-scale waves remained approximately the same.
This suggests significant development of the gravity
wave activity (over all scales) during the course of July.
However, these data are for only 1 month and we do not
yet know if such variability is normal.

The other key wave parameter that we are able to
extract from the CIPS PMC imagery is the orientation
of the wave crests for each of the identified events.
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Fig. 7.8 Azimuthal distributions showing the normal direction
to each wave event summed into 15° wide bins. There is a 180°
ambiguity in the direction of motion of the wave events (as evi-
dent in the symmetry of these plots). All 452 wave events are
shown in (a) while (b) shows directionality of the 112 wave
events (A>100 km). Both plots indicate marked anisotropy sug-
gesting a strong preference for zonal wave propagation. The
arrow indicates the dominant direction of motion for NLC type
II bands (Pautet et al., 2010)

Figure 7.8a, b plots the azimuthal distributions show-
ing the normal (i.e. perpendicular) direction to each
wave event summed into 15° wide bins. This is well
within the estimated uncertainty of the orientation
measurement (£ 5°) and provides useful information
on the propagation of the waves. As mentioned ear-
lier, due to the rapid motion of the spacecraft, we are
not able to measure the actual motion of the waves,
so there is a 180° ambiguity in their inferred direc-
tion of motion (as evident in the symmetry of these
plots). Figure 7.8a shows the azimuthal distribution
for all 452 wave events. Despite the ambiguity in the
wave headings, these data reveal a strong and persis-
tent anisotropy in the wave propagation during July,
with a clear preference for zonal E-W (or W-E) wave
motion. This plot is dominated by the azimuthal con-
tributions from the smaller-scale (A<100 km) waves,
however, a similar shaped distribution is seen in
Fig. 7.8b which plots only the larger-scale (A>100 km)
waves.

7.5 Discussion

The CIPS PMC imagery is a remarkably valuable data
set for investigating structure and dynamics in the high
latitude summer mesopause region. While MLT air-
glow measurements continue to provide a good method
for quantifying gravity wave activity and dynamics
mainly at lower latitudes, they are confined to night
sky measurements and observations at high latitudes
have been hindered by auroral emissions. In particu-
lar, the large panoramic field of view of CIPS coupled
together with its high spatial resolution provides a
much needed capability for investigating the occur-
rence and properties of a broad spectrum of wave
scales.

Our results show a strong preference for smaller-
scale structures with 75% <100 km. Chandran et al.
(2009) also reported a higher frequency of smaller-
scale waves shown in Fig. 7.6. To further investigate
the distribution of waves <100 km, Fig. 7.9a re-plots
our data of Fig. 7.6 for horizontal wavelengths from
20 to 70 km, for direct comparison with recent air-
glow and NLC data. A total of 306 events were
summed into 5 km wide bins, revealing a strong peak
around 25-40 km. About 75% of these smaller-scale
events have wavelengths <50 km. Note, wavelengths
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Fig.7.9 Histogram plots comparing (a) the distribution of wave
events (A < 70 km) measured in the CIPS data set compared
with (b) wavelength distribution of small-scale gravity waves
measured at high latitudes by Nielsen et al. (2009) in OH air-
glow during the winter months over Antarctica, and Pautet et al.
(2010) in NLC over Northern Scandinavia

of <20 km represent a practical limit for the CIPS wave
measurements (using the Level 2 data product with
5 km/pixel resolution).

Figure 7.9b plots results of small-scale gravity wave
measurements at high latitudes recently reported by
Nielsen et al. (2009) and Pautet et al. (2010). The
measurements by Nielsen et al. comprise over 200
events and are one of the largest data sets on quasi-
monochromatic gravity wave measurements at polar
latitudes. The measurements were made from Halley
Station, Antarctica (76°S) at a similar latitude to our
PMC wave measurements, but during the southern
hemisphere winter months (May-Sept, 2000-2001).
The distribution peaks around 15-30 km, slightly
shorter than the CIPS data, and exhibits a decreas-
ing number of events at successively larger horizontal

wavelengths. The dark grey histogram plot superim-
posed on the Nielsen et al. data shows the distribution
of 30 wave events measured in NLC by Pautet et al.
(2010). The observations were made from Stockholm,
Sweden (59°N) during summer time 2004-2008 which
overlap with the CIPS measurements. This distribu-
tion, although limited, also shows a preponderance for
waves in the 20-30 km range. (Note, the dip in the
distribution around 30-40 km wavelength was most
probably due to the relatively low number of events
measured.) These results suggest that the spatial reso-
lution of the CIPS data has most probably caused us to
underestimate the shortest gravity wave contributions
that are captured in ground-based measurements of
NLC and mesospheric nightglow data. In contrast,
ground-based airglow and NLC measurements (partic-
ularly of NLC which are confined to the twilit portion
of the sky) are more limited in their field of view than
CIPS and larger-scale gravity waves although present
are not readily measured. Thus, within the obser-
vational constraints of the NLC, PMC and airglow
measurements, they all exhibit the same general dis-
tribution for the small-scale waves, with the majority
of events <50 km wavelength.

The CIPS measurements of waves >100 km pro-
vide new information on much larger sale waves in
the summer polar MLT region. These waves were
readily detectable in the PMC data set and exhibited
horizontal wavelengths up to ~400 km (limited by
the width of the CIPS swath), and constituted ~25%
of the total number of events. This said, they were
often masked by the prolific abundance of the smaller-
scale structures (as seen in Fig. 7.4). Carbary et al.
(2000) reported somewhat larger scale waves (~500—
1000 km) detected during several transpolar passes
by the MSX satellite. Such wave scales may also be
present in the CIPS orbital swaths but have yet to
be investigated. Thus, the AIM mission has provided
the first clear observations of a broad range of gravity
waves in the summer polar mesosphere.

The 2-D spectral analysis provides important addi-
tional information on the orientation of the wave crests
for each of the identified events from which the direc-
tion of motion can be inferred (with 180° uncertainty).
The plots shown in Fig. 7.8a, b indicate the observed
distributions of the normal to the wave crests. In (a),
the azimuthal distribution of all July wave events (large
and small) reveal a clear preference for near E-W (or
W-E) wave propagation. As discussed earlier, this plot
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is dominated by the smaller-scale (A<100 km) waves
(~75% of events). Recent investigations of gravity
wave propagation heading as observed in NLC (Pautet
et al., 2010), have revealed a dominant northward
motion (towards NNE) for the waves of similar hori-
zontal wavelengths (which agrees well with previous
NLC wave measurements in the literature as listed in
Table 7.1). As pointed out by Pautet et al. (2010), this
preferred direction of motion is consistent with other
reports of short-period gravity waves observed in the
MLT airglow emissions at lower latitudes which show
poleward wave motion during the summer months.
This preferred direction for the NLC waves is marked
on Fig. 7.8a by the arrow which highlights the dif-
ference between the NLC and our PMC wave results.
The origin of this difference is not yet clear, but it
may be related to the difference in latitudes sampled in
these studies. The NLC were imaged from Stockholm
(59.3°N), while the PMC waves shown here were
measured at a significantly higher latitude range from
~T75°N-85°N.

By using the background wind field derived from
the HWM-07 wind model (Drobs et al., 2008), poten-
tial filtering effects on freely propagating waves at
NLC heights have been investigated by Pautet et al.
(2010). They showed the limited meridional wind com-
ponent (<10 m/s), at all altitudes below the NLC
layer, was insufficient to block the observed strong
northward propagating waves which exhibited phase
speeds of typically 10-60 m/s. A similar investiga-
tion of the background wind field at 80°N using the
HWM-07 model indicates an overall weaker wind
field up to PMC height (zonal <20 m/s, meridional
<10 m/s) suggesting that the winds are too small to
explain any changes in wave orientation for grav-
ity waves propagating at these high latitudes. This
assumes a similar range of wave phase speeds to those
seen in the NLC. The origin of the strong preference
for zonally progressing waves at PMC heights there-
fore remains uncertain. However, it has been noted by
many observers, even from the earliest NLC observa-
tions (e.g., Jesse, 1896; Witt, 1962), that prominent
band type waves tend to propagate against the overall
motion of NLC cloud field. Such waves propagating
upstream would be Doppler shifted to shorter intrinsic
periods while their vertical wavelengths and pertur-
bation amplitudes would increase (potentially lead-
ing to instability and wave breaking). The net effect
would be to enhance their visibility over other waves

propagating in different directions. The zonally aver-
aged background wind at PMC altitudes (~82 km) was
~22 m/s at azimuth of ~300°N (i.e., towards WNW).
This aligns well with the observed, near zonal wave
motion, as indicated in Fig. 7.8. Assuming these waves
also tended to propagate into the background wind
flow, their motions were most probably towards ESE
(azimuth ~115°). This hypothesis is consistent with
our PMC wave observations (both large and small-
scale) but remains speculative at this time. We are
currently investigating the potential to estimate wave
velocities for some of the larger-scale, long-lived wave
events that are detectable in adjacent orbits separated
by ~1.5 h (e.g. Chandran et al., 2009). This will not be
possible for the short events which evolve significantly
from orbit-to-orbit.

To further investigate reported longitudinal variabil-
ity in the occurrence of the waves, Fig. 7.10 plots
the distribution of July wave events (of all scale
sizes) summed into 15° wide bins versus their lon-
gitude of detection over the latitude range 70°N to
85°N. On average, the wave data were evenly dis-
tributed in longitude with ~20 events in the sectors
corresponding to North America (~120°W) and Asia
(~120°E). However in the European/North Atlantic
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Fig. 7.10 Distribution of July wave events (of all scale sizes)
summed into 15° wide bins versus their longitude of detection
over the latitude range 70-85°N. On average, the wave data were
evenly distributed in longitude with ~20 events in the sectors
corresponding to North America (~120°W) and Asia (~120°E).
A reduction in the number of wave events is evident in the
European/North Atlantic sector (~0°). The horizontal line shows
the average number of waves
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sector (~0° longitude) there appears to be a reduc-
tion in the number of events in 3—4 adjacent bins
down to about ~8-15 events/bin (i.e. by as much a
~50%). This result complements the measurements of
Chandran et al. (2009) who have also examined the
seasonal variability of gravity waves for 2007. Over
the 3 month period (June-August) they identified 240
wave events of which 102 events were from July. They
reported marked concentrations of wave events over
Greenland (45°W), Eastern Canada (135°W) and over
the Arctic Ocean (120°E) just north of central Siberia.
These regions correspond well to our results of sus-
tained wave activity as shown in Fig. 7.10. Importantly,
they reported only one event over the European/North
Atlantic sector in June and none in July or August. In
comparison, our data of Fig. 7.10 only suggest evi-
dence of reduced quasi-monochromatic wave activity
at this longitude range. They also detected very lit-
tle wave activity at 180° longitude where our analyses
indicated equally high wave occurrences as observed
over North America and Asia. Thus, both of these stud-
ies, which used different analysis techniques to inde-
pendently measure the wave events, have identified
reduced polar (75°-85° latitude) PMC wave activity
in the ~0° longitude sector (at least during the July
period). However, it remains to be seen if this fea-
ture is present throughout the summer 2007 season
(or re-occurs in other seasons). The lack of agreement
between our analyses at 180° longitude may be due to
the lower number of wave events reported in the initial
study presented by Chandran et al. (2009).

Finally, this study only identified prominent quasi-
monochromatic waves, but still resulted in over 450
events in July. While other wave events were also
evident, they were often masked by other dynami-
cal process and accurate measurements of their wave
parameters were not made. These results therefore
underestimate the actual wave content in the CIPS data
but are nevertheless a good measure of the wealth,
diversity and characteristics of the wave forms present
in the summer polar mesosphere.

7.6 Summary

The CIPS data set is an exceptionally high qual-
ity, growing archive of considerable importance for
quantifying gravity wave properties and variability in

the northern and southern polar summer mesopause
regions. Key results of this limited gravity wave study
(July 2007 period) build on an initial seasonal inves-
tigation of quasi-monochromatic events by Chandran
et al. (2009). The PMC field contained a broad spec-
trum of gravity waves spanning horizontal wavelengths
from at least 20 to 400 km, with the highest occur-
rence frequency for the smallest scale waves (<50 km),
but substantial evidence for larger-scale (>100 km)
wave activity. The direction of motion of the waves
(both large and small-scale) deduced from their ori-
entations (with 180° ambiguity) was predominantly
zonal (with a small meridional component), and dif-
fered significantly from recent NLC Type II band
measurements which were dominated by strong near
poleward wave motions. Further evidence was found
for a possible reduction in gravity wave activity over
the Europe/North Atlantic sector during the July 2007
period, as compared to other longitudes.

Comparison of our results with the HWM wind
model suggests that the most prominent waves
reported in this study may have propagated mainly
into the background winds at the PMC level, which
would have enhanced their vertical scales and hence
their detection by CIPS. If so, we then suggest that
the dominant wave motions over the latitude range
~75°N-85°N were mainly towards the ~ESE. This
hypothesis, remains to be tested and further analy-
sis of the extended CIPS data set (2007-to date) is in
progress using a more comprehensive spectral analysis
method.
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Chapter 8

Gravity Wave Influences in the Thermosphere
and lonosphere: Observations and Recent Modeling

David C. Fritts and Thomas S. Lund

Abstract Observational and theoretical studies have
suggested gravity wave propagation and influences
in the thermosphere and ionosphere for half a cen-
tury. Gravity waves contribute, or are believed to
contribute, to a variety of neutral and electrodynamic
phenomena ranging from vertical coupling, energy and
momentum transport and deposition, neutral perturba-
tions and accelerations, traveling ionospheric distur-
bances, ionospheric irregularities, and plasma instabil-
ities under quiet conditions to strong coupling from
high to low latitudes and accompanying electrodynam-
ics under storm-time conditions. Our goals here are
to briefly review what has been learned to date, to
illustrate some of the more recent results indicative
of gravity wave effects, and to identify some aspects
of neutral dynamics not previously considered that we
expect may also have significant influences on neu-
tral dynamics and electrodynamics in the thermosphere
and ionosphere.

8.1 Introduction

Gravity waves (GWs) were first proposed to account
for “irregular motions” in the thermosphere and iono-
sphere (hereafter the TI) in the pioneering work by
Hines (1960) a half century ago. Since then, our
understanding of the sources, propagation, and effects
of GWs in the TI has expanded significantly, often
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accompanying research focused on lower altitudes
(see Fritts and Alexander, 2003, for a recent review).
Despite these advances, major unknowns remain and
current research spans a wide range of measurement,
modeling, and theoretical efforts. Indeed, new impe-
tus for studies of GWs in the TI has come from needs
as diverse as predicting climate change, responses of
atmospheric circulation and structure to variable solar
forcing, and ionospheric influences on communication
and navigation systems. Our purpose here is to review
recent evidence for GW influences in the TI and cur-
rent and new modeling capabilities that are enabling
a more quantitative understanding of the various GW
effects.

Observations over the last few decades have
revealed the presence and persistence of GWs extend-
ing to very high altitudes (~500 km and above),
defined representative GW scales and frequencies as
functions of altitude, and suggested sources of TI
GWs ranging from deep convection at tropical lati-
tudes to aurora at high latitudes (e.g., Mayr et al.,
1990; Hocke and Schlegel, 1996; Mendillo et al., 1997,
Oliver et al., 1997; Djuth et al., 1997, 2004; Innis
etal., 2001; Innis and Conde, 2002; Livneh et al., 2007;
Fritts et al., 2008; Vadas and Nicolls, 2008, 2009;
Abdu et al., 2009). Other observations have revealed
coupled neutral and plasma structures, especially the
GW ionospheric manifestations referred to as “trav-
eling ionospheric disturbances” (TIDs) and suggested
potential or significant influences of neutral motions
in plasma instability processes (e.g., Klostermeyer,
1969, 1978; McClure et al., 1977, 1998; Hysell et al.,
1990; Kirchengast et al., 1995; Ma et al., 1998;
Nicolls et al., 2004; Earle et al., 2008; Fritts et al.,
2009a). Recent modeling and theoretical studies have
defined the environmental conditions enabling GW
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propagation to high altitudes, anticipated secondary
GWs arising from nonlinear interactions or primary
wave dissipation at lower altitudes, and quantified vis-
cous influences on GW structures and penetration alti-
tudes (Klostermeyer, 1972, 1991; Sidi and Teitelbaum,
1978; Hickey and Cole, 1987, 1988; Walterscheid and
Schubert, 1990; Chimonas et al., 1996; Vadas and
Fritts, 2002, 2004, 2005, 2006, 2009; Vadas, 2007;
Fritts and Vadas, 2008; Snively and Pasko, 2008;
Huang et al., 2009; Vadas et al., 2009). Modeling and
theoretical studies addressing neutral-plasma coupling
have examined how GWs contribute to TID structures
and GW contributions to plasma bubble seeding and
identified conditions under which they appear to enable
or enhance plasma bubble growth (Huang et al., 1993;
Huang and Kelley, 1996; Kudeki et al., 2007; Abdu
et al., 2009; Kherani et al., 2009). Thus, our under-
standing of GW sources, characteristics, and effects
in the TI is considerably advanced over what it was a
decade or two earlier. There nevertheless remain major
unknowns, especially where observations and model-
ing fail to capture all of the relevant physical processes
and the spatial and temporal scales on which these
occur.

Ray tracing studies by Vadas and colleagues, in
particular, identified the spatial and temporal scales
arising from GW sources in the lower atmosphere
and in the mesosphere and lower thermosphere (MLT)
most likely to impact the TI, largely explained the
observed variations of GW scales and observed periods
with altitude, and highlighted expectations that GW
amplitudes and spatial scales should increase dramat-
ically with altitude prior to dissipation. These authors
also recognized that increasing amplitudes and scales
pushed the ray tracing assumptions (particularly WKB
theory and linearity) near, or beyond, their limits of
applicability, and that other methods would be needed
to address the non-WKB and nonlinear GW dynam-
ics that they imply. To address these needs, a new
modeling capability addressing deep, nonlinear, 3D
GW dynamics was recently developed, and has been
applied to several idealized problems that demonstrate
the need to account for these dynamics in furthering
our understanding of the influences of large-scale and
large-amplitude GWs in the TT (Lund and Fritts, 2011).

We will begin by reviewing the observational and
theoretical evidence for the importance of deep, vis-
cous, large-amplitude GWs in the TI arising from
lower atmosphere sources. We will then review the

benefits, as well as the assumptions and potential
pitfalls, of ray tracing methods in order to under-
stand where they serve us well, where they likely fail,
and how they might be refined to account for finite-
amplitude or nonlinear effects that they cannot address
directly. We will conclude with a brief summary of
some of the new dynamics accompanying GWs that
attain large spatial scales and large amplitudes, and
exhibit strong nonlinear responses, in the TI.

8.2 Evidence of Deep, Large-Amplitude
GWs in the Tl

Observations of electron density fluctuations by the
Arecibo Observatory (AQO) incoherent scatter radar
(ISR), the MU radar in Japan, the Poker Flat ISR
(PFISR) in Alaska, and the EISCAT ISR in Norway
provide persuasive evidence that GWs extending from
~100 to 500 km or higher occur essentially contin-
uously (Kirchengast et al., 1995; Oliver et al., 1997;
Djuth et al., 1997, 2004; Ma et al., 1998; Livneh et al.,
2007; Vadas and Nicolls, 2008, 2009). Additional
evidence of large-scale and large-amplitude neutral
GW motions, or TIDs, comes from ionosondes, all-
sky imagers, GPS receivers, in situ measurements,
and satellite remote sensing (e.g., Klostermeyer, 1969;
Mendillo et al., 1997; Innis et al., 2001; Ogawa et al.,
2002; Nicolls et al., 2004; Earle et al., 2008; Fritts
et al.,, 2008; Kamalabadi et al., 2009). While the
sources of this GW “continuum” are still under debate,
observed GW scales and periods appear to be relatively
well defined, and there is general agreement that the
primary GW sources occur in the lower neutral atmo-
sphere under “quiet” TI conditions. At these times,
GW vertical wavelengths increase from ~10 km or
greater at ~100 to ~200 km or greater at ~300 km,
while periods vary from ~10 min to several hours at
~100 to ~20 min to ~2 h at ~300 km. The distri-
bution of vertical wavelengths with altitude obtained
by Oliver et al. (1997) with the MU radar under
quiet conditions is shown in Fig. 8.1. Observed vari-
ations of wavelength and period with altitude suggest
that GWs, likely arising from different sources in the
lower atmosphere, contribute preferentially at different
altitudes.

Observed wavelength and period variations with
altitude under quiet conditions appear to be in good
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Fig. 8.1 Distributions of GW vertical wavelengths with altitude
observed by the MU radar. (After Oliver et al., 1997)

agreement with predictions of GW scales and frequen-
cies based on the viscous dissipation theory of Vadas
and Fritts (2005) and Vadas (2007) applied to GWs
arising in the lower atmosphere. The approximate vis-
cous dispersion relation of Vadas and Fritts (2005),
assuming a Prandtl number Pr = 1 (which differs from
the real value of Pr ~0.7) is given by
(i + vm/H)* = EN*(k|> + 1/4H%),  (8.1)
where w; = kn(c — Uyp) is the real GW intrinsic
frequency, @ = kpUy is the real GW ground-based
frequency, Uy, is the component of mean wind in the
plane of GW propagation, k;, and m are the GW hor-
izontal and vertical wavenumbers, k, = 2w /A and
m=2m/A,, Ayp and A, are the GW horizontal and
vertical wavelengths, the total GW wavenumber is
k = (kn, m), H is the density scale height, and N is
the buoyancy frequency. Where viscosity is negligible,
Eq. (8.1) yields the usual inviscid anelastic dispersion
relation of Marks and Eckermann (1995), which may
be written as
m? = I2(N?Jw? — 1) — 1/4H>. (8.2)
Equation (8.2) illustrates more conveniently the
influences of increasing or decreasing N, w;, and kn
on GW vertical structure. As examples, decreasing ky,

for constant N and w; reduces m2, resulting in GWs
having large horizontal wavelengths being evanescent
throughout the lower atmosphere; likewise, decreas-
ing N or increasing |c — Up| may cause GWs having
large ky and small horizontal wavelengths to become
evanescent where these conditions occur; finally, GWs
approaching critical levels, where wi = kn(c — Up)
approaches zero, causes these GWs to cease verti-
cal propagation. The consequences of these processes
(and viscosity) for GWs arising from general sources
in the lower atmosphere for various solar conditions
and thermospheric mean winds were evaluated by
Fritts and Vadas (2008). These results are illustrated
in Fig. 8.2 for three GW propagation directions with
a thermospheric temperature of 1000 K, an eastward
thermospheric wind of 100 ms~!, and Pr = 0.7.

The results displayed at top in Fig. 8.2 show
that long horizontal wavelengths are expected to be
evanescent in the lower atmosphere, with more severe
limits occurring for higher initial GW frequencies.
Decreasing |c — Up| results in critical levels for all
but the longest horizontal wavelengths for GWs prop-
agating eastward (right panels), while decreasing N
and increasing |c — Uy| result in decreasing m”> and
an approach to turning levels (and reflection) for
GWs propagating westward at the smaller horizontal
wavelengths (left panels). Decreasing N also causes
reflection for the higher initial frequencies (N/2 and
N/3) and smaller horizontal wavelengths even with-
out changes in the intrinsic phase speeds for those
GWs propagating meridionally (middle panels). The
consequences of these various effects are a decreasing
range of horizontal and vertical wavelengths achiev-
ing higher altitudes for each initial GW frequency
considered (bottom panels of Fig. 8.2). GWs having
horizontal and vertical wavelengths of ~100-1000 km
and propagating westward (against the thermospheric
wind) will retain ~3% or more of their initial momen-
tum flux at ~250 km altitude, with a smaller range of
wavelengths surviving to this altitude without Doppler
shifting. For the conditions displayed here, only wave-
lengths of ~150-500 km survive to 300 km altitudes,
and only for up-shifted GWs propagating against the
mean wind. As shown by Fritts and Vadas (2008),
similar results are obtained for smaller and larger ther-
mospheric temperatures, with smaller temperatures
yielding higher viscosities, lower penetration, and
more restricted wavelengths and higher temperatures
yielding lower viscosities, higher penetration, and a
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Fig. 8.2 Top panels show gravity wave penetration altitudes
for horizontal wavelengths varying from 10 to ~1000 km
for initial GW frequencies of N/2, N/3, N/5, and N/10
(fop to bottom, with N=0.02s"") and for GW propaga-
tion against, across, and along (left to right) an eastward
thermospheric wind of 100 ms~!. Bottom panels show
horizontal and vertical wavelengths achieving altitudes of
150, 200, 250, and 300 km (top to bottom) for GW

propagation directions as at left. A Prandtl number Pr
= 0.7 and a thermospheric temperature of 1000 K are
assumed. Solid lines denote surviving GW momentum flux,
00(z) < u'nw' >, magnitudes with altitude for each wavenumber
and frequency at the source altitude, with contour inter-
vals of 0.9, 0.5 (bold), 0.1, and 0.03. Dashed lines in top
panels are contours of vertical wavelength (in km), with
50 km in bold. Dashed lines in bottom panel indicate
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Fig. 8.2 (continued) observed GW periods of 10, 20 (bold), 30, line in each panel) because the WKB assumption is violated at
and 60 min. Vertical wavelengths in the lower panels are notreli-  these scales. (After Fritts and Vadas, 2008)
able near the value of 47 H (shown with the horizontal dashed
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somewhat expanded range of wavelengths. The spatial
and temporal scales observed by various radars and
predicted by viscous ray theory are largely consis-
tent with inferences from satellite, digisonde, and GPS
TEC data, where these data are available (Innis and
Conde, 2002; Earle et al., 2008; Fritts et al., 2008).

Corresponding GW amplitude estimates in the TI
come from several sources. In situ measurements of
neutral and ion velocities (and perturbation densities,
temperatures, and pressures) obtained by Dynamics
Explorer 2 (DE-2) at middle and high latitudes have
demonstrated consistency with the expected GW polar-
ization relations at wavelengths consistent with ISR
observations at DE-2 altitudes (Earle et al., 2008; Innis
and Conde, 2002). Vertical velocities of ~20 ms~! at
mid-latitudes and altitudes of ~250 to 300 km were
observed by Earle et al. (2008), while significantly
larger amplitudes were reported by Innis and Conde
(2002) at high latitudes. Similar vertical velocities to
those seen by Earle et al. (2008) were also inferred
from digisonde electron densities (see Fig. 8.3, left)
during the 2005 Spread F Experiment (SFX), ~10
to 30 ms~! (Fig. 8.4), where electron density pertur-
bations as high as ~40% also implied large neutral
GW amplitudes, downward phase motions, and peri-
ods of ~20 min to 2 h (Fritts et al., 2008; Abdu et al.,
2009). Large electron density perturbations were also
inferred from GUVI 1356 nm measurements during
SFX extending from ~100 km to much higher alti-
tudes (Kamalabadi et al., 2009, Fig. 8.3, right), with
the perturbations below ~250 km not attributable to
plasma bubbles and horizontal wavelengths of ~200
to 500 km comparable to those expected for GWs at
these altitudes (Fig. 8.2). Finally, we note that GW
horizontal velocities are almost always larger than ver-
tical velocities, with typical factors of ~2 to 5 for those
GWs expected to reach the highest altitudes (Fritts and
Vadas, 2008). Thus, GW momentum fluxes (per unit
mass), <uw' > = uilowz)/Z (where angle brackets
denote an average over GW phase and ”;10 and wy, are
the GW horizontal and vertical velocity amplitudes),
and the body forces and secondary wave radiation
accompanying wave dissipation, are also expected to
be substantial.

Additional evidence for large-amplitude GWs enter-
ing the TI from below comes from extensive ray
tracing studies of GWs assumed to arise from spe-
cific sources in the lower atmosphere and the MLT
by Vadas and colleagues using the same methodology

as the results of Fritts and Vadas (2008) discussed
above. Most attention has focused on GWs arising
from deep convection because this is the most obvious
lower atmosphere source that readily yields large-scale
GWs having large ground-relative phase speeds (Vadas
and Fritts, 2004, 2009; Vadas, 2007; Vadas et al.,
2009). Large phase speeds are required to penetrate
the ~100 ms~! mean and tidal winds in the MLT
that remove essentially all lower phase speed waves
from the spectrum through critical-level interactions
and related instability dynamics. Similar indications
of GWs arising from deep convection and penetrat-
ing into the MLT have come from direct simulations
of convection and the propagation of GWs that result
(e.g., Lane et al., 2001; Horinouchi et al., 2007,
Horinouchi, 2004), but these simulations typically
have not extended to significantly higher altitudes.

Further evidence for the importance of GWs aris-
ing from tropical convection in the TI comes from
observed correlations of regions of enhanced convec-
tion with (1) enhanced ionospheric irregularities in
the upper mesosphere and lower thermosphere seen in
GPS radio occultation by Hocke and Tsuda (2001) and
(2) a higher statistical occurrence of equatorial plasma
bubbles (EPBs) at the topside F layer by McClure et al.
(1998). Large-scale GWs arising from deep convec-
tion were invoked as the coupling mechanism in each
case. McClure et al. (1998) also noted a secondary
EPB occurrence maximum accompanying convection
in the eastern Pacific during an El Nino period. The
correlations identified by Hocke and Tsuda (2001) are
shown in Fig. 8.5. Both studies provide compelling evi-
dence of a dynamical link between deep convection
and ionospheric perturbations or instabilities suggest-
ing GWs as the coupling mechanism. Indeed, recent
analyses and modeling in support of measurements
made during the Spread F Experiment (Fritts et al.,
2009a) suggest that observed GWs can play a role in
EPB seeding when background ionospheric conditions
are conducive (Abdu et al., 2009; Kherani et al., 2009).
In contrast, other lower atmosphere sources, especially
topography and jet stream winds and shears, yield GW
phase speeds that typically do not enable penetration
into the TL.

Ray tracing of GWs arising from deep convection
suggests that smaller spatial scale GWs with larger
amplitudes are often unstable and dissipate in the MLT,
while GWs with larger spatial scales (and larger phase
speeds), but smaller MLT amplitudes, can more readily
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Fig. 8.3 Electron density perturbations inferred from digisonde measurements at Fortaleza, Brazil (rop) and GUVI 1356 nm
emissions (bottom) during SFX. (After Fritts et al., 2008; Kamalabadi et al., 2009)

penetrate to significantly higher altitudes. Thus it is
likely the large-scale, small-amplitude “tail” of the
convective GW spectrum that has the dominant direct
effects in the TI (Vadas and Fritts, 2004, 2009; Vadas,
2007, Fritts and Vadas, 2008; Vadas et al., 2009).
Indeed, Vadas et al. (2009) predict maximum GW hor-
izontal velocities of ~10 to 50 ms~! in response to
individual, but significant, convective plumes at spatial
scales and phase speeds that cannot penetrate typical
MLT winds, while Fritts and Vadas (2008) and Fritts
et al. (2008) show that GW's having nominal horizontal

winds (~1 ms™! at 80 km) can experience ampli-

tude increases of ~100 or more prior to dissipation at
altitudes above ~250 to 350 km (under suitable prop-
agation conditions). The implication is that even GWs
having large spatial scales and horizontal phase speeds,
but relatively small amplitudes at MLT altitudes, may
yield very much larger amplitudes and TI influences
if they avoid instability and dissipation at intermedi-
ate altitudes. Ray tracing methods, however, cannot
account for either linear behavior when assumptions on
which it is based (i.e. the WKB approximation) are not
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Fig. 8.4 RTI map of 5-m irregularities observed with the
30 MHz radar at Sao Luis for 24-25 October 2005 (fop), F
layer true heights at plasma frequencies of 5, 6, 7, and 8 MHz
(second panel), mean drift velocity computed from d(hF)/dt

valid or when GW amplitudes are sufficiently large that
nonlinear behavior is expected. Both of these concerns
are appropriate for GWs having larger vertical scales
at higher altitudes in the TI and will be addressed in
greater detail below.

Another apparent source of deep, fast GWs that
readily penetrate into the TI from below is body
forcing accompanying dissipation (and spatially and
temporally localized momentum flux divergence) of
GWs having amplitudes, horizontal scales, and phase

(third panel), band-pass filtered (20 min to 3 h) height oscil-
lations at the four frequencies (fourth panel), and instability
growth rate factor due to the V,/L term (bottom panel). (After
Abdu et al., 2009)

speeds that cause them to become unstable in the MLT
(Vadas and Fritts, 2001, 2002; Vadas, 2007; Vadas and
Liu, 2009). These “primary” GWs typically (1) have
rapid vertical propagation, (2) achieve large ampli-
tudes and large momentum fluxes, and (3) induce
significant forcing on the spatial scales of these GW
packets at the altitudes at which they become unsta-
ble. These characteristics yield body forces that are
deep and horizontally limited, but at larger spatial
scales that the primary GW wavelengths, which act
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Fig.8.5 Measurements of small-scale (< 7 km) electron density
fluctuations (a), stratospheric fractional temperature variance,
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as preferential sources for “secondary” GWs having
larger vertical scales and higher phase speeds than the
primary GWs and which themselves readily propagate
to much higher altitudes.

An example of the response to local body forc-
ing assumed to arise from rapid GW dissipation at
~180 km simulated with the TIME GCM by Vadas and
Liu (2009) reveals a GW with horizontal wavelength
~2000 km and maximum phase speed ~500 ms™!
quickly achieving much higher altitudes, propagating
globally, and yielding large TEC perturbations (see
Fig. 8.6). This thermospheric response is reminiscent
of mesospheric responses to deep convection observed
when intervening winds do not disrupt the nearly circu-
lar GW patterns seen in mesopause airglow emissions
(i.e., Sentman et al., 2003; Yue et al., 2009). Such
TI motions are typically characterized as TIDs, which
are plasma manifestations of neutral GWs occurring
on spatial and temporal scales ranging from 100’s to
1000’s of km and 10’s of minutes to hours and having

ECMWEF data, respectively (c), average terrain height from
5-25°S (d), and the number of occultation events. Data in (a),
(b), (¢), and (e) were smoothed over 10° of longitude. (After
Hocke and Tsuda, 2001)

phase speeds of 100’s of ms~'. The example shown
in Fig. 8.6 would be considered a large-scale TID,
and such specific responses to body forcing in the
MLT have yet to be identified in observational stud-
ies. We nevertheless expect them to be an important
component of the thermospheric motion field, and its
variability, and a key momentum input from lower alti-
tudes. Large-scale TIDs also arise accompanying large
energy and momentum inputs in the auroral zones dur-
ing geomagnetic storms. These inputs result in strong
heating, flow accelerations, and potentially very large
amplitudes in the neutral and plasma density, tempera-
ture, and wind fields extending to high altitudes that
readily propagate to equatorial latitudes and beyond
(Fuller-Rowell et al., 1994, 2002; Hocke and Schlegel,
1996; Shiokawa et al., 2002; Nicolls et al., 2004).
Small- and medium-scale TIDs having smaller phase
speeds and amplitudes are more common, and are more
likely to be manifestations of primary GWs entering
the TT from sources in the lower atmosphere.
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Fig. 8.6 TIME GCM responses in neutral temperature at
250 km (top) and in a latitude-height cross section (second pan-
els) to a local body force at ~180 km assumed to arise from
GW breaking and momentum deposition. Times (left to right)
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8.3 Validity of Ray Tracing Assumptions
inthe TI

8.3.1 The WKB Approximation

The viscous dispersion relation and ray equations
developed by Vadas and Fritts (2005) and employed
by Vadas (2007) and colleagues for predictions of GW
propagation, refraction, and dissipation are based on
the WKB approximation, which assumes that m? >>
1/4H?, or A, < 4w H. This assumption is readily satis-
fied for the smaller vertical wavelengths that appear to
dominate the GW spectrum in the MLT, say ~100 km
and below (see Fig. 8.1). At higher altitudes, however,
the larger vertical wavelengths typically approach or
exceed A, ~ 4w H, thus apparently violating the WKB
assumption and the conclusions based on its validity.
Because of this, Vadas and Fritts (2005) employed the
analysis of WKB validity by Einaudi and Hines (1970)
to examine its validity in our applications more care-
fully. Finaudi and Hines (1970) showed that WKB
validity requires a small “residue”, defined as

Ry = (1/2m*) d’>m/dz® — (3/4m™) (dm/dz)* (8.3)

Vadas and Fritts (2005) displayed values of Ry = 1
for predictions of GW propagation and dissipation for

2 4 6

percent

180 km. Corresponding latitude-time TEC perturbations induced
by this deep GW response (lower panel) reveal outward and
upward propagation with a horizontal wavelength of ~2000 km
and a maximum phase speed of ~500 ms~!. (After Vadas and
Liu, 2009)

various GW scales and frequencies to indicate where
the WKB approximation is clearly violated. This typ-
ically occurs only for larger vertical wavelengths and
at altitudes near the predicted “dissipation altitude”,
defined by Vadas and Fritts (2005) as

zdgiss & 21 + HIn( wr/2H|m> vy), (8.4)

where zgiss 1s the altitude at which the momentum flux
<upw'> peaks, z1 is a reference altitude ~2 to 3 H
below zgiss, and v is the kinematic viscosity at zj.
Unfortunately, neither Vadas and Fritts (2005) nor
Vadas (2007) displayed values of R, ~0.1 to 0.3
(for which the WKB approximation is more likely
approximately valid), so the larger ranges of altitude
over which the WKB assumption may be question-
able have not been clearly defined for a range of GW
wavelengths relevant to the thermosphere. While the
altitudes at which R, = 1 move downward towards Zgjss
as vertical wavelengths increase (see Vadas and Fritts,
2005, Fig. 8.3), further analysis (Vadas, personal com-
munication, 2010) indicates that in a majority of cases
the altitudes at which R, exceeds 0.1, 0.3, and 1 are
nearly the same, suggesting that the R, = 1 results of
Vadas and Fritts (2005) may be a reasonable guide.
There are also cases in which R, exceeds 0.1-0.3 at
lower and intermediate altitudes (well below dissipa-
tion altitudes) for larger initial vertical wavelengths,
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but these are more likely to result in partial reflection
rather than GW dissipation. Nevertheless, significant
GW dissipation and momentum deposition may occur
at altitudes above where R, ~0.1 to 0.3 for the larger
vertical wavelengths at higher altitudes. This likely
does not invalidate the prediction of most of the dissi-
pation occurring near Zgigs, likely within a scale height
or so. But it very likely does influence the specific
spatial dependence of these processes, and the vertical
distributions of the implied body forces.

8.3.2 Quasi-Linear and Nonlinear Effects

It is well known that GWs exhibit interactions
with other motions at small and large amplitudes,
including mean flows and other structures having
either 2D or 3D character, and that such inter-
actions cause significant departures from “linear”
behavior (e.g., Whitham, 1965, 1974; Hasselmann,
1967; Bretherton, 1969; Meid, 1976; Drazin, 1977,
Grimshaw, 1977; Lighthill, 1978; Yeh and Liu,
1981; Klostermeyer, 1991; Lombard and Riley, 1996;
Sonmor and Klaassen, 1997; Sutherland, 1999, 2000,
2001, 2006). Interactions with mean flows are typi-
cally referred to as “quasi-linear”, while interactions
among various components of the motion spectrum
having spatial and temporal variations are referred to
as nonlinear. Quasi-linear dynamics are often assumed
to be “one-way”, with the GW influencing the mean
flow, but not the reverse. However, numerous stud-
ies indicate that such interactions may influence the
GW strongly, altering its spatial and temporal charac-
ter, its vertical propagation and momentum deposition,
and enabling various instabilities, even in a Boussinesq
fluid (Mclntyre, 1973; Grimshaw, 1977; Fritts and
Dunkerton, 1984; Walterscheid and Schubert, 1990;
Sutherland, 2000, 2001; Huang et al., 2002).

GW packets that are localized only in the verti-
cal transport momentum that resides in the mean flow
and accompanies wave packet propagation via mean
flow variations that are transient and reversible if the
dynamics are linear and conservative, but that may
become irreversible and enable various instabilities
if quasi-linear or nonlinear effects become impor-
tant (Grimshaw, 1977; Fritts and Dunkerton, 1984,
Fritts et al., 1994, 1996, 1998; Sutherland, 2000).
Fritts and Dunkerton (1984) argued that “self accelera-
tion” can significantly increase the GW phase speed

at the leading edge of a wave packet, thus enabling
higher wave packet propagation, and penetration to
altitudes above an initial critical level. Fritts et al.
(1994, 1996, 1998) found transient induced mean flows
in a mean shear (1) to become permanent due to insta-
bility and dissipation, (2) to enhance mean shears at
the trailing edge of the wave packet, and (3) to con-
tribute to the character of wave breaking dynamics.
Sutherland (2000) proposed that a vertically-localized
GW packet (1) will become unstable to overturning
if the induced mean flow exceeds the GW horizontal
group velocity (a “self-acceleration condition”) and (2)
will exhibit self-acceleration effects at infinitesimally
small amplitudes if its frequency is very close to the
local buoyancy frequency. Sutherland (2006) further
demonstrated that GW packets that are suitably local-
ized vertically and have sufficiently high frequencies
will become unstable to self-acceleration effects rather
than parametric instabilities.

GW packets that are localized both horizontally
and vertically exhibit more complex mean responses
and both quasi-linear and nonlinear influences on
wave propagation and instability (Grimshaw, 1977;
Sutherland, 1999, 2001). Mean flows induced by
2D (or 3D) wave packets necessarily have 2D (3D)
structure to preserve continuity, even for conserva-
tive motions, with an expectation of secondary GW
radiation accompanying induced vertical motions (Luo
and Fritts, 1993; Vadas and Fritts, 2001, 2002). Wave
packets that are dissipating, as a result of viscous dis-
sipation, turbulence, or instabilities that erode wave
amplitudes, exhibit momentum flux divergence with
altitude that is not fully reversible and leave some
momentum behind as the packet propagates to higher
(or lower) altitudes. If the GW exhibits strong insta-
bility and large amplitude reductions, resulting, for
example, from wave “breaking” rather than weaker and
slower wave-wave interactions (Fritts et al., 2009b, c),
the majority of the momentum is “deposited” (or more
correctly, fails to be transported elsewhere) and spread
over the spatial extent of the breaking region, again
implying 2D or 3D mean responses and a potential for
radiation of secondary GWs as discussed above.

While these various quasi-linear and nonlinear
dynamics are anticipated in Boussinesq fluids, their
potential importance is likely much greater in the
atmosphere where GWs can propagate over many
scale heights, with amplitudes and momentum fluxes
(per unit mass) potentially increasing by orders of
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magnitude. GWs arising from sources in the lower
atmosphere may increase in amplitude by ~100 times
or more in reaching the MLT, while those waves
having very large spatial scales and relatively high fre-
quencies may increase in amplitude by another ~2
decades prior to dissipation far into the thermosphere
(Vadas and Fritts, 2005; Vadas, 2007; Fritts and Vadas,
2008). Quasi-linear effects are amplified in such cases
because the increment of momentum per unit area
accompanying a wave packet may be written as

AM = /,OAU dz (8.5)
with an induced mean flow change at altitude z and
time t given by

AU (z,t) = — / [(1/p)d(p < u'nw >)/dz]dt

(8.6)
where the integrals are over the depth of the wave
packet and from prior to wave packet arrival to an
intermediate time, ¢, before it has passed, respectively,
< upw'> is a function of z and 7, and the GW momen-
tum flux increases as 1/p following the wave packet for
conservative motions. Assuming that the wave packet
propagates over a number of scale heights, the incre-
ment of momentum remains constant, but AU(¢) also
increases as ~1/p for constant vertical group veloc-
ity (see Fig. 8.7). As seen previously for Boussinesq
fluids (Fritts and Dunkerton, 1984; Sutherland, 1999,
2001, 2006), accelerations (decelerations) at the lead-
ing (trailing) edge of the wave packet yield increases
(decreases) in the phase speed of the GW at these loca-
tions that increase in magnitude with decreasing den-
sity. This results in a temporally-varying distribution
of phase speed across the wave packet and a potential
for “self-acceleration” instabilities that increases with
increasing wave amplitudes and induced mean flows
(Sutherland, 2000, 2006).

The combination of increasing wave amplitudes,
momentum fluxes, induced mean flows, and phase
speed variations as GWs propagate from sources in the
lower atmosphere and MLT to higher altitudes essen-
tially guarantees that the linear and WKB assumptions
implicit in the ray tracing methodology must fail to
provide a quantitative description of GWs to vary-
ing degrees in the MLT and at higher altitudes. Given
the very large scales and amplitudes anticipated at
the highest altitudes to which GWs penetrate prior

to strong viscous dissipation, we expect that methods
that specifically account for quasi-linear and nonlinear
effects in an atmosphere with realistic kinematic vis-
cosity and thermal diffusivity profiles will be required
to define such dynamics as (1) GW refraction due to
variable mean wind and stability profiles, especially
behavior near turning levels (where the real part of
the intrinsic frequency w; = N), (2) the effects of “self
acceleration” on wave packet propagation, (3) the vari-
ous instabilities to which GW packets succumb at large
amplitudes and spatial scales and high frequencies, and
(4) the altitudes over which GW instability dynamics
leads to significant turbulence and mixing.

8.4 Studies of Large-Scale GW Dynamics
in the Thermosphere

Studies specifically addressing deep GW dynamics
in the MLT and higher in the thermosphere that
are unencumbered by WKB or linear assumptions
must enable solutions of either the fully compress-
ible or the (approximate) anelastic Navier-Stokes
equations. Numerical simulations of compressible
dynamics, however, demand enormous computational
resources for high-resolution studies because of the
large acoustic velocities in the thermosphere, even
below those altitudes at which viscosity dominates the
Courant-Friedrichs-Lewy (CFL) constraints in explicit
numerical schemes. Numerical solutions of the opti-
mal anelastic equations achieve up to an ~10 times
increase in the CFL condition, but are constrained in
the same manner by viscous diffusion. Thus, to date at
least, the greatest insights into quasi-linear and non-
linear neutral dynamics for large-scale GW motions
in the MLT have come from recent anelastic simula-
tions. Here we describe anelastic DNS results intended
to illustrate the influences of both self acceleration
and nonlinearity accompanying strong GW amplitude
growth with increasing altitude.

8.4.1 GW Self-Acceleration Effects

GWs that are spatially and temporally localized will
exhibit self acceleration, but the magnitude and effects
of self acceleration will depend on the GW parameters,
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Fig. 8.7 Schematic of the variations of the induced mean flow
following a gravity wave packet with p<uyw’> increasing lin-
early at the leading edge of the wave packet, remaining constant

the rate at which (or altitude interval over which) the
GW momentum flux varies, the degree of spatial local-
ization of the GW packet, and whether it is localized
in 1, 2, or 3 dimensions. Maximum self acceleration
occurs for GW packets localized in only the verti-
cal, as this precludes induced horizontal and/or vertical
circulations and distribution of the packet momentum
increment over larger spatial scales than the scale of
the packet itself.

To illustrate self-acceleration effects, we assume
a GW packet that is localized only in the vertical,
such that its momentum flux and self acceleration
approximate those at the center of a horizontally-
extended packet. The environment is assumed to be
initially at rest, isothermal, with constant scale height,
H =7km, and buoyancy frequency, N = 0.02 s~
(buoyancy period Ty, = 314 s) in order to illustrate self-
acceleration effects without refraction due to changes
of vertical wavelength with varying N), and to have
a (true) kinematic viscosity of v ~1.5 x 107 m?s~!
at the Earth’s surface. These imply kinematic viscosi-
ties of ~1.4 and ~400 m?s™! at altitudes of 80 and
120 km. We also assume the GW packet is excited at
the Earth’s surface (z = 0) with an intrinsic frequency
of wi = N/2'2 (initial intrinsic period of T; = 27 /w; =

at the center, and decreasing linearly at the trailing edge for a

: : : B : /
grav1ty‘wave with propagation upward and to the right with u
and w’ in phase

444 s), horizontal and vertical wavelengths of A, =
Az = 20 km, a Gaussian amplitude variation in time
of half width o = T;, and maximum horizontal and
vertical velocity perturbation amplitudes of uy, = w' =
0.0225ms ™! occurring at t = 47; (but in anti-phase
with negative momentum flux). These GW parameters
imply initial horizontal and vertical phase velocities of
Cpx = Cpx ~45 ms™!.

Our description of the evolution of this GW packet
employs the finite-volume anelastic (FVA) DNS model
recently introduced by Lund and Fritts (2011) for a
2D simulation employing a doubly periodic domain of
width 40 km and depth 160 km, with isotropic spatial
resolution of 200 m. This evolution is displayed with
streamwise-vertical cross sections of vertical velocity
at seven times in Fig. 8.8 at times ~7,9, 10.5, 11, 11.7,
11.9, 12.1 T; after maximum forcing.

The wave packet evolution up to the first image
in Fig. 8.8 is essentially linear, as the GW ampli-
tude, momentum flux, and induced mean motions are
still very small at this time and altitude (maximum
uj =w' = 2.5 ms™'are << cpy). This is confirmed by
the nearly uniform phase structure of the GW packet
at this time. As the GW propagates to higher altitudes,
however, its amplitude increases as ¢¥/?# (w'maxima
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Fig. 8.8 Streamwise-vertical cross sections of vertical velocity
at times of ~7, 9, 10.5, 11, 11.7, 11.9, 12.1 T; after maximum
forcing at z = 0 in the FVA DNS of GW self acceleration.

are ~8, 20, 40, and 60 ms! in the 3rd through
6th images), its momentum flux and induced mean
motions increase as ¢“F, and significant distortions
of the phase structure begin to emerge. These are
due to the accelerations of cpx spanning the leading
edge of the GW packet that resides in the mean flow
undergoing accelerations in the direction of GW prop-
agation because of (negative) GW momentum flux
that is increasing in time and decreasing with increas-
ing altitude; opposite tendencies for cpx and mean
motions occur where GW amplitudes are decreasing
with decreasing altitude. Succeeding images reveal
increasing phase distortions, including development
of a “kink” where the induced mean motions and
altered cpx are maximum, and continuing, but slow-
ing, vertical propagation of the maximum response.
By t = 11.7 T; (5th image), the GW above the kink
exhibits approximately vertical phase structure and the
largest vertical velocities, both because GW velocities
increase with decreasing density and because vertical
velocities increase relative to horizontal velocities as
w o~ knuy /m ~ (Az/An) uj,

The last three images also exhibit differential cpyx
accelerations with altitude that result in the phase
structure being advected through the vertical, with
evidence of smaller-scale structures and apparent
instability arising quickly thereafter. For reference,
the evolution up to the time exhibiting vertical phase

Maximum vertical velocities at these times are w’ are ~2.5, 8,
20, 40, 60, 60, and 40 ms™!, respectively

structures has required 11.7 T;, but the subsequent evo-
lution of small-scale structures within the velocity field
spans only an additional 0.4 7;. We take this as direct
evidence of the “self-acceleration” instability antici-
pated by Sutherland (2000, 2006), occurring where the
induced mean flow exceeds the GW horizontal group
velocity of the GW. Given the large momentum fluxes
and accelerations implied by the limited observations
suggesting very strong and localized body forces that
are available to date (e.g., Yamada et al., 2001; Fritts
et al., 2002), we anticipate that such dynamics may
be most common in the lower thermosphere, but that
similar “self-acceleration” dynamics may also readily
extend to lower altitudes whenever and wherever
large-amplitude, localized GW packets arise. We also
note that these self-acceleration effects arise largely
due to temporal (and spatial) variations in mean flow
forcing accompanying GW transience, rather than
primarily spatial (altitude) variations of GW momen-
tum flux and mean flow variations accompanying
GW dissipation due to viscous effects or instability.
This statement is based on the occurrence of very
similar evolutions of GW packet phase structures seen
to occur for stronger GW forcing at lower altitudes,
where viscous effects must play a much smaller
role (not shown). These various self-acceleration
dynamics will be discussed at greater length
elsewhere.
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8.4.2 GW Breaking and Turbulence
Generation in the Lower
Thermosphere

8.4.2.1 Problem Specification

We now consider the consequences of nonlinear-
ity for a GW expected to penetrate well into the
thermosphere, based on the ray tracing results of
Vadas (2007) and Fritts and Vadas (2008), and that
achieves an amplitude expected to lead to instability
and turbulence based on the DNS of GW breaking
in the MLT employing the Boussinesq incompressible
Navier-Stokes equations (Fritts et al., 2009a). For this
purpose, we assume a GW horizontal wavelength of
An = 60 km, a horizontal phase speed of ¢ = 55 ms !,
and a maximum horizontal velocity amplitude of uj =
5.5 ms~! at 100 km. These GW parameters are well
within the ranges anticipated to arise due to deep con-
vection by Vadas and Fritts (2009) and Yue et al.
(2009). We also assume a mean temperature profile
described by Vadas (2007) for mean solar condi-
tions, with the temperature increasing from ~280 K
at 100 km to ~900 K at 200 km, the corresponding
buoyancy frequency decreasing from N ~0.022 s! at
100 km to ~0.011 s~! at 200 km, and mean density
decreasing by nearly 103 from 100 to 200 km. These
assumptions imply a GW intrinsic frequency of w; =
kn(c—Up) = N/10Y2, where Uy, in this case is the mean
flow induced by the GW discussed in Section 8.4.1, a
vertical wavelength of A, ~20 km at 100 km, and a
kinematic viscosity of v ~14 m?s~! at 100 km.

In order to examine nonlinear dynamics in the
absence of complicating self acceleration, we also
assume that the GW packet is sufficiently localized in
the horizontal that the induced mean flow is Uy ~0
and the self-acceleration effects described in Section
8.4.1 may be neglected. Due to the strong density
decrease with altitude, the nondimensional GW ampli-
tude of a = uy/lc — Up| ~up/c = 0.1 at 100 km
increases to a ~1 near 160 km, suggesting a poten-
tial for GW breaking and instability that increases with
altitude if the Reynolds number Re = ci,/v is suf-
ficiently large and the Boussinesq stability analysis
of Fritts et al. (2009b) is approximately valid. Note
that Re ~,2/vT;, for approximately hydrostatic GW's
(with Ty, = 2m/N), making its scale dependence more
explicit. Thus, Re decreases with altitude as ~p, but

increases with altitude as A,2, which largely offsets the
variation with p, based on the variations with altitude
of A, observed by Oliver et al. (1997, see Fig. 8.1).
Clearly, then, the altitudes over which a particular GW
might exhibit nonlinear dynamics and instability will
depend on its spatial scales, intrinsic frequency, and
amplitude, with larger scales and amplitudes favoring
higher altitudes.

The nonlinear behavior of this GW is described
with the FVA model of Lund and Fritts (2011) with a
computational domain having a horizontal dimension
Ah = 60 km, a vertical dimension extending from 100
to 200 km, and a spanwise dimension of 30 km so as
to allow possible 3D structures to arise. We also spec-
ify an isotropic resolution of 200 m so as to resolve
well any structures having spatial scales larger than
~1 km. A linear increase with time (over 2.5 Ty) of
the horizontal velocity perturbation to a final amplitude
of uy =5.5 ms~! at 100 km generates a GW having a
structure conforming to the viscous anelastic disper-
sion relation that propagates to higher altitudes with
increasing amplitude with time.

8.4.2.2 Nonlinear GW Evolution

The temporal evolution of the GW is displayed in
Fig. 8.9 with cross sections of vorticity magnitude in
the streamwise-vertical plane of GW propagation (with
propagation upward and to the left) at times of ~23,
25, 36, and 41 Ty, following the start of the linear ramp
of the GW amplitude at 100 km. At the earliest time
shown, the underlying GW structure is clearly seen,
with alternating phases exhibiting larger (smaller) vor-
ticity magnitudes and lesser (greater) modulation of
the initial plane wave structure at a common spanwise
position. It requires only another 2 Ty, however, for
significant initial overturning to occur, beginning as
high at ~160 km where the GW amplitude is a maxi-
mum at this time. Once overturning begins, the insta-
bilities exhibit a cascade to smaller scales of motion,
display clear 3D structure (see below), and gradu-
ally extend down along the unstable GW phases to
lower altitudes. As these instability dynamics penetrate
to lower altitudes and higher densities, Re increases
and enables an expanded range of turbulence scales,
with the smallest scales at ~1 to 2 km in the last
image. Also accompanying the descent of the instabili-
ties is a cessation of instability at higher altitudes. This
occurs because instability at lower altitudes limits the
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Fig. 8.9 Streamwise-vertical cross section of vorticity magni-
tude from an anelastic 3D simulation of GW breaking between
100 and 170 km altitude spanning a time of ~90 min (following
Lund and Fritts, 2011). Overturning and turbulence generation
extend to altitudes of ~160 km, approximately 3 scale heights
above the “turbopause”. The GW had a horizontal wavelength

GW amplitudes above. Indeed, we expect typical GW
breaking events in the thermosphere (and more gener-
ally where density decreases contribute to rapid ampli-
tude growth and the tendency for instability) to exhibit
such downward penetration. Instability continues to
penetrate to lower altitudes until the GW amplitude is
no longer sufficient to initiate overturning.

These dynamics bear a striking resemblance to the
initial stages of the GW breaking events described by
Fritts et al. (2009b, c) employing a Boussinesq incom-
pressible code at much higher Re. Common features
include

1. initial instability structures composed of stream-
wise-aligned counter-rotating vortices closed at
their upstream (leftward) ends,

2. strong initial vortex dynamics in the high-shear
zones at the lower edge of the least stable phase of
the GW,

3. 3D vortex interactions that drive an enstrophy cas-
cade to smaller scales of motion,

4. significant GW amplitude reductions accompany-
ing GW breaking and instability, and

5. continued vertical propagation of the surviving GW
having a smaller amplitude.

Additional evidence for the location and character
of these instability dynamics within the GW field is
provided with 3D images spanning the last 12 Ty,
of the evolution shown in Fig. 8.10. These provide

of Ax = 60 km, an initial vertical wavelength of A, ~20 km, a
horizontal perturbation velocity of ' ~5.5 ms™! at 100 km, a
horizontal phase speed of 55 ms™!, and an intrinsic frequency of
@ = N/10"2 at 100 km. Background temperature increased from
~280 to ~900 K from 100 to 200 km

views of isosurfaces of the second (negative) eigen-
value, Ay, of the tensor defined as L=22+S?, where
@2 and S are the rotation and strain tensors, with
anti-symmetric and symmetric components £2;;=(d;uj—
djuj)/2 and S;;=(djuj+9dju;)/2 (see Fig. 8.9). These
define the most rapidly rotating vortex structures
within a turbulent flow (Jeong and Hussain, 1995). The
isosurfaces are also colored by vorticity magnitude,
confirming that the lower edges of the initial, larger-
scale structures are within the highly-sheared region
beneath the upward- and leftward-moving least stable
GW phase. They also reveal the “tube-like” character
of the turbulence throughout the enstrophy cascade.
But perhaps the most surprising aspect of this GW
breaking DNS is the suggestion that turbulence gen-
eration should be expected to accompany large-scale
and large-amplitude GWs penetrating well into the
thermosphere.

8.5 Discussion and Conclusions

This paper began with a brief review of some
of the considerable evidence for GW influences in
the thermosphere and ionosphere. Observations have
come from many measurement systems, among them
ground-based radars, GPS receivers, ionosondes, air-
glow imagers, and FPIs, in situ measurements, and
remote sensing from satellites. Theoretical and mod-
eling studies have likewise indicated a potential for
deep GW penetration and diverse effects. Collectively,
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Fig. 8.10 3D views of A, isosurfaces colored by vorticity magnitude showing the vortex scales and orientations extending to
altitudes of ~150 km spanning the last ~60 min of the evolution displayed in Fig. 8.8

measurements, modeling, and theory have suggested
GW influences including

1. penetration from sources in the lower atmosphere
to ~500 km or above, depending on GW scales and
frequencies,

2. large neutral and plasma density and velocity per-

turbations,

. contributions to seeding of plasma instabilities,

4. local momentum deposition, strong mean forcing,
and heating, and

5. radiation of large-scale GWs from body forcing
events and auroral sources that propagate over very
large scales.

W

Until recently, however, available tools lacked the
ability to define the quasi-linear and nonlinear influ-
ences of wave-mean flow interactions, wave-wave
interactions, and local instability dynamics accom-
panying GW attaining large amplitudes, momentum
fluxes, and mean-flow accelerations at various alti-
tudes in the TL In particular, ray tracing theory makes
predictions of GW scales and amplitudes that ulti-
mately render the assumptions underlying the theory,
and its predictions, suspect. This is particularly true
for the largest GW scales predicted to achieve large
amplitudes and have strong influences extending to the
highest altitudes in the TL.

The recent development of a high-resolution 3D
finite-volume anelastic model allow studies of large-
scale GW propagation, wave-wave and wave-mean
flow interactions, and instability dynamics in vertical
domains spanning many scale heights (Lund and Fritts,
2011). Initial applications of this model to (1) GW self
acceleration accompanying induced mean flows for
transient, but horizontally-extended, GW packets and

(2) instability and turbulence accompanying attain-
ment of large GW amplitudes have revealed dynamics
having surprising and significant implications for the
MLT and at higher altitudes. Those discussed here
include

1. significant self acceleration of GW packets that are
vertically localized and horizontally extended,

2. corresponding changes in the GW structure, with
steepening phase structure at the leading edge and
reduced phase slopes at the trailing edge of the GW
packet, with “self-acceleration” instability occur-
ring for sufficiently strong events,

3. attainment of large amplitudes for large-scale GWs
entering the TI that lead to GW breaking, ampli-
tude reductions, instability, and 3D turbulence
that may extend to significant altitudes above the
“turbopause”, and

4. instability characteristics that closely resemble the
same dynamics anticipated for higher-Re flows at
lower altitudes.

The implications of these anelastic simulation
results are significant for the MLT because they reveal
both (1) that GW breaking and turbulence generation
should be anticipated well into the TI for sufficiently
large GW amplitudes, but with minimum spatial scales
dependent on the local Re, and typically at much
larger scales than associated with turbulence at lower
altitudes, and (2) that quasi-linear GW-mean flow
interactions accompany large-amplitude GWs and will
influence GW behavior, MLT and TI penetration alti-
tudes, and the potential for GW instability at high
altitudes.

The “turbopause”, above which neutral turbulence
is believed to largely cease due to increasing kinematic
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viscosity and thermal diffusivity, is generally regarded
to occur at altitudes between ~105 and 110 km, with
variability that reflects latitudinal and seasonal varia-
tions in GW sources and filtering conditions and lower
thermospheric temperatures (Danilov, 1984; Hall et al.,
1998). It has also been recognized that the turbopause
at any location and time likely represents an altitude
range over which turbulence varies from frequent to
less frequent because of the intermittent nature of
the underlying GW field and increasing viscous con-
straints on GW instabilities with increasing altitude
(Hines, 1991). We are unaware of any studies sug-
gesting a turbopause altitude at ~150 km or higher,
however, so the strong GW instability and large-scale
turbulence structures seen in Figs. 8.9 and 8.10 for
quite reasonable GW scales and amplitudes at lower
altitudes will come as a surprise to many. Indeed, the
expected lower altitude of the turbopause based on
measurements of atmospheric composition suggests
that GW breaking and turbulence at much higher alti-
tudes is an intermittent process. While we have not
yet examined the potential instability of larger-scale
GWs achieving even higher altitudes, it is quite pos-
sible that we should anticipate such events occurring
even higher when propagation conditions allow large
GW amplitudes at large spatial scales.

Future anelastic simulations will also enable evalua-
tion of the GW dissipation and momentum flux profiles
anticipated by viscous ray tracing, the efficiency of
continued GW propagation to higher altitude follow-
ing instability and turbulence below, and the scales
and effects of secondary GW generation accompa-
nying instability and momentum deposition, among
other studies. A greater appreciation of these various
dynamics will also enable a parameterization of these
influences in the TI that is unavailable to modelers at
present.
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Chapter 9

Neutral Winds and Densities at the Bottomside
of the F Layer from Primary and Secondary
Gravity Waves from Deep Convection

Sharon L. Vadas and Han-Li Liu

Abstract We model the primary gravity waves
(GWs) excited by overshooting convective plumes in
a 20° x 20° region in central Brazil for 6 h during
the evening on 01 October, 2005. We ray trace these
GWs into the thermosphere. At z =250 km (near
the bottomside of the F layer), the surviving GWs
have horizontal wavelengths of Ag ~ 200—300 km,
horizontal velocity amplitudes of u’,v' < 15m/s, and
neutral density perturbations of o'/p <2%. We
compute the thermospheric body forces, and input
them into the Thermosphere-lonosphere-Mesosphere-
Electrodynamics General Circulation Model (TIME-
GCM). These forces create a “mean” eastward wind
perturbation at z ~ 150 km of 200—340 m/s which
lasts for ~3 h. These forces also excite large-scale sec-
ondary GWs in all directions for at least 3 h with hori-
zontal wavelengths of Ay ~ 4000—5000 km, horizon-
tal phase speeds of cg ~ 500—600 m/s, and density
perturbations of 5-15% at z =250 km. Prior to and
after sunset, the wind perturbations are eastward with
u' ~ 75—150 m/s at z = 250 km. This occurs over the
convective region, where the winds from 2 large vor-
tices (created by the forces) converge. In other areas,
the winds are west, south, or northward. It is likely
that these forces (and the GWs they excite) signifi-
cantly affect the F region dynamo and the seeding of
equatorial plasma bubbles (EPBs).

S.L. Vadas (>7)

Colorado Research Associates Division, NorthWest Research
Associates, Boulder, CO, USA
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9.1 Introduction

GWs have been observed in the thermosphere for
decades as TIDs (traveling ionospheric disturbances)
(Hocke and Schlegel, 1996; Oliver et al., 1997; Djuth
et al., 1997, 2004). From observations and model-
ing, it has been thought that large-scale, fast GWs
are created from the aurora (Hocke and Schlegel,
1996; Richmond, 1978; Hickey and Cole, 1988), while
medium scale GWs with ¢y < 250ms~! are created
in the lower atmosphere (Georges, 1968; Waldock and
Jones, 1986; Crowley et al., 1987; Ogawa et al., 1987).
GWs excited by convection are frequently observed in
the stratosphere (e.g., (Pfister et al., 1993; Dewan et al.,
1998)). If the winds are small, these GWs appear as
concentric rings in airglow layers near the mesopause,
a stunning confirmation of their source (Taylor and
Hapgood, 1988; Sentman et al., 2003; Suzuki et al.,
2007; Yue et al., 2009). These patterns can last for
hours, with Ay ~ 20—150 km. Near the equator, trop-
ical convection is the most important source of GWs
which can propagate into the thermosphere.

Although models show that convective “primary”
GWs can propagate to the upper mesosphere and break
there (Holton and Alexander, 1999; Horinouchi et al.,
2002), some convective GWs with large vertical wave-
lengths A, and initially small amplitudes can propagate
into the thermosphere (Vadas and Fritts, 2006; Vadas,
2007). Primary GWs with Ayg > 100 km and cy >
200 m/s can propagate to z = 200—300 km before dis-
sipating (Vadas, 2007). Less energetic GWs dissipate
at z ~ 110—220 km, creating horizontal thermospheric
body forces (Vadas and Fritts, 2006; Vadas and Liu
2009). A single convective plume creates an acceler-
ation of ~1m/s?> and “mean” winds of ~400 m/s at
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z ~ 180 km, and excites large-scale “secondary” GWs
with Ay ~ 2200 km and cy ~ 500 m/s which propa-
gate up to at least z ~ 420 km (Vadas and Liu, 2009).
A recent ray trace study showed that the TIDs observed
at the bottomside of the F layer near Wallops Island,
USA (75.47° W and 37.95° N) were secondary GWs
excited by the thermospheric body forces created by
deep convection in Tropical Storm Noel (Vadas and
Crowley, 2010).

Models show that GWs at the bottomside of the
F layer can seed equatorial spread F (ESF) and EPBs
through the Rayleigh-Taylor (RT) instability (Kelley
et al., 1981; Hysell et al., 1990; Huang and Kelley,
1996a). Radar results have correlated wave structure
in the bottomside ionosphere with the separations of
plumes that develop thereafter (Tsunoda and White,
1981; Hysell et al., 2006). One study found wave-
lengths of 200400 km (Miller et al., 2010). Another
study showed a linear relationship between the wave-
lengths of the GWs observed near the mesopause
with EPB spacings (Takahashi et al., 2009). Rottger
(1973) found a median spacing of ~380 km for peri-
odic equatorial irregularities. A recent study found that
the spacings between multiple, periodic EPBs (100-
800 km) agreed well with the spectrum of secondary
GWs from the Wallops Island study (Makela et al.,
2010).

At the dip (magnetic) equator, GW seeding altitudes
are z = 200—300 km. These altitudes can be lower
farther from the dip equator where the field lines are
lower, if electric field perturbations are created by the
GWs which then map to the magnetic equator and
create the RT instability (Fritts et al., 2008). GW per-
turbations must be aligned with the magnetic field in
order for the field-integrated perturbations to be suffi-
ciently large (Huang and Kelley, 1996b). When ESF
occurs, it is nearly always observed after sunset, when
the ionosphere descends. During this descent, spa-
tial resonance can occur with approximately eastward
propagating GWs, since plasma drifts in the eastward
direction (Kelley, 1989). An eastward neutral wind
is required to drive the F layer dynamo which cre-
ates the pre-sunset prereversal enhancement electric
field (PRE)/vertical drift (Rishbeth, 1971; Abdu et al.,
1995), although a recent study questions the need for a
strong PRE in generating ESF (Tsunoda et al., 2010).

Although (Vadas and Liu, 2009) calculated the pri-
mary and secondary GWs that result from a single
convective plume, convection generally lasts for hours

and involves tens to hundreds of plumes. The purpose
of this chapter is to calculate the primary and sec-
ondary GWs near the bottomside of the F layer that
result from 6 h of deep convection.

9.2 Primary GWs from Convective
Overshoot

Convective sources of gravity waves can be described
equivalently as heating or momentum sources, as these
sources are coupled through the vertical momentum
equation. Many linear models of GW excitation from
convection have been developed (Stull, 1976; Salby
and Garcia, 1987; Alexander et al., 1995; Walterscheid
etal., 2001; Beres, 2004). Here, we use an analytic, lin-
ear, Boussinesq model which describes the excitation
of GWs from a convective plume envelope with diam-
eter Dy via an upward acceleration of air (Vadas and
Fritts, 2009). This model neglects moisture processes,
and assumes that the air above the tropopause is sta-
tionary within the frame of the mean horizontal wind at
the tropopause until a convective plume overshoots the
tropopause and pushes the stratospheric air upwards.
It solves the linear solutions in a locally unsheared
environment with a constant buoyancy frequency.
GOES-12 satellite images covering 45—65° W and
0—20° S in central Brazil were available every 30 min
during the 6 h period from 18:22 to 23:53 UT on 01
October 2005 (e.g. (Vadas et al., 2009)). Since the
local time (LT) is LT=UT—3h, this includes sunset
at ~2230 UT. Deep convection peaked at 19-22 UT,
and weakened rapidly after 23 UT. Using balloon
soundings, the tropopause temperature was determined
to be ~209 K. All plumes cooler than this tem-
perature likely underwent convective overshoot (i.e.,
punched into the stratosphere where the temperature
increases), and therefore were identified as gener-
ating GWs. One hundred and thirty six convective
objects are identified; each is classified as a single
convective plume, a convective cluster containing 2
or more tightly-clumped convective plumes, or a con-
vective complex with 2 or more less-tightly-clumped
convective plumes. The average plume diameter in
each object ranges from Dy = 5-20 km. The plume
updraft velocities, wpy, are estimated from Convective
Available Potential Energy (CAPE) maps, and range
from wp =~ 0 to 63 m/s. Because the primary and
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secondary GW amplitudes are proportional to wp| and
wf)l, respectively, we only simulate those objects with
wpl > 10 m/s here. Examples of primary GW spectra
excited by plumes and clusters are shown in Vadas
et al. (2009). Complexes are defined as 4 plumes at
the corners of a square, with adjacent plume centers
separated by 4.5Dy.

The primary GWs are ray traced into the upper
atmosphere using an anelastic GW formulation (Vadas
and Fritts, 2005). The wind and temperatures are deter-
mined from balloon soundings, meteor winds, and the
TIME-GCM (Vadas et al., 2009). The GW parameters
are saved in a 4D box with grid spacings of 50km x
50km x 4km x 10min in x, y, z, and ¢. The GW fields
(such as the velocity perturbations (1/,v',w’) and den-
sity perturbations p’) are then reconstructed (Vadas
and Fritts, 2009). We now also include the effects of
parameterized wave breaking from self and wave-wave
interactions via the use of Lindzen’s saturation condi-
tion (Lindzen, 1981), as these effects are now known to
be important in the thermosphere for large-amplitude
waves (Yigit et al., 2008, 2009). Without this effect, the
non-dimensional wave amplitudes in this study would
have been unrealistically large, ~5—20, because of
the multiple clusters with large updraft velocities that
occurred on this day. Including this effect decreases
the altitude where the thermospheric body forces are

latitude (deg)

latitude (deg)

-65

-60 -55
longitude (deg)

-50 -65

Fig. 9.1 Primary GW density perturbations, p'/p, at z =
250 km from ray tracing. (a—f): 1945, 2005, 2025, 2055, 2125,
and 2155 UT, respectively. Maximum positive (negative) values

-60
longitude (deg)

maximum. We include this effect by ray tracing the
GWs from each convective object, reconstructing the
GW solution, and calculating the sum of the non-
dimensional amplitude squared, A2, in each (x,y,2,1)
bin from all convective objects. We then run the ray
trace model for all convective objects again, and reduce
the amplitude of each GW which enters a bin with
A > 1 to ensure that A = 1 (Smith et al., 1987). This
also has the effect of altering the background flow via
the deposition of momentum.

Figure 9.1 shows the primary GW density perturba-
tions at z = 250 km, p’, divided by the neutral back-
ground density p. Lines of propagating GWs are seen.
This is in contrast to z = 150 km, which shows mostly
partial concentric rings (not shown). This difference
occurs because of wind and dissipative filtering. The
GWs propagate in a direction perpendicular to the
phase lines, which in general is east and southeastward.
A GW’s horizontal wavelength, Ay, is the perpendicu-
lar distance between the white (or black) contour lines.
From 1945 to 2155 UT, Ay decreases from ~300 to
200 km.

The horizontal velocity perturbations of the pri-
mary GWs are shown at 1945 UT and z = 250 km in
Fig. 9.2. The horizontal and vertical velocity pertur-
bations, («/,v',w'), are as large as 10—15 m/s. These
values are typical of other times. Note that w' is

-56 -560 -66 -60 -55

longitude (deg)

-50

are white (black). The maximum values of |p’/p| are (a—c):
2, 2, and 1%, respectively. (d—f): 2, 2, and 0.3%, respectively
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Fig. 9.2 Vector plot of the primary GW horizontal velocity
perturbations at 1945 UT and z =250 km from ray tracing.
The maximum values of |u'|, |V/|, and |w'| on this slice are
14, 7, and 12 m/s, respectively, where «’, v/, and w' denote
the GW zonal, meridional and vertical velocity perturbations in
geographic coordinates

comparable to u/,V because the primary GW intrin-
sic frequency, oy, is nearly equal to the buoyancy
frequency.

9.3 Thermospheric Body Forces from
Primary GW Dissipation

We determine the body forces which accompany pri-
mary GW dissipation and/or saturation in the ther-
mosphere by computing the vertical divergences of
the zonal and meridional momentum fluxes (per unit
mass). The zonal and meridional components of the
body force in geographic coordinates are

1 9(ou'w’™) /*)
ﬁ 9z

1 a(ev'w™) V™)

Fy=— =
X x ﬁ 82

. 0D
respectively (Andrews et al., 1987). Here, overlines
denote averages over 1-2 wave periods and wave-

lengths, and * denotes the complex conjugate. If
WA
)

the GWs are not dissipating or saturating, (ou'w

and (pv'w'®) are constant with altitude, so that F, =
Fy,=0.

Because the TIME-GCM includes a GW parame-
terization scheme up to z = 120 km, we smoothly zero
our body forces below 120 km in order to avoid double

counting the GW effects. We choose a smoothing
range of 6 = 20 km. For altitudes below z; = 100 km,
we set the body forces equal to zero. For altitudes
between z; and z; + §, we multiply the body forces by

1 — cos? [(z—2)/(28)]. 9.2)

We find that the largest value of F, is eastward, Fy =
0.83 m/s%, and occurs at 60°W, 12°S, z = 152 km, and
1915 UT. The largest value of F) is southward, F) =
—0.89 m/s?, and occurs at 53°W, 20°S, z = 164 km,
and 1925 UT. These accelerations are consistent with
previous results from a single convective plume (Vadas
and Liu, 2009). However, the altitude of the ther-
mospheric body force is lower here by ~30—40 km
because of wave saturation.

Figure 9.3 shows horizontal slices of (Fy, Fy) at z =
150 km. The strongest accelerations last for only 2 h,
from 19 to 21 UT, and are east, north, and southward.
The accelerations are patchy and variable because of
constructive and destructive interference between GWs
from different convective objects. They have partial
ring shapes because the GW phase lines are partial
rings at this altitude.

GWs moving against the background wind propa-
gate to higher altitudes in the thermosphere (Fritts and
Vadas, 2008). Those primary GWs which dissipate at
z =150 km are propagating in a direction which is
opposite to the background wind direction 1-2 neu-
tral density scale heights below z = 150 km (i.e., at
z ~ 120—130 km) (Vadas and Liu, 2009). The domi-
nant winds which filter the GWs in the lower thermo-
sphere are semidiurnal and diurnal tides, which change
on time scales of 612 h. This is why the body forces
in Fig. 9.3 are directed in a similar direction from 19 to
21 UT.

9.4 Generated Neutral Mean Winds
and Secondary Gravity Waves

Thermospheric body forces excite secondary
GWs and create “mean” neutral winds (Vadas
and Liu, 2009; Vadas, 2010a, b). Because the
spatial variability of the forces in Fig. 9.3 are
1-5°, we expect the secondary GWs to have
horizontal wavelengths of Ay ~ 100—5000 km,
with a peak at Apg~200-500 km. (Note
that the secondary GWs at the bottomside of
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Fig. 9.3 (a—f): Vector plot of F, and Fy from Eq. (9.1) (cal-
culated from the ray trace solutions) every 30 min from 1855
to 2125 UT at z = 152 km. All panels are normalized by the

the F layer in the Wallops Island study had
Ag ~ 100—2000 km, and peaked at Apg~
100—300 km (Vadas and Crowley, 2010).) We
insert F, and Fy, from Eq. (9.1) (as a function
of x,y,z,t) into the high resolution TIME-GCM.
Because of the 2.5° horizontal grid spacing of this
model, however, GWs with Ag < 2000 km are not
resolvable (Vadas and Liu, 2009). We calculate the
difference between this “perturbed” solution and the
“unperturbed” high resolution TIME-GCM solution
(i.e., with no thermospheric body forces). We show
the perturbed minus the unperturbed TIME-GCM
solutions in Figs. 9.4, 9.5, and 9.6.

-65 -60

longitude (deg)

-85 -50 -66 -80 -55  -60
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same factor. The largest forces are Fy = 0.68 m/s> and Fy =
0.83 m/s? in (b)

Figure 9.4 shows the neutral density perturba-
tions of the excited secondary GWs that are resolved
by the TIME-GCM (i.e., having Ay > 2000 km) at
z =250 km. There is a density decrease of 8-12%
over central and western Brazil which moves south-
ward in time. There is also a density enhancement of
7-9% over eastern Brazil which moves southeastward
in time. These occur because (1) a density decrease
is created near the back-half of a body force at
z ~ 150 km as fluid is pushed away from this region,
and (2) a density enhancement is created near the front-
half of a body force as fluid is pushed into a region
containing existing fluid. The density perturbation

Fig. 9.4 Neutral density perturbations of the secondary GWs
at z =250 km from the TIME-GCM. (a—c) show 2230, 2330,
and 2430 UT, respectively. Green (purple) colors show negative
(positive) perturbations. Minimum and maximum perturbation

amplitudes are (a): —10 and 7%. (b): —12 and 9%. (c): —8
and 7%. The latitude and longitude lines on Earth are separated
by 20
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Fig. 9.6 Horizontal velocity
perturbations of the secondary
GWs at z = 250 km from the
TIME-GCM. (a): 2130 UT.
(b): 2430 UT. Maximum
perturbation amplitudes are
(a): 75 m/s. (b): 150 m/s. The
latitude and longitude lines on
Earth are separated by 20°

amplitudes are smaller after 24 UT because the body
forces are weaker then (see Fig. 9.3). Co-aligned with
the density enhancement is a density decrease (nearer
to the south pole) which also moves southeastward in
time. These constitute the & phases of an excited large-
scale secondary GW with cg ~ 500—600 m/s and
Ang ~ 4000—5000 km. There are also large-scale sec-
ondary GWs which move north and westward in time,
although their amplitudes are significantly smaller than
the southeastward GWs before 24 UT.

The result that the northwestward and southeast-
ward GWs have significantly smaller amplitudes
before 24 UT differs from previous results; Vadas and
Liu (2009) found that the secondary GWs have simi-
lar amplitudes in and opposite to the force direction.
If the background winds are small, secondary GWs
excited by horizontal body forces have equal ampli-
tudes in and against the force direction (for the same
intrinsic frequency wr;) in the intrinsic reference frame
(Vadas, 2010b; Vadas et al., 2003). In (Vadas and Liu,
2009), the “mean” winds and secondary GWs were
created at the same time. Therefore, the background
winds were relatively small at the excitation time. This
is not the case prior to 24 UT here. Figure 9.5 shows

2430 UT

the zonal wind perturbations (induced “mean” plus
secondary GWs) at 14~ S. The induced zonal mean
wind is eastward from z ~ 130 to 230 km over a
zonal extent of ~2000 km, with a maximum value of
~340 m/s at 2230 UT. There is also a large southward
“mean” component (not shown). Therefore, before 24
UT, the secondary GWs are excited in a large south-
eastward wind created by previous thermospheric body
forces. Because deep convection weakens rapidly after
2300 UT, the induced mean winds from the forces are
weak after 24 UT (see Fig. 9.5).

We now discuss the influence of the background
wind on the secondary GW amplitudes at z = 250 km.
The ground based frequency (wr) of a GW is

wr = o+ kU + 1V, 9.3)

where U and V are the zonal and meridional back-
ground winds (which include the tides and the mean
winds induced by the body forces), and (k, [, m) is the
wavevector. We consider an eastward body force. If the
background wind is eastward at the excitation altitude,
oy is larger (smaller) in the forcing region for sec-
ondary GWs (with the same wy;) propagating eastward
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(westward). These east and westward GWs have the
same initial amplitudes. Above the forcing region
(at z > 200 km), U and V are much smaller, because
the induced mean winds are small. Since w; is approxi-
mately constant along a GW’s ray path, wy; is therefore
larger (smaller) at z > 200 km for the secondary GW
propagating east (west), using Eq. (9.3). From the dis-
persion relation, A is larger (smaller) for a GW with a
larger (smaller) wyr. Since a GW with smaller (larger)
X and wy; dissipate at a lower (higher) altitude (Vadas,
2007), the eastward GW amplitude is larger than the
westward GW amplitude at z = 250 km prior to 24 UT.
After 24 UT, the background wind at z = 150 km is
much smaller because the body forces are weaker (see
Fig. 9.3). This causes w, to be approximately equal for
these same secondary GWs, causing their amplitudes
to be nearly the same at z = 250 km since they are
dissipating similarly with altitude.

Figure 9.5 also shows that some secondary
GWs propagate up to at least z ~410—450 km.
Additionally, the amplitude difference between the
eastward and westward secondary GWs prior to 24 UT
does not occur at 2430 UT, in agreement with Fig. 9.4.

Figure 9.6 shows the horizontal velocity perturba-
tions at z = 250 km prior to and after sunset. At this
altitude, the “mean” wind created by the body forces
is small (see Fig. 9.5). Therefore, these are primar-
ily secondary GWs perturbations. Two large vortices
swirl the neutral fluid in opposite directions above the
convective region. Persistent east and southeastward
motions of u’ ~ 75—150 m/s occur where these vor-
tices converge. The perturbations last for at least 3h
because convection occurs for ~4 h this night; as sec-
ondary GWs propagate upward from the forces, new
secondary GWs are excited. These horizontal velocity
perturbations are much larger than that of the primary
GWs at this altitude (see Fig. 9.2).

9.5 Conclusions

In this chapter, we calculated the primary GWs excited
by 6 h of deep convection on 01 October, 2005, in
central Brazil. We then calculated the large-scale sec-
ondary GWs excited by the thermospheric body forces
created by the dissipation of these primary GWs.
We found that both primary and secondary GWs are
present at the bottomside of the F layer (assumed to

be at z = 250 km): (1) the primary GWs have Ay ~
200—300 km u/,v' ~ 10—15 m/s, and neutral density
perturbations of 1-2%; (2) the secondary GWSs resolv-
able by the TIME-GCM (i.e., having Ag > 2000 km)
have Ag ~ 4000—5000 km, zonal wind perturbations
of u' ~ 75—150 m/s, and neutral density perturbations
of 10-15%. The velocity perturbations are eastward in
central Brazil for 20° in longitude where the winds
from 2 large vortices (created by the forcings) con-
verge, with u’ ~ 75—150 m/s. This occurs prior to and
after sunset above the region of deep convection. Other
regions had north, south, or westward velocities. Note
that the eastward GW velocities were larger than the
background tidal winds.

The pre-sunset eastward neutral winds are neces-
sary for driving the F layer dynamo which creates
the PRE. The eastward wind component of the tides
were weak at and before 2100 UT at F-layer altitudes,
and became eastward thereafter, with amplitudes of
~100 m/s by 23-24 UT (Vadas and Liu, 2009; Fritts
et al., 2008). Thus, the tidal wind amplitude is smaller
than the eastward velocity perturbation created by the
body force prior to sunset («' ~ 75 m/s from Fig. 9.6).
Additionally, the tidal wind varies spatially over tens of
degrees, whereas the perturbation velocities vary over
horizontal scales of 500—1000 km. Since only local-
ized regions have eastward wind perturbations, the
“mean” winds and large-scale secondary GWs induced
by thermospheric body forces likely significantly influ-
ence the F layer dynamo and EPB seeding.

Acknowledgements SLV would like to thank Pete Stamus for
the convective plume/cluster parameters, Fernando Sao Sabbas
for the GOES-12 satellite images, and Ben Foster for implement-
ing the body forces into the TIME-GCM. SLV was supported
by NASA contract NNHO7CC81C. HLL was supported in part
by NASA contract NNHO7CC81C. The National Center for
Atmospheric Research is sponsored by the National Science
Foundation.

References

Abdu MA, Batista IS, Walker GO, Sobral JHA, Trivedi NB, de
Paula ER (1995) Equatorial ionospheric electric fields during
magnetospheric disturbances: local time/longitude depen-
dences from recent EITS campaigns. J Atmos Solar-Terr
Phys 57:1065-1083

Alexander MJ, Holton JR, Durran DR (1995) The gravity wave
response above deep convection in a squall line simulation.
J Atmos Sci 52:2212-2226



138

S.L.Vadas and H.-L. Liu

Andrews DG, Holton JR, Leovy CB (1987) Middle atmosphere
dynamics. Academic, Orlando, FL

Beres JH (2004) Gravity wave generation by a three-dimensional
thermal forcing. J Atmos Sci 61:1805-1815

Crowley, G, Jones TB, Dudeney JR (1987) Comparison of
short period TID morphologies in Antarctica during geo-
magnetically quiet and active intervals. J Atmos Terr Phys
49:1155-1162

Dewan EM, Picard RH, ONeil RR, Gardiner HA, Gibson J, Mill
JD, Richards E, Kendra M, Gallery WO (1998) MSX satel-
lite observations of thunderstorm-generated gravity waves
in mid-wave infrared images of the upper stratosphere.
Geophys Res Lett 25 939-942

Djuth FT, Sulzer MP, Elder JH, Wickwar VB (1997)
High-resolution studies of atmosphere-ionosphere cou-
pling at Arecibo observatory, Puerto Rico. Radio Sci 32:
2321-2344

Djuth FT, Sulzer MP, Gonzales SA, Mathews JD, Elder JH,
Walterscheid RL (2004) A continuum of gravity waves
in the Arecibo thermosphere? Geophys Res Lett 31. doi:
10.1029/2003GL019376

Fritts DC, Vadas SL (2008) Gravity wave penetration into the
thermosphere: Sensitivity to solar cycle variations and mean
winds. Ann Geophys 26:3841-3861

Fritts DC, Vadas SL, Riggin DM, Abdu MA, Batista IS,
Takahashi H, Medeiros A, Kamalabadi F, Liu H-L, Fejer
BJ, Taylor MJ (2008) Gravity wave and tidal influences
on equatorial spread F based on observations during the
Spread F Experiment (SpreadFEx). Ann Geophys 26:
3235-3252

Georges TM (1968) HF Doppler studies of traveling ionospheric
disturbances. J Atmos Terr Phys 30:735-746

Hickey MP, Cole KD (1988) A numerical model for gravity
wave dissipation in the thermosphere: ] Atmos Terr Phys
50:689-697

Hocke K, Schlegel K (1996) A review of atmospheric gravity
waves and traveling ionospheric disturbances: 1982-1995.
Ann Geophys 14:917-940

Holton JR, Alexander MJ (1999) Gravity waves in the
mesosphere generated by tropospheric convection. Tellus
51(A-B):45-58

Horinouchi T, Nakamura T, Kosaka J (2002) Convectively
generated mesoscale gravity waves simulated through-
out the middle atmosphere. Geophys Res Lett 29.
doi:10.1029/2002GL016069

Huang C-S, Kelley MC (1996a) Nonlinear evolution of equato-
rial spread F 2. Gravity wave seeding of the Rayleigh-Taylor
instability. ] Geophys Res 101(A1):293-302

Huang C-S, Kelley MC (1996b) Nonlinear evolution of equato-
rial spread-F. 4. Gravity waves, velocity shear, and day-to-
day variability. J] Geophys Res 101:24, 521-524, 532

Hysell DL, Kelley MC, Swartz WE, Woodman RF (1990)
Seeding and layering of equatorial spread F. J] Geophys Res
95:17253-17260

Hysell D, Larsen M, Swenson C, Barjatya A, Wheeler T, Bullett
T, Sarango M, Woodman R (2006) Rocket and radar inves-
tigation of background electrodynamics and bottom type
scattering layers at the onset of equatorial spread F. Ann
Geophys 24(5):1387-140

Kelley MC (1989) The Earth’s ionosphere. Academic, San
Diego, CA, p 487, 130

Kelley MC, Larsen MF, LaHoz C, McClure JP (1981) Gravity
wave initiation of equatorial spread F: a case study.
J Geophys Res 86:9087-9100

Lindzen RS (1981) Turbulence and stress owing to gravity wave
and tidal breakdown. J Geophys Res 86:9707-9714

Makela JJ, Vadas SL, Muryanto R, Duly T, Crowley
G (2010) Periodic spacing between consecutive equa-
torial plasma bubbles. Geophys Res Lett 37:114103.
doi:10.1029/2010GL043968

Miller ES, Makela JJ, Groves KM, Kelley MC, Tsunoda RT
(2010) Coordinated study of coherent radar backscatter and
optical airglow depletions in the central Pacific. J] Geophys
Res 115:A06307. doi:10.1029/2009JA014946

Ogawa, T, Igarashi K, Aikyo K, Maeno H (1987) NNSS Satellite
observations of medium scale traveling ionospheric dis-
turbances at southern high-latitudes. J Geomag Geoelectr
39:709-721

Oliver WL, Otsuka Y, Sato M, Takami T, Fukao S (1997)
A climatology of F region gravity wave propagation over
the middle and upper atmosphere radar. J Geophys Res
102:14,499-14,512

Pfister L, Chan KR, Bui TP, Bowen S, Legg M, Gary B, Kelly
K, Proffitt M, Starr W (1993) Gravity waves generated by a
tropical cyclone during the STEP tropical field program: a
case study. J Geophys Res 98:8611-8638

Richmond AD (1978) Gravity wave generation, propaga-
tion, and dissipation in the thermosphere. J Geophys Res
83:4131-4145

Rishbeth H (1971) Polarization fields produced by winds in the
equatorial F region. Planet Space Sci 19:357-369

Rottger J (1973) Wave-like structures of large-scale equatorial
spread-F irregularities. J Atmos Terr Phys 35(6):1195-1206

Salby ML, Garcia RR (1987) Transient response to localized
episodic heating in the tropics. Part 1. Excitation and short-
time near-field behavior. J Atmos Sci 44:458-497

Sentman DD, Wescott EM, Picard RH, Winick JR, Stenbaek-
Nielsen HC, Dewan EM, Moudry DR, Sao Sabbas FT,
Heavner MJ, Morrill J (2003) Simultaneous observations of
mesospheric gravity waves and sprites generated by a mid
western thunderstorm. J Atmos Solar-Terr Phys 65:537-550

Smith SA, Fritts DC, VanZandt TE (1987) Evidence for a sat-
urated spectrum of atmospheric gravity waves. J Atmos Sci
44:1404-1410

Stull RB (1976) Internal gravity waves generated by penetrative
convection. J Atmos Sci 33:1279-1286

Suzuki S, Shiokawa K, Otsuka Y, Ogawa T, Nakamura K,
Nakamura T (2007) A concentric gravity wave struc-
ture in the mesospheric airglow images. J Geophys Res
112:D02102. doi:10.1029/2005JD006558

Takahashi H, Taylor MJ, Pautet P-D, Medeiros AF, Gobbi D,
Wrasse CM, Fechine J, Abdu MA, Batista IS, Paula E, Sobral
JHA, Arruda D, Vadas SL, Sabbas FS, Fritts DC (2009)
Simultaneous observation of ionospheric plasma bubbles and
mesospheric gravity waves during the SpreadFEx Campaign.
Ann Geophys 27:1477-1487

Taylor MJ, Hapgood MA (1988) Identification of a thunder-
storm as a source of short period gravity waves in the
upper atmospheric nightglow emissions. Planet Space Sci
36:975-985

Tsunoda RT, Bubenik DM, Thampi SV, Yamamoto M (2010) On
large-scale wave structure and equatorial spread F without a



9 Neutral Winds and Densities at the Bottomside of the F Layer from Gravity Waves

139

post-sunset rise of the F layer. Geophys Res Lett 37:L07105.
doi:10.1029/2009GL042357

Tsunoda RT, White BR (1981) On the generation and growth
of equatorial backscatter plumes: 1. Wave structure in the
bottom side F layer. J Geophys Res 86:3610-3616

Vadas SL (2007) Horizontal and vertical propagation and dis-
sipation of gravity waves in the thermosphere from lower
atmospheric and thermospheric sources. J Geophys Res 112:
A06305. doi:10.1029/2006JA011845

Vadas SL (2010a) Compressible f-plane solutions to local body
forces and heatings; Part I: Initial value and forced/heated
solutions, and polarization relations. J Atmos Sci (submitted)

Vadas SL (2010b) Compressible f-plane solutions to local body
forces and heatings; Part II: gravity wave, acoustic wave, and
mean responses. J Atmos Sci (submitted)

Vadas SL, Crowley G (2010) Sources of the traveling iono-
spheric disturbances observed by the ionospheric TIDDBIT
sounder near Wallops Island on October 30, 2007. J Geophys
Res 115:A07324. doi:10.1029/2009JA015053

Vadas SL, Fritts DC (2005) Thermospheric responses
to gravity waves: influences of increasing viscosity
and thermal diffusivity. J Geophys Res 110:D15103.
doi:10.1029/2004JD005574

Vadas SL, Fritts DC (2006) Influence of solar variability on
gravity wave structure and dissipation in the thermosphere
from tropospheric convection. J Geophys Res 111:A10S12.
doi:10.1029/2005JA011510

Vadas SL, Fritts DC (2009) Reconstruction of the gravity wave
field from convective plumes via ray tracing. Ann Geophys
27:147-177

Vadas SL, Fritts DC, Alexander MJ (2003) Mechanism for the
generation of secondary waves in wave breaking regions.
J Atmos Sci 60:194-214

Vadas SL, Liu H-L (2009) The generation of large-scale gravity
waves and neutral winds in the thermosphere from the dis-
sipation of convectively-generated gravity waves. ] Geophys
Res 114:A10310. doi:10.1029/2009JA014108

Vadas SL, Taylor MJ, Pautet P-D, Stamus P, Fritts DC, Liu
H-L, Sao Sabbas FT, Rampinelli VT, Batista P, Takahashi H
(2009) Convection: the likely source of the mediumscale
gravity waves observed in the OH airglow layer near Brasilia,
Brazil, during the Spread-FEx campaign. Ann Geophys
27:231-259

Waldock JA, Jones TB (1986) HF Doppler observations of
medium-scale travelling ionospheric disturbances at mid-
latitudes. J Atmos Terr Phys 48:245-260

Walterscheid RL, Schubert G, Brinkman DG (2001) Small-scale
gravity waves in the upper mesosphere and lower thermo-
sphere generated by deep tropical convection. J Geophys Res
106(D23):31,825-31,832

Yigit E, Aylward AD, Medvedev AS (2008) Parameterization
of the effects of vertically propagating gravity waves for
thermosphere general circulation models: Sensitivity study.
J Geophys Res 113:D19106. doi:10.1029/2008JD010135

Yigit E, Medvedev AS, Aylward AD, Hartogh P, Harris MJ
(2009) Modeling the effects of gravity wave momentum
deposition on the general circulation above the turbopause.
J Geoph Res 114:D07101. doi:10.1029/2008JD011132

Yue J, Vadas SL, She C-Y, Nakamura T, Reising S, Liu H-Li,
Stamus P, Krueger D, Lyons W, Li T (2009) Concentric grav-
ity waves in the mesosphere generated by deep convective
plumes in the lower atmosphere near Fort Collins, Colorado.
J Geophys Res 114:D06104. doi:10.1029/2008JD011244



Chapter 10

The Acoustic Gravity Wave Induced Disturbances

in the Equatorial lonosphere

E. Alam Kherani, Mangalathayil Ali Abdu, Dave C. Fritts, and Eurico R. de Paula

Abstract The role of acoustic gravity waves
(AGWs) to excite atmospheric and ionospheric dis-
turbances is examined in this work. These waves are
launched in the atmosphere by tropospheric thermal
sources and convective activity. An alternative fully
time-spatial dependent nonlinear wave equation of
acoustic gravity wave is derived and solved numer-
ically using implicit finite-difference scheme. Their
propagation in the atmosphere through mesopause
thermal duct and lower thermosphere density duct, the
role of nonlinear viscous effect to limit the amplitude
of these waves in the density duct and to allow them to
escape to higher altitude where they attain large ampli-
tude in the bottomside F region Ionosphere, and the
role of the mean zonal wind to reduce their ampli-
tude are investigated in present study. To study AGW
induced disturbances in the equatorial Ionosphere, the
AGW model is coupled with hydromagnetic equa-
tions in Ionosphere. This coupling is explored in
the context of the collisional interchange instability
(CII) in the F region leading to the formation of
equatorial F region plasma bubbles. To do so, AGW
model is coupled with the CII model and simulta-
neously solved numerically. The possible role of the
AGW to act as a seeding perturbation for equato-
rial plasma bubbles under varying nature of mean
zonal wind and tropospheric thermal source are also
investigated.
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10.1 Introduction

The Earth’s atmosphere hosts a variety of dynami-
cal process triggered by neutral waves such as the
Planetary waves, the tidal waves and the Acoustic
Gravity Waves (AGWs). Among them, the AGWs find
relatively higher priority to influence the atmosphere
owing to the wide range of natural sources that may
excite them abundantly and the wide spectral range
they occupy in the atmosphere (Yeh and Liu, 1974;
Fritts and Alexander, 2003). They also propagate in
a wide height range from the troposphere to the ther-
mosphere and from high-latitude to equatorial and low
latitudes (Hines, 1960; Richmond, 1978).

Hines (1960) was the first to formulate a theory
for AGW propagation in the atmosphere and to rec-
ognize their role in vertical atmospheric coupling and
Atmosphere-lonosphere coupling. His work demon-
strated that the AGWs excited in the lower atmo-
sphere may escape to the thermosphere. The theory
further suggested that, for energy conservation, the
amplitude of these waves should be inversely pro-
portional to the atmospheric density so that an up-
going gravity wave may attain large amplitude at
thermospheric and ionospheric heights and may pro-
duce identifiable signatures in the ionosphere. Based
on this thermosphere-ionosphere coupling mechanism,
the regularly observed traveling ionospheric distur-
bances were interpreted (Hines, 1967).

More rigorous theoretical frameworks were for-
mulated to study the vertical atmospheric coupling
due to the AGWs of tropospheric origin which
addressed the issues such as the ducting of AGWs by
the thermal/Doppler ducts in stratosphere/mesopause
region, nonlinear nature of the AGWs, their saturation

M.A. Abdu, D. Pancheva (eds.), A. Bhattacharyya (Coed.), Aeronomy of the Earth’s Atmosphere and lonosphere, 141
IAGA Special Sopron Book Series 2, DOI 10.1007/978-94-007-0326-1_10, © Springer Science+Business Media B.V. 2011



142

E.A. Kherani et al.

mechanism and the excitation of non-thermal atmo-
spheric fluctuations (Pitteway and Hines, 1965; Fritts,
1984; Weinstock, 1982, 1990; Fritts and Rastogi;
1985). Various numerical studies were pursued to
examine the propagation of AGWs through thermal
and density ducts in the stratosphere, mesosphere and
lower thermosphere (Hickey et al., 1998; Piani et al.,
2000; Zhang and Yi, 2002; Yu and Hickey, 2007).
These studies confirm the observations of strong veloc-
ity shear in the mesospheric thermal ducts where
short wavelengths are trapped (Fritts et al., 1997).
Theoretical studies also identify the possibility of
longer wavelength to escape to the upper thermosphere
(Yu and Hickey, 2007; Vadas, 2007, 2009; Snively and
Pasko, 2008).

The penetration of large amplitude AGWs to iono-
spheric heights may have serious implications since
the ionosphere hosts a variety of currents and electric
fields driven by neutral winds (Haerendel et al., 1992;
Abdu, 1999). The winds associated with the AGWs
may drive ionospheric currents, in addition to the
currents driven by much stronger tidal and global ther-
mospheric winds (Harendel et al., 1992; Kherani et al.,
2009a). The response of the equatorial ionosphere to
AGWs driven currents and electric fields remains a
subject of intensive research since a variety of non-
thermal disturbances are triggered from tiny fluctua-
tions in the currents and electric fields. These non-
thermal disturbances include the phenomenon such
as the electrojet plasma irregularities producing the
Type-I and Type-II radar echoes, the quasi-periodic
150-km echoes and the equatorial plasma bubble (Fejer
et al., 1976; Woodman and LaHoz, 1976; Kudeki and
Fewcett, 1993).

Radar observations of equatorial night-time
F region often reveal the existence of rising plumes
or bubbles that may penetrate to the topside F layer
attaining very high altitudes (Kelley et al., 1981). The
collisional interchange instability (CII) is found to
play a crucial role in the onset and development of
the plasma bubble (Haerendel, 1973; Sultan, 1996).
Numerous theoretical and modeling studies have been
performed to assess the linear and nonlinear aspects of
the plasma bubble development (Huang et al., 1993;
Keskinen et al., 2003; Kherani et al., 2005; Huba
et al., 2007; Keskinen and Vadas, 2009). These studies
have revealed the generation of rising bubbles initiated
by a seed perturbation at bottomside of a rising
F layer.

The precise nature of the seed perturbations is
one of the issues that has remained elusive. Many
researchers have experimentally suggested that AGWs
propagating in the equatorial thermosphere play an
important role in seeding the bubbles (Rottger, 1981;
Kelley et al., 1981; Abdu et al., 1981; Sobral et al.,
1981; Hysell et al., 1990). Huang et al. (1993) and
Huang and Kelley (1996) numerically studied the role
of AGWs to seed the CII and investigated the evolution
of plasma bubbles under different seeding and ambi-
ent lonospheric conditions. Their studied showed that
although plasma bubbles may be produced in all the
situations they considered, the production initiated by
gravity waves takes much shorter time than that result-
ing from twodimensional initial density perturbations.
The study also showed that the timing of the seed grav-
ity wave is critical to ESF generation. A gravity wave
present in an ascending F region can initiate the CII
leading to the formation of topside bubbles. In contrast,
a gravity wave induced perturbations in a descending F
layer evolve into largescale, wavelike structures but not
bubbles.

The recent Spread F experimental campaign
(SpreadFEx) conducted in the Brazilian equatorial-
low-latitude region had the objective to study the role
of AGWs to seed the CIl/bubble generation (Fritts
et al,, 2009). The campaign results identified sev-
eral cases of AGWs of tropospheric origin that gave
rise to ionospheric structures in the lower E region
and bottomside F region and that may have triggered
non-thermal spread F phenomena (Takahashi et al.,
2010; Abdu et al., 2009). Based on these results,
Abdu et al. (2009) and Kherani et al. (2009b) have
quantified the role of AGWs to seed the CII during
a few selected days. Recently, Keskinen and Vadas
(2009) have presented a three dimensional simula-
tion of plasma bubble with AGWs seeding based on
parameters obtained from the SpreadFEx campaign.
They found that the AGWs seeding could give rise
to plasma bubble growth provided the variation in
the meridional wind of AGWs, which is parallel to
the Earth’s magnetic field lines, should have a longer
wavelength. Similar effect was previously reported
from a three-dimensional simulation of plasma bubble
for density variation along the field line (Kherani et al.,
2005).

The aforementioned theoretical and numerical stud-
ies and the SpreadFEx campaign results have iden-
tified the important role of AGWs of convective
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origin to excite the non-thermal fluctuations in the
night-time equatorial ionosphere. The present work
focuses on the issues related to the AGWs-ionosphere
interaction addressing those issues as explained
below:

Numerous simulation attempts to study the AGWs
seeding mechanism for the CII appear to success-
fully explain the observational results on F region
plasma bubble development. However, most studies
treat AGWs without considering the possible effects
of a time-varying atmosphere and time-varying tro-
pospheric source during the evolution of the CII and
plasma bubbles. The numerical studies of Huang and
Kelley (1996) and Kherani et al. (2009b) had suggested
the importance of temporal variations of the AGWs
on the evolution of plasma bubble during the evening-
time when atmospheric and Ionospheric conditions
vary rapidly. Fritts and Vadas (2009) have shown the
damping nature of the atmospheric mean wind on
the AGW amplitude. The atmospheric mean wind is
highly variable in nature during sunset time (Kudeki
et al,, 1981; Fejer et al., 1991) and therefore may
have severe implications on the seeding mechanism.
In addition, the tropospheric thermal source, which
launches AGWs in thermosphere, is found to be highly
dynamic in time and space (Sao sabbas et al., 2009).
Thus to study the seeding mechanism under varying
atmospheric/thermal-source conditions, one needs to
consider the fully time-spatial dependent governing
equations for the AGWs which should be solved simul-
taneously with the governing equations of the CII. This
aspect is addressed in the present work where the gov-
erning wave equation for AGW is derived and solved
numerically together with the nonlinear CII model
developed by Kherani et al. (2004, 2005).

The paper is organized as follows: In Section
10.2 and appendix 1, the wave equation of AGWs is
derived and the corresponding numerical results are
presented which include study of excitation of AGWs
from prescribed tropospheric thermal excitation,
nonlinear effect of viscosity to limit the amplitude
of the AGW in ducted region and permit them to
propagate to upper thermosphere and role of the mean
zonal wind to oppose the propagation of the AGW. In
Section 10.3, the AGW-Ionospheric coupling is stud-
ied by solving hydromagnetic equations (Appendix
2) in the Ionosphere. Simultaneous simulations of the
AGWs and the CII are carried out and various aspects
of AGW seeding of CII namely effects of mean zonal

wind and effects of life-time of thermal excitation
source are investigated.

10.2 Numerical Simulation of
Acoustic-Gravity Waves (AGWs)

10.2.1 Wave Equation of AGWs

In Appendix 1, the wave equation of AGWs is derived
using Navier-Stokes equations namely the continu-
ity, momentum and energy equations ((10.3), (10.4),
and (10.5)) in the atmosphere. The wave equation for
AGWs is derived in following from Eq. (10.7):

*W \Y
- WVW = ’%’V(V.W) +y— 1)7pv.w

Vp 1

Moo )1
+ ZV2W | (W.V)logp + V.W + uV2=
J o

— R®,,Vlogp
or
3°W e
a2 " WoVeW = AWI 4+ AWIL + GWI + GWII
+ (vp + V) VZW — RO,V log p
(10.1)
where

1
vy = nEv2= v = E[(W.¥)logp + V.W]
PP p

This equation describes fully compressible, non-
hydrostatic wave motion where (p, W, p) are the
atmospheric density, the wind field associated with
the AGWs and the atmospheric pressure respectively,
v = u/p, n are the kinematic and dynamic viscosity,
®,, is the thermal wave excitation associated
with tropospheric convection, R = n% and (k,m) are
Boltzmann’s constant and the atmospheric mass.
Equations ((10.1) (10.3), and (10.5)) form a closed set
of nonlinear governing equations for (p, W, p) in the
atmosphere. In the present study, Eq. (10.1) is solved
for prescribed p, p and Egs. (10.3) and (10.5) are not
solved though they are used to derive wave equation
for wind field W. In the right hand side of Eq. (10.1),
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the first two terms, (AWI, AWII) represent the contri-
butions from compressible flow (V.W # 0) i.e from
acoustic wave, the third/fourth terms, (GWI, GWII)
represent the contributions from advections of density
and pressure force and correspond to gravity wave, the
fifth/sixth terms represent the contributions from vis-
cosity. As may be noted in Appendix 1, the v, arises
owing to %’ i.e, v, is associated with inertial dynam-
ics and acts against the formation of strong velocity
shear. The v, term is a nonlinear term and arises owing

to %—‘[’ i.e it is associated with convection dynamics and
acts against the formation of density gradient. On left-
hand-side of Eq. (10.1), the second term represents the
contribution from the dynamics of the mean wind, W,,.
V., stands for the space derivative along the direction
of the mean wind W,, when considered.

The description of AGW propagation in the form of
wave Equation (10.1) brings out various features such
as the identification of separate terms for acoustic and
gravity wave components, identification of the differ-
ent role of viscosity associated with v, , (as studied in
Section 10.2.2.1), and the identification of the wave-
like effects associated with the mean wind (as studies
in Section 10.2.2.3).

The wave Equation (10.1) is solved numerically
using finite difference Cranck-Nicholson implicit
scheme used earlier by Kherani at al (2005). The model
domain is in two spatial dimension in Cartesian y-x
plane corresponding to the altitude-longitude plane.
The lower boundary is located at tropospheric height
(10 km) and the model extends up to 510 km altitude,
and it horizontally spans one horizontal wavelength
(A = 150km) allowing periodic boundary conditions
to be imposed. A rigid boundary condition is imposed
at lower boundary. It is conventional to use Rayleigh
friction sponge layers to damp the waves as they
approach the upper boundaries, hence reducing the
magnitudes of any reflected waves (Snively and Pasko,
2007). However, the present model includes viscosity
effects that significantly damp the waves in the ther-
mosphere, thereby reducing artificial reflection and the
influence of reflected wave energy (Snively and Pasko,
2007). The radial and horizontal grid spacing are 5 km.
The time step is decided by vertical grid and maximum
acoustic wave speed using Fredrick-Courant stability
condition

Ar
At < At, = —

Csm

and is taken as At = 0.25At%,. Here c,;, represents the
maximum sound speed.

The ambient atmospheric density and temperature
are obtained using the NRLMSISE model (Huba et al.,
2001). The atmospheric pressure is obtained using the
gas state equation. The kinematic viscosity v is esti-
mated using a free-path equation described by Kherani
et al. (2009a). While the dynamic viscosity u does
not change significantly with altitude, the kinematic
viscosity v = u/p is inversely proportional to den-
sity and therefore increases exponentially with altitude.
In Fig. 10.1, the atmospheric mass density p (10.1a),
the temperature, T (10.1b) and the kinematic vis-
cosity v (10.1c) used in the calculations are shown.
The density and temperature profiles in Fig. 10.1a, b
will be referred as multi-scale-exponential and non-
iso-thermal profiles in the discussion to follow. The
mean wind profiles which are used for a few cases,
are plotted in Fig. 10.1d. The profiles have strong
shear in the lower thermosphere with magnitude in
30-50 m/s range below100 km and with magnitude
in 150-300 m/s range above 100 km. These profiles
are qualitatively similar to the sheared mean wind pro-
file used in previous studies (Keskinen and Vadas,
2009).

The thermal wave excitation ®,, associated with the
tropospheric convection represents the AGW source
near the lower boundary (10 km) (Yu and Hickey,
2007; Snively and Pasko, 2008). ®,, near 10 km
is such that it varies sinusoidally and periodically
over horizontal wavelength in longitude (zonal) direc-
tion and the periodic boundary condition at the zonal
boundaries implies an infinite wave train in the hori-
zontal direction. The prescribed source is a Gaussian
envelope over an altitude of half-width oy = 10 km,
centered at an altitude y, = 10 km, and a Gaussian
envelop over a time of half-width o; = 10 min, cen-
tered at time T = 18 min, and with an amplitude of
107Ks~ " It is described analytically as:

On(r,y) = 105~ 1—0/207 ;=(=y0)*/ 20}
x cos(kox — wpt);

ko =21 /Xo, Ao = 150 km;

(10.2)

In Fig. 10.2, the time variation of ®,(x =0,y =
10) at lower boundary (10 km) is shown for w, =
0.16 min~! which will be used in present study under
different cases described in Table 10.1.
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Fig. 10.1 Atmospheric Density (a), temperature (b), kinematic viscosity (¢) and mean wind (d) profiles

10.2.2 Results and Discussion

10.2.2.1 One-Dimensional (Altitude) Simulation
of AGWs

In order to study the propagation characteristics of
the AGWs in the atmosphere, Eq. (10.1) may be first
examined in vertical direction in which the atmosphere
has dominant variations. With k = 0 in Eq. (10.2)
implying uniform thermal excitation in zonal direction,
the following cases are chosen:

Case la: Iso-thermal atmosphere with exponen-
tial density profile without viscous terms in Eq.
(10.1),

Case 1b: Same as 1a except that the viscous term v,
is included,

Case 2a: Non-isothermal/exponential atmosphere
with temperature profile as shown in Fig. 10.1b,

Case 2b: Realistic Atmosphere with thermal and
density profile as shown in Fig. 10.1a-b,

Case 3: Same as Case 2b and with the inclusion of
another viscous term v in Eq. (10.1).

The Eq. (10.1) is solved for vertical W, and hori-
zontal or zonal W, wind components associated with
the AGW. For k = 0 in ®,, in Eq. (10.2), only vertical
wind component W, is excited and horizontal or zonal
component W, remains zero. In the top three panels
of Fig. 10.3, the vertical wind W, (normalized to its
maximum value) associated with the AGW are plotted
for Case la and 1b at three selected times denoted at
the top of figure. The maximum value of Wy at each
selected time is also denoted in each figure. It may be
noted that thermal excitation near 10 km launches the
wave-like fluctuation in the atmosphere with the fol-
lowing characteristics: (1) In Case la—1b, the AGW
is excited which propagate vertically upward travel-
ing upto 400 km within 20 min, i.e. it propagates with
velocity equals to 330 m/s; (2) In Case 1a, the AGW is
excited whose amplitude increases exponentially with
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Fig. 10.2 The time variation of tropospheric thermal source, ®,,, at lower boundary (=10 km)

Table 10.1 Description of different cases

Tropospheric source

Cases (Gaussian) Atmospheric conditions Viscosity (vp, vg) Mean Wind (W,)
Case la o,=10min, k, =0 Isothermal/exponential vy =0, vg = wW,=0
Case 1b o;=10min, k, =0 Isothermal/exponential vp #0, v, =0 W, =0
Case 2a o;=10 min, k, =0 Non-Isothermal/exponential vy #0, v, =0 W, =0
Case 2b o,=10min, k, =0 Non-Isothermal/Multi-scale-exponential vy #0, vy = W, =0
Case 3 o;=10min, k, =0 Non-Isothermal/Multi-scale-exponential vp #0, vg #0 W, =0
Case 4a o;=10min, k, # 0 Non-Isothermal/Multi-scale-exponential vp #0, v, #0 W,=0
Case 4b o;=10min, k, # 0 Non-Isothermal/Multi-scale-exponential vy #0, vg #0 W, #0
Case 4c o;=10min, k, # 0 Non-Isothermal/Multi-scale-exponential vp #0, vg #0 W, #0
Case 5a o;=2.5min, k, #0 Non-Isothermal/Multi-scale-exponential vp #0, vg #0 W,=0
Case 5b o;=2.5min, k, #0 Non-Isothermal/Multi-scale-exponential vp #0, vg #0 W, #0
Case 5¢ o;=2.5min, k, #0 Non-Isothermal/Multi-scale-exponential v, #0, vg #0 W, #0

altitude and attains the maximum (~6.7 m/s) at the
upper boundary within 30 min; (3) The altitude of max-
imum amplitude of the AGW at 30 min lowers down to
300-400 km altitude region in Case 1b when viscosity
term v, is included.

It is evident that v, term in Eq. (10.1) leads to
the decrease in the AGW amplitude above 400 km
altitude in Case 1b which otherwise would increase
exponentially in the absence of v, term as in Case la.

This aspect is known from previous studies of acous-
tic wave and gravity waves at thermospheric heights
(Kherani et al., 2009; Vadas and Liu, 2009) and forms
the first step to validate the simulation code formu-
lated in the present study. In the middle and bottom
panels of Fig. 10.3, the vertical wind W) associated
with the AGW are plotted for the Case 2a and Case
2b respectively. It may be noted that (4) in the non-
isothermal/exponential atmosphere of the Case 2a,
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Fig. 10.3 Vertical wind component W, of the AGWs for Case la—1b (Upper-panel), Case 2a (Middle-panel), Case 2b (Lower-
Panel). They are normalized to corresponding maximum value of the W), denoted at the top of the respective panels

the AGW acquires primary maxima in 300-400 km
altitude region similar to the Case 1b and acquires sec-
ondary maxima (seen clearly at t = 12 min) centered at
mesopause altitude near 95 km where large tempera-
ture gradient exists as noted in Fig. 10.1b; (5) In the
non-isothermal/mutli-scale-exponential atmosphere in
Case 2b, the amplitude of the AGW builds up rapidly
(within 10 minutes) around 110 km where density
scale height changes i.e., where gradient in the density
scale height has a maximum as noted in Fig. 10.1a;
(6) In Case 2b, the AGW remains confined around
120 km altitude and does not propagate to higher
altitude.

The maxima near 95 km and 110 km in Case 2a
and Case 2b respectively correspond to density/thermal
ducts respectively as reported from earlier numeri-
cal studies (Yu and Hickey, 2007; Snively and Pasko,
2008). In Case 2a, the AGW escapes thermal duct

and reach thermospheric heights attaining maximum
amplitude in 300-400 km altitude region similar to
Case 1b. In contrast to the thermal ducting in Case
2a, ducting of AGW in density duct near 120 km in
Case 2b is severe where they attain large amplitude
and AGW does not escape to higher altitude. This sug-
gests that the density duct in Cases 2b is much more
efficient to duct the AGW, limiting their propagation
to higher altitudes, than thermal duct at mesopause in
Case 2a.

In Case 2b, the realistic atmosphere shown in
Fig. 10.1 with viscous term v, is considered. However,
another viscous term v, in Eq. (10.1), which is pro-
portional to amplitude of AGW and is a nonlinear
term (proportional to W?), is not taken into account.
As can be noted in the bottom panel of Fig. 10.3,
inside the density duct in Case 2b, the amplitude of
the AGW tends to increase rapidly and thus v, may
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be of considerable importance within short time. The
large amplitude inside the ducts may also bring other
non-linear effects where continuity and energy equa-
tions may have to be solved simultaneously (Snively
and Pasko, 2008). In the present study, however, the
nonlinearity imposed by v, term in Eq. (10.1) is
given the priority as this term is proportional to W?
which increases very rapidly inside the density duct. In
Fig. 10.4, the altitude variation of v, at different time
and v,, are plotted. It may be noted v, increases rapidly
with time in the regions of density and thermal ducts .
Moreover, v, dominates over v, below 300-400 km
while v, remains the dominant frictional term above
400 km.

In Fig. 10.5, the wind amplitude W, is plotted for
the Case 3 when the v, term in Eq. (10.1) is also
included. It may be note that W), acquires a wave
structure in altitude, oscillating in time with the follow-
ing characteristics: (7) The AGW acquires maximum
amplitude (~10 m/s) in the thermal and density ducts
within 10 min and W, remains insignificantly small
above 200 km at this time; (8) After 10 min, the AGW
acquires another maximum (~30 m/s) in 300-400 km
altitude region:

These characteristics indicate the drastic change in
the nature of AGWs propagation in the Case 3 with

nonlinear viscous term v, included as compared to
the Case 2b that does not include the v, term. Inside
the density/thermal ducts where W), grows rapidly, the
nonlinear v, which is proportional to Wy, becomes
large (Fig. 10.4) and introduces large friction over time
which resists the amplitude W, of AGW to grow in
these ducts. As a result, W, does not grow indefi-
nitely in these ducts in Case 3 as it tended to grow
in Case 2b. The frictional damping offered by v, and
the growth in W) compete and a state of equilibrium
reaches when they attain similar order of magnitudes.
Thereafter W), oscillates with constant mean magnitude
inside these ducts which may be noted in Fig. 10.5
when W), acquires constant mean value (~20 m/s) near
100 km after 10 min. This equilibrium allows AGW to
escape to higher altitude as is evident from Fig. 10.5
when after 10 min, oscillations with height and time
are seen above 200 km.

The oscillating nature of the density duct is more
evident in Fig. 10.6 wherein W, is plotted in altitude-
time plane which represents the propagation character-
istics of the AGW. It may be noted that Wy, near 110 km
oscillates in time with mean value equals to 20 m/s. It
is also evident that waves are launched to higher alti-
tude from the density ducted region. The oscillation
of density-ducted AGW is owing to following reason:
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Fig. 10.5 Vertical wind component Wy, of AGWs for Case 3 at a few selected time

The momentary balance between v, and the growth in
W, leads to an equilibrium which allows the AGW to
escape the density duct, resulting in a reduction in both
W, and v,. Since forcing from ©,, is always avail-
able, W, again builds up, resulting in growth of v, also.
This leads again to momentarily equilibrium inside
the density duct and the same process repeats as long
as forcing from ®,, is available. In other words, the
equilibrium inside the density duct acquires an oscillat-
ing owing to competition between tropospheric forcing
and vy damping.

As also noted from Fig. 10.6, a maximum in the
amplitude of AGWs always remains in 350450 km
altitude region after AGW escapes from the density
duct. As noted from Fig. 10.4, this altitude region is
decided by the relative magnitudes of decreasing (with
altitude) atmospheric density p and v on one side

and increasing v, on other side and they have cross-
over in 350-450 km altitude. It may be said from
Fig. 10.6 that cross-over leads to the formation of neu-
tral velocity layer in 350-450 km associated with the
AGWs. The presence of such a layer may have impor-
tant implications for the bottomside of F region where
ions may gain considerable momentum/energy from
this wind layer. This aspect is examined in detail in
Section 10.3.

It may be pointed out that the role of viscosity
to limit the amplitude of AGW inside ducts and the
subsequent escape of AGW to higher altitude are the
crucial aspects which the present study brings out.
The identification of the different kinds of viscosity
effects associated with vg, v, is addressed for the first
time though they may have been present in previous
numerical studies.
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10.2.2.2 Two-Dimensional (Altitude-Longitude)
Simulation of AGWs

In order to examine the propagation of the AGW
in altitude-longitude plane, Case 4a is investigated
wherein the wave number k, = 27 /A; A = 150 km is
introduced in ®,, in Eq. (10.2) while atmospheric con-
ditions are kept identical to the Case 3. In Figs. 10.7
and 10.8 respectively, the vertical W) and the hori-
zontal W, components of the wind amplitude of the
AGWs (normalized to corresponding maximum value)
are plotted at a few selected time in altitude-longitude
plane for the Case 4a. It may be noted that (9) the
AGW propagates vertically upward and has both ver-
tical Wy and horizontal W, components; (10) In the
first 10 min, when the wave is trapped below 200 km
(Figs. 10.7 and 10.8), W, and W, have similar mag-
nitude; (11) After 10 min, when the wave escape to
higher altitudes, W, becomes dominant over W, above
200 km while remains of similar magnitude below
200 km; (12) After 20 min, W, increases rapidly attains
maximum value (~200 m/s) at 50 min and remains
almost constant afterwards; (13) W, always has domi-
nant maximum above 250 km altitude unlike Wy, which
has another dominant maxima in density duct near
120 km altitude.

These characteristics indicate that above 200 km,
wind vector associated with the AGWs is dominantly
horizontal perpendicular to the vertical direction of
wave propagation and thus wave is dominantly trans-
verse in nature. The dominant transverse (longitudi-
nal) nature of AGW above (below) 200 km may be
explained as follows: In Eq. (10.1), the gravity wave
contribution comes from GWI and GWII terms. In the
presence of the horizontal varying tropospheric source,
the horizontal and vertical components of these terms
are inversely-proportional to the horizontal wavelength
associated with tropospheric source and vertical scale
height of the atmosphere respectively. Since the scale
height of the atmosphere increases with the altitude,
the horizontal components of GWI and GWII terms
become dominate at higher heights while the vertical
components dominate at lower heights. This leads to
the altitude variation in the relative magnitudes of W,
and Wy, as noted in Figs. 10.7 and 10.8.

In Figs. 10.7 and 10.8, we may note a compression
of large vertical wavelength to smaller scales in the
300-500 km altitude region after 25 min. This may be
owing to the following reason: There is always a close
competition between v, and v, in the 300-500 km
region after 25 min as shown in Fig. 10.4. Also noted
in Fig. 10.4 is that v, has an oscillating pattern in this
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Fig. 10.7 The vertical wind
component Wy, (normalized
to its maximum) associated
with the AGW for the Case
4a. At the top of each plot, the
time and the maximum value
of the wind are shown

Fig. 10.8 The horizontal
wind component W,
(normalized to its maximum)
associated the with AGW for
the Case 4a. At the fop of each
plot, the time and the
maximum value of wind are
shown

Altitude

Altitude

0 min, 11.6667 min, 23.3333 min, 35 min, 46.6667 min,
5.4e-07 m/s 22.37 m/s 27.59 m/s 18.46 m/s 18.42 m/s
600 R R k s R R
500 1 T 1 F 1 T 1 F 1
NANA
00l 1| i ‘ ‘ Al
VMM 1161010
{ { )
300 R s NIk - E AN NIk
n
U
200+ : \V/L I A A ‘ 1
| [\ ‘
| \ \
Al T
n I\ [ |
100} A @@@@{ 0l ol ol .
{ | { | \ \
MEUEANE) . ‘ ‘ . ‘ ‘ . ‘ ‘ . ‘ ‘
-100 0 100 -100 0 100 -100 0 100 -100 0 100 -100 0 100
Longitude
0 min, 11.6667 min, 23.3333 min, 35 min, 46.6667 min,
1.238e—-08 m/s 49.02 m/s 124.8 m/s 269.3 m/s 194.2 m/s
600 ‘ — — ‘ — ‘ ‘ — T ‘ — o ‘ —
500 b r b o A\ - 8 o b
(] (]
‘ 000G
400} 1t 1t 1909g
3001 1t 1t - y
I \‘ |
N T i I et S
\J \J
100 b - b - b - b - b
Cliel® ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ : s ‘
-100 0 100 -100 0 100 -100 0 100 -100 0 100 -100 0 100

Longitude, km



152

E.A. Kherani et al.

altitude region which of course is due to oscillating
pattern in AGW amplitude. Thus there may be more
than one altitude where a cross over takes place. In
other words, a competition between v, and v, intro-
duces spatial interference which leads to the formation
of smaller wavelengths than principle wavelength. The
shorter vertical structures are more prominent in Wy
than W, since W, is much larger than W, above 200 km
leading to strong interference as noted in Fig. 10.8.
It should be pointed out that the transverse compo-
nent was not excited in the Case 3 of horizontally
homogeneous ®,,. Thus, the horizontal inhomogeneity
in the tropospheric thermal source leads to excitation
of horizontal component and stronger AGWs in the
Case 4a. Similar response is expected from horizon-
tal variation in density/temperature though this aspect
is not pursued in this work. The horizontal varia-
tions in density/pressure arises from nonlinearity and it
may also alter the propagation direction of the AGWs
which may then propagate in oblique direction (Yu and
Hickey, 2007; Snively and Pasko, 2008).

10.2.2.3 Effects of Finite Mean Horizontal Wind
W, #0

The results presented above for the Case 4a correspond
to the ambient atmosphere without a mean horizontal
wind flow W, = 0. In order to study the mean wind
effects on the propagation of AGW, the following cases
are chosen:

Case 4b: W, = W,x as shown in Fig. 10.1d.
Case 4¢c: W, = 2W,x as shown in Fig. 10.1d.

The dominant zonal wind component W, of the
AGW at t =50 min are plotted for the Case 4b and 4c
in left and right panels of Fig. 10.9 respectively. It may
be noted that (14) The amplitude of the AGW reduces
significantly (by one order of magnitude) in Case 4b
in the presence of zonal mean wind as compared to
zero-wind Case 4a; (15) In the strong-wind Case 4c,
the amplitude of AGW reduces severely at ionospheric
heights so that only maxima remains confined to the
lower thermosphere near the density duct.

The reduction in the AGW amplitude in the pres-
ence of a mean zonal wind W,, # 0 in the Cases 4b and
4c suggests that the zonal wind has a damping effect on
the AGW propagation. In the wave Eq. (10.1), we may

note that the W, term appears with Vi = 5722 which
means that this term alone introduces a zonal propa-
gating wave with velocity equal to W,,. Introduction of
this horizontally propagating wave should oppose the
dominantly vertically propagating AGW thus leading
to the reduction in the amplitude of AGWs. This aspect
is more evident for the strong-wind Case 4c when the
maxima near 350-450 km altitude disappears and the
primary maxima remains confined to lower thermo-
sphere near the density duct. The damping nature of
the mean zonal wind is known from previous stud-
ies (Fritts and Vadas, 2009) and in present study, this
aspect will be explored more in detail in the context of
seeding of plasma bubble.

10.3 AGW-Collisional Interchange
Instability (Cll) Coupling

10.3.1 Atmosphere-lonosphere Coupling
and Motion in the Equatorial
lonosphere

The ionosphere is a weakly ionized plasma immersed
in the neutral atmosphere and the Earth magnetic
field. The dynamics of the ionosphere is governed by
the hydromagnetic Egs. ((10.8), (10.9), and (10.10))
described in Appendix 2. In the steady-state momen-
tum Eq. (10.10), W is the neutral wind which may be
associated with AGWs. The form of B3 suggests that
momentum transfer from the AGWs to ions/electrons
is determined by ion-neutral and electron-neutral col-
lision frequencies v; ., the ion and electron gyro-
frequencies $£2; . and magnitude of the wind field
W. For the wind components W, , associated with
the AGWs, the velocities of ions may be obtained
from Eq. (10.10). In the present study, the ionospheric
parameters are derived using the SAMI2 model (Huba,
2001) and plasma number density and «; are shown
in Fig. 10.10. In Fig. 10.11, the horizontal and ver-
tical components of the ion velocity u;, derived from
Eq. (10.10), are plotted in the 110-510 km altitude
region at t=>50 min for AGW corresponding to Case
4a. We may note that (16) Both the u;y, ;, components
maximize in the E region having similar magnitudes
~10 m/s and have secondary maxima in the F region;
(17) The vertical component is much larger than the
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Fig. 10.9 The horizontal wind amplitude W, (normalized to its maximum value mentioned in the top of each plots) associated with
the AGW, at t =47 min, for the Cases 4b and 4c in panels (a) and (b) respectively

horizontal component in the F region i.e. the ion
velocity is dominantly vertical in the F region.

The ion velocity in the F region is consider-
ably smaller than in the E region despite the AGW
amplitude being larger in F region than in E region
(Figs. 10.7 and 10.8). This is due to the smaller v, in
the F region which is 2-3 order smaller than its value in
the E region leading to weaker coupling of the AGWs
and the ions in the F region than in the E region.

10.3.2 Simultaneous Simulation of AGWs
and Plasma Bubble

10.3.2.1 Effects of Mean Zonal Wind and of
Thermal Source Life-Time

From Fig. 10.11, we have noted that in the F region,
ions dominantly move vertical owing to the AGWs-
ionosphere coupling and has magnitude of order of
1-2 m/s. During the evening prereversal enhancement
in zonal electric field, the ambient F region moves

upward attaining largest velocity of order of 30 m/s.
It is thus expected that the vertical velocity of the iono-
sphere is perturbed by 3—5% during the passage of an
AGW: s of tropospheric origin and may acts as a seeding
perturbation for the excitation of plasma bubble.

In order to understand the seeding aspect leading
to plasma bubble development, the AGW propagation
model and the CII model described in Appendixs 1
and 2 respectively should be coupled together. The
coupling between the two models is established
through the Atmosphere-ionosphere coupling model
described in the previous subsection. In general, the
evening-time ionospheric upward drift increases from
a low value (5 m/s) to 30 m/s within 1 h and then
decreases turning downward within 40 min after pre-
reversal peak (Abdu et al., 2003). The effects of a
time-varying ionospheric vertical drift on the instabil-
ity seeding mechanism was investigated in our previ-
ous study (Kherani et al., 2009b). In the present study,
an average (over 2 h centered at prereversal time) con-
stant vertical drift of 20 m/s is used. The initial density
profile as shown in Fig. 10.10a has bottomside scale
height=10 km and Fpeak=325 km at t=0 second. With
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Fig. 10.10 The electron density profile (a) and k; (b)

these ionospheric conditions, the AGW-CII coupled
model is studied for atmospheric conditions corre-
sponding to Case 4a—c. In Fig. 10.12, the ionospheric
iso-density contours in the simulation plane are plot-
ted at different time during the passage of an AGW for
the Case 4a. It may be noted that the density contours
lying in the bottomside and in certain zonal position
at t=0 second are stretched to higher altitudes with
time leading to the formation of plasma bubble within
100 min. The bubble evolution may also be represented
in terms of time variation of maximum upward velocity
inside the bubble (Kherani et al., 2009b) as plotted in
Fig. 10.13 for the Case 4a. It may be noted that velocity
starts increasing exponentially and then grows multi-
exponentially with time indicating the transition from
linear to nonlinear evolution of the bubble (Kherani
et al., 2009b). In Fig 10.13, the time variations of the
bubble velocity is also plotted for the Cases 4b—4c. It
may be noted that the evolution of bubble for Case 4b

(b) Ratio of gyro—to—collision frequency

10° 102

is much delayed as compared to that for the Case 4a.
The delay bubble evolution in Case 4b is owing to the
reduced amplitude of the AGW in the presence of a
mean zonal wind W,, # 0 as compared to the wind-less
cases 4a. It may be pointed out that the amplitude of the
AGW for the Case 4b is one order less than its value
in the Case 4a (Fig. 10.9). From Fig. 10.11, it may be
expected that the maximum vertical ion velocity in the
F region should be of order of 0.1 m/s leading to 0.5%
perturbation in the vertical ionospheric velocity which
is equal to 20 m/s. This degree of perturbation may
still be sufficient to seed the bottomside and to gives
rise to bubble growth as can be noted in Fig. 10.13.
In contrast to the Cases 4a and 4b, the Case 4c does
not lead to formation of plasma bubble till 160 min.
From Fig. 10.9, we may note that the AGW ampli-
tude in F region bottomside is considerably reduced
for the Case 4c as compared to the Case 4b and this
may lead to considerably weak or inefficient seeding
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Fig. 10.13 Time variation of maximum velocity of plasma bubble (depletion) for Cases 4a-c and Case 5a,5¢

of the CII in Case 4c. It should be pointed out that the
mean wind profile for Case 4b (Fig. 10.1d) represents
realistic thermospheric wind during the evening-time
and the composite Case 4a and Case 4b reflect the
time-variation of the thermospheric wind from zero to
peak value that occur during 16-20 LT over the equa-
tor, consistent with the results by Fejer et al., (1985).
On the other hand, the mean wind profile chosen for
Case 4c (Fig. 10.1d) has large mean wind value (=300
m/s) in the Tonosphere. Large thermospheric winds of
order of 300400 m/s have been observed in the iono-
sphere during storm-time (k, > 6-7) (Forbes et al.,
1995). Thus, the Case 4c can be considered as rep-
resentative of a storm-time mean wind behavior and
the corresponding AGW and plasma bubble dynam-
ics demonstrate the effects of storm-time mean wind.
It may be noted that apart from altering the AGW
amplitude in the ionosphere, the mean wind can sig-
nificantly alters the prereversal enhancement in zonal
electric field and may also excite the CII on horizontal
gradients (Abdu et al., 1995; Kudeki et al., 2007; Huba

et al., 2009). Of these effects, only that of the mean
wind on the amplitude of the AGW is considered in
present study.

In three insets in Fig. 10.13, the time variation
of the upward velocity is zoomed during 10-30 min
for the Case 4a, 30-50 min for the Case 4b and
50-70 min for the Case 4c. For the Cases 4a—4b,
it reveals the presence of oscillating pattern in the
upward velocity 30-50 min prior to the bubble evolu-
tion, in contrast to the later evolution when the velocity
increases exponentially and then multi-exponentially
without exhibiting oscillating behavior. Moreover, the
mean value of the oscillating velocity also increases
with time. The oscillating behavior is owing to the
AGW forcing while exponential and multi-exponential
increase are owing to the linear and nonlinear phases
of the CII. It may thus be said that some 30-50 min
prior to bubble development, ionospheric density or
velocity perturbation builds-up linearly owing to the
AGW forcing and thereafter, the CII dynamics dom-
inate leading to the plasma bubble growth. The time
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variation of F layer heights, deduced from digisonde
observations, often reveals height oscillations 1-2 hour
prior to bubble development (Abdu et al., 2009). These
oscillations have the characteristics of upward prop-
agating gravity waves and therefore present evidence
of AGW seeding of bottomside F layer and argued
as precursor for plasma bubble development (Abdu
et al., 2009). The velocity oscillations, 30-50 min prior
to plasma bubble development for Case 4a—4b seem
to corroborate these measurements and suggests that
AGW induced modulations may indeed be a suitable
precursor condition for plasma bubble development.
In the lower-most inset in Fig. 10.13, time variation
of the upward velocity is zoomed for Case 4c when
bubble development was suppressed till 160 min. For
this case too, the velocity oscillations are noted with
the mean value increasing with time. However, the
increase rate is very small compared to the increase
rates in upper and middle insets. This situation leads
to the suppression of plasma bubble development in
Case 4c till 160 min. These characteristics suggest
that the velocity oscillations with large increase rates
in mean value lead to the plasma development within
1-2 hour as in Case 4a—4b. On the contrary, velocity
modulation with low increase rate in mean value does
not lead to the plasma bubble development. In other
words, the velocity oscillations with rapid increase in
the mean value is an indicator of an efficient AGW
forcing to gives rise to plasma bubble and may be
suggested as a suitable precursor for plasma bubble
development.

The results corresponding to the Cases 4a—4c as
shown in Fig. 10.13 correspond to the identical tro-
pospheric source oscillating with the period of 6 min.
Even with the same tropospheric source, the oscilla-
tions in the ion upward velocity in Cases 4a—4c, as
noted in insets in Fig. 10.13, show different periodic-
ity. This difference arises owing to the influence of the
mean wind W, and its varying effect on frequency and
amplitude of the AGWs. In presence of the mean wind,
the frequency of the oscillation of AGWs acquires
Doppler shift w = w,%xkyW, where w, and k, are fre-
quency and wavenumber associated with tropospheric
source. This leads to the appearance of high frequency
(permitted by dispersion relation) in Case 4b as com-
pared to Case 4a. On this ground, one may expect
much higher frequency to be present in the Case 4c as
compared to Case 4b since W, is twice larger in Case
4c than Case 4a. However, large W, leads to the severe

reduction of the AGW amplitude in Case 4c than Case
4b as noted in Fig. 10.9 and high frequencies remain
confined below 150 km.

In the present study, the plasma bubble simulation
is carried out at the equator in a plane perpendic-
ular to the Earth’s magnetic field and the effects
of parallel conductivity is ignored. Previous three-
dimensional studies (Keskinen et al., 2004, Kherani
et al., 2005) suggested that the bubble growth can
be significantly delayed once the parallel conduc-
tivity is taken into account. Kherani et al. (2005)
have shown that the nonlinear three-dimensional
growth of bubble is delayed almost 2 times from
the two-dimensional nonlinear growth if no den-
sity perturbation is considered along field line. In
the presence of density perturbation, which may be
caused by meridional wind associated with AGW,
the three-dimensional nonlinear growth is further
delayed. Thus the nonlinear growth time obtained from
Fig. 10.13 for different Cases should be multiplied
by factor of 2 to accommodate effects of parallel
conductivity.

The threshold amplitude of a AGW required to
produce a plasma bubble is mainly decided by the
ionospheric conditions such as the bottomside den-
sity gradient and the nature of the vertical drift of
ionosphere (Abdu et al., 2009; Kherani et al., 2009b).
In the present study, the effect of atmospheric condi-
tion, namely, the nature of the mean wind, is studied.
Since presence of a mean wind reduces seeding veloc-
ity perturbation from 5% in Case 4a to 0.5% i.e by
one order of magnitude, in the Case 4b, and reduces
much more severely in Case 4c for strong-wind case,
its role may be considered to be critical in the evolu-
tion of bubble. Fejer et al. (1985) have shown that the
reversal of the thermospheric wind from westward to
eastward occurs during 16-17 LT over Jicamarca and
then the wind builds-up from 20 to 150 m/s during 18
to 20 LT. Thus during the evening-time, the thermo-
spheric wind may have nature of a composite of the
Cases 4a and 4c leading to a situation where the bubble
formation, which also takes 1-2 h, may depend criti-
cally on the mean zonal wind so that its time variation
should be properly taken into account. This suggests
the importance of performing simultaneous simula-
tion of the AGW-CII under time-varying atmospheric
condition.

The results presented so far correspond to ®,, which
has a Gaussian envelop over time with the life-time
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o'y = /20, = 14 min (Fig. 10.2). The growth time of
the CII in the bottomside F region is also of order
of 15 min. Thus, during the linear growth of the
CII, thermal wave excitation with significant ampli-
tude always remained available in the atmosphere.
To examine the effect of the nature of the thermal
source with different life-time scale, a case (case 5)
is studied where ¢’; = v/20; = 3.5 min i.e the thermal
source decays 16 times faster than in the previous case,
after attaining maximum at t=18 min. In Fig. 10.13,
the time variation of the maximum bubble velocity is
plotted for Case 5a, 5b and 5c¢ which correspond to
wind-less, normal-wind and strong-wind cases respec-
tively. It may be noted that as compared to the Case 4a,
the bubble growth is delayed in Case 5a. Both Cases
4a and Sa correspond to wind-less case and the delay
in the bubble growth in the Case 5a demonstrates the
importance of the life-time of the thermal source to
seed the CII.

The effect becomes much more pronounced in the
presence of a mean zonal wind as in Cases 5b and
5c where the CII does not reach to nonlinear phase in
120 min i.e the bubble formation is delayed or sup-
pressed significantly. It may be pointed out that highly
favorable ionospheric conditions for bubble formation
were chosen for Case 4 and 5. In spite of these con-
ditions, the bubble formation is delayed or suppressed
depending on the atmospheric condition and the nature
of the tropospheric thermal source namely, the life-
time of thermal source that preceded a potential bubble
development process. These results suggest that a short
lived thermal source does not favor the formation of
bubble in spite of highly favorable ionospheric condi-
tions. A thermal source with life-time similar to the
growth time of CII is a suitable candidate for the
formation of bubble. Huang and Kelley (1996) had
found the suppression of bubble under the condition
when AGW reaches the Ionosphere during the descent
phase of the ionosphere. This was later found also in
simulation of few case studies under SPREAFEx cam-
paign (Kherani et al., 2009b). In the present study,
inspite of the ionosphere ascending steadily at 20 m/s,
the formation of plasma bubble is delayed or sup-
pressed for a thermal source with life-time smaller
than the growth time of CII. This suggests the critical
and competing role of the life-time of thermal source
and the growth-time of CII to decide the formation of
plasma bubble. It should be mentioned that a typical
life-time of tropospheric convection cells is of order

of 30 min or more (Sao Sabbas et al., 2009). Thus
the life-time taken under Case 5 seems not realistic.
However, these cells are highly variable in space-time,
having large horizontal growth and moving horizon-
tally not being static in space (Sao Sabbas et al., 2009).
Their motion may effectively reduce the life-time at
a given longitude. These effects are not considered
in the present study but will be the focus of a future
investigation. These characteristics as also the results
under the Cases 4 and 5 demonstrate the importance of
simultaneous simulation of the AGW and the CII pro-
cesses to properly accommodate the possible effects
of a time-varying thermal source. The results under
the Case 4 suggest that the wind amplitude of an
AGW may become 100 m/s in the 350—450 km alti-
tude. The wind amplitude also becomes large in the
density/thermal ducts. For such large amplitudes, non-
linear effects become important and Egs. (10.3) and
(10.5) should be solved together with the nonlinear
wave equation (10.7) i.e a time-varying atmosphere
should be considered. Similar to time-varying thermal
source, the time-varying atmospheric density and pres-
sure may introduce additional features to the AGW-CII
coupling. This will also be a topic of our future study.

It should be pointed out that other than the AGW
seeding, shear instability (SI) (Hysell and Kudeki,
2004) and wind-driven instability (WI) (Kudeki et al.,
2007) have been proposed as seeding mechanism for
the CII. Both the SI and the WI rely on the post sunset
vortex structures driven by thermospheric zonal wind
(Haerendel et al.,, 1992; Kudeki and Bhattacharya,
1999). The growth rate of the SI is found to be propor-
tional to vertical shear in zonal ion velocity (through
vertical shear length) while the growth rate of the WI
is found to be proportional to thermospheric wind and
horizontal ionospheric density gradient scale length.
During the evening-time when the thermospheric wind
builds up from zero to large value, the amplitude of
the AGW associated wind in bottomside F region may
attain value in 10-200 m/s range as noted for the Case
4a-4d. Thus, the AGW itself may offer large zonal
winds, associated wind shear and ion velocity shear
(Fig. 10.8 and 10.10) and horizontal density gradient
(Fig. 10.11 at t =60 min) to excite the SI and the WL
In particular, both vertical shear length and horizontal
density gradient scale offered by AGW could be sig-
nificantly small compared to the corresponding scales
offered by the vortex dynamo associated with the ther-
mospheric wind. The growth rate of SI and WI are
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found to be proportional to vertical shear length and
horizontal density gradient scale length respectively
(Hysell and Kudeki, 2004; Kudeki et al., 2007). Thus
the growth of SI/WI may be accelerated in the presence
of small velocity shear scale and horizontal density
gradient scale offered by AGW. This proposal should
be examined, however, in the framework of linear per-
turbation analyses formulated by Hysell and Kudeki
(2004) and Kudeki et al., (2007).

10.4 Summary

In this work, nonlinear wave equation of AGW in
atmosphere is derived. The equation distinctly identi-
fies acoustic wave and gravity wave contributions, a
linear and a non-linear viscous terms and wave-like
contribution from mean zonal wind. This equation is
solved numerically to study the propagation character-
istics of AGW in altitude and altitude-longitude plane.
The linear viscous term resist the exponential growth
of AGW above 300-400 km altitude region. The non-
linear viscous term resist the growth of AGW inside
the density and thermal ducts and allows AGW to
escape to higher altitudes. The mean zonal wind intro-
duces a zonal wave propagating with velocity equals to
mean zonal wind and opposes the vertical propagation
of AGW.

The role of AGW to seed CII in F region and possi-
ble formation of plasma bubble is studied by coupling
AGW and CII model. This coupling is established
through atmosphere-ionosphere coupling model where
wind associated with AGW set ionosphere into motion.
The growth of plasma bubble under different atmo-
spheric and thermal source conditions are studies. It
is found that in the presence of mean zonal wind, seed-
ing perturbation is reduced by one order of magnitude
as compared to wind-less atmosphere and formation
of bubble is considerably delayed. The strong-wind
case which usually prevails during magnetic storm-
time is found to suppress the CII. The nature of thermal
source, namely life-time is found to have severe impact
on the formation of plasma bubble. It is found that
to have efficient seeding from AGW, thermal source
should have life-time comparable to linear growth time
of CII. The CII growth is found to be delayed for
thermal source with life-time much shorter than growth
time of CII even for highly favorable ionospheric

conditions. These results demonstrate importance of
simultaneous simulation of AGW/CII and may account
for day-to-day variability in the occurrence of plasma
bubble, among other atmospheric/ionospheric effects.
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Appendix 1: Governing Nonlinear Wave
Equation of AGW

9
8—’; FV.(0W) =0 (10.3)
oW v
X rwvyw=—"L i 5w, F=¢
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Here (p, W, p) are the atmospheric density, wind
field associated with AGWs and atmospheric pres-
sure respectively, g is the gravitational acceleration,
v = u/p,n are the kinematic and dynamic viscos-
ity, ®,, is the thermal wave excitation associated
with tropospheric convection, R = % and (k,m) are
Boltzmann’s constant and atmospheric mass. In (10.3),
®,, term is similar to the term taken by Yu and
Hickey (2007). In (10.4), Coriolis force and ion
drag forces are neglected for wave period lower than
1 h. The dissipation effects enter through viscosity
and other dissipation effect namely thermal conduc-
tion is neglect for linear case. The nonlinear advec-
tive second term in L.H.S. in (10.4) is linearized to
accommodate effects of mean wind W,. It means
that the mean wind is not allowed to change with
wave momentum transport and instead of nonlinear
(W, + W).V term, linear (W,.V) term is considered.
The time derivative of (10.4) then leads to following
equation:

W

oW Vpa 1_0
CEMARNING 0 R i et £
at at p>adt p ot p
Wi, W
a p at



160

E.A. Kherani et al.

With the substitutions of Egs. (10.3) and (10.5),
various terms in right-hand-side of (10.6) may be
simplified as follows:
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In deriving above terms, third and fourth order space
derivatives are ignored. With the substitution of these
terms in (10.6), following wave equation for the wind
field W is obtained:

rraie W2V2W =
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Appendix 2: Hydromagnetic Equations
in lonosphere

Tonospheric dynamics and CII are governed by hydro-
magnetic equations, namely Ion continuity equation,
divergence-free current density equation and steady-
state momentum equation:

3
a—’: £ V.(m,) = —Bn — an® (10.8)

V.J = eV.[n(u; — u,)] = 0. (10.9)

Ki,e A~
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The subscripts ‘e’ and ‘i’ refer to the electrons
and ions, respectively. Egs. (10.8) and (10.9) are the
ion continuity and divergence free current (J) equa-
tions respectively, while u;, in Eq. (10.10) are the ion
and electron’s steady state velocities. The plasma is
assumed to be charge-neutral (n, = n; = n), and it is
ensured by (10.9). The terms in the right-hand side of
(10.8) correspond to the chemical loss of electrons by
charge exchange process (8) and dissociative recom-
bination process («) respectively. The notations «;,
represent the ratios of the gyro frequencies, €2; ., to col-
lision frequencies, v;., of the corresponding species,
bie = e/mj Vi ey represent the corresponding mobili-
ties, E is the electric field in the neutral wind (W)
frame, b is the unit vector in the magnetic field, B,
direction and cy, are the ions and electrons ther-
mal velocities respectively. For further analysis, the
thermal effects i.e., diffusion effects are neglected
restricting our investigation to be applicable only for
large scales. The diffusion effects are important to
study the saturated turbulent state of the instability.
However, in the present investigation, the nonlinear
evolution of the CII rather than the saturated turbu-
lent state is investigated. The chemical loss-production
effects are retained in the present study via effective
recombination rate R, defined by Kherani et al. (2004).
Egs. (10.8), (10.9), and (10.10) are solved at magnetic
equator in the Cartesian coordinate system where X, y
and Z correspond to the westward, upward and Earth’s
magnetic field directions.
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Chapter 11

Mesosphere-lonosphere Coupling Processes Observed
in the F Layer Bottom-Side Oscillation

Hisao Takahashi, Sharon L. Vadas, C.M. Wrasse, Michael J. Taylor, P.-D. Pautet,
A.F. Medeiros, R.A. Buriti, Eurico R. de Paula, Mangalathayil Ali Abdu, Inez S. Batista,

I. Paulino, PA. Stamus, and David C. Fritts

Abstract During the Spread FEx campaign, under
the NASA Living with a star (ILWS) program which
was carried out in the South American Magnetic
Equatorial region from September to November 2005,
we observed formation of the bottom-type spread F
and simultaneous occurrence of mesospheric grav-
ity wave events. The events were monitored by the
ionosonde, coherent radar and airglow OI 630.0 nm
and OH imager. It is found that the bottom-type scat-
tering layer has a wave form generated most probably
by local gravity waves. Reverse ray-tracing of the
observed gravity waves indicate their possible sources
in the troposphere or thermosphere. Forward ray-
tracing indicates their penetration into the ionosphere.
The present work summarizes the observational evi-
dence and results of the data analysis and discusses the
mesosphere—ionosphere coupling processes.

11.1 Introduction

The equatorial region of the earth’s ionosphere under-
goes rapid changes after sunset. The electron den-
sity in the lower part of the F-layer decreases due
to a lack of ionization in the absence of sunlight
and quick electron-ion recombination. In addition,
the eastward component of the neutral wind blowing
from the dayside to the night side (tides) produces
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upward plasma drift (F-region dynamo effect). These
processes make the F-layer bottom side much steeper
and unstable thus providing favorable conditions for
the generation of plasma instabilities (Rayleigh-Taylor
instability). During this condition, if any kind of per-
turbations (pressure, zonal wind or external electric
field) penetrates in the bottom heights, the unstable
condition grows and generates plasma irregularities
which appear as a Spread F trace in the ionogram and
a bottom-type scattering layer in the VHF coherent
radar.

The ionospheric Spread F has been studied exten-
sively since IGY (International Geophysical Years,
1957-1958). Especially studies on the equatorial
Spread F (ESF) made significant progress after
Jicamarca coherent and incoherent scatter radar started
to provide novel radar images (Woodman and La
Hoz, 1976). Abdu (2001, 2005) has reviewed previous
works on this subject. If one observes the bottom-type
spread F by back scatter radar image (Range-Time
Intensity), it has a diffused form, confined to a narrow
range of altitude (10-50 km) at an altitude around 250—
350 km. It normally appears soon after sunset and lasts
from a few tens of minutes to ~ hours depending on the
amplitude and development of the instability. Hysell
and Burcham (1998) have reported that bottom-type
layers are a common feature in the equatorial F region
and frequently extend to topside forming plasma bub-
bles. Hysell et al. (2004) presented two cases of the
bottom-type scattering layers observed at Jicamarca,
and discussed the seeding mechanism. They concluded
that formation of a bottom-type layer is closely related
to horizontal wind components during the sunset to
evening time zone. From the horizontal structures
(~30 km) observed they pointed out that the bottom-
type layers are composed of primary waves excited
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by horizontal wind-driven gradient drift instabilities
rather than the Rayleigh-Taylor or E x B instabilities.

Importance of the wind structure during the sunset
for seeding of the F layer bottom-side instability has
been discussed by Tsunoda (1981) and Kudeki and
Bhattacharyya (1999). Tsunoda (1981) showed that
the bottom-side flow is dominated by strong vertical
wind shear. Kudeki et al. (2007) also mentioned that
F-region zonal wind during the post sunset period has a
crucial role in controlling the F-region plasma instabil-
ity growth. They argued that if the zonal wind is of the
order of 200 m/s, some external factors such as gravity
waves should not be critical to generate the instabil-
ity. Spatial (zonal) structures of the F-layer bottom side
have been reported by several authors. From Kwajalein
Atoll, using a VHF/UHF coherent/incoherent scatter
radar, Hysell et al. (2006) observed a bottom-type
coherent scattering layer at 200-250 km altitude. The
layer had a patchy form, separated by 150-200 km.
Takahashi et al. (2010) showed that the longitudinal
extension of the bottom-type scattering layer could be
more than 1500 km along the magnetic equator.

It seems that the occurrence of bottom-type scat-
tering layer could act as a precursor for Spread F
and consequent plasma bubbles formation. The evo-
lution of the bottom-type Spread F depends on the
local condition of instability generated by the zonal
wind variability and the amplitude, as mentioned by
Hysell et al. (2004). Whether the zonal wind variability
is generated by gravity waves or by any other sources
is not known and no conclusive assessment has come
yet (Hysell et al., 2006). From an empirical model
calculation, Vadas and Fritts (2004) demonstrated a
possible penetration of the gravity waves generated
in the lower atmosphere into the thermosphere (150-
200 km). Fritts et al. (2009) and Abdu et al. (2009)
presented observational evidence of gravity waves in
the thermosphere that are propagating upwards (phase
downward). Takahashi et al. (2009) presented a close
relation between the observed plasma bubble spacing
and horizontal wavelength of the mesospheric gravity
waves. The Spread FEx campaign revealed that grav-
ity waves have an important role in seeding plasma
bubbles (Fritts et al., 2009; Vadas et al., 2009).

Only a few works have reported on the bottom-type
scattering layer (Hysell et al., 2004, 2006; Takahashi
et al., 2010). Its formation mechanism is still an open
question. In order to understand it we need further
observational evidences. In the present study we report

on three cases of bottom-type Spread F, similar to what
Hysell et al. (2004) observed. In addition to the VHF
coherent radar, two ionosondes and two all-sky airglow
imagers were used to diagnose the phenomenon. The
coherent radar detects vertical structure of the scatter-
ing layer and the ionosonde measures vertical profile
of the bottom-side F layer electron density, and the
imager observes OI 630.0 nm intensity depletion in the
two dimensional form. Using the three instruments, we
observe the bottom-type scattering layers in the 3-D
form. Then we investigate the seeding mechanism of
the bottom-type scattering layer. For this purpose we
use forward and reverse ray-tracing techniques.

11.2 Observation

The Spread FEx campaign was carried out from 22
September to 08 November 2005 in the Brazilian
low latitude and equatorial regions. Figure 11.1 shows
location of the observation sites. The instruments were
deployed at Sdo Luis (SL) (2.6°S, 44.2°W, 1.5°S geo-
mag.): VHF coherent radar and Ionosonde (DPS),
at Fortaleza (FZ) (3.9°S, 38.4°W, 6.2°S geomag.):
Tonosonde (DPS), at Sao Jodo do Cariri (CA) (7.4°S,
36.5°W, 11.5°S geomag.): Airglow all-sky imager
and Meteor radar, and at near Brasilia (BR) (14.8°S,
47.6°W, 10°S geomag.): Airglow imager and GPS
receivers. The aim of the campaign was to investigate
the possible gravity wave seeding process of equatorial
ionospheric bubbles. For this purpose it was essential
to monitor the F-layer uplifting by the ionosonde, onset
and evolution of the F-layer bottomside irregularity by
the coherent radar, and spatial variation of the F-layer
bottomside by OI 630.0 nm all-sky imager. Further,
mesospheric gravity wave activities were monitored by
OH imaging and wind profiles from 80 to 99 km by the
meteor radar.

Digital ionospheric sounder (DPS-4) is a wide-band
coded pulsed radar system with 500 W peak power
and a fast-switching frequency synthesizer, covering
a frequency range from 0.5 to 30 MHz. An ionogram
is taken with a 10-minute observational interval. The
ionospheric parameters used in this work are the vir-
tual height at fixed frequency, the critical frequency of
the F2 layer, foF2, and the minimum virtual height,
h’F. F-layer bottom-side irregularities can be seen as
a diffused and scattered form in the ionogram trace.
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Fig. 11.1 Spread FEx campaign observation site map. SL: Sdo Luis, FZ: Fortaleza, CA: Cariri, BR: near Brasilia, CP: Cachoeira

Paulista, SJC: Sao José dos Campos

The 30 MHz coherent scatter radar provides a scintil-
lation back scatter image as a function of height and
time (RTT). Plasma irregularities with a scale size of 5
m can be detected. The radar echo images can show
a localized structure with a field of view of 16°, cor-
responding to ~76 km horizontal extension at 270 km
of altitude. Vertical evolution of plasma bubbles can be
followed by this technique. Characteristics of the radar
have been presented elsewhere (de Paula and Hysell,
2004).

An all sky imager with a 180° wide-angle fish-
eye lens followed by a telecentric lens system and
narrow band optical filters was used to get a monochro-
matic image on a CCD camera. A wide area (2.5 X
2.5 cm) CCD camera with 1024 x 1024 pixels and
thermoelectrically cooled (-36°C) was mounted. The
630.0 nm images were obtained with a time integration
of 90 s, while the OH near infra-red (NIR) (715-
930 nm) images were obtained by 15 s. Each filter
was introduced into the operation with a time interval
of about 5 min. The 630.0 nm image presents spatial
irregularities of the ionospheric plasma in a two dimen-
sional form with a horizontal extension of ~2000 km
(at a zenith angle of 80°) at an altitude of 250 km. On
the other hand, the field of view of the OHNIR image is

around 800 km (at ~80° zenith angle) at an altitude of
90 km. For image analysis, FFT power spectrum was
used to find out characteristics of the wave motions.
For the waves with long horizontal wavelength, longer
than 200 km for example, the FFT analysis did not
work well. In this case, Keogram technique was used.
The wind structure in the mesopause region from 80 to
99 km was monitored by a meteor radar (SkiYmet) at
Cariri.

As can be seen in Fig. 11.1, the geomagnetic equa-
tor is largely declined against the geographic equator
in the eastern side of South America. The declina-
tion over Fortaleza is around —20°. Hence, Cariri and
Fortaleza are located under approximately a same mag-
netic meridian. On the other hand, Sdo Luis is located
~5° West of Fortaleza.

11.3 Results

During the first observation period from 22 September
to 3 October, passing through the equinox, OI
630.0 nm and mesospheric OHNIR all-sky image data
were obtained almost every night except some nights
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with the cloudy condition in the evening. The overview
of the image data has been reported by Taylor et al.
(2009).

11.3.1 lonospheric F-Layer Bottomside
Scattering During the Period of
22-25 September

Figure 11.2 shows dynamic day to day variability, from
22 to 25 September, of the F-layer condition, i.e., time
variation of the fixed frequency virtual height, h’F,
hmF2 and foF2. It is interesting to not