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Foreword by the Series Editor

The IAGA Executive Committee decided in 2008, at the invitation of Springer, to
publish a series of books, which should present the status of the IAGA sciences at the
time of the IAGA 2009 Scientific Assembly in Sopron, Hungary, the “IAGA Special
Sopron Series”. It consists of five books, one for each of the IAGA Divisions, which
together cover the IAGA sciences:

Division I – Internal Magnetic Field
Division II – Aeronomic Phenomena
Division III– Magnetospheric Phenomena
Division IV– Solar Wind and Interplanetary Field
Division V – Geomagnetic Observatories, Surveys and Analyses.

The groups of Editors of the books contain members of the IAGA Executive
Committee and of the leadership of the respective Division, with, for some of the
books, one or a few additional leading scientists in the respective fields.

The IAGA Special Sopron Series of books are the first ever (or at least in many
decades) with the ambition to present a full coverage of the present status of all the
IAGA fields of the geophysical sciences. In order to achieve this goal each book con-
tains a few “overview papers”, which together summarize the knowledge of all parts
of the respective field. These major review papers are complemented with invited
reviews of special questions presented in Sopron. Finally, in some of the books a few
short “contributed” papers of special interest are included. Thus, we hope the books
will be of interest to both those who want a relatively concise presentation of the
status of the sciences and to those who seek the most recent achievements.

I want to express my thanks to the editors and authors who have prepared the
content of the books and to Petra van Steenbergen at Springer for good cooperation.

Kiruna, Sweden Bengt Hultqvist
October 2010
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Preface

This book presents a comprehensive set of articles on a series of wide ranging top-
ics in the broad area of the Aeronomy of the Earth’s Atmosphere and Ionosphere.
Important progress achieved in recent years in our understanding of the field from the
lower atmosphere to higher domains of the thermosphere and ionosphere, and extend-
ing from polar to equatorial latitudes, is discussed in this book. Overview papers on
broader areas are complemented by review papers on topics of specific interest as
well as shorter papers of special interest. Together they cover the current status of
our understanding of the field in terms of the dynamics, chemistry, energetics and
electrodynamics of the atmosphere–ionosphere system and the coupling processes
that control the wide ranging characteristics of the system behaviour, and its spatial
and temporal variabilities. The scientific results presented at a good number of well
focussed Division II and interdivisional symposia held at the 2009 IAGA Sopron
Assembly represented the rapid advances in our knowledge of the field achieved dur-
ing the last few years through observational/experimental studies, sophisticated data
analysis techniques and global general circulation model (GCM) and other simu-
lation studies. In an attempt to consolidate these outstanding results in a coherent
way in one place, and to mark the progress achieved in recent years in our knowl-
edge of aeronomy, articles from leading scientists in the field who did not attend the
Sopron Assembly are also included in the Book. This book is designed to be a useful
reference source for graduate students as well as experienced researchers.

The book’s content is structured in five sections as follows:
Part I deals with some outstanding problems of the mesosphere and lower ther-

mosphere related to the chemistry and dynamics of the coupling processes, and
vertical coupling through tides and planetary waves and climatology of mesospheric
temperature, that are addressed in two overview articles. The subsequent articles
are concerned with variabilities in ozone, atomic oxygen, aerosols and other minor
constituent, and gravity wave effects on noctiluscent clouds.

The coupling processes that involve upward propagating gravity waves and their
consequences and manifestations in the mesosphere, thermosphere and ionosphere
are discussed in Part II. Here the focus is on questions related to upward propa-
gation of gravity waves from sources of their generation in tropospheric convective
regions of tropical latitudes, the dissipation of these waves in thermosphere and iono-
spheric F-region, and their role in providing seed perturbations for instability growth
that leads to irregularity development in the post sunset equatorial ionosphere. Some
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viii Preface

questions related to atmosphere–ionosphere interaction through upward propagating
tides and planetary waves are also discussed.

Part III deals with the electrodynamics and structuring of the ionosphere–
thermosphere system. It starts with an overview article on the electrodynamics of the
ionosphere–thermosphere coupling and is followed by a series of articles on equato-
rial vertical plasma drifts, three-dimensional modelling of equatorial plasma bubble
development, coupling processes that control the development of equatorial spread F
(ESF) irregularities, equatorial bubble development conditions diagnosed from long
term optical data set, midlatitude ionospheric irregularities and medium scale trav-
elling ionospheric disturbances (MSTIDs) as studied by radars, optical imagers and
GPS receivers, and midlatitude plasma instabilities that arise from E-and F region
coupling.

Part IV concerns Thermosphere–Ionosphere coupling, dynamics and trends. The
focus here is on ion-neutral coupling and its important role in the dynamics and large
scale features, such as the longitudinal wave structure found in this height region.
The first article presents an overview of new aspects of the coupling between thermo-
sphere and ionosphere that have emerged from CHAMP satellite mission results. The
subsequent articles address the following topics: Influence of thermospheric winds on
the Equatorial Ionization Anomaly (EIA) and secular variation (long term trend) of
the EIA in the Brazilian longitude, the whole atmosphere model (GCM) simulation of
temperature and density structure of equatorial thermosphere, tide induced longitudi-
nal wave structure in equatorial thermospheric zonal wind as observed by CHAMP,
connection between such structure in plasma density and the vertical plasma drift of
the equatorial ionosphere, longitudinal structure of mid- and low latitude ionosphere
as observed by space borne GPS receivers, and ionosphere–thermosphere coupling in
low latitudes. This section further presents a tutorial on midlatitude sporadic E layers
and two articles on long term trend in the upper atmosphere and on the use of F layer
parameters to determine long term trends in the thermosphere dynamics.

Part V on ionosphere–thermosphere disturbance and modelling starts with an
overview article on storm time responses of the thermosphere–ionosphere system.
Related topics presented in subsequent articles are concerned with outstanding ques-
tions on ionospheric data assimilation and limitations on the model due to missing
physics, magnetospheric electric field penetration to low latitudes during storms,
modelling of the storm time electrodynamics, and a discussion of possible physical
mechanism for positive ionospheric storms over low and middle latitudes.

As editors, we wish to thank all the authors of the articles for their dedicated efforts
that made possible the realization of this book. We also express our gratitude to all
the reviewers listed below for their help in the evaluation of the science incorporated
in the present book.

Sao Jose dos Campos, Brazil Mangalathayil Ali Abdu
Sofia, Bulgaria Dora Pancheva
Navi Mumbai, India Archana Bhattacharyya
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Chapter 1

Chemical–Dynamical Coupling in the Mesosphere
and Lower Thermosphere

Daniel R. Marsh

Abstract A chemistry climate model is used to
illustrate several ways in which dynamics and chem-
istry are coupled in the mesosphere and lower ther-
mosphere (50–120 km in altitude). First the mean
chemical state of the modeled atmosphere is pre-
sented, including the distribution of key radiatively-
active species that determine heating and cooling rates.
This is followed by a description of the major dynam-
ical modes of variability resolved by the model, which
span timescales from hours to seasons, and includes
the mean meridional circulation, the upper atmo-
spheric response to a sudden stratospheric warming,
and upward propagating tidal modes. It is demon-
strated that all these have significant effects on compo-
sition, either through advection, or by the temperature
and pressure dependence of chemical reaction rates.
For those constituents modified by dynamics that play
a role in the energy budget, the potential for a feedback
on the dynamics exists.

1.1 Introduction

Apart from the major constituents, molecular nitrogen
and oxygen, there are no “fully-mixed” constituents
in the mesosphere and lower thermosphere (MLT). In
other words, all minor constituents have mixing ratios
μ, defined as the ratio of number density to the total

D.R. Marsh (�)
Atmospheric Chemistry Division, National Center
for Atmospheric Research, Boulder, CO, USA
e-mail: marsh@ucar.edu

number density, that vary with height or latitude to
some degree. The flux of a species is proportional
to the spatial gradient of its mixing ratio and the
magnitude of the wind along that gradient. It follows,
then, that atmospheric motions affect the concentration
of all minor constituents. This is clear when examining
the continuity equation for the mixing ratio of a single
constituent:

∂μ

∂t
+ u

∂μ

∂x
+ v

∂μ

∂y
+ w

∂μ

∂z
=

(
∂μ

∂t

)
diff

+ S

where t, x, y, and z are time, latitude, longitude, and
height; u, v, and w are zonal, meridional, and vertical
velocities; and S represents chemical production and
loss. The first term on the right hand side of the equa-
tion accounts for both molecular and eddy diffusive
tendencies, which usually act to reduce the gradient
in μ.

The effect of dynamics on a constituent is not
limited to advection. Even species with very short
chemical lifetimes are affected, since S will likely
depend on temperature and density dependent kinetic
rate constants and on the distribution of other species
that are affected by advection. For example, although
ozone (O3) is rapidly destroyed by photolysis in the
day-lit mesosphere, its production depends on the rate
of recombination of atomic and molecular oxygen (O
and O2) in the presence of a “third-body” (usually
molecular nitrogen, N2):

O + O2 + M → O3 + M (1.1)

The rate of this reaction depends on tempera-
ture (kO+O2+N2 = 6.0 × 10–34(300/T)2.4), and linearly
on the number density of each reactant (ni). Since

3M.A. Abdu, D. Pancheva (eds.), A. Bhattacharyya (Coed.), Aeronomy of the Earth’s Atmosphere and Ionosphere,
IAGA Special Sopron Book Series 2, DOI 10.1007/978-94-007-0326-1_1, © Springer Science+Business Media B.V. 2011
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a constituent’s number density when viewed on a
constant pressure surface is inversely proportional to
temperature (ni = μiP/kT; k is the Boltzmann’s con-
stant, P is pressure, T is temperature), it is clear that
ozone’s production rate is very sensitive to tempera-
ture. In addition, while O3 is short lived, O can have a
lifetime of months, and be affected by advection by the
mean wind. Smith and Marsh (2005) showed that the
variability in ozone around 100 km depended equally
on the temperature dependence of reaction rates and to
the transport of atomic oxygen.

The coupling between chemistry and dynamics is
not one way. Winds and temperatures depend on atmo-
spheric heating rates, which in turn depend on the
distribution of radiatively-active constituents. Species
such as O3, nitric oxide (NO), and carbon dioxide
(CO2) determine where and when solar energy is
deposited into the atmosphere and also how the atmo-
sphere cools. Radiation in the CO2 15 μm infrared
bands is the primary way the mesosphere cools
(Fomichev et al., 2004). Higher in the atmosphere
emission at 5.3 μm from NO becomes another impor-
tant way in which the atmosphere cools, in particu-
lar, during enhanced geomagnetic activity (Mlynczak
et al., 2003). Exothermic reactions also play an impor-
tant role in heating the atmosphere and the redis-
tribution of absorbed solar energy. For example, in
the case of the energy released from the reaction of
atomic and molecular oxygen described in Eq. (1.1)
above, it could occur far removed and months after
the initial photolysis of molecular oxygen that pro-
duces the atomic oxygen. Clearly, then, coupling is
two-way, with the possibility that dynamically induced
changes in composition could lead to changes in
heating that damp or accelerate the original dynam-
ical perturbation (i.e. positive or negative dynamical
feedbacks).

Perhaps one of the most interesting aspects of the
MLT is that the timescales for chemistry and dynam-
ics are often comparable, which means both aspects
must be considered simultaneously when attempting to
understand the state of this part of the atmosphere. In
the following sections, a chemistry climate model is
used to illustrate various couplings between chemistry
and dynamics. The timescales are arranged from long
to short, beginning with the global and seasonal means,
and ending with variations of less than a day. All exam-
ples shown have been observed to some degree in the
MLT, either by satellite or ground-based observations.

1.2 Model Description

Version 3.5 of NCAR’s Whole Atmosphere Chemistry
Climate Model (WACCM) is a general circulation
model coupled interactively with an atmospheric
chemistry model that extends from the surface to
approximately 135 km. The simulations presented here
are based on an updated version of the model described
in Marsh et al. (2007) and Garcia et al. (2007). It
includes revisions to the chemical kinetic reaction rates
recommended by Sander et al. (2006) and improve-
ments in the specification of parameterized gravity
waves (Richter et al., 2010). The specification of the
solar spectral irradiance has also been updated using an
empirical model of the wavelength-dependent sunspot
and facular influences (Lean, 2000; Wang et al., 2005).

While WACCM is usually operated as a free-
running climate model, results shown here use a
version of the model that incorporates reanalysis obser-
vations in the troposphere and stratosphere. This is
achieved by relaxing the horizontal winds and tem-
peratures to version 5.2 reanalysis from the Goddard
Earth Observing System Data Assimilation System
(GEOS-5.2) (Rienecker et al., 2008). The relaxation to
GEOS-5.2 occurs with a timescale of ∼10 h from the
surface to 40 km. Between 40 and 50 km the amount
of relaxation is linearly reduced such that at 50 km
the model is free-running. Therefore, in the domain
of this study, the chemical–dynamical interactions are
still consistent but, as is shown in a later section, it
is possible to simulate the effects on the mesosphere
of a particular dynamical event that occurred in the
stratosphere, and also to improve the mean wind cli-
matology. In this mode, the model has 88 levels in the
vertical, with a resolution of approximately two grid-
points per scale height in the mesosphere and lower
thermosphere. In the horizontal, the resolution is 2.5◦
longitude by 1.9◦ latitude.

The number of chemical species (57) and reactions
(211) has remained unchanged in the latest version
of WACCM. The model includes a chemistry scheme
suitable for simulating the chemistry of the middle
and upper atmosphere, i.e., it includes the mem-
bers of oxygen, nitrogen, and hydrogen families, an
E-region ionosphere, and excited species such as
O(1D) and O2(1�). Figure 1.1 shows the global mean
distribution of several of the modeled constituents in
WACCM averaged over the year 2004. In this case it
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Fig. 1.1 WACCM simulated annually and globally averaged mean volume mixing ratios for constituents in the mesosphere
and lower thermosphere

is reasonable to ignore the effects of advection by the
resolved winds; the distributions are primarily deter-
mined by chemical production and loss and vertical
diffusion. Molecular oxygen and CO2 are essentially
fully-mixed below 80–90 km, having no significant
chemical sources or sinks. Above this level, how-
ever, their mixing ratios drop off through destruction
from absorption of ultraviolet radiation and molecular
diffusion. In WACCM transport by molecular diffu-
sion is calculated using the formulation of Banks and
Kockarts (1973), and depends on the mass of an atom
or molecule relative to the mean mass of the atmo-
sphere; heavier species have mixing ratios that tend to
drop while lighter species rise.

The profile of atomic oxygen rapidly increases with
height by a factor of 106, becoming a major con-
stituent in the lower thermosphere. This is primarily
due to the photodissociation of molecular oxygen by
solar ultraviolet radiation. Water vapor, which has a
mean mixing ratio of around 6 parts per million by
volume (ppmv) below 0.1 hPa, is also photodissioci-
ated by EUV radiation, specifically, Lyman-α radiation
at 121.6 nm. Molecular and atomic hydrogen are pro-
duced from the products of the water vapor photolysis
such that the sum 0.5 H + H2 + H2O is approximately
constant. Hydroxyl (OH) is also produced from the
destruction of H2O, and it has a peak in mixing ratio
around 0.01 hPa. Reactions with H and OH are impor-
tant in determining the profile of O3, and in particular
cause the minimum that occurs at the peak of the OH

layer. Ozone is lost rapidly via the following catalytic
cycle:

H + O3 → OH + O2

OH + O → O2 + H

These reactions are also important when consid-
ering the energy balance of the mesosphere, since
they are exothermic and provide much of the heating
between 0.01 and 0.001 hPa (Mlynczak and Solomon,
1993). In polar night, they are the only heat source and
heating rates from these reactions provide in excess
of 6 K/day heating (shown in Fig. 1.2b). Typically, in
the diurnal mean, mesospheric heating from chemical
reactions above 0.01 hPa, including the energy released
in the quenching of excited species via collisions,
exceeds that from the absorption of solar photons that
does not go into breaking chemical bonds by factors
of 2–3.

1.3 Seasonal Variability

The seasonal variation of constituents with long life-
times in WACCM (and in the real atmosphere) depends
to a large degree on the mean wind and temperature. It
is therefore necessary to review the model dynamical
climatology.

The modeled zonal-mean zonal winds and tem-
peratures under solstice and equinox conditions are
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Fig. 1.2 WACCM heating rates (K/day) during July due to, (a) direct absorption of radiation, and (b) exothermic and quenching
chemical reactions

Fig. 1.3 WACCM simulated 2005 zonal-mean zonal winds and temperatures for July (a,b) and September (c,d). Units are m/s for
winds and K for temperature

shown in Fig. 1.3. During July there is a strong west-
ward jet centered at mid-latitudes around 0.1 hPa
in the northern hemisphere. Constraining to reanal-
ysis winds has led to an improvement in the loca-
tion of the jet compared the free-running version
of the model, which places the center of the jet in
the sub-tropics (Richter et al., 2010). Directly above
this jet, the winds reverse and an equally strong

eastward wind maximum is predicted at 0.001 hPa.
In the winter hemisphere the polar night jet peaks at
the stratopause, and tilts towards the equator in the
mesosphere. In September the mesospheric winds are
more symmetric, with winds westward in the tropics,
and eastwards at mid-latitudes. Peak wind amplitudes
are weaker in September than during July. Overall,
WACCM winds are in good agreement with the Upper



1 Chemical–Dynamical Coupling in the Mesosphere and Lower Thermosphere 7

Atmosphere Research Satellite Reference Atmosphere
Project (URAP) wind climatology (Swinbank and
Ortland, 2003).

Mesopause temperatures in July (shown in
Fig. 1.3b) show a two-level structure consistent
with Sounding of the Atmosphere using Broadband
Emission Radiometry (SABER) observations (Xu
et al., 2007). The coldest temperatures (as low as
121 K) occur poleward of 40◦N, around 0.003 hPa.
Equatorward of this latitude and in the winter hemi-
sphere mesopause temperatures are warmer and occur
2 scale heights higher in the atmosphere. As would
be expected from the large heating rates in Fig. 1.2,
temperatures above the mesopause rapidly increase
into the thermosphere, driven by the absorption of UV
radiation and also from diffusion of heat from higher
in the thermosphere.

The cool mesopause temperatures and the clos-
ing off of the large mid-latitude jets in the lower
mesosphere occur due to the dissipation of upwardly
propagating gravity waves. Gravity waves are absorbed
when their horizontal phase speed equals the local hor-
izontal wind speed. Westward stratospheric winds in
the summer hemisphere prevent waves with westward
phase speed from propagating into the mesosphere,
but allow eastward phase speed waves through where
they will “break” and cause an eastward accelera-
tion. The opposite happens in the winter hemisphere.
The resulting zonal force on the mean wind is bal-
anced by a meridional wind directed from the summer
to winter hemisphere (Andrews et al., 1987). This,
through mass continuity, leads to upward winds over
the summer pole and descending winds over the winter
pole. The associated adiabatic cooling leads in turn to
the cool summer mesopause temperatures (Fig. 1.3b).
These motions are best visualized in terms of residual
mean meridional circulation, also called the trans-
formed Eulerian-mean (TEM) circulation (Dunkerton
et al., 1981), which are shown in Fig. 1.4 for July
and September, 2005. TEM winds are consistently
upward/downward over the whole mesospheric sum-
mer/winter pole; mean velocities can be as large as
5 cm/s. The summer to winter circulation peaks near
0.01 hPa, and a weaker winter to summer circulation
occurs in the lower thermosphere (above 10–4 hPa).
In September a weak, more symmetric, circulation
pattern exists, with upwelling at the equator and down-
welling over both polls. The absence of strong strato-
spheric jets allows gravity waves with eastward and

westward phase speeds to propagate into the meso-
sphere. While their dissipation does not drive a strong
residual mean meridional circulation, since the east-
ward and westward zonal wind forcing approximately
cancels, the eddy turbulence created when they dissi-
pate is still present, and exceeds that during July at
mid-latitudes.

The effects of the residual mean meridional circu-
lation on constituents are well documented. Satellite
observations of NO (e.g. Siskind et al., 1997; Marsh
and Russell, 2000), CO (e.g. López-Puertas et al.,
2000; Clerbaux et al., 2005; Pumphrey et al., 2007),
and H2O (e.g. Chandra et al., 1997; Lossow et al.,
2009) show large meridional gradients in the mixing
ratio due to transport by the residual mean merid-
ional circulation. WACCM distributions for these
three constituents are shown in Fig. 1.5. NO and
CO both have mixing ratios that increase with
height. Their source region is the lower thermo-
sphere, where they are produced through reactions
that are initiated with the absorption of energetic
photons (wavelengths ≤ 121.6 nm) or with ioniza-
tion by energetic particles (primarily electrons with
energies of ∼1–6 KeV in the auroral regions). The
horizontal gradients in NO and CO are more pro-
nounced in July than September, as a result of the
strong downwelling over the winter pole, which can
bring air rich in NO and CO down to the lower
mesosphere.

NO has a low mixing ratio in the mesosphere due to
the following rapid loss mechanism:

NO + hv → N + O
N + NO → N2 + O

The lifetime of NO in the sunlit mesosphere is a few
days (Minschwaner and Siskind, 1993). In September,
NO decreases with decreasing height uniformly with
latitude, due to this loss process. However, this loss
does not occur in the absence of sunlight in polar night,
increasing the chemical lifetime of NO dramatically,
and so allows a vertical wind of even a few cm/s to
effectively transport NO into the mesosphere (Siskind
and Russell, 1996; Marsh and Roble, 2002). It will
be shown in the following section that the downward
transport of NO in the polar night can be dramatically
affected by short-term variability that originates in the
stratosphere.

CO has a longer lifetime throughout the MLT and
acts more like a passive tracer of transport. The winter
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Fig. 1.4 The monthly-mean residual meridional circulation for
(a) July and (b) September calculated from WACCM. Maximum
wind amplitudes shown are 11.5 m/s in the horizontal direction,

and 4.9 cm/s in the vertical direction, and occur in the Northern
Hemisphere during July around 0.01 hPa

Fig. 1.5 Zonal-mean, July 2005 monthly-mean volume mixing ratios of (a) NO, (b) CO (ppm), and (c) H2O (ppm). (d–f) as (a–c)
for September 2005

pole downwelling effect is evident in its distribution,
but also evident is the effect of the circulation in sum-
mer hemisphere. It appears as though air rich in CO
is transported to the summer pole by meridional winds
above 10–4 hPa, while CO-poor air is brought upward
from the mesosphere below 10–3 hPa. The result is a

steepening of the vertical gradient in CO at the sum-
mer mesopause. In September, the circulation centered
at 30◦N and 3 × 10–4 hPa clearly deforms the mixing
ratio isolines.

The distribution of H2O is almost the mirror image
of CO, which is consistent with it having its source



1 Chemical–Dynamical Coupling in the Mesosphere and Lower Thermosphere 9

in the lower atmosphere and a loss mechanism that
peaks near the mesopause. An interesting consequence
of the meridional transport of water vapor is that the
relatively high concentrations of water vapor and cold
temperatures in the summer mesopause leads to the
formation of ice clouds. A better understanding of
these clouds is the goal of the current Aeronomy of
Ice in the Mesosphere satellite mission (Russell et al.,
2009).

Of course, transport by the residual mean merid-
ional circulation is not limited to these constituents. A
similar pattern to H2O is seen in CO2, and the merid-
ional transport of atomic oxygen produced by EUV
photolysis in the tropics and mid-latitudes to the polar
night is key to creating the chemical heating shown in
Fig. 1.2.

1.4 SSW Effects on the MLT

Stratospheric sudden warmings (SSW) are abrupt
increases in the temperature of the polar stratosphere
accompanied by a slowing or reversal of the eastward
winds in the polar vortex. SSWs arise from the interac-
tion of the stratospheric mean flow with upward propa-
gating planetary waves originating in the troposphere.
A SSW is considered a major warming if it leads to
a reversal of the wind and an increasing temperature
gradient towards the pole at or below 10 hPa (Andrews
et al., 1987). The effects of an SSW in the MLT on
temperatures and composition in a GCM were stud-
ied by Liu and Roble (2002). Here WACCM is used
to examine the MLT response of one of the strongest
major warmings observed, which began around the
third week of 2006 (Siskind et al., 2007; Manney et al.,
2008).

Figure 1.6 shows the variation in WACCM zonal-
means of the zonal wind, temperature, CO, and NOy

(NO + NO2 + 2∗N2O5 + HNO3) between the begin-
ning of December 2005 and mid-March 2006. Recall,
in the model used here the winds and temperature
below 1 hPa are relaxed to reanalysis data, and so
the stratospheric winds are very close to the observed
winds for this period. In the lower-mesophere and
upper-stratosphere there is a reversal of the zonal
wind direction (shown between 55◦N and 70◦N) from
greater than 60 m/s eastward in December to 40 m/s
westward in January. Following this reversal, the winds

revert to being eastward in February. In the upper
mesosphere the opposite shift occurs with winds going
from westward to eastward and returning to west-
ward. Simultaneous with wind reversal is a warming
of the polar upper stratosphere, and cooling of the
mesosphere. This is followed by a dramatic shift in
the height of the stratopause to around 0.01 hPa at
the beginning of February. Over time the stratopause
descends to around the height seen before the strato-
spheric warming.

The evolution of the zonal winds and tempera-
tures in the mesosphere agrees very well with the
Microwave Limb Sounder (MLS) and Sounding of
the Atmosphere with Broadband Emission Radiometry
(SABER) observations reported by Manney et al.
(2008). WACCM is better at reproducing the elevated
stratopause than either GEOS-5 or European Centre
for Medium-Range Weather Forecasts analyses, pre-
sumably because the height of the elevated stratopause
is close to the top of the models used to calculate
the analyses, whereas the upper boundary of WACCM
is much higher. Other factors could include the way
these models handle non-orographic gravity waves and
specification of ozone in radiative transfer calculations
(Manney et al., 2008).

The temporal variations in CO and NOy mixing
ratios (Fig. 1.6c, d) appear to be strongly correlated
to the dynamical variations over this period. CO at
0.01 hPa drops from December values in excess of
10 ppmv to around 3.3 ppmv by mid-January. This is
followed by a rapid increase of CO to values around
13 ppmv by early February. This variation is very
similar to that seen by the Atmospheric Chemistry
Experiment Fourier Transform Spectrometer and MLS
instruments (Jin et al., 2009). The fact that WACCM
reproduces the observed variability in temperature
and CO gives confidence that the model is cor-
rectly reproducing the dynamical variability in the
mesosphere.

As mentioned previously, CO has a long chemical
lifetime and a mixing ratio that increases with height,
and so it is sensitive to changes in the residual verti-
cal wind (w∗), which is shown averaged over the pole
in Fig. 1.7c. Between 0.1 and 0.001 hPa there is a
good correlation between upward tilt of the CO con-
tours (decreasing CO over time) and positive (upward)
vertical residual winds. This is most clearly seen in the
second week of January when w∗ exceeds 3 cm/s. This
occurs shortly after the zonal winds reverse direction at
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Fig. 1.6 (a) WACCM zonal-mean zonal winds (m/s) averaged
over the latitude band 55◦N–70◦N over the period December
1, 2005 to March 15, 2006. (b), (c) and (d) are averages over

latitudes poleward of 75◦N of temperature (K), carbon monoxide
vmr (ppm) and NOy vmr. All fields are daily means smoothed in
time with a 5-day window

mid-latitudes, at which time the residual mean merid-
ional winds switch from poleward to equatorward
(Fig. 1.7b). The reversal of the zonal winds occurs
because of a dramatic change in the acceleration due
to the dissipation of breaking gravity waves (shown in
Fig. 1.7a) which changes from more than 50 m/s/day
westward in December to more than 75 m/s/day east-
ward in January. The westward stratospheric winds

that occur during the SSW allow waves with eastward
phase speed to propagate into the mesosphere where
they dissipate and cause an eastward acceleration.

Following the SSW, and a return to eastward
stratospheric winds in February, the GW forcing at
0.01 hPa is again westward, driving a polward and
downward residual circulation and a warming of the
mesosphere through adiabatic heating. Both NOy and
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Fig. 1.7 (a) Acceleration of the zonal wind by parameter-
ized dissipating gravity waves (m/s/day) and (b) the residual
mean meridional wind (m/s) averaged over the latitude band

55◦–70◦N. (c) The residual mean vertical wind (cm/s) averaged
over latitudes poleward of 75◦N. All figures are for the same
time period as Fig. 1.6

CO are now rapidly transported downward, leading to
a significant increase in their mixing ratios in the lower
mesosphere.

WACCM simulations seem better able to repro-
duce the elevated stratopause than the simulations
from the NOGAPS-ALPHA (Navy Operational Global
Atmospheric Prediction System – Advanced Level
Physics High Altitude) GCM of Siskind et al. (2007).
In their model, which only includes the effects of

variations in the orographic gravity wave drag, they
were not able to reproduce temperatures in excess of
250 K at 0.01 hPa. In WACCM, forcing from oro-
graphic gravity waves is typically much less than the
non-orographic waves. Prior to the stratospheric warm-
ing orographic gravity wave forcing was ∼4 m/s/day
below 0.02 hPa, much smaller above that level and at
all levels above 1 hPa after the stratospheric warming.
Siskind et al. (2007) suggest the deficiencies in the
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Fig. 1.8 (a) Atomic oxygen density (cm–3), and (b) chemical heating rates (K/day) averaged over the polar cap (>70◦N) for
February 2005 and 2006

NOGAPS-ALPHA simulations could be due to not
including non-orographic gravity waves or the chem-
ical heating that would be caused by bringing ther-
mospheric atomic oxygen into the mesosphere. This
seems a reasonable conclusion, since WACCM has
both of these processes, and can produce the observed
warm temperatures around 0.01 hPa.

Figure 1.8 compares zonal mean atomic oxygen
densities and chemical heating rates averaged from
70◦N to 90◦N between February 2006 and 2005 (a
year without a major warming in February). Clearly
the atomic oxygen layer has been displaced downward,
and heating rates between 0.01 and 0.001 hPa have
increased. At 0.007 hPa O has increased by over a fac-
tor of 5, and heating rates are almost 3 times higher.
This, along with adiabatic heating is likely the cause
of the high temperatures seen in the middle atmo-
sphere following the stratospheric warming. Further
corroborating WACCM predictions is a recent study
that concluded that the descent and increase in atomic
oxygen densities led to the lowering and brightening
of the OH Meinel airglow emission in the winter of
2006 relative to 2005 observed by the SABER instru-
ment (Winick et al., 2009). The downward transport of
O was also the likely cause of the enhanced ozone seen
during this period (Smith et al., 2009).

1.5 Tidal Variability

There is strong observational evidence that upward
propagating atmospheric tides affect composition. This

is seen both in direct observations (e.g., those made
via occultation) and in the spontaneous emission from
constituents in excited states (airglow). As with other
atmospheric motions, tides advect constituents, but
also affect reaction rates through changes in tempera-
ture and density. In the tropical and sub-tropical upper
mesosphere the migrating (sun-synchronous) diurnal
tide is one of the largest drivers or short-term con-
stituent variability. The signature of this tide typically
peaks at the equator, with secondary perturbations
around 35◦ latitude. Examples of observed diurnal
tidal variations include odd-oxygen (Shepherd et al.,
1995; Marsh et al., 2002; Chapter 5, this volume), OH
Meinel nightglow (Zhang and Shepherd, 1999; Marsh
et al., 2006), nitric oxide (Marsh and Russell, 2000;
Oberheide and Forbes, 2008).

Consider, for example, a tidal perturbation in the
vertical wind. A temperature increase, due to adia-
batic heating, will occur that lags the minimum in the
vertical wind by a quarter of the wave period. If the
chemical lifetime of the advected constituent is con-
siderably longer than the period of the wave then it
too will have its largest perturbation a quarter of the
wave period after the vertical wind minimum (Marsh
and Roble, 2002). The sign of the perturbation depends
on the sign of the vertical gradient in the constituent
mixing ratio. In the case of nitric oxide and atomic
oxygen, which both rapidly increase with height in
the MLT (see Fig. 1.1), the constituent variations are
in phase with those of temperature. The amplitude of
the perturbation will depend on the wind amplitude
and the vertical gradient in the mixing ratio of the
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constituent. The temperature and density effects can
work to enhance or diminish the tidal signal in the
constituent. For example, Marsh et al. (2006) calcu-
lated that, at a specific local time, the tendency in OH
Meinel 2 μm emission due to advection of atomic oxy-
gen was an increase at 88 km of 50%, but that density
and temperature effects reduced the net tidal response
of the emission to around +22%. In the case of ozone
at 95 km, it is thought the high ozone (>20 ppmv)
observed in some circumstances at the equator is the
result of very low temperatures caused by the diurnal
tide (Smith et al., 2008).

Figure 1.9 presents WACCM longitude/latitude dis-
tributions at midnight Universal Time (UT00) aver-
aged for all days in March 2006. These synoptic global
views at 1.46 × 10–3 hPa (94 km in log-pressure alti-
tude) show large variations around a latitude circle,
particularly in the tropics. Temperatures at the equator
vary by 35 K, and atomic oxygen mixing ratio varies
between 0.005 and 0.019. The temperature and oxy-
gen variations are positively correlated, while the water
vapor variations are anti-correlated (Fig. 1.9c), which
is consistent with tidal variability driven by tidal ver-
tical motions as discussed before. At the equator the
maximum in atomic oxygen occurs just before mid-
night local time (∼330◦ longitude). This agrees with
pre-midnight maximum observed in OH Meinel emis-
sions, which can be shown to be proportional to atomic
oxygen concentrations (Marsh et al., 2006). The total
heating rate (chemical heating and solar absorption)
is shown in Fig. 1.9d. The peak at noon (180◦ lon-
gitude) in excess of 20 K/day is to be expected, and
occurs from the peak in the absorption of solar radia-
tion and quenching of O(1D). However, there is peak
in the heating of comparable magnitude shortly before
midnight, which can only come from enhanced chem-
ical heating due to atomic oxygen recombination and
other exothermic reactions.

While the patterns seen in these synoptic maps are
compatible with a tidally-driven perturbation mecha-
nism, proof requires further analysis. After all, vari-
ations in longitude could be stationary, and not vary
with local time at all. Using Fourier analysis, the tem-
perature timeseries at 30-min resolution over the entire
month can be approximated as the sum of a monthly
mean and a series of migrating and non-migrating diur-
nal and semi-diurnal perturbations. Not all of these
tidal components have significant amplitudes for the
chosen altitude and month, so only those with large

amplitudes need be retained in the sum. In Fig. 1.10,
the reconstructed temperature field at UT00 (minus the
mean) is presented. For a fixed universal time, longitu-
dinal variations are equivalent to local time variations,
and this is shown in the upper axis. It is clear that the
majority of the variability is captured in the recon-
struction, including the large equatorial temperature
maximum just before midnight, proving that the varia-
tion in longitude is primarily tidal, and not a stationary
feature (i.e. the spatial variability in temperature is a
function of local time as well as longitude).

Figure 1.10 also shows the latitudinal structure of
tidal amplitudes for all tides included in the recon-
struction, separated into westward or stationary and
eastward propagating modes. The largest amplitude
calculated is for the westward zonal wavenumber 1
diurnal tide (designated DW1). This is the migrat-
ing diurnal tide, and has a peak amplitude at the
equator of 10 K. Near the equator the semi-diurnal
migrating tide (wavenumber 2) in temperature has its
maximum amplitude of 4.5 K. There are secondary
temperature maxima at ±30◦ latitude. The temper-
ature structure and amplitudes are consistent with
the SABER March mean measurements reported by
Pancheva et al. (2009). Of the non-migrating tides,
the diurnal westard-2 (DW2) and eastward-3 (DE3)
have the largest amplitudes (3–5 K). At this height
and month, the contribution of the non-migrating semi-
diurnal tides (not shown) does not appear to be sig-
nificant: temperature amplitudes for wave numbers
between ±4 range between 0.3 and 0.9 K. Higher
in the atmosphere the non-migrating semi-diurnal
tides need to be included when considering the total
variability.

The vertical wind tides associated with the temper-
ature tides in Fig. 1.10a are shown in Fig. 1.10b. At
the equator, there is a close correspondence between
the times of zero vertical wind and maxima or minima
in the tidal temperature. Following an extended period
of downwelling beginning around 1600 h local time,
there is a maximum in the tidal temperature at 2300 h,
which is consistent with the phase lag described earlier.
This perturbation comes mostly from the migrating
diurnal tide, which has the largest wind amplitude at
the equator, reaching almost 10 cm/s. The DW2 tide
is also large at the equator, reaching around 5 cm/s.
Combined, a 15 cm/s amplitude vertical wind diur-
nal tidal will produce approximately 20 K variation
in temperature through adiabatic heating alone, so the
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Fig. 1.9 The global distribution at UT00 of temperature, atomic oxygen, water vapor, and heating rates at 1.46 × 10–3 hPa, averaged
over the month of March 2006

vertical tidal winds are of sufficient amplitude to cre-
ate the temperature perturbations in Fig. 1.10a. Note
that while the wind amplitude of the semi-diurnal tide
(8 cm/s at the equator) is almost as large as the migrat-
ing diurnal tide, its temperature amplitude is half of
that tide, simply because its frequency is double; ver-
tical advection occurs over only 12 h and so the parcel
displacement and total adiabatic heating or cooling is
half. The tidal vertical wind structure is not only con-
sistent with the temperature structure but also with the

H2O, O and chemical heating. The vertical gradients
in H2O and O are of opposite sign and so the pertur-
bation induced by the vertical wind is also of opposite
sign, and the chemical heating variation simply follows
the O variation.

It is often the case when analyzing constituent and
airglow data from satellites with slowly-precessing
orbits that observations are averaged into local time
bins with no account for the longitudinal variability.
Day or night observations around a longitude circle
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Fig. 1.10 (a) Tidal temperature and (b) vertical wind pertubations at UT00 averaged for March 2006, and amplitudes of largest
diurnal and semi-diurnal tidal modes. All data at 1.46 × 10–3 hPa

will usually be at approximately one local time, so
averaging into local time bins is essentially a zonal
mean. This method isolates the migrating tide since
it is only a function of local time, but non-migrating
tides that are functions of local time and longitude
are removed in the zonal mean. It is clear from the
above analysis that non-migrating tides do play an

important role in chemical variability in the mesopause
region, as is seen in Figs. 1.9 and 1.10. This is
particularly important in understanding the diurnal
variation of a constituent or airglow when viewed
from a single location. Certainly their effects must be
considered when comparing satellite to ground-based
observations.
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1.6 Summary

This overview has attempted to illustrate some of the
ways chemistry and dynamics are coupled in the MLT
using a 3-dimensional chemistry climate model. The
dynamical state of the atmosphere clearly responds to
changes in heating and cooling related to the distri-
bution of minor constituents. For example, chemical
heating plays a critical role in the MLT energy budget
in polar night and also during the nighttime hours at
the equator, where it is observed indirectly in airglow
observations. Conversely, the distribution of all minor
constituents depends, to some degree, on dynamics,
which can either transport the constituent directly, or
affect them indirectly by modifying the rates of chem-
ical reactions. The changes in chemistry wrought by
dynamics in turn feed back on the winds and tempera-
tures through modification of heating rates.

It is worth noting that the coupled system described
above is additionally strongly coupled to the lower
atmosphere. All the examples given here depend on
wave fluxes from below: the residual circulation is
driven by gravity waves originating in the troposphere,
major SSWs dramatically affect high-latitude meso-
spheric descent rates and heating in the troposphere
and stratosphere leads to large amplitude tides in the
MLT. This review is far from all-inclusive, and it
remains a significant challenge to understand the entire
coupled system. Meeting that challenge will entail con-
tinued advances in both modeling and observations.
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Chapter 2

Atmospheric Tides and Planetary Waves: Recent Progress
Based on SABER/TIMED Temperature Measurements
(2002–2007)

Dora Pancheva and Plamen Mukhtarov

Abstract The present paper is focused on the
global spatial (altitude and latitude) structure, seasonal
and interannual variability of the atmospheric tides
(migrating and nonmigrating) and planetary waves
(stationary and zonally traveling) derived from the
SABER/TIMED temperature measurements for full 6
years (January 2002–December 2007). The mean wave
amplitudes and phases are presented for the latitude
range 50◦N–50◦S and from the lower stratosphere to
the lower thermosphere (20–120 km). The main advan-
tage of the results presented in this paper is that the
migrating and nonmigrating tides as well as all sig-
nificant planetary waves found in the SABER/TIMED
temperatures are extracted simultaneously from the
raw data (downloaded from the SABER web site
temperatures). Therefore, using the same analysis tech-
niques and the same data set makes it possible to
get a consistent picture of the wave activity in the
stratosphere-mesosphere-lower thermosphere system.
Concerning the atmospheric tides, in addition to the
migrating diurnal and semidiurnal tides the following
nonmigrating tides also received significant attention:
diurnal eastward propagating with zonal wavenum-
bers 2 and 3 and westward propagating with zonal
wavenumber 2 and semidiurnal westward propagating
with zonal wavenumber 3 and eastward propagating
with zonal wavenumbers 2 and 3. A special attention
is paid to the climatology and interannual variabil-
ity of the temperature SPW1 and its origin in the
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lower thermosphere, as well as for following zon-
ally propagating planetary waves: the ∼5-day Rossby
wave; ∼6-day Kelvin wave, the ∼10-day W1 wave
and ∼16-day W1 wave. The presented detailed picture
of the spatial (altitude, latitude) structure and tempo-
ral variability of the considered atmospheric tides and
planetary waves can serve as a benchmark and guide
for future numerical modeling studies aimed at bet-
ter understanding the stratosphere-mesosphere-lower
thermosphere coupling by tidal and planetary wave
patterns.

2.1 Introduction

The middle atmosphere dynamical regime, and partic-
ularly that of the mesosphere and lower thermosphere
(MLT), is dominated by global scale waves with large
amplitudes. Two important wave motions which are
essential components of the general circulations and
appear regularly are atmospheric (solar) tides and plan-
etary waves. Much of the observed temporal and spa-
tial variability in neutral winds, temperature, and trace
species concentrations in the MLT is due directly or
indirectly to wave motions. These waves play major
roles also in maintaining the zonal mean momentum
and temperature budgets.

Atmospheric (solar) tides are ubiquitous features of
the Earth’s atmosphere that are observed in all atmo-
spheric dynamical fields, including wind, temperature,
density and pressure. They are induced by the daily
cyclic absorption of solar energy in the atmosphere
and have periods that are an integral fraction of a day.
The restoring force that acts on atmospheric tides is
gravity, so tides are a special class of gravity waves,
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which are affected by the Earth’s rotation and spheric-
ity because of their global scales. Like other waves
the tidal components grow in amplitude with increas-
ing altitude since atmospheric density decreases and
energy must be conserved.

Atmospheric tides are normally divided into two
types: migrating and nonmigrating tides. Migrating (or
Sun-synchronous) solar tides are global-scale atmo-
spheric waves which propagate westward with the
apparent motion of the Sun at periods that are har-
monics of a solar day, i.e. they are a function of local
time alone. These tides are forced predominantly in
the troposphere and stratosphere and propagate ver-
tically to the lower thermosphere where they attain
large amplitudes and dominate the large-scale wind
and temperature fields. The absorption of solar radi-
ation by a longitudinally invariant atmosphere is the
primary source of migrating solar tides. The forc-
ing of diurnal and semidiurnal tides due to solar
infrared radiation absorption by tropospheric water
vapor (H2O) and the solar ultraviolet absorption by
the zonal mean stratospheric and lower mesospheric
ozone (O3) are the most well-known migrating tidal
excitation (Chapman and Lindzen, 1970; Forbes and
Garret, 1979; Groves, 1982a, b). Other sources may
contribute to tidal variations that depend explicitly on
longitude and in this way resulting in nonmigrating
tides (all tides propagating eastward, zonally symmet-
ric tides and those propagating westward but with a
different phase speed from that of the apparent motion
of the Sun). It is now generally accepted that non-
migrating tides arise from at least two mechanisms:
zonally asymmetric thermal forcing (surface topogra-
phy, geographically varying heat sources, variation of
solar heating with longitude) and nonlinear interac-
tions between migrating tides and stationary planetary
waves (SPWs) (Angelats i Coll and Forbes, 2002).
For instance, the release of latent heat by deep con-
vective clouds is dependent on universal time (UT),
longitude, latitude and season hence it is a possible
source that could generate a nonnegligible tidal migrat-
ing and nonmigrating response in the MLT (Hamilton,
1981; Williams and Avery, 1996; Hagan, 1996; Forbes
et al., 1997; Hagan and Forbes, 2002, 2003; Oberheide
et al., 2002). Mc Landress and Ward (1994) sug-
gested that the interaction of a zonally asymmet-
ric distribution of the gravity waves interacting with
migrating tides could also generate nonmigrating
tides.

Both ground-based and satellite observations have
revealed many important features of the diurnal and
semidiurnal tides. A major advantage of the ground-
based methods is their ability to study in detail sea-
sonal, intraseasonal and interannual variability of the
tides at various geographic points (Bernard, 1981;
Avery et al., 1989; Clark and Salah, 1991; Manson
et al., 1990, 1999; Jacobi et al., 1999; Vincent et al.,
1998; Pancheva et al., 2000, 2002), as well as their
vertical structure including vertical wavelengths and
direction of propagation (Mitchell et al., 2002; She
et al., 2004; Yuan et al., 2008). A disadvantage of
the ground-based methods is their inability to dis-
tinguish between global and local signatures and to
provide only coarse information on spatial (latitudinal
and longitudinal) structures of the tides.

The satellite observations from the HRDI (High
Resolution Doppler Imager), WINDII (Wind Imaging
Interferometer) and MLS (Microwave Limb Sounder)
instruments on board the UARS (Upper Atmosphere
Research Satellite) satellite have provided a global
scale picture of the migrating diurnal and semidiurnal
tides seen in the neutral wind and temperature fields
of the mesosphere and lower thermosphere (Burrage
et al., 1995; McLandress et al., 1994, 1996; Khattatov
et al., 1997a, b; Forbes and Wu, 2006; Wu et al.,
2008a). It is important to note that the satellite obser-
vations enable the researchers to separate the nonmi-
grating from migrating diurnal tides and to study their
global structures. The presence of nonmigrating tides
in the surface pressure observations was reported first
by Chapman and Lindzen (1970) and further devel-
oped by Kato (1989). Their detection in the upper
levels of the atmosphere however was possible only
after the advent of global satellite measurements at alti-
tudes where the tidal signal is significantly large in
comparison with other variations (Lieberman, 1991;
Talaat and Lieberman, 1999; Oberheide and Gusev,
2002; Forbes et al., 2003; Huang and Reber, 2004;
Lieberman et al., 2004; Forbes and Wu, 2006; Wu
et al., 2008b; Oberheide and Forbes, 2008).

Various models, as the Global Scale Wave Model
(GSWM), the Canadian Middle Atmosphere Model
(CMAM), Whole Atmosphere Model (WAM), Whole
Atmosphere Community Climate Model (WACCM),
and different General Circulation Models (GCM) have
been able to reproduce the global distribution and sea-
sonal changes in the tidal fields (Hagan et al., 1995,
1999a, 2001; McLandress, 1997, 2002a; Miyahara
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et al., 1999; Grieger et al., 2002; Hagan and Forbes,
2002, 2003; Akmaev et al., 2008; Chang et al., 2008).

Other waves that appear regularly, particularly dur-
ing winter, are planetary waves. Planetary waves are
global-scale oscillations that exist due to the Earth’s
rotation and the conservation of absolute vorticity. The
restoring force for a planetary wave oscillation is ulti-
mately the poleward gradient of planetary vorticity.
As with tides, planetary waves are globally coherent
oscillations in which the wave has an integer num-
ber of cycles “wrapped around” a circle of latitude.
The planetary wave perturbations have wavelike form
in the longitudinal and vertical directions and often
also in the latitude direction. Air parcels in a plan-
etary wave may be meridionally displaced by up to
several thousand kilometres. Planetary waves, partic-
ularly in the stratosphere, are crucial in the transport
of species, including ozone, from its region of produc-
tion, in the tropics, around the rest of the world. In
the mesosphere, planetary waves can reach very large
amplitudes (up to ∼50 ms–1 in wind and ∼15 K in
temperature) and interact strongly with gravity waves,
tides and each other.

The most important are quasi-stationary Rossby
waves and travelling normal modes, also known as
free modes with periods around 2, 5, 10 and 16
days. There is also a class of planetary waves con-
fined to the equatorial region and known as Kelvin
waves. The interaction of the planetary waves and the
zonal mean flow is known to be the major driver of
winter stratospheric dynamics (Andrews et al., 1987).
Classical studies showed that the zonal mean flow
affects the planetary wave propagation by changing the
refractive index (Charney and Drazin, 1961). Time-
varying or dissipating planetary waves interact with
the zonal mean flow and alter it dramatically, as hap-
pens in sudden stratospheric warmings (SSW). This
mechanism behind the SSW was initially proposed by
Matsuno (1971) but now is widely accepted. The inter-
action decelerates and/or reverses the eastward winter
winds in the stratosphere-mesosphere system and also
induces a downward circulation in the stratosphere
causing adiabatic heating and an upward circulation in
the mesosphere resulting in adiabatic cooling (Liu and
Roble, 2002, 2005; Coy et al., 2005).

The time period preceding the onset of a SSW
is usually characterized by high wave activity in the
middle atmosphere during which more than one type
of planetary waves (quasi-stationary Rossby waves,

zonally symmetric or travelling normal modes) may be
present simultaneously. The key role of wave forcing
in preconditioning the atmosphere prior to the SSW
is shown by Hartmann (1983), Hirota et al. (1990),
Cevolani (1991), Shiotani et al. (1993), Sivjee et al.
(1994) and Jacobi et al. (2003).

The problem of planetary wave coupling between
the stratosphere-mesosphere-lower thermosphere has
attracted significant attention only recently. It is sup-
posed that much of the variability in the MLT is a
result of upward propagation of disturbances from the
stratosphere, particularly during the winter (Krüger
et al., 2005; Espy et al., 2005; Azeem et al., 2005;
Palo et al., 2005; Chshyolkova et al., 2006; Shepherd
et al., 2007; Pancheva et al., 2007, 2008a, b). There
are studies however which report in situ excitation
of the planetary wave variability in the upper meso-
sphere and lower thermosphere by zonally asymmetric
momentum deposition from gravity waves which have
undergone filtering by the stratospheric planetary wave
wind field (Smith, 1996, 1997, 2003; Forbes et al.,
2002; Xiao et al., 2009).

Most of the above mention papers devoted to
the tidal and planetary wave coupling between the
stratosphere-mesosphere-lower thermosphere used dif-
ferent data sets. The utilization of different type of data
for stratosphere and MLT region, however, does not
allow a detailed study of the vertical and latitudinal
structure of the waves present simultaneously in the
both regions to be accomplished. The Sounding of the
Atmosphere using Broadband Emission Radiometry
(SABER) instrument (Russell et al., 1999) on
the Thermosphere-Ionosphere-Mesosphere-Energetics
and Dynamics (TIMED) satellite has provided con-
tinuous global temperature data for the latitude range
50◦N–50◦S from the lower stratosphere to the lower
thermosphere since 2002 and in this way provides an
unprecedented opportunity for studying in detail the
atmospheric waves, as well as their role in coupling
the lower and upper atmosphere. The present overview
paper is going to report the recent progress in studying
the climatological features of the diurnal and semid-
iurnal tides (migrating and nonmigrating) and the
strongest planetary waves (stationary and zonally prop-
agating) seen in 6 full years of the SABER/TIMED
temperature measurements (2002–2007) for latitudes
between 50◦N and 50◦S and altitudes between 20 km
and 120 km. It is worth noting that several very nice
papers have been already published on the tides and



22 D. Pancheva and P. Mukhtarov

different planetary waves seen in the SABER/TIMED
temperatures, as Zhang et al. (2006), Huang et al.
(2006a, b), Riggin et al. (2006), Forbes et al. (2006,
2008), Palo et al. (2005, 2007), Oberheide and Forbes
(2008), Xiao et al. (2009), Xu et al. (2009), Ern et al.
(2009), and Forbes et al. (2009). The main advan-
tage of the results presented here is that the migrat-
ing and nonmigrating tides, as well as all significant
planetary waves, found in the SABER/TIMED tem-
peratures, are extracted simultaneously from the raw
data (downloaded from the SABER web site tem-
peratures). Therefore, using the same analysis tech-
niques and the same data set makes it possible to
get a consistent picture of the wave activity in the
stratosphere-mesosphere-lower thermosphere system.

2.2 Observations and Method for Data
Analysis

2.2.1 SABER Temperature Data

The TIMED satellite was launched on 7 December
2001 and the SABER instrument began making obser-
vations in January 2002. It measures CO2 infrared limb
radiance from approximately 20 to 120 km altitude and
kinetic temperature profiles are retrieved over these
heights using LTE radiative transfer in the stratosphere
and lowest part of the mesosphere (up to ∼60 km), and
a full non-LTE inversion in the MLT (Mertens et al.,
2001, 2004). SABER views the atmosphere at an angle
of 90◦ with respect to the satellite velocity vector in
a 625 km height and 74◦ inclination orbit so that the
latitude coverage on a given day extends from about
53◦ in one hemisphere to 83◦ in the other. About every
60 days, the latitude ranges flip as the spacecraft yaws
to keep the instrument on the anti-sunward side of the
spacecraft. In this way high latitude data are available
only in 60-day segments, with no information for the
60 days preceding or following. This is the reason not
to generate results poleward of 50◦. The TIMED orbit
precesses and covers 12 h of local time in each 60-
day yaw period, so that ascending and descending data
together give almost 24 h of local time sampling.

Our results are derived from the latest Version 1.07
of the SABER data, which were downloaded from the
web site: http://saber.gats-inc.com. While there is a

little difference below about 70 km between V 1.07
and V 1.06, there are substantial improvements for the
upper MLT (García-Comas et al., 2008). The SABER
V 1.07 kinetic temperature is validated by Remsberg
et al. (2008) who provided the following systematic
error due to CO2 abundance uncertainty: 1.3 K at
80 km, 3.6 K at 90 km and 1.4 K at 100 km. The
authors concluded that the SABER data set can be the
basis for improved, diurnal-to-interannual-scale tem-
peratures for the middle atmosphere and especially for
the upper MLT region. García-Comas et al. (2008)
have evaluated the systematic errors in the SABER
operationally retrieved kinetic temperature due to the
current uncertainties in the collisional rates of the
non-LTE model for typical midlatitude and polar con-
ditions. The authors found that the overall error in the
kinetic temperature is around 1–2 K below 95 km and
around 4 K at 100 km in midlatitudes.

We use 6 years of temperature data, from January
2002 to December 2007, to study the temporal vari-
ability and global spatial structure of the diurnal and
semidiurnal tides and the planetary waves that are
strongest during that period. The data were averaged
into 5 km altitude and 10◦ latitude bins and each
bin was independently fit. We work in UT and for
each altitude (from 20 to 120 km in 5 km steps)
and latitude (from 50◦S to 50◦N in 10◦ steps) the
data were arranged into a matrix with 24 columns
(this is the longitude with a step of 15◦) and the
number of rows is equal to the length of the consid-
ered period of time (January 2002–December 2007) in
hours.

2.2.2 Method for Extracting Waves from
the Saber Temperatures

Salby (1982) showed that asynoptic (observations
made at a single location at a given time) space-
time satellite data can be spectrally analyzed in the
wavenumber-frequency domain via a rotation from
synoptic (simultaneous observations at different loca-
tions) to asynoptic coordinates and performing a
Fourier transform. A significant advantage of this
approach is that it directly maps the asynoptic data
set to the equivalent space-time spectrum. However,
since this approach relies on the discrete Fourier
transform operation, any irregularities in the sampling
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pattern, i.e. not evenly spaced sampling, will destroy
the orthogonality of discrete projections of the obser-
vations onto the Fourier expansion functions (Azeem
et al., 2000). To avoid the constraint of sampling uni-
formity we use a least squares fitting technique to spec-
trally analyze a two-dimensional space-time data set.
This technique allows the determination of the space-
time spectrum from the asynoptic sampling patterns
within the allowed range of wavenumber-frequency
space defined by the Asynoptic Sampling Theorem
(Salby, 1982).

The data analysis method for calculating the
monthly mean tidal characteristics is carried out in
two steps: first, the daily characteristics of the waves
for the entire 6-year period of time (2002–2007) are
derived, and second, the monthly mean wave charac-
teristics are calculated by vector averaging of the daily
wave parameters for each calendar month. The sea-
sonal behavior of the wave characteristics during the
entire 6-year period of time (climatology of the waves)
is estimated by the vector averaging of the monthly
mean wave characteristics for each month of the year.

In order to extract the waves from the SABER
data (i.e. to determine their amplitudes and phases)
at a given latitude and altitude, we perform a linear
two-dimensional (time-longitude) least-squares fitting
including diurnal and semidiurnal tides with zonal
wavenumbers up to 4, zonally travelling planetary
waves with zonal wavenumbers up to 3, together with
the first three modes of the stationary planetary waves
(SPW), i.e. SPWs with zonal wavenumbers 1, 2 and
3. The well-known planetary wave normal modes with
periods near 5, 10 and 16 days are included in the
fitting procedure. The spectral analysis has been per-
formed on each year of data in order to define the
prevailing periods of the normal modes. The mean
spectra indicated that the most well expressed peri-
ods are: 5.5 days for the 5-day wave, 11 days for
the 10-day wave and 17 days for the 16-day wave.
The ∼24-day wave is also regularly observed in the
stratosphere and mesosphere particularly in the winter
(Pancheva and Mitchell, 2004; Pancheva et al., 2007,
2008a, 2009a, b), hence this planetary wave period is
included in the fitting procedure as well. It is worth
noting that: (i) the quasi-2-day wave is excluded from
the fitting procedure because of its burst-like behav-
ior with time scales near or less than a month and
because of using a rather long window, a 60-day one
(see the explanation below), for extracting the waves,

and (ii) it has been checked that the variable period
of the 10-(8–12 days) and 16-day (14–18 days) waves
does not affect the tidal results. All oscillations are
extracted simultaneously in order to avoid a possible
distortion of the weaker waves by the stronger ones
and to minimize some aliasing between the tides and
the SPWs. Because it takes SABER 60 days to sam-
ple 24 h in local time by combining ascending and
descending data together, the length of the sliding time
window used for performing the least-squares fitting
procedure should be 60 days. Then the 60-day window
is moved through the time series with steps of 24 h in
order to obtain the daily values of the wave characteris-
tics. The temperature variations during a 60 day period
can be due to seasonal or intraseasonal time scales. A
possible effect of the semiannual oscillation (SAO) is
expressed by including a linear term in the temperature
decomposition. The waves at given latitude and height
are extracted by using the following expression that is
applied to 60-day windows:
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]

+R (t, λ)
(2.1)

where: t is time in hours counted from 0 UT of 1
January 2002, λ is longitude in degrees, s is wavenum-
ber, k is number of the diurnal harmonic, Tj are the
planetary wave periods, i.e. T1 = 24 days, T2 = 17
days, T3 = 11 days, T4 = 5.5 days and R(t, λ) is
the residual from the least squares best-fit proce-
dure including planetary waves with periods less than
5 days, tides with periods less than 12 h and the
noise of the data. Eastward (westward) propagation
corresponds to s > 0 (s < 0). The five terms on
the right hand side of the above expression are as
follows: (i) the mean temperature �0, (ii) a linear
term with coefficient Θr responsible for zonally sym-
metric variations with period longer than 60 days;
this term includes a possible effect of the SAO, (iii)
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travelling planetary waves (including zonally symmet-
ric planetary waves) with amplitudes Ajs and phases
φjs, (iv) stationary waves with amplitudes Bs and
phases ψ s, and (v) 24- and 12-h migrating and non-
migrating tides with amplitudes Cks and phases γ ks.
In the above expression the phases of the travelling
planetary waves (including zonally symmetric plane-
tary waves as well) and the tides (including zonally
symmetric tides as well) are defined as the time of
the wave maxima at zero longitude and are presented
in degrees, while the phase of the stationary wave is
the longitude of the wave maximum. According to the
formula (1) we have all together 100 coefficients that
should be determined by solving the system with on the
average about 1000 measurements within each 60-day
window at each height and latitude.

Because of the satellite data sampling pattern and
the variability of the planetary waves during the
60-day windows used for extracting the waves, a very
important problem in the tidal assessment is how to
determine the reference noise level. We thoroughly
investigated the winter stratosphere levels where the
strong and variable SPWs could affect the tidal results
(Pancheva et al., 2009c). For each 60-day time window
we generated 100 Gaussian noise datasets with length
of 60 days and with data sampling pattern and vari-
ance as those of the true SABER measurements (Kong
et al., 1998). Then the 2D Lomb-Scargle periodogram
has been performed on the resulting noise datasets.
The reference noise spectrum for each zonal wavenum-
ber is calculated as an average spectrum. The results
from this analysis indicate that, due only to the data
sampling pattern and the planetary wave variability in
the winter, all of the noise spectra show a cluster of
peaks near 24 h although their amplitudes never exceed
∼0.95 K. As a result from the above analysis all tidal
waves extracted from a given 60-day time window with
amplitudes larger than 1 K are accepted as statistically
significant and only these tides are considered in this
analysis.

Therefore, by using a least squares fitting tech-
nique (to avoid the constraint of sampling uniformity)
applied to a 60-day window (to sample 24 h in local
time by combining ascending and descending data
together) where the tides and all types of planetary
waves are simultaneously extracted from the SABER
temperatures the aliasing problems between the vari-
able zonal mean, variable planetary waves and tides are
significantly minimized.

2.3 Atmospheric Tides

The climatological features of the waves seen in
the SABER/TIMED temperatures are investigated by
the distribution of the monthly mean tidal ampli-
tudes and phases in time and space (latitude and
altitude). The results of data analysis cover the inter-
val between February 2002 and December 2007.
Throughout the remainder of this paper we utilize the
notation DWm and DEm to denote a westward- or
eastward-propagating diurnal tide, respectively, with
zonal wavenumber m = s. For semidiurnal tide S
replaces D. The zonally symmetric tides (with zonal
wavenumber s = 0) are denoted D0 and S0, and sta-
tionary planetary waves (SPW) with zonal wavenum-
ber m are expressed as SPWm.

2.3.1 Migrating Diurnal (DW1)
and Semidiurnal (SW2) Tides

The climatology of the DW1 and SW2 tides in this sub-
section will be presented as the multiyear (2002–2007)
averaged amplitudes and phases which are a function
of the altitude, latitude and season. Some of the main
tidal features, particularly in the mesopause region,
have been already known from both ground-based and
satellite observations. Among them are the seasonal
cycle and semiannual variability of the DW1, as well
as its vertical wavelength of about 25–30 km, and the
amplification of the SW2 tide toward the middle lati-
tudes (we remind that only the latitudes between 50◦N
and 50◦S are considered in the present study) and the
seasonal dependence of its vertical wavelength, chang-
ing from ∼40–50 km in the winter to ∼90–100 km, and
even more, in the summer. Using ground-based mea-
surements however we have to bear in mind that the
registered 12- or 24-h oscillations are actually a super-
position of all, migrating and nonmigrating, tides at a
given geographical point and the assumption that the
migrating component is a predominant one in most of
the cases is not valid.

2.3.1.1 Climatology of DW1 Temperature Tide

Figure 2.1a shows latitude versus months contours of
DW1 temperature amplitudes in Kelvin at altitudes
of 90 km (near mesopause, upper plot) and 50 km
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Fig. 2.1 (a) Latitude-time cross sections of DW1 tidal ampli-
tudes (in Kelvin) at altitudes of 50 km (bottom) and 90 km
(upper), (b) Altitude-time cross sections of DW1 amplitude

(upper) and phase (in local time, LT) (bottom) at the equator,
(c) The same as (b), but for 40◦N, and (d) The same as (b), but
for 40◦S
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(near stratopause, bottom plot). While the mesopause
latitudinal structure is known from the previous find-
ings with a main maximum at the equator and sec-
ondary maxima near ±35◦ latitude (Zhang et al.,
2006; Huang et al., 2006a; Forbes et al., 2008), the
stratopause structure was for the first time carefully
examined by Mukhtarov et al. (2009). The DW1 ampli-
tude grows towards middle latitudes reaching max-
imum of ∼4.5 K at the stratopause level near 40◦.
Their seasonal behavior is dominated by main annual
variation with maximum during summer months and
secondary semiannual one with equinoctial maxima.
The results of Fig. 2.1a revealed some peculiari-
ties of the DW1 features over the equator and at
middle latitudes. The altitude structure of the DW1
tide will be considered in detail at both latitudinal
regions.

Figure 2.1b shows altitude versus month contours
of the DW1 temperature amplitude and phase at the
equator, while Fig. 2.1c and d show the same, but for
40◦N and 40◦S respectively. The tidal phase in LT is
calculated by taking into consideration that tUT = tLT –
λ/15. Clearly outlined double-peaked maxima centered
near 85 and 100 km height can be distinguished at the
equator as the average (for 6 years) amplitude reaches
values of ∼20 K. The ubiquitous double-peaked ver-
tical structure of the DW1 tidal amplitude over the
equator was observed for the first time in the SABER
temperatures and has been found also by Zhang et al.
(2006) and Xu et al. (2009). The seasonal behav-
ior is dominated by main semiannual oscillation with
equinoctial maxima and secondary annual one with
larger amplitude during vernal equinox. The altitude
phase structure reveals a vertically upward propagating
tide in the altitude range 55–110 km and a signature
of trapped modes (that do not propagate vertically,
i.e. with vertical phase gradient zero, and decay away
from their levels of excitation) near 40–45 km height.
Two different vertical phase gradients however could
be distinguished in the altitude range 55–110 km: it is
much smaller between 55 and 70 km, than that between
70 and 110 km altitude. In the latter height region
two wave cycles are clearly visible indicating that the
vertical wavelength is ∼20 km.

The average vertical DW1 amplitude and phase
structures at middle latitudes (40◦) are presented in
Fig. 2.1c and d. The tidal characteristics are very
similar in both hemispheres. There is an altitude
region located between 40 and 60 km where the

tidal amplitudes reach values of ∼4–5 K and indi-
cate a regular temporal variability with amplification
in the summer months of both hemispheres. The
region located near 50 km altitude coincides with
the height of the maximum heating rate attributed
to the stratospheric ozone absorption (Hagan, 1996;
McLandress, 1997). The phase distribution indicates
that these are vertically trapped diurnal tidal modes
(Forbes and Garret, 1979). In the upper mesosphere
(above 80 km) the seasonal behavior of the DW1
tide, similarly to the equatorial region, is dominated
by semiannual oscillation with equinoctial maxima.
The phase structure indicates that the diurnal tide is
upward propagating with vertical wavelength similar
to that over the equator, ∼20 km. During the sum-
mer however, the altitude range where the DW1 tide
is composed mainly of trapped modes is enlarged
to altitudes between ∼40 and ∼80–85 km in both
hemispheres.

The left column of plots in Fig. 2.2 shows the 6 year
average for the altitude-latitude cross-sections of the
tidal amplitude and phase for March, while the middle
and right columns show the same but for September
and December respectively. For March, both amplitude
and phase plots indicate the predominance of the first
symmetric propagating component of the DW1 tide
that has a main maximum at the equator and secondary
maxima near ±35◦ latitude, with 180◦ phase shift
between the two maxima. The mean equatorial maxi-
mum reaching ∼18 K is almost a factor of 2 larger than
the secondary maxima at ±35◦ latitude. The equatorial
DW1 tide undergoes some reduction near 90 km height
and significant saturation at 115 km heights however it
rapidly amplifies above this level. Zhang et al. (2006)
suggested that a saturated tide might indicate the onset
of convective instability. Between 40 and 60 km, where
the solar radiation absorption by ozone has a domi-
nant effect generating in-situ trapped diurnal modes,
mean tidal amplitude of ∼4 K is found that maxi-
mizes in middle latitudes. The amplitude and phase
plots for September are similar to those for March, but
some contribution of the antisymmetric modes on the
derived DW1 tide can be distinguished as well. The
December amplitude and phase plots express the asym-
metric nature of the SABER tidal amplitudes above
60 km. The mean equatorial maximum approaches
∼11–12 K. The phase distribution indicates downward
tilting of phase lines as the tide progresses from the
summer to winter hemisphere. The summer maximum
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Fig. 2.2 Altitude-latitude cross sections of DW1 tidal amplitudes (in Kelvin) (upper row) and phases (in LT) (bottom row) for March
(left column), September (middle column) and December (right column)

of the trapped DW1 tide near 50 km height is well
defined with an average amplitude of ∼4.5 K.

It is known from the previous studies and supported
also by this one that above 70 km height the DW1
tide reflects mainly the distinctive features of the first
symmetric propagating (1,1) mode. A Hough mode
analysis of the DW1 temperature tide was performed
in Mukhtarov et al. (2009) in order to clarify which
Hough modes contribute to the observed SABER DW1
tide below 70 km height. The analysis revealed that at
altitudes near 50 km the DW1 tide is trapped and is
described mainly by the first symmetric (1,–2) mode
that maximizes at this height. In the altitude range
35–70 km this trapped mode has a constant phase of
∼16 LT and a mean amplitude of ∼4 K. With increas-
ing height the vertically propagating symmetric (1,1)
mode rapidly grows while the trapped (1,–2) mode
decays and above 70 km the propagating mode prevails
over the trapped one.

The climatology of the DW1 temperature tide
and particularly: (i) the trapped diurnal component
observed in the height range 40–60 km and (ii) the
ubiquitous double-peak vertical structure observed in
the MLT region over the equator could be of partic-
ular interest for a reexamination of the stratospheric

tidal heating and the effects of eddy diffusivity on the
numerical tidal simulations.

2.3.1.2 Climatology of SW2 Temperature Tide

Figure 2.3a shows latitude versus months contours of
SW2 temperature amplitudes at altitudes of 90 km
(near mesopause) and 110 km (lower thermosphere).
At the mesopause region the SW2 maximizes in the
middle latitudes (40◦–50◦) and is dominated by winter
amplification. In the Northern Hemisphere (NH) there
is an additional, secondary intensification observed
in the tropical region (near 20◦N) which is domi-
nated by a summer, June-August, maximum. In the
lower thermosphere (110 km) at both hemispheres the
SW2 tide indicates strong amplification at the trop-
ics/subtropics (∼20◦–30◦) and in June-August with an
average (for 6 years) amplitude of ∼28 K. In the mid-
dle latitudes (near 40◦), particularly in the NH, the SW2
temperature tide shows also a secondary winter ampli-
fication (November-February) which is at least 2 times
weaker than the main tropical maximum. The results of
Fig. 2.3a revealed some peculiarities of the SW2 tidal
features at tropical and middle latitudes and its altitude
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Fig. 2.3 (a) Latitude-time cross sections of SW2 tidal ampli-
tudes (in Kelvin) at altitudes of 90 km (bottom) and 110 km
(upper), and (b) Altitude-time cross sections of SW2 amplitudes

(upper row) and phases (in LT) (bottom row) at 20◦N (left col-
umn), 20◦S (right column) and (c) The same as (b) but for 40◦N
(left column) and 40◦S (right column)
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structure will be considered in detail at both latitudinal
regions.

Figure 2.3b shows altitude versus months contours
of the SW2 temperature amplitude and phase at 20◦N
and 20◦S, while Fig. 2.3c show the same, but for
40◦N and 40◦S respectively. The figure shows the
altitude range of 50–120 km even though the tidal
amplitudes are insignificant below 70 km. The rea-
son behind this is the seasonal variability of the tidal
phase (particularly that in the NH) that can be dis-
tinguished clearly in this height range. The seasonal
behavior of the SW2 tide at the tropics and in both
hemispheres reveals maxima exactly in May–June and
August. The vertical wavelength, particularly in the
NH, indicates seasonal variability; the wavelength is
being larger in summer (∼50–60 km) than in win-
ter (∼30–35 km). The vertical wavelength in the SH
shows slight changes around a mean wavelength of
∼35–40 km. The vertical SW2 tidal structure in the
middle latitudes (Fig. 2.3c) is similar to that in the trop-
ics particularly for the NH. The seasonal behavior at
both hemispheres besides the June–August maximum
shows a secondary one in November–February. In the
altitude range 70–80 km there is also a slight amplifica-
tion of the tidal amplitude in June and August–October
in the NH and March–September in the SH.

The left column of plots in Fig. 2.4 shows the
6 year average (2002–2007) altitude-latitude cross-
sections of the tidal amplitudes and phases for June,
while the middle and right columns show the same
but for December and March respectively. Only the
altitude range between 70 and 120 km is considered
because the tidal amplitudes below 70 km are too small
to be meaningful. In general a symmetric nature of
the SABER tidal amplitudes is visible in June solstice
with a maximum reaching ∼27 K. While the summer
maximum is located at latitude of ∼30◦ and altitude
near 110 km the winter one is near latitude of 20◦ and
altitude of ∼115 km. The phase distribution shows a
downward tilting of phase lines as one progresses from
the summer to winter hemisphere. The altitude versus
latitude distribution of the tidal amplitude in December
(middle column of plots) indicates more complicated
structure than that in June. There are three amplitude
maxima in the lower thermosphere: (i) summer maxi-
mum (∼21 K) located near latitude of 30◦S–40◦S and
altitude of 115 km, (ii) equatorial (0–10◦N) maximum
of ∼16 K located at 115 km height, and (iii) winter

maximum (∼14 K) located at latitude of 40◦N and
centered between 100 and 110 km altitudes. Similarly
to the June solstice the phase distribution in December
shows a downward tilting of phase lines as the tide
progresses from the summer to winter hemisphere.
In general, a symmetric nature of the lower thermo-
spheric tidal amplitudes is visible in March. The March
amplitude maxima (∼16–17 K) are located at lati-
tudes near ±30◦ and altitudes of ∼115 km in the SH
and ∼110 km in the NH. The phase distribution in
March reveals a downward tilting of phase lines as one
progresses from the NH to the SH.

The seasonal altitude-latitude structure of the tidal
amplitudes and phases indicates that different Hough
modes contribute to the tidal composition during dif-
ferent seasons and altitudes. The vertical wavelength
of the SABER temperature tide revealed some seasonal
dependence (larger in summer than in winter) but on
the average it ranges between 30–35 km and 45–60 km.
This means that the symmetric (2,2) and antisymmet-
ric (2,3) modes, whose vertical wavelengths are larger
than ∼300 km and ∼80 km respectively and which
have been widely accepted to be the main contributors
to SW2, must have small amplitudes or be present only
over a limited altitude range. A Hough analysis was
performed in response to the comparatively short ver-
tical wavelengths of the SABER SW2 temperature tide
found by Pancheva et al. (2009d). The detailed results
from the Hough analysis can be found in Pancheva
et al. (2010b). Here only the most important outcome
from it will be mentioned; it revealed that the modes
with significantly shorter wavelengths, as (2,4), (2,5)
modes and in winter (2,6) mode as well, contribute
to the composition of the SABER SW2 temperature
tide. While the (2,3) mode contributes to summer
and fall SABER SW2 tide, the (2,2) mode becomes
dominant only above ∼110 km for solstice SW2
tide.

2.3.1.3 Interannual Variability of DW1 and SW2
Temperature Tides

Interannual variability of the DW1 and SW2 temper-
ature tides is considered on the basis of the monthly
mean temporal distribution of the tidal amplitudes
presented in detail by Mukhtarov et al. (2009) and
Pancheva et al. (2009d). Part of these results will be
summarized here.
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Fig. 2.4 Altitude-latitude cross sections of SW2 tidal amplitudes (in Kelvin) (upper row) and phases (in LT) (bottom row) for June
(left column), December (middle column) and March (right column)

It has been mentioned before that at altitude range of
40–60 km the DW1 tide is dominated by the first sym-
metric trapped (1,–2) mode with a mean amplitude of
∼4 K and phase of ∼16 LT at 50 km height. It is known
that the region located near 50 km altitude coincides
with the height of the maximum heating rate attributed
to the stratospheric ozone absorption (Hagan, 1996;
McLandress, 1997). The mean ozone density how-
ever indicates some dependence on the solar activity;
on the average the observed ozone changes through
the solar cycle are ∼3%. Something else, there is a
possibility for solar cycle related changes in the ther-
mal structure of the stratosphere, as well as thermal
structure changes due to increasing greenhouse gases.
Therefore, if the trapped DW1 modes are generated
in situ mainly by the stratospheric ozone, where the
mean thermal structure depends on the solar cycle and
increased greenhouse gases, then their amplitudes have
to depend also on the solar activity. Figure 2.5a shows
the monthly mean DW1 tidal amplitudes at an altitude
of 50 km and latitude of 40◦N. The considered period
of time 2002–2007 belongs to the declining phase of
the solar activity. The amplitude of the DW1 tide also
indicates some reduction with the time; the negative

trend is shown by the dashed line. We noted however
that the above result has to be accepted only as a sig-
nature for possible solar cycle effect on the DW1 tidal
amplitude in the stratosphere because the observations
cover only the declining phase of the solar cycle. The
phase of the DW1 tide is also shown in the figure and
it is marked by empty crests; during the considered
6 years the tidal phase at 50 km height is almost stable
and clusters near 15–16 LT.

Figure 2.5b shows the DW1 tidal amplitude at an
altitude of 80 km over the equator. This plot reveals
a quasi-2-year variability which is particularly visible
on the March equinoctial maximum, which in 2002,
2004 and 2006 is stronger than those in 2003, 2005
and 2007. The March amplifications are shown by tick
arrows. The strongest 2-year effect is observed in the
MLT region where the diurnal tide itself maximizes. It
is worth noting that there is not only a general nega-
tive trend of the tidal amplitude denoted by a dashed
line, but also the magnitude of the 2-year amplitude
peaks diminishes over the considered 6-year period.
Such 2-year variation of the SABER temperature diur-
nal tide have been reported by Huang et al. (2006b),
Xu et al. (2009), as well by Burrage et al. (1995) based
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Fig. 2.5 (a) Temporal distribution of monthly mean DW1
amplitudes (solid line with diamonds) and phases (empty crests)
at altitude of 50 km and at 40◦N latitude; (b) Monthly mean
DW1 amplitudes (solid line with triangles) at altitude of 80 km
over the equator; dashed lines indicate the negative trend of tidal
amplitude in plots (a) and (b), and (c) Temporal distribution
of monthly mean SW2 amplitudes (solid line with diamonds)
at altitude of 110 km and at 40◦N latitude; the thick arrows in
plots (b) and (c) show the 2-year amplification of DW1 and SW2
amplitudes

on the wind measurements with the HRDI instrument
on UARS and Wu et al. (2008a) based on the wind
measurements with the TIDI instrument on TIMED.

Recently the interannual variations of atmospheric
tides have received considerable attention, but have
not been successfully explained, especially for the
quasi biennial oscillation (QBO) in the diurnal tide.
Two mechanisms have been proposed to explain the
observations. The first mechanism is modulation of

the tide by the QBO in the background wind in the
stratosphere. Modeling studies (Hagan et al., 1999b;
McLandress, 2002b) have found that the amplitude
and phase of the diurnal tide are sensitive to varia-
tions in the zonal wind. Another mechanism that could
force a QBO variation in the diurnal tide is momentum
deposition from small-scale gravity waves (Mayr and
Mengel, 2005). Their modeling studies found that the
QBO modulation of the tide in the upper mesosphere is
caused to a large extent by variations in gravity wave
momentum deposition resulting from filtering by the
background winds in the middle atmosphere.

The SW2 tide also shows quasi-2-year variabil-
ity that is better visible at the lower thermosphere
of middle latitudes. Figure 2.5c shows the monthly
mean SW2 tidal amplitude at 110 km height and at
40◦N. The 2-year amplification of the summer ampli-
tudes is marked by tick arrows. While the DW1 2-year
amplification is observed during the east phase of the
stratospheric QBO that of the SW2 tide is observed
during the west QBO phase. This analysis indicates
that the interannual variability of the semidiurnal tide
observed predominantly in the NH lower thermosphere
at mid-latitudes is at least partly generated by the QBO.
It is worth noting that in contrast to the modeling
study of Hagan et al. (1992) where the QBO signature
has been evident in the January 12-h tide the SABER
result revealed QBO oscillation well seen in the June
semidiurnal tide.

2.3.2 Nonmigrating Temperature Tides

In this section we provide some perspective on the
sufficiently stable (in amplitude and phase) nonmigrat-
ing diurnal and semidiurnal tides seen in full 6 years
(2002–2007) of observations of the kinetic temper-
ature measured by the SABER/TIMED. This topic
deserves special attention because most of the non-
migrating tides amplify in the lower thermosphere
(∼110–115 km), i.e. in the dynamo region, where
trough electrodynamical effects can have an impact
on the variability of the ionosphere (Forbes et al.,
2003, 2008; Forbes and Wu, 2006; Zhang et al., 2006;
Oberheide et al., 2007; Oberheide and Forbes, 2008).
As noted previously, the nonlinear interaction between
the SPWs and the migrating tides (Angelats i Coll
and Forbes, 2002) and the latent heating associated
with deep tropical convection are zonally asymmetric
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sources known to be important for MLT tides. A quali-
tative visualization of how the asymmetry of the latent
heating associated with deep tropical convection is
manifested in the context of tidal theory has been
described by Zhang et al. (2006) and Forbes et al.
(2008) and will not be touched here.

Only the climatology of the following nonmigrat-
ing tides: DE3, DE2, DW2, SW3, SE2 and SE3 are
presented in this section. These tides are not only suf-
ficiently stable during the considered 6 years, but it
has been found that have important contribution to the
longitudinal structure and variability of the ionosphere
(Immel et al., 2006; England et al., 2006a, b; Lin et al.,
2007).

2.3.2.1 Nonmigrating Diurnal Tides

Our analysis of all nonmigrating tides with zonal
wavenumber up to 4 observed in the SABER/TIMED
temperatures for the considered 6 years revealed clear
interannual variability only for DE3 and DE2 tides.
In order to demonstrate this feature the monthly mean
variability for the entire period of time January 2002–
December 2007 will be presented below only for these
two tides.

The DE3 tide is established as a major contributor
to the wave-4 structure seen in the ionosphere (Hagan
et al., 2007) and it was found to be the largest of all the
nonmigrating diurnal tidal components observed in the
SABER temperatures. Figure 2.6a shows the latitude
versus months cross sections of the DE3 amplitudes at
altitudes of 80 km (bottom plot) and 105 km (upper
plot), representing the tidal features in the mesosphere
and lower thermosphere, respectively. The time-axes
of Fig. 2.6a are in months started from January 2002
and each year is separated by a dashed line. The results
for the latitudinal structure and temporal variability of
the DE3 tide can be summarized as follows: (i) the DE3
in the mesosphere maximizes at ±10–20◦, whereas in
the lower thermosphere it maximizes over the equator,
or more precisely it is centered between 0◦ and 10◦S
and can be detected in the latitude range of ±40◦, (ii)
while the seasonal course of the DE3 tide is dominated
by a strong main maximum in August–September and
a secondary one in March–April in the mesosphere
of the NH, in the SH mesosphere it amplifies only in
December–January, i.e. in the austral summer, and (iii)
the two main maxima in the NH mesosphere (80 km)

and also at 105 km height show quasi-2-year variation
with stronger DE3 activity in 2002, 2004 and 2006
(marked by thick arrows at the bottom plot) than in
2003, 2005 and 2007.

The above results clearly indicate the dominance of
the antisymmetric tidal modes in the mesosphere and
the symmetric ones in the lower thermosphere. The
appearance of the DE3 maxima during local summer
in the mesosphere (∼80 km height) suggest an influ-
ence of the seasonal-latitudinal migration of the deep
convective activity in the troposphere, mentioned by
Forbes et al. (2008). In a modeling paper by Achatz
et al. (2008) the influence of the background wind
fields on the tidal propagation is shown as well.

Figure 2.6b shows the latitude-time cross sections of
the DE2 amplitudes observed in the upper mesosphere
(90 km, bottom plot) and lower thermosphere (110 km,
upper plot). The seasonal behavior is dominated by
strong semiannual variation with maxima in the sol-
stices. The main DE2 maximum is observed during
June solstice, however while in the upper mesosphere
it is situated near 10◦N, in the lower thermosphere
it is located near 10◦S, as it reaches amplitudes of
∼11 K. During the considered (2002–2007) period
of time it was found that the DE3, with maximum
amplitude of ∼18 K, is significantly stronger than the
DE2, having maximum amplitude of ∼11 K. The sec-
ondary December solstice DE2 maximum is located
at about 10◦N with amplitudes reaching ∼8.5 K in
the lower thermosphere (upper plot). The latitudinal
and seasonal structures of the DE2 tidal amplitudes
are presumably due to some combination of latent heat
forcing and mean wind effects.

Both June solstice maxima near 10◦S in the lower
thermosphere (110 km, upper plot) and near 10◦N
in the upper mesosphere (90 km, bottom plot) indi-
cate quasi-2-year variation, i.e. the tidal amplitudes in
2002, 2004 and 2006 (marked by thick arrows at the
bottom plot) are stronger than those in 2003, 2005
and 2007. More details about the 2-year variability
of the DE3 and DE2 tides can be found in Pancheva
et al. (2010c). A possible reason for this interannual
variability of both nonmigrating tides is the QBO vari-
ability of the zonal mean circulation in the low-latitude
middle atmosphere that could affect the propagation
conditions of the tides.

The multiyear climatology of the nonmigrating
diurnal tides considered in this section is shown in
the left column of Figs. 2.7 and 2.8a. While the left
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Fig. 2.6 (a) Latitude-time cross sections of the DE3 amplitude
(in Kelvin) at altitudes of 80 km (bottom plot) and 105 km (upper
plot); (b) Latitude-time cross sections of the DE2 amplitude at

altitudes of 90 km (bottom plot) and 110 km (upper plot); the
2-year maxima are marked by thick arrows situated in the bottom
side of the plots

column of Fig. 2.7 shows the latitude versus months
contours of the DE3 (upper) and DE2 (middle) tides
and DW2 tide (bottom) at lower thermospheric alti-
tudes where these tides maximize, Fig. 2.8a shows the
altitude-latitude cross sections of the tidal amplitudes

in Kelvin (left column) and phases in degrees (right
column) for DE3 (upper row) in August, DE2 (middle
row) in June and DW2 (bottom row) in November, i.e.
during the months when the considered tides have the
largest amplitudes.
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Fig. 2.7 Latitude-time cross sections of the following nonmigrating diurnal (left column, from top to the bottom): DE3, DE2 and
DW2 and semidiurnal (right column; from top to the bottom): SW3, SE2 and SE3 tides

The very large average (for 6 years) DE3 tidal
amplitude of ∼15 K in August–September (Fig. 2.7,
upper left plot) indicates that this tide has very stable
phase structure. The main tidal maximum is located in
the lower thermosphere at 105 km height (Fig. 2.8a,
upper left plot) over the equator (more precisely
between 0◦S and 10◦S) and the tide can be detected
in the latitude range of ±40◦. The altitude tidal struc-
ture also indicates a secondary maximum situated near
85 km height and 10◦N latitude which amplitude is
∼5 K in August. This secondary maximum is better
evident in April (Pancheva et al., 2010c). The latitu-
dinal structure of the DE3 tide above 95 km height
is approximately symmetrical about 10◦S while below
85–90 km some contribution of the antisymmetric DE3
tidal modes has been found as well. The DE3 is a verti-
cally upward propagating tide with vertical wavelength

of ∼35–40 km. The latitude phase structure of the DE3
indicates that this tide can be defined as an “equato-
rially trapped tide” (the latitudinal phase gradient is
almost zero) only above ∼95 km height and mainly
during August–September.

The average (2002–2007) DE2 tidal amplitude of
∼8 K in June is also very large and similarly to the DE3
tide this is an indication for a stable phase structure. As
noted previously, this tide maximizes at ∼10◦S latitude
during June solstice and at ∼10◦N during December
(Fig. 2.7, middle left plot) indicating that the latitudinal
and seasonal structures of the DE2 are defined by inter-
play between the latent heat forcing and mean wind
effects. The mean June solstice maximum is situated
at ∼110 km height (Fig. 2.8 middle left plot), while
the December one is located at ∼115 km (not shown
result). The latitude structure of the tidal amplitudes
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Fig. 2.8a Latitude-altitude cross sections of the amplitudes (in
Kelvin) (left column) and phases (in degrees) (right column) of
the nonmigrating diurnal tides shown in Fig. 2.7. DW2 tide is

shown for the altitude range 20–120 km, while DE3 and DE2
are shown for 80–120 km

above ∼105 km height is symmetric about ∼10◦S,
while below ∼100 km some contribution of antisym-
metric DE2 tidal modes has been found. The phase
distributions revealed downward tilting of phase lines
(upward energy propagation) with average vertical
wavelength of ∼35–45 km, being larger in June than
in December.

The latitudinal structure of the DW2 tide (bot-
tom left plot of Fig. 2.7) in the lower thermosphere
(110 km height) reveals amplification over the equator
and at middle latitudes as the tidal amplitude ampli-
fies towards high latitudes. Having in mind that the
largest monthly mean amplitude of this tide during

2002–2007 is ∼8 K (Pancheva et al., 2010c), then
its average amplitude (for 6 years) of ∼6 K indicates
that the DW2 tide has also a stable phase struc-
ture. The seasonal behavior of the DW2 tide in the
lower thermosphere is dominated by a semiannual
variability with solstice maxima. In the mesosphere
(below ∼90–95 km height) however it amplifies during
winter. Numerical models showed that both interac-
tion between DW1 and SPW1 (Hagan and Roble,
2001) and latent heating (Hagan and Forbes, 2003;
Forbes at al., 2007) are the sources for the DW2
tide. There are observations supporting particularly
the nonlinear interaction mechanism (Lieberman et al.,
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Fig. 2.8b Latitude-altitude cross sections of the amplitudes (in
Kelvin) (left column) and phases (in degrees) (right column) of
the nonmigrating semidiurnal tides shown in Fig. 2.7. SW3 tide

is shown for the altitude range 20–120 km, while SE2 and SE3
are shown for 80–120 km

2004; Pancheva et al., 2009c). Having in mind the
DW2 sources, the results from the bottom row of plots
in Fig. 2.8a, showing the altitude-latitude cross sec-
tion of the DW2 amplitude (left) and phase (right) for
November, can be interpreted in the following way: it
seems that the DW2 tidal activity is composed by three
different types: (i) The amplification of the DW2 tide
in the stratosphere and mesosphere of the NH mid-
dle latitudes is forced by the coupling between DW1
and SPW1. The average (for 6 years) tidal amplitude
is small, ∼2–3 K; we remind however that the DW1
in the stratosphere and lower mesosphere is composed
mainly by trapped modes with an average amplitude
of ∼4–4.5 K. The phase structure (bottom right plot)

indicates that this is vertically propagating tide with
quite large vertical wavelength, ∼60–65 km. There is
no indication for inter-hemispheric propagation. (ii)
The second amplification is confined mainly to low-
latitudinal MLT region. There is a clear double-peak
vertical structure located at ∼95 and ∼105 km with
magnitude reaching ∼6.5 K. The low-latitude DW2
tide is also vertically propagating wave but with sig-
nificantly shorter wavelength, ∼25–30 km, than that
of the middle latitude NH DW2 tide. The low-latitude
DW2 tide is also forced by the coupling between
DW1 and SPW1, but most probably the process of
coupling takes place in the low latitudes. There are
observations showing that when the SPW1 propagates
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vertically upward it propagates toward the equator as
well (this will be shown in the section for SPW).
Therefore, the coupling process amplifies significantly
in the mesosphere where the two prime waves, DW1
and SPW1, have significant amplitudes. Both double-
peak vertical structure of the DW2 tidal amplitude and
its short-vertical wavelength confirm that the propa-
gating component of the DW1 tide participates in the
coupling. (iii) The third amplification is observed in the
mid-latitude lower thermosphere (∼115 km) of both
hemispheres. The DW2 amplitude amplifies towards
high latitudes. The phase structure of this tide (bot-
tom right plot of Fig. 2.8a) indicates that it is an in
situ excited tide most probably by a zonally asymmet-
ric momentum deposition from gravity waves which
have undergone filtering by the stratospheric planetary
wave field.

2.3.2.2 Nonmigrating Semidiurnal Tides

The right column of Fig. 2.7 shows the latitude versus
month contours of the SW3 (upper), SE2 (middle) and
SE3 (bottom) tides at lower thermospheric altitudes
where these tides maximize, while Fig. 2.8b shows the
altitude-latitude cross sections of the tidal amplitudes
in Kelvin (left column) and phases in degrees (right
column) for SW3 (upper row) in October, SE2 (mid-
dle row) in April and SE3 (bottom row) in August, i.e.
during the months when the considered tides have large
amplitudes.

The SW3 tide is the strongest nonmigrating semidi-
urnal tide reaching an average (for 6 years) amplitude
of ∼9.5 K in the lower thermosphere. It amplifies
in the tropical latitudes (10–20◦) during the autumn
equinoxes in both hemispheres. The latitude struc-
ture of the SW3 tide is dominated by antisymmetric
modes. The altitude-latitude structure of the SW3 tide
in October indicates that its major source is interaction
between SW2 and SPW1 that probably takes place in
the winter (NH) lower atmosphere. The vertical phase
structure, shown in the upper right plot of Fig. 2.8b,
shows that this is a vertically upward propagating tide
with long vertical wavelength (cannot be estimated
precisely but is larger than 60 km) in the stratosphere
and mesosphere. When the SW3 propagates vertically
upward in the stratosphere and mesosphere it propa-
gates toward the equator as well, but this penetration
is confined to ∼85–90 km height. The rapid amplifica-
tion of the SW3 tide in the tropical lower thermosphere

(∼115 km height and near 10◦N) can be caused by
additional source of this tide originating somewhere in
the tropical mesosphere.

The latitude structure of the SE2 tide in the lower
thermosphere (115 km height), shown in the right mid-
dle plot of Fig. 2.7, reveals a tidal amplification in
both hemispheres between 30◦ and 40◦ latitudes. The
average (for 6 years) tidal amplitude reaches 5.6 K;
considering that the largest monthly mean amplitude
is 7.5 K (Pancheva et al., 2010c) this means again that
the SE2 phase tidal structure is stable. The seasonal
behavior in NH is dominated by semiannual variabil-
ity with equinox maxima; there is however a secondary
winter amplification as well. In the SH the seasonal
behavior is dominated by main annual variability with
summer (November–January) maximum; there is also
a secondary one in winter that is located near 10◦S and
40◦S. The altitude-latitude structure of the SE2 tide in
April is shown in the middle row of plots in Fig. 2.8b,
as the SE2 amplitude is in the left plot while the phase
is in the right plot. Only the altitude range between 80
and 120 km is considered because the tidal amplitudes
below 80 km are too small to be meaningful. The lat-
itudinal structure of the SE2 amplitude indicates some
prevalence of the antisymmetric modes upon the sym-
metric ones in April. The tidal amplitude grows with
increasing height and reaches a maximum of about 5 K
at 110–115 km height and latitudes 30◦N–40◦N. The
phase distribution indicates downward tilting of phase
lines in the considered altitude range. Some tidal pro-
gression in the NH toward the equator can be seen
as well. The SE2 tide is almost out of phase in both
hemispheres at the altitude where it maximizes which
is an indication for a contribution of antisymmetric
SE2 tidal modes. The average vertical wavelength cal-
culated from the vertical phase gradient in the NH is
∼ 30–35 km.

The latitude structure of the SE3 tide in the lower
thermosphere (110 km height) is shown in the right
bottom plot of Fig. 2.7. The SE3 tide grows towards
tropical latitudes reaching average maximum of
∼4.8 K in the SH and ∼4 K in the NH at latitudes near
20◦–30◦. The seasonal behavior in both hemispheres
has a main maximum during June solstice and a sec-
ondary one during December solstice. The average
(2002–2007) altitude-latitude cross-section of the SE3
tide for August is presented in the bottom row of plots
in Fig. 2.8b. The tidal amplitude is shown in the left
bottom plot while the tidal phase in the right bottom
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plot. The tidal amplitudes grow with increasing height
and reach maxima which are situated at ∼110 km
height in both hemispheres. The phase distributions,
particularly that for the NH, reveals downward tilt-
ing of phase lines in the considered altitude range
(80–120 km) with vertical wavelength of ∼35–40 km.
Similarly to the SE2 tide here also some tidal progres-
sion in the NH toward the equator can be seen.

Herein, we elucidate seasonal, spatial (altitude and
latitude) and interannual temperature variabilities for
some nonmigrating diurnal and semidiurnal tides cov-
ering January 2002–December 2007. All considered
nonmigrating tides achieve maximum amplitudes in
the lower thermosphere (∼105–115 km) and in this
way are potentially important for the modulation of
plasma properties accompanying vertical drift of the
equatorial ionosphere. It is worth remembering that the
tidal amplitudes and phases are determined here by
using a 60-day window, hence they represent 60-day
means. The day-to-day variability of the tides however
can be significantly stronger than that presented in this
section. The same is valid also for their modulation
effects on the ionospheric variability.

2.4 Planetary Waves

As noted before, the spectral analysis performed on
the SABER/TIMED temperatures for the considered
period of time 2002–2007 indicated that the regularly
persistent planetary waves with large amplitudes have
the following mean periods: 5.5, 11, 17 and ∼24 days.
In the decomposition procedure, besides the SPWs
with zonal wavenumbers up to 3, all above mentioned
zonally propagating and zonally symmetric planetary
waves with zonal wavenumbers up to 3 were included.
In this section the results for the following planetary
waves are presented: (i) SPW1, (ii) ∼5-day Rossby and
∼6-day Kelvin waves (these are waves with a mean
period of 5.5 days and zonal wavenumbers –1 and 1
respectively), and (iii) 10- and 16-day waves (these are
waves with mean periods 11 and 17 days with zonal
wavenumber –1).

2.4.1 Stationary Planetary Wave with
Zonal Wavenumber 1 (SPW1)

The climatological features of the SPW1 are investi-
gated by the distribution of the monthly mean wave

amplitudes and phases in the time and space (latitude
and altitude). The SPW1 phase is expressed in degrees
and indicates the geographic longitude where the tem-
perature maximum is located. Figure 2.9a shows the
latitude-time cross sections of the SPW1 amplitudes
for three altitudes: 40, 70 and 115 km, indicating
the latitude structure and time evolution of the wave
amplitudes in the stratosphere, mesosphere and lower
thermosphere. The scale of the plot (in Kelvin) for the
lower thermosphere is different from that for strato-
sphere and mesosphere showing a rapid growth of
the wave amplitudes above mesopause region. As it
has been expected the SPW amplitude increases with
increasing latitude and the wave maxima are appar-
ently located at higher than 50◦ latitudes. Xiao et al.
(2009) showed that the SPW1 is centered near 60◦–70◦
in both hemispheres. There is only weak presence of
the SPW1 at tropical MLT as particularly in the meso-
sphere the wave most probably penetrates across the
equator. While a winter SPW maximum dominates the
seasonal variability in the strato-mesosphere there are
several maxima in the lower thermosphere. An impor-
tant feature of the SPW1 in the lower thermosphere
is its symmetrical latitudinal structure. However, the
SPW1 amplitudes in the SH are significantly stronger
than those in the NH; while the largest amplitudes in
the NH reach 20 K those in the SH are 30 K.

A careful inspection of the temporal variability of
the wave amplitudes, particularly in the mesosphere
(h = 70 km), shows some 2-year variability; it
seems that in the NH the winters: 2003/2004 and
2005/2006 are stronger than 2002/2003, 2004/2005
and 2006/2007, while in the SH the austral winters of
2002, 2004 and 2006 are stronger than those in 2003,
2005 and 2007. Figure 2.9b shows the SPW1 ampli-
tudes at h = 70 km and 50◦N; in the SH (bottom plot)
the result for 40◦S is presented as this effect is better
visible there. The 2-year maxima are marked by thick
arrows situated in the bottom side of the plots. The
average amplitude of the modulation is ∼3 K, hence
the interannual variability causes near 20–25% of the
wave variability in the strato-mesosphere. This feature
could be due to modulation by the QBO of the strato-
sphere zonal mean flow as the wave propagates from
the stratosphere up to the mesosphere. The amplitudes
of the SPW1 are larger during the easterly phase of the
QBO. This fact has some impact on the SSW phenom-
ena. It has been found that major SSWs in the polar
stratosphere are somewhat more likely in the easterly
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Fig. 2.9 (a) Latitude-time cross sections of the SPW1 ampli-
tudes (in Kelvin) at three altitudes: 40 km (bottom plot), 70 km
(middle plot) and 115 km (upper plot); (b) Monthly mean SPW1

amplitudes at altitude of 70 km and latitude of 50◦N (upper plot)
and 40◦S (bottom plot); the 2-year maxima are marked by thick
arrows situated in the bottom side of the plots



40 D. Pancheva and P. Mukhtarov

phase of the QBO (Labitzke and van Loon, 1999). In
the lower thermosphere however the wave amplitudes
in both hemispheres increase by the end of 2003 and
then gradually decrease to the end of the considered
period of time.

Figure 2.10a shows the average (2002–2007) sea-
sonal behavior, i.e. the climatology of the SPW1 in
the NH (left plot) and SH (right plot) for altitude
range 20–120 km. Clear climatological features can be
distinguished in both hemispheres, i.e. winter amplifi-
cation in the strato-mesosphere and equinoctial-winter
amplification in the lower thermosphere. In the NH
strato-mesosphere the SPW1 is large between October
and April while in the SH it is large between May and
October. In the lower thermosphere the wave amplifies
in April–May at both hemispheres and November–
January in NH and near November in SH. The average
SPW1 phase plots display a propagating type wave

in the strato-mesosphere with average vertical wave-
length of ∼70–80 km and a trapped type in the lower
thermosphere. There is clear indication that the SPW1
only in the NH propagates up to lower thermosphere
in January–March, however its vertical wavelength
significantly decreases above 80 km height.

The phase comparisons between both hemispheres
reveal that while in the strato-mesosphere the phases
during boreal and austral winters are very similar
with a mean difference of ∼30◦, the waves in the
lower thermosphere are almost out of phases at both
hemispheres. Figure 2.10b shows the hemisphere com-
parison between the SPW1 average (for 6 years) phases
at altitude of 115 km. The mean result for the SPW1
phases are on the average ∼130◦E in SH and ∼110◦W
in NH. This is a new and important result found by
Mukhtarov et al. (2010) that helps a lot in clarifying the
main source of the SPW1 in the lower thermosphere
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(above ∼90–100 km), a question that has not yet
received a definite answer.

The SPW field in the lower thermosphere is believed
to be primarily associated with the generation in
situ of the planetary waves by zonally asymmetric
momentum deposition from gravity waves which have
undergone filtering by the stratospheric planetary wave
field (Smith, 1996, 1997, 2003; Forbes et al., 2002;
Xiao et al., 2009). The above found phase relation-
ship between the lower thermospheric SPW1 phases
in the NH and SH result does not support this mecha-
nism. Another suggestion is related to ducting from the
winter hemisphere (Pogoreltsev and Sukhanova, 1993;
Forbes et al., 2002). The presented in Mukhtarov et al.
(2010) detailed study of the temperature SPWs reveals
that there is some propagation of the SPW1 toward the
equator but it is limited only up to ∼90–100 km alti-
tude; hence the SABER SPW1 temperature results do
not support this suggestion either.

Another in situ forcing can be related to the auro-
ral heating. During geomagnetic activity large auroral
energy is deposited into the polar atmosphere due to
dissipation of electric currents, known as Joule heat-
ing, and due to the dissipation of kinetic energy from
precipitating particles. This mechanism has been sug-
gested by Xiao et al. (2009) however no evidence
for its validity has been presented there. The result
for the found steady (almost fixed) SPW phases in
the lower thermosphere is evidence supporting the
auroral heating as a main origin of the tempera-
ture SPW temperature field in the lower thermosphere
because the auroral heating is centered in the magnetic
pole.

Figure 2.11a presents the SPW1 field in polar coor-
dinate system with a pole coinciding with the geo-
graphic pole. The figure shows the wave field in April
2003 when a very strong SPW1 has been observed
in the lower thermosphere (see Fig. 2.9a, upper plot).
The temperature SPW1 field at h = 115 km is pre-
sented in the figure as the left plot is for the NH, while
the right one for the SH. The SPW1 temperature field
resembles in some way the auroral oval in NH (left
plot) and SH (right plot) particularly during strong
geomagnetic activity when the auroral oval expands
toward the equator. The auroral ovals are centered in
Earth’s magnetic poles. According to the global model
International Geomagnetic Reference Field (IGRF)
the North and South dipole poles have the following

geographic coordinates for epoch 2005.0: (83.2◦N,
118.3◦W) and (64.5◦S, 137.9◦E) respectively; these
coordinates are computed from the 10th Generation
IGRF (http://www.geomag.bgs.ac.uk/poles.html). As
it can be seen from Fig. 2.11a the longitudes of the
dipole poles are very similar to the SPW1 phases at
h = 115 km. The coincidence of the dipole pole lon-
gitude with the lower thermospheric SPW1 phase at
both hemispheres is strong evidence indicating that the
auroral heating is the main origin of the lower thermo-
spheric SPW field. Knowing that the auroral heating
excites the SPW field in the lower thermosphere then
it is easy to explain why the SPW1 in SH is signif-
icantly stronger than that in the NH. This is due to
the fact that the geographic latitude of the dipole pole
in SH (64.5◦S) is significantly lower than that of the
dipole pole in NH (83.2◦N). Therefore in SH larger
part of Joule heating penetrates toward the equator in
comparison with that in NH.

If the lower thermospheric SPW field is excited
mainly by auroral heating then the SPW ampli-
tudes should indicate positive corellation particularly
with geomagnetic activity at high latitudes which
is strongly affected by charge precipitations. For
this purpose we use the NOAA Hemispheric Power
Data which present the estimated power in gigawatts
deposited in the polar regions by energetic particles
during transits over the poles by the NOAA Polar-
orbiting Operational Environmental Satellite (POES)
http://www.swpc.noaa.gov/. A cross-corellation analy-
sis between the power data and SPW1 amplitudes for
each hemisphere has been performed. The comparison
between both types of data is presented in Fig. 2.11b;
the left plot is for NH, while the right one for SH.
The SPW1 amplitudes are shown with solid line and
full diamonds, while the power data with dash line and
empty diamonds. There is clear similarity between the
variability of both types of data. The cross-corellation
function with time lag up to 5 months has been cal-
culated. The maximum cross-corellation coefficients
have been found at time lag zero, as for NH and SH
they are respectively 0.70 and 0.73 (shown in the upper
right side of each plot). This high corellation is another
strong evidence that supports the auroral heating as a
main origin of the temperature SPW field in the lower
thermosphere.

It is worth mentioning that first Riggin et al. (1999)
and later Baumgaertner et al. (2006) have suggested
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Fig. 2.11 (a) SPW1 temperature field for April 2003 presented
at polar coordinate system with a pole coinciding with the geo-
graphic poles; left plots presents SPW1 field in NH, while the
right one in SH; (b) Comparison between the monthly mean
hemispheric power data (in gigawatts) and SPW1 amplitudes (in

Kelvin) at h = 115 km for NH (left plot) and SH (right plot);
SPW1 amplitudes are shown with solid line and full diamonds,
while the power data with dash line and empty diamonds; the
cross corellation coefficients at time lag zero are shown in the
upper right side of each plot

that zonally asymmetric heating via particle precip-
itation could create a wavenumber 1 temperature
structure with respect to the geographic pole. The
above shown results presented strong evidence in sup-
port of this idea.

In conclusion, we note that the obtained monthly
mean SPW structures, which extend from the strato-
sphere into the lower thermosphere, can serve as a
benchmark and guide for future numerical modeling
studies aimed at better understanding the stratosphere-
mesosphere-lower thermosphere coupling by station-
ary planetary wave patterns.

2.4.2 5.5-Day Westward and Eastward
Propagating Waves with Zonal
Wavenumber 1

The present subsection is focused on the global distri-
bution and temporal variability of the ∼5-day Rossby
and ∼6-day Kelvin waves seen in the SABER/TIMED
temperatures. The ∼5-day Rossby wave has been
already explored before by Wu et al. (1994), Talaat
et al. (2001), and Riggin et al. (2006). In this study the
data analysis method ensures minimal distortion of the
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results due to aliasing or to the influence of the stronger
waves on the weaker ones when they are present simul-
taneously in the data. To the authors’ knowledge there
is no other study representing the climatology of the
∼6-day Kelvin wave from the stratosphere up to the
lower thermosphere. We note in advance that the use
of a long 60-day time segment for extracting the con-
sidered 5.5-day wave leads to some smoothing of the
wave amplitudes. However, in order to be sure that
the features of the considered planetary waves are not
affected by the tides (through aliasing and the influ-
ence of the stronger wave on the weaker one), which
are normally stronger than the planetary waves, partic-
ularly in the MLT, we have to be sure that the main
tides are fully extracted from the data.

2.4.2.1 Climatology of the ∼5-day Rossby (W1)
Wave

Figure 2.12a shows the latitude-time cross sections of
the 5.5-day W1 amplitudes for altitudes 80 (bottom
plot) and 105 km (upper plot) indicating the latitude
structure and time evolution of the wave amplitudes
in the mesosphere and lower thermosphere. The lati-
tude structure of the temperature 5.5-day W1 waves is
similar at both height levels: the wave amplitudes max-
imize near 40◦–50◦ at both hemispheres. This type of
the symmetrical latitude structure resembles that of the
5-day Rossby waves. It is consistent with the gravest
symmetric wave number-1 Rossby wave, i.e. the (1,1)
mode. In addition, the temporal evolution of the 5-day
wave in the MLT shows regular seasonal variability.
The 5-day Rossby wave amplifies during the equinoxes
at both hemispheres. In the NH the wave amplifies
in March–April (reaching monthly mean amplitude of
∼7.5 K) and September (∼7 K), while in the SH it is
strong in March (∼5.8 K) and September–November
(∼6 K) (Pancheva et al., 2010a).

Figure 2.12b shows the average (2002–2007) sea-
sonal behavior, i.e. the climatology of the ∼5-day
Rossby wave amplitudes in the NH (left plot) and
SH (right plot) for altitude range 20–120 km. Clear
climatological features can be distinguished in both
hemispheres. In the NH the ∼5-day Rossby wave
amplifies in the equinoctial months, i.e. centered in
March and September, while in the SH in March and
September–November. The average altitude structure
indicates double-peaked maxima. The main maximum

is located in the lower thermosphere, 110 km, while
the secondary one near 80 km; only the SH maximum
in September is located at 90 km. On the average the
main maximum is at least two times stronger than the
secondary one.

Figure 2.12c shows the 6-year average altitude-
latitude cross-sections of the ∼5-day Rossby wave
amplitudes (upper plots) and phases (bottom plots) for
months March (left column) and September (right col-
umn). Only the altitudes above 70 km are considered
since the wave amplitudes below this height are too
small to be meaningful. Besides the double-peaked
amplitude maxima the following wave features are
seen: (i) the ∼5-day Rossby wave propagates vertically
up to 120 km altitude with a mean vertical wave-
length calculated from the vertical phase gradient of
∼50–60 km; only in March the ∼5-day Rossby wave
penetrates up to ∼110 km. This means that the ∼5-day
Rossby wave seen in the SABER/TIMED temperatures
is an internal mode; the deviation from external mode
behavior for a resonant oscillation suggests that dissi-
pation is acting on the wave, and (ii) some propagation
toward the equator can be distinguished in both hemi-
spheres. Similar result was obtained before by Riggin
et al. (2006).

2.4.2.2 Climatology of the ∼6-day Kelvin (E1)
Wave

The spectral analysis performed on the
SABER/TIMED temperatures for the consid-
ered 6 years clearly indicated the presence of the
equatorially-trapped ∼5.5-day E1 wave in the strato-
sphere and mesosphere (Pancheva et al., 2010a). This
wave exhibits a fair degree of equatorial symmetry and
has been indentified as a “fast” ∼6-day Kelvin wave.
However, in order to prove this assertion the 5.5-day
E1 wave needs to be extracted from the temperature
data and their spatial (latitude and altitude) structure to
be carefully considered. It has been already mentioned
that because of using a 60-day window the obtained
amplitudes of the ∼5-day Rossby wave are smoothed.
The same effect is also applied to the ∼6-day Kelvin
wave.

Figure 2.13a shows the latitude-time cross sections
of the 5.5-day E1 wave at 40 and 80 km altitudes.
Although the monthly mean amplitudes are small (do
not exceed 1.8 K) the latitude wave structure in the
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Fig. 2.12 (a) Latitude-time cross sections of 5-d W1 amplitudes
(in Kelvin) at altitudes of 80 km (bottom) and 105 km (upper);
(b) Altitude-time cross sections of 5-d W1 average (2002–2007)
amplitudes at latitudes of 40◦N (left) and 40◦S (right), and

(c) Altitude-latitude cross sections of 5-d W1 average amplitudes
(upper row) and phases (in degrees) (bottom row) for March (left
column) and September (right column)
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Fig. 2.13 (a) Latitude-time cross sections of 5-d E1 amplitudes
(in Kelvin) at altitudes of 40 km (bottom) and 80 km (upper);
(b) Altitude-time cross sections of 5-d E1 average (2002–2007)
amplitudes at equator, and (c) Altitude-latitude cross sections of

5-d E1 average amplitudes (upper row) and phases (in degrees)
(bottom row) for March (left column), June (middle column) and
October (right column); only the latitude range 20◦N–20◦S is
shown
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stratosphere and mesosphere is well pictured with
two latitude ranges of wave amplifications. The first
type of the 5.5-day E1 waves, centered at the equa-
tor and located between ±20◦, is most probably the
well known “fast” ∼6-day Kelvin wave. This wave
amplifies mainly in summer and equinoctial months.
The second type of the 5.5-day E1 waves maximizes
toward the high latitudes. These waves have visible
winter maxima, as the SH amplifications are stronger
than those in the NH. This eastward-propagating wave
observed in the winter hemisphere is most probably
the well-known 4-day wave which is a ubiquitous
feature in the polar winter upper stratosphere (Allen
et al., 1997; Lait and Stanford, 1988; Azeem et al.,
2005). The reports indicated that this wave consists of
waves 1 through at least 4 all moving with the same
phase speed, such that the period of wave 1 is near 4
days (Allen et al., 1997). These quasi-nondispersive 4-
day wave “packets” with zonal wavenumbers 1–4 in
the wintertime polar stratosphere are consistent with
barotropic instability of the stratospheric polar night
jet (Manney et al., 1988).

Figure 2.13b shows the average (2002–2007) alti-
tude versus month contours of the ∼6-day Kelvin wave
amplitudes and phases. The average seasonal behavior
of the wave amplitude indicates equinoctial (February–
March and September–November) and June solstice
(May–July) amplifications. A multi-peaked vertical
structure can be distinguished in the average wave
amplitudes. The maxima are located in the strato-
sphere, near 40–45 km altitude, in the mesosphere,
near 75–85 km and in the lower thermosphere, near
100–110 km height. The average vertical phase struc-
ture (bottom plot) shows not only that the wave is
vertically propagating with a mean vertical wavelength
of ∼25 km, but also that there is a clear seasonal vari-
ability of the wave phases. Usually the wave phases
in equinoctial months occur earlier than those in June
solstice.

Figure 2.13c shows the average, for the considered
6 years, altitude-latitude cross-sections of the ∼6-day
Kelvin amplitudes and phases for months March (left
column), June (middle column) and October (right col-
umn). Only the latitudes between 20◦N and 20◦S are
considered because Fig. 2.13a indicated that this wave
is centered at the equator and located in the above men-
tioned latitude range. The average latitude structure
of the ∼6-day Kelvin wave amplitudes indicates
that in the strato-mesosphere this wave is detectable

in very narrow latitude band, ±10◦, while in the
lower thermosphere this band is larger, ±15–20◦. The
∼6-day Kelvin wave phases show no phase change
with latitude, particularly well visible in the strato-
sphere and mesosphere. This result indicates that it is
really an equatorially trapped mode. Three full cycles
of the wave are seen up to 95 km height, confirming
previously determined vertical wavelength of 25 km.
The vertical phase structure for the considered in the
Fig. 2.13c months reveals also that the ∼6-day Kelvin
wave propagates up to ∼100–105 km altitude.

2.4.2.3 Interannual Variability of the ∼5-day
Rossby and ∼6-day Kelvin Waves

A careful inspection of the ∼5-day Rossby wave ampli-
tude in MLT region shown in Fig. 2.12a can distin-
guish some amplitude modulation with a quasi-2-year
period. The quasi-2-year effect is particularly visible
on the October–November maximum in the SH and on
the overall wave enhancement in the NH during 2003,
2005 and 2007. In order to emphasize the quasi-2-year
variability of the wave amplitude, particularly for the
NH), 5-month running mean amplitudes are calculated.
Figure 2.14a shows the monthly mean amplitudes of
the ∼5-day Rossby wave at 105 km height and at 50◦N
(left plot) and 50◦S (right plot) drawn by thin line. The
5-month running mean amplitudes are shown by thick
lines on both plots. The 2-year maxima are marked by
arrows situated at the bottom of the plots. This feature
could be due to modulation by the QBO of the strato-
sphere zonal mean flow as the wave propagates from
the stratosphere up to the lower thermosphere. It seems
that the amplitudes of ∼5-day Rossby wave are larger
during the easterly phase of the QBO.

Similar result was found before by Miyoshi and
Hirooka (2003) in investigating the 5-day Rossby wave
seen in the NCEP reanalysis data. The authors showed
that the 2-year variation of the wave amplitude is
intimately related to the zonal wind oscillations asso-
ciated with the equatorial QBO in the stratosphere,
i.e. the 5-day wave is modulated through the prop-
agation condition accompanied with the zonal wind
variation of the QBO. The authors mentioned also that
the quasi-2-year variability can be attributed also to
the excitation mechanism of the 5-day Rossby wave.
Miyoshi (1999) and Miyoshi and Hirooka (1999) indi-
cated that the heating due to moist convection is very
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Fig. 2.14 (a) Monthly mean amplitudes of the ∼5-day Rossby
wave at altitude of 105 km and at 50◦N (left plot) and 50◦S (right
plot) drawn by thin line, while the 5-month running mean ampli-
tudes are shown by thick line; (b) The same as (a), but for the

amplitudes of the ∼6-day Kelvin wave at altitude of 115 km over
the equator; the arrows situated at the bottom side of the plots
indicated the 2-year maxima

important for excitation of the 5-day wave. Lau and
Sheu (1988) however showed that the global precipita-
tion fluctuates with timescale of 2–3 years. Therefore,
the magnitude of heating due to the moist convection
varies with the same period. As a result, the 5-day wave
amplitude may be influenced by variations of the moist
convective heating with a period of 2–3 years (Miyoshi
and Hirooka, 2003).

Similarly to the ∼5-day Rossby wave, the ampli-
tudes of the ∼6-day Kelvin wave also reveal interan-
nual variability (see Fig. 2.13a). Figure 2.14b shows
the monthly mean ∼6-day E1 wave amplitudes over
the equator at 115 km altitude drawn by thin line, while
the 5-month running mean amplitudes are shown by

thick line. Again the amplitude maxima are indicated
by arrows situated in the bottom side of the plot. In this
case the interannual variability of the ∼6-day Kelvin
wave reveals a period longer than 2 years. As the con-
sidered period of time is too short, only 6 years, this
topic needs to be investigated further.

In conclusion of this subsection, we note that the
obtained climatological global structure and tempo-
ral variability of the ∼5-day Rossby and ∼6-day
Kelvin waves seen in the SABER/TIMED temper-
atures (2002–2007) and particularly the result for
their vertical propagation from the stratosphere up
to the lower thermosphere sheds some light on the
recently reported results about the coupling of the
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atmosphere-ionosphere system driven by the 5–7 day
planetary waves (Tsunoda et al., 1998, Haldoupis and
Pancheva, 2002; Takahashi et al., 2006; Pancheva
et al., 2008c; Zuo and Wan, 2008). It is worth not-
ing that the mechanism(s) behind the double-peaked or
multi-peaked vertical structure of the ∼5-day Rossby
and ∼6-day Kelvin temperature waves respectively is
still unknown and most probably there is a neces-
sity for re-examination of the wave excitation mech-
anisms, the effects of the eddy diffusivity and shears,
mean wind distribution, etc. in the numerical wave
simulations.

2.4.3 11- and 17-Day Westward
Propagating Waves with Zonal
Wavenumber 1(W1)

There are only a few studies about the global structure
of the 10-day ((1,2) mode) and 16-day ((1,3) mode)
waves particularly in the mesosphere. We remind that
in the notation (s, n–s) mode of the normal mode
Rossby waves, s is the zonal wavenumber, and n is the
meridional index number such that n–s–1 is the num-
ber of nodes between the poles. Forbes et al. (1995)
investigated behaviors of the 16-day wave in the sum-
mer hemisphere of the mesopause region by using a
GSWM. They showed that the 16-day appeared in the
high-latitude summer hemisphere. However, seasonal
variation and global structure of the 16-day wave in
the mesopause region, and its relation to the strato-
spheric 16-day wave are not clear. Pancheva et al.
(2008a) used UK Met Office (UKMO) assimilated
data and radar measurements at 8 stations to deter-
mine planetary waves in MLT in the Arctic winter
of 2003/2004. They showed that prior to the SSW,
the stratosphere-mesosphere system was dominated by
an upward and westward propagating 16-day wave
that was detected simultaneously in the UKMO and
MLT zonal and meridional wind data. The same win-
ter, 2003/2004, has been investigated also by Shepherd
et al. (2007) by using not only UKMO and radar
data, but SABER/TIMED temperatures as well. They
found not only 16-day wave but 10-day wave as well.
Fedulina et al. (2004) analyzing UKMO data in order
to study the variability of the traveling planetary waves
in the upper stratosphere during 1992–2001 concluded
that the longer-period planetary waves (10≤T≤20

days) have significant amplitudes mainly during winter
in the both hemispheres.

The main focus of this subsection is to present
briefly the global structure and seasonal variability
of the ∼11-W1 and 17-day W1 waves seen in the
SABER/TIMED temperatures during 2002–2007.

Figure 2.15a shows the latitude versus time (num-
ber of months for the period January 2002–December
2007) contours of the 11-day W1 wave amplitude (in
Kelvin) at altitudes 40 km (bottom plot) and 80 km
(upper plot). The wave amplifies toward high latitudes
at both altitude levels. The seasonal behavior at both
hemispheres is dominated by winter maximum; there
is some enhancement in the equinoxes as well. While
in the stratosphere the 11-day W1 wave is confined to
middle latitudes in the mesosphere the wave penetrates
to lower latitudes as well. The largest monthly mean
wave amplitude observed at mesosphere levels is ∼4 K
and the wave is slightly stronger in the NH than that in
the SH.

Figure 2.15b presents the altitude-time cross sec-
tions of the 11-d W1 amplitudes at latitudes of 50◦N
(upper plot) and 50◦S (bottom plot). In the strato-
mesosphere at both hemispheres there are two altitude
levels where the wave amplifies; these are altitudes of
∼40 km and ∼80–90 km. In general, the wave ampli-
tude amplifies with increasing the height, particularly
in the mesosphere, reaching the largest amplitude in
the lower thermosphere. The vertical phase distribution
(not shown here) indicated that the 11-day W1 wave is
vertically propagating wave with a mean vertical wave-
length of ∼50 km. A careful inspection of the wave
phase revealed that the 11-d W1 wave propagates up to
∼100–105 km altitude at both hemispheres.

The results for the 17-day W1 wave are very similar
to those for the 11-day W1 wave. The latitude structure
of the 17-day W1 wave amplitude at strato-mesosphere
is shown in Fig. 2.16a, while Fig. 2.16b presents the
vertical structure of the wave amplitudes at latitudes
of 50◦N (upper plot) and 50◦S (bottom plot). In this
case the antisymmetric structure of the wave, particu-
larly in the stratosphere (40 km), is well visible. The
seasonal behavior is dominated by winter amplifica-
tion, and again the wave is stronger in the NH (the
largest amplitude is ∼4.8 K) than that in the SH. The
17-day W1wave in winter is a vertically propagating
wave (the wave phase is not shown here) with a verti-
cal wavelength similar to that of the 11-day W1 wave.
The phase structures of both 11- and 17-day waves
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Fig. 2.15 (a) Latitude-time cross sections of 11-d W1 amplitude (in Kelvin) at altitudes of 80 km (upper plot) and 40 km (bottom
plot); (b) Altitude-time cross sections of 11-d W1 amplitude at latitudes of 50◦N (upper plot) and 50◦S (bottom plot)

indicate that the source region is located somewhere
below 20 km height.

The above described global structure and sea-
sonal variability of the 17-day W1 wave seen in
the SABER/TIMED temperatures to a large extent

support the numerical simulation of the 16-day wave
in the mesopause region reported by Miyoshi (1999).
The author found also that the 16-day wave is mainly
excited by heating due to the moist convection in the
troposphere.
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2.5 Summary

The present paper is focused on the global spa-
tial (altitude and latitude) structure, seasonal and
interannual variability of the atmospheric tides and
planetary waves derived from the SABER/TIMED
temperature measurements for full 6 years (January
2002–December 2007). The SABER instrument pro-
vides continuous global temperature data for the lati-
tude range 50◦N–50◦S from the lower stratosphere to
the lower thermosphere (20–120 km) and in this way
provides an unprecedented opportunity for studying
in detail the atmospheric waves, as well as their role
in coupling the lower and upper atmosphere. We
have presented a sampling of results that delineate
the latitude, altitude, longitude, seasonal and inter-
annual variations in atmospheric tidal and planetary
wave temperature fields. The main advantage of the
results presented in this paper is that the considered
migrating and nonmigrating tides, as well as all signif-
icant planetary waves, found in the SABER/TIMED
temperatures, are extracted simultaneously from the
raw data (downloaded from the SABER web site
temperatures). Therefore, using the same analysis
techniques and the same data set makes it possi-
ble to get a consistent picture of the wave activ-
ity in the stratosphere-mesosphere-lower thermosphere
system.

Concerning the atmospheric tides significant atten-
tion besides the migrating diurnal (DW1) and semid-
iurnal (SW2) tides received also the following non-
migrating diurnal: DE3, DE2, DW2 and semidiurnal:
SW3, SE2, SE3 tides. About the DW1 tide it is worth
mentioning that the found trapped diurnal component
observed in the height range of 40–60 km, as well as
the ubiquitous double-peak vertical structure observed
in the MLT region over the equator, could be of inter-
est for reexamination of the stratospheric tidal heating,
or the convective instabilities effects, in the numeri-
cal tidal simulations. The SW2 temperature tide clearly
indicated tropical amplifications in both hemispheres
with a remarkable seasonal behavior at the altitude
where it maximizes, ∼110 km in the NH and ∼115 km
in the SH, indicating repeatable each year maxima
exactly in May–June and August. The two migrating
tides as well as the nonmigrating DE3 and DE2 tides
revealed a quasi-2-year variability that partly could be
caused by the QBO.

Special attention is paid to the climatology and
interannual variability of the temperature SPW1 and
particularly to its origin in the lower thermosphere.
Strong evidence has been provided supporting the
auroral heating as a main origin of the tempera-
ture SPW temperature field The paper presents the
results also for: the ∼5-day Rossby wave ((1,1) mode);
∼6-day Kelvin wave, as well as for the ∼10-day
W1 wave ((1,2) mode) and ∼16-day W1 wave ((1,3)
mode).

The detailed picture of the spatial (altitude, latitude)
structure and temporal variability of the atmospheric
tides and planetary waves can serve as a benchmark
and guide for future numerical modeling studies aimed
at better understanding the stratosphere-mesosphere-
lower thermosphere coupling by tidal and planetary
wave patterns.
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Chapter 3

Dynamical Coupling Between Different Regions
of Equatorial Atmosphere

Geetha Ramkumar

Abstract Based on the current understanding of the
atmospheric dynamics, the prominent waves and oscil-
lations present in the equatorial middle atmosphere
and the wave–mean flow interaction are discussed in
this chapter. The middle atmospheric dynamics studies
conducted from Indian region during last few decades
are summarized to some extent. The gravity waves
and equatorial waves generated in the lower atmo-
spheric region are found to couple different regions
of atmosphere dynamically, as they propagate upward
into mesospheric heights. The ground-based observa-
tional studies conducted at Indian stations to quantita-
tively estimate the forcing by gravity waves toward the
generation of quasi-biennial oscillation, stratopause
semi-annual oscillation, and mesopause semi-annual
oscillation are also discussed in this chapter. The
chapter concludes with the mention of importance
of these observational studies from tropical region in
climate-related issues.

3.1 Introduction

The uneven distribution of the incoming radiation on
earth leads to differential heating of the atmosphere
and this global temperature gradient in turn forces
the atmosphere into motion. These motions or wave
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perturbations with spatial scales of tens to thousands
kilometers and temporal scales of the order of few
minutes to few years in variability manifest themselves
in temperature and wind. The current understanding
of atmospheric dynamics attributes the fluctuations in
the middle atmosphere to the effect of coupling with
the lower atmosphere. Middle atmosphere dynamics
is indeed concerned with the elucidation of the nature
of wave motions responsible for the vertical coupling.
Middle atmosphere can be generally described as the
layer between the level where convective–radiative
equilibrium gives way to radiative equilibrium at the
lower boundary and the level where molecular dif-
fusion takes over from eddy diffusion and ionization
begins to be a major source of heating at the upper
boundary (Kelley, 1989). Vertically, this is the region
between 10 and 100 km. Review work of Hamilton
(1999) on dynamical coupling of the lower and mid-
dle atmosphere provides a historical background of the
research for the last five decades.

Tropical middle atmosphere and its dynamics have
distinctly different features like the small Coriolis
parameter, strong latent heat release, and large-scale
oscillations like quasi-biennial oscillation (QBO) and
stratopause and mesopause semi-annual oscillations
(SSAOs, MSAOs) compared to those elsewhere in the
earth’s atmosphere (Gray and Hamilton, 2003).

This chapter briefly explains the most important
waves that influence the tropical middle atmospheric
dynamics and mainly focuses on some of the recent
studies from tropical stations that address the dynam-
ical coupling between different regions of the middle
atmosphere through wave activities.
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3.2 Present Scenario in Equatorial
Middle Atmosphere Studies –
Indian Perspective

Tropics hold the key to much of the global climate
variability and hence tropical atmosphere has become
the focus of recent scientific research activity. India
carried out rocket and balloon-based measurements in
campaign mode under the Indian counterpart of the
Middle Atmosphere Program (IMAP) during 1980s
and regular balloon and rocket flights during the period
1970–1991 from Thumba Equatorial rocket launch-
ing station (TERLS). Studies using the wind and
temperature data collected from these observations
could reveal the characteristics of equatorial waves,
migrating and nonmigrating tides, annual oscillation,
SAO, and QBO in the middle atmospheric region
(Devarajan et al., 1985; Reddy et al., 1986; Sasi and
KrishnaMurthy, 1991; Reddy and Lekshmi Vijayan,
1993; Raghava Reddi and Geetha Ramkumar, 1997).
These long-term measurements could also lead to an
empirical reference model atmosphere up to 80 km
for Indian equatorial zone (Sasi, 1994). Though the
campaigns conducted during 1984–1988 from Indian
stations under the IMAP provided valuable informa-
tion on equatorial wave characteristics, information on
momentum fluxes of these waves could not be obtained
from these campaigns. The vertical component of wind
and/or temperature is essential for the estimation of the
wave momentum fluxes besides the horizontal compo-
nents of the wind. With the installation of MST radar
and Rayleigh lidar in the early and late 1990s, respec-
tively, at Gadanki (13.5◦N, 79.2◦E), vertical wind and
temperature became accessible parameters for mea-
surement. In the years 1999 and 2000, comprehensive
experimental “Equatorial Wave Studies” (EWS 1999,
2000) campaigns were conducted by measuring tem-
peratures and winds in the troposphere, stratosphere,
and mesosphere up to about 80 km at two low-latitude
stations, Gadanki (13.5◦N, 79.2◦E) and Sriharikota
Altitude Range (SHAR (13.7◦N, 80.2◦E)), for 45 con-
secutive days to characterize equatorial waves and to
estimate the momentum fluxes associated with these
waves (Sasi et al., 2003). Sasi et al. (2005) review the
studies on equatorial waves from Indian stations during
three decades.

To divulge the characteristics and climatology
of gravity waves and also to quantify the middle

atmospheric variability at different time scales, an
ambitious program called ISRO’s Middle Atmospheric
Dynamics Studies “MIDAS” was carried out during
2002–2007 (Ramkumar et al., 2006), making use of
coordinated fortnightly observations of winds and tem-
peratures by means of high-altitude balloon flights;
Rohini Sounding RH-200 Rocket flights and meteor
wind radar from Thumba/Trivandrum (8.5◦N, 77◦E);
partial reflection radar from Equatorial Geophysical
Research Laboratory, Tirunelveli (8.7◦N, 77.8◦E); and
MST radar and lidar at National Atmospheric Research
Laboratory, Gadanki (13.5◦N, 79.2◦E) (Kumar et al.,
2007; Maria Antonita et al., 2007, 2008a, b). This
well-debated program could bring out several first kind
of results like quantitative estimation of contribution
of gravity waves toward the generation of QBO and
SAO through wave–mean flow interaction and dynam-
ical coupling between different regions of atmosphere,
which would be discussed in detail in Sections 3.4, 3.5,
and 3.6.

3.3 Waves in the Equatorial Region

3.3.1 Equatorial Waves

Equatorially confined wave motions with periods in the
range of ∼3 to 25 days have been observed to propa-
gate vertically and horizontally through the equatorial
middle atmosphere. These are of planetary scale in
the zonal direction but are trapped latitudinally within
±15◦ of the equator, and hence referred to as equa-
torial waves. Of these, Kelvin waves propagate in the
eastward direction, while the Rossby gravity (RG)
waves propagate in the westward direction. The Kelvin
and RG waves are generally thought to be forced by
geographically confined time variations in the large-
scale cumulus convective heating in the equatorial tro-
posphere. Randomly distributed sources excite these
waves efficiently and the preferred vertical wavelength
of the excited waves is about twice the vertical scale
of the heat source. The relatively slow-moving Kelvin
and RG wave modes observed in the upper troposphere
and lower stratosphere are effectively damped out by
thermal dissipation (radiative damping) in the upper
stratosphere. However, fast moving Kelvin waves can
penetrate into the mesosphere (Dhaka et al., 1995).
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3.3.2 Gravity Waves

The major sources of gravity waves are topography,
convection, wind shear, unbalanced flows in the vicin-
ity of jet streams, frontal systems including wave–
wave interaction, and local body forcing. These gravity
waves propagate both horizontally (east–west; north–
south) and vertically with horizontal scales of a few
thousands of kilometers and vertical scales of a few
tens of kilometers. Several observational studies have
been conducted using radars, lidars, rockets, and satel-
lites to explore the gravity wave characteristics right
from troposphere to the mesospheric regions (Tsuda
et al., 1994; Goldberg et al., 1997; Fritts et al., 1997).
Compared to all other techniques, Rayleigh lidar,
which provides high-resolution density or temperature
fluctuations, proves to be a quite powerful means of
routine monitoring of the middle atmospheric gravity
waves (Chanin and Hauchecorne, 1981; Mitchell et al.,
1991; Whiteway and Carswell, 1995).

Temperature observations in the 30–60 km altitude
region from Rayleigh lidar at Gadanki could exten-
sively be used to delineate the characteristic features of
gravity waves at a tropical location (Rajeev et al., 2003;
Siva Kumar et al., 2006). The relationship between
the wave activity and the strength of typical sources,
viz convection and wind shear that excite these grav-
ity waves, down below in the troposphere could be
established making use of simultaneous temperature
and wind observations from co-located Lidar and MST
radar at Gadanki (Ramkumar et al., 2006).

3.3.3 Quasi-biennial Oscillations (QBOs)

The equatorial middle atmospheric dynamics is dom-
inated by QBO in the lower stratosphere, stratopause
semi-annual oscillation (SSAO), and mesopause semi-
annual oscillation (MSAO) of the zonal winds. QBO
is a classical example of the wave–mean flow inter-
action in the equatorial middle atmosphere. QBO is
manifested as alternating westerly and easterly winds
with periods varying from 24 to 36 months. Baldwin
et al. (2001) have extensively reviewed the characteris-
tics of QBO and the related dynamics in the middle
atmospheric region. Besides the stratospheric QBO,
High-Resolution Doppler Imager (HRDI) measure-
ments onboard Upper Atmosphere Research Satellite

(UARS) along with MF radar observations at tropi-
cal stations revealed a QBO in the mesospheric region
(MQBO) (Burrage et al., 1996).

3.3.4 Semi-annual Oscillations (SAOs)

Hirota (1978) using rocket observations over
Ascension Island showed that the SAO consists
of two oscillations with amplitude maxima near the
stratopause and mesopause which are nearly out of
phase. These oscillations are found to be confined
to tropics. Maximum easterlies were found to occur
during solstices while maximum westerlies occurred
during equinoxes. Significant seasonal asymmetry
in the amplitudes of the SAO with stronger SAO
occurring during the first half of the calendar year is
reported. The oscillation first appears in the meso-
sphere and propagates downward into the stratosphere.
Transition from easterly to westerly occurs with
downward descent rate of 5–10 km/month, while
westerly to easterly transition occurs over a large
depth nearly simultaneously.

3.4 Coupling Between Troposphere
and Stratosphere

Equatorial waves and gravity waves propagate in all
preferred directions both horizontally and vertically
and while these waves propagate through a prevail-
ing background atmosphere, the wave characteristics
change with height and the wave may be dissipated at
critical levels when the phase speed of the wave equals
the background wind speed.

The basic mechanism responsible for the QBO
and SAO is the wave–mean flow interaction wherein
upward propagating equatorial waves and gravity
waves interact with the stratospheric mean flow and
deposit their momentum producing the alternating
westerly and easterly regimes (Lindzen and Holton,
1968; Plumb, 1977). The eastward (westward) prop-
agating waves force eastward (westward) mean flow
acceleration at the critical levels where they are
absorbed.
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3.4.1 Forcing by Gravity Waves Toward
the Generation of QBO

The extensive temperature observations in the 30–
60 km altitude region from Gadanki (13.5◦N, 79.8◦E)
over a decade could be used to delineate the momen-
tum flux of gravity waves of period 30 min to 4 h.
Using the gravity wave polarization relations, the ver-
tical flux of the zonal momentum per unit density (F)
of gravity wave could be estimated using the equation
(Krishna Murthy et al., 2002).
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where u′ and w′ are the wave perturbations in zonal
and vertical winds, T′ is the temperature perturbation,
Ñ and Ť are the mean Brunt–Vaisala frequency and
temperature, and g is the acceleration due to gravity.
The mean flow acceleration ∂ ū

∂t produced by the grav-
ity waves observed was calculated from the divergence
of momentum flux of gravity waves using the equation
(Lindzen, 1984).
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where H is the scale height calculated from the mean
temperature.

Since the QBO exhibits latitudinal variation and
due to the paucity of long-term wind measurements
at Gadanki at the QBO height region, the back-
ground wind information could be collected from
NCEP/NCAR reanalysis data. The monthly mean
zonal winds over a decade from NCEP/NCAR reanal-
ysis data corresponding to Gadanki latitude were used
to study the QBO characteristics in the lower strato-
spheric region (20 and 10 hpa levels). Estimated
forcing by gravity waves toward the generation of var-
ious cycles of QBO was compared with the observed
mean flow acceleration from monthly mean winds.
It can be seen from Fig. 3.1 that on an average
10–60% and 10–30% of the forcing to drive the
westerly and easterly phases of QBO, respectively, is
from gravity waves (Maria Antonita et al., 2008b).
This is in well accordance with earlier modeling
studies (Alexander and Holton, 1997; Piani et al.,
2000). Though there are some discrepancies between

the mean flow acceleration estimated from the diver-
gence of gravity wave momentum fluxes (lidar) and
that observed from monthly mean zonal wind val-
ues (NCEP) during few months, they are in good
agreement during months wherever the continuous
lidar data were available. Since daily observations in
wind/temperature in the stratospheric region over a
long period are not available in the equatorial region,
the forcing of equatorial waves toward the generation
of QBO could not be estimated quantitatively so far.

3.4.2 Forcing by Gravity Waves Toward
the Generation of SSAO

The simultaneous temperature and wind measurements
using lidar from Gadanki and rocket flights from
Trivandrum under MIDAS program could be used to
estimate the mean flow acceleration in the 30–60 km
altitude region produced by the divergence of momen-
tum flux of gravity waves and also from the measured
winds. From the studies of Reddy et al. (1986) and
Hopkins (1975), it is reasonable to assume that char-
acteristics of SSAO over Gadanki are similar to that
over Trivandrum. It is seen from Fig. 3.2a, b that the
behavior of the mean flow acceleration calculated from
two different means of measurements (temperature and
wind) is in good agreement. The gravity wave forcing
toward the mean flow acceleration varies significantly
from cycle to cycle, which is attributed to the sea-
sonal variations in the strength of gravity wave sources.
From the above figure, it is clearly seen that on an
average ∼30–60% of the forcing to drive the westerly
phase of SSAO is contributed by gravity waves. The
discrepancy between the estimated and the observed
acceleration could be due to the contribution from
longer period gravity waves and planetary waves.

The simultaneous wind and temperature data col-
lected during EWS 2000 campaign could be used
to estimate the forcing of equatorial waves toward
the generation of stratopause semi-annual oscillations
(SSAOs), which revealed that Kelvin waves of periods
ranging from 6 to 18 days contribute about 25% toward
the generation of westerly phase of SSAO (Sasi et al.,
2003). Due to paucity of data, contribution of equato-
rial waves toward easterly phase of SSAO could not be
estimated from this study.
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Fig. 3.1 Comparison of
observed (solid line) and
estimated (dotted line with
circle) acceleration at 20 hPa
and 10 hPa (Maria Antonita
et al., 2008 Courtesy:
American Geophysical
Union)

3.5 Coupling Between Troposphere
and Mesosphere

3.5.1 Forcing by Gravity Waves Toward
the Generation of MSAO

Round the clock wind measurements in the MLT
region from meteor wind radar over a low-latitude sta-
tion – Trivandrum – could be very useful in studying
the characteristics of gravity waves in the MLT region.

The momentum flux of these mesoscale gravity waves
of period 2–3 h was estimated employing a method
proposed by Hocking (2005). The seasonal variation
in the mesoscale short period gravity wave momentum
fluxes showed a semi-annual variation with equinoc-
tial maxima and solstitial minima in contrast to mid
and high latitudes, which showed annual variation. The
mean flow acceleration estimated from the divergence
of gravity wave momentum fluxes was compared with
observed mean flow acceleration computed using the
monthly mean zonal winds in the 82–98 km height
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Fig. 3.2 Altitude profiles of
observed (solid line) and
estimated acceleration (dotted
line), during typical cycles of
SSAO (Maria Antonita et al.,
2007 Courtesy: American
Geophysical Union)

Fig. 3.3 Altitude profiles of
observed (solid line) and
estimated acceleration (dotted
line) for westerly and easterly
phase of MSAO (Maria
Antonita et al., 2008
Courtesy: American
Geophysical Union)

region. Figure 3.3a, b shows typical examples that
depict the contribution of the gravity wave toward
westerly and easterly phases of MASO. The contri-
bution of gravity waves toward the westerly phase of
MSAO ranges from ∼30 to ∼50% in the 82–88 km
height region and that toward easterly phase of MSAO
is almost ∼50% in the 82–94 km region.

3.6 Coupling Between Troposphere/
Stratosphere and Mesospheric/
Lower Thermospheric (MLT) Region

Recent studies conducted using integrated observa-
tions from troposphere to MLT region in the tropics
could establish the coupling between these regions
through different types of wave activities. In an
attempt to study the intra-seasonal oscillations (ISO)
in the low-latitude MLT region using MF radar mea-
sured winds. Kumar et al. (2007) could link these
oscillations with the lower atmospheric processes.

They showed that the 50- to 70-day oscillations in
the MLT region were caused by lower atmospheric
convective activity, whereas 20- to 40-day oscilla-
tions caused by variability in the water vapor mixing
ratio in the 0–4 km region. Figure 3.4a, b clearly
depicts the 50–70 days ISO in the MLT region linked
with convective activity (OLR) and 20–40 days ISO
linked with water vapor mixing ratio in the lower
atmospheric region. Pancheva et al. (2007), in a
study using simultaneous wind observations from sev-
eral equatorial/tropical stations, reported the presence
of fast Kelvin waves of 6-day period in the equa-
torial stratospheric and MLT region with enhanced
vertical wavelength than the theoretically expected
value in the MLT region. This was attributed to
the Doppler shifting of Kelvin waves to higher fre-
quencies, favored by easterly phase of SSAO. The
CAWSES-India Tidal Campaign conducted during
March–April 2006, to determine the characteristics of
tides in the troposphere–stratosphere–mesosphere and
lower thermosphere region (0–100 km) making use of
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Fig. 3.4 Time evolution of (a) MLTISO (50–70 days) and tropospheric ISO and (b) MLTISO (20–40 days) and water vapor mixing
ratio derived from wavelet analysis (Kishorekumar et al., 2007 Courtesy: American Geophysical Union)

MST radar, MF radar, Rocket and Meteor Radar obser-
vations, could bring out 15- to 20-day modulation of
diurnal tide activity at MLT heights and a similar varia-
tion in the OLR fields in the western Pacific (120–160◦
longitude region) suggesting a possible link between
the observed tidal variabilities and the variations in
the deep tropical convection through the nonmigrating
tides it generated (Gurubaran et al., 2008). In another
study by Deepa et al. (2008) to look into the interan-
nual variability of tidal oscillations in the MLT region
at the equatorial station Trivandrum, the tidal ampli-
tudes were found to be enhanced when the prevailing
winds in the 30–35 km region and 50–65 km are in
westerly phase. Under this condition, the tidal oscil-
lations were found to accelerate the mean background
wind above 90 km through momentum deposition, thus
making it strong westward. Though there are studies
of gravity waves in the MLT region using radar obser-
vations, coupling with lower atmospheric processes is
not looked into due to the paucity of high-resolution
data simultaneously available in the lower and upper
atmospheric region.

3.7 Concluding Remarks

This chapter focused on the various aspects of middle
atmospheric dynamics and coupling between differ-
ent regions of equatorial middle atmosphere, achieved
through limited ground-based observations over the
equatorial region. It is true that all relevant studies
could not be included here due to limitation of space.

The discussion on this topic will not be complete
unless the downward coupling process is mentioned.

Coupling at the tropopause between stratosphere
and troposphere appears in the exchange of energy,
momentum, and constituents like H2O and O3, and
also in the influence of the stratospheric QBO on
the troposphere. Studies on global warming showing
enhancement of tropospheric ozone in tropics can be
attributed to the enhanced atmospheric circulations
both in stratosphere and in troposphere, leading to
stratospheric intrusion of ozone to the troposphere.
Emerging evidence indicates that stratosphere has got
the capability of shaping not only its own evolution
but that of tropospheric circulation and dynamics as
well (Mohan Kumar, 2008). With the establishment
of more ground-based and space-borne techniques
for monitoring the middle atmosphere and attempts
toward networking of the existing facilities, a better
understanding of the link and the complex physical
mechanism underlying the coupling processes, includ-
ing dynamical, chemical, and electrical, is possible in
the near future.
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Chapter 4

Microphysical Properties of Mesospheric Aerosols: An
Overview of In Situ-Results from the ECOMA Project

Markus Rapp, Irina Strelnikova, Boris Strelnikov, Martin Friedrich, Jörg Gumbel,
Ulf-Peter Hoppe, Tom Blix, Ove Havnes, Phillip Bracikowski, K.A. Lynch, and Scott
Knappmiller

Abstract Six sounding rockets were launched within
the ECOMA (=“Existence and Charge state Of
Meteoric smoke particles in the middle Atmosphere”)
project to study the characteristics of meteoric smoke
particles (MSPs) and mesospheric ice particles, as well
as their possible microphysical relation. The launches
were conducted during three campaigns from the
Andøya Rocket Range (69◦N, 16◦E), one in September
2006, and the other two in the summers of 2007
and 2008. This chapter provides an overview of these
observations and presents the corresponding geophysi-
cal results with special emphasis on our understanding
of the micropyhsics of mesospheric ice particles. Most
notably, we are able to confirm the existence of MSPs
at all altitudes between 60 and 85 km in September,
and a seasonal variation that is consistent with previ-
ous model studies in which MSP-variability is mainly
driven by the global circulation. Together with these
model studies as well as recent satellite observations of
MSPs our results hence cast some doubt on a standard
assumption of state-of-the-art microphysical models
of mesospheric ice clouds, namely that ice nucleation
mainly occurs heterogeneously on MSPs.

4.1 Introduction

The mesosphere is host to several aerosol species
which are involved in a large variety of processes.

M. Rapp (�)
Department of Radars and Sounding Rockets, Leibniz-Institute
of Atmospheric Physics, Rostock University,
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Among these aerosol types, the most prominent ones
are ice particles which nucleate and develop in the
environment of the extremely low temperatures of the
polar summer mesopause and are observed as noc-
tilucent clouds/polar mesospheric clouds (NLC/PMC)
or as polar mesosphere summer echoes (PMSE)
(Thomas, 1991; Rapp and Lübken, 2004). Scientific
interest in these ice clouds has intensified in recent
years since it has been speculated that their proper-
ties should be severely modified by minute changes
of background temperatures and water vapor such
that they might be sensitive indicators for changes
of the background mesospheric state (Thomas et al.
1989). While the most recent analyses of satellite
PMC observations do indeed show trends of both
PMC brightness as well as occurrence frequency
(Deland et al., 2007, Shettle et al., 2009), the under-
lying causes for these changes are yet to be fully
understood (Lübken et al., 2009, Marsh and Merkel,
2009).

Hence, it appears to be obvious that experimental
efforts need to be targeted at unraveling the microphys-
ical properties of these ice clouds, where one of the
most important uncertainties is the issue of their actual
nucleation mechanism (Rapp and Thomas, 2006). For
the latter, the heterogeneous nucleation on another
mesospheric aerosol species, namely meteoric smoke
particles (MSP) (Hunten et al. 1980), has been the
favored nucleation pathway in most previous studies
of mesospheric ice microphysics even though solid
experimental evidence for this or any other proposed
nucleation mechanism has so far been elusive [(Rapp
and Thomas, 2006) and references therein].

Motivated by the obvious need to gain a deeper
understanding of mesospheric aerosol properties
and related processes, the German-Norwegian-led
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ECOMA (=“Existence and Charge state Of Meteoric
smoke particles in the middle Atmosphere”) project
focussed on in situ observations of MSPs and
mesospheric ice particles as well as their potential
relation.

This chapter provides an initial overview of the
results obtained during the first three out of a total
of four major field campaigns involving the launch-
ing of a total of 9 sounding rockets and a multitude of
ground based observations. In Section 4.2 we describe
the instrumentation of the ECOMA-payloads and give
an overview of the first three field campaigns. Turning
to the scientific results, we then describe the results
of our initial MSP-observations in September 2006,
i.e., after the polar summer (Section 4.3.1), followed
by several aspects of ice charge density measurements
during the ECOMA summer flights (Sections 4.3.2
and 4.3.3), to finally focus on aspects of simultaneous
observations of MSP and ice particle properties and
corresponding implications for ice particle nucleation
(Section 4.3.4). Finally, the most important results will
be summarized in Section 4.4 including a short outlook
regarding the final planned ECOMA campaign which
is to be conducted in winter 2010.

4.2 The ECOMA Project: Payload
Description and Campaigns

The concept of the ECOMA-payload is to gather a
suite of instruments which allows simultaneous and
common volume observations of mesospheric aerosol
particles along with their most important ambient
parameters such as electron and positive ion num-
ber densities, neutral densities, temperatures, turbu-
lence parameters, and information about the charg-
ing state of the ECOMA vehicle with respect to the
ambient plasma. A photo of the front deck of the

ECOMA-payload as it was launched during flights
ECOMA04 and ECOMA06 (see Table 4.1) is shown
in Fig. 4.1. This picture shows the ECOMA particle
detector (PD) to measure the charge number density
of mesospheric aerosols (by means of the classical
Faraday cup technique) along with the total parti-
cle volume density (by means of the newly devel-
oped active photoionization/photodetachment tech-
nique, see Rapp and Strelnikova (2009), Rapp et al.
(2010) for details) in the center, surrounded by two
fixed biased Langmuir probes on deployable booms
(the electron probe, EP, and the positive ion probe, PIP)
to measure relative altitude profiles of electrons and
positive ions (Brattli et al., 2009). Further instruments
on this deck are the MAGIC particle sampler to col-
lect particles during the flight and return them to the
ground for further laboratory analysis (Gumbel et al.,
2005), the receiving antennas of the wave propagation
experiment to obtain absolute electron number densi-
ties (Friedrich et al., 2009), and two more Faraday cups
to collect particle charge number densities, i.e., the
charged dust detector (CDD) from Tromsø University
(Havnes et al., 1996), and the Dartmouth dust detector
(DDD) from Dartmouth College (Lynch et al., 2005).
Note that these two additional Faraday cups were
replaced by simple Pirani gauges during all flights
except ECOMA04 and ECOMA06 to obtain altitude
profiles of neutral number densities and temperatures.
In the rear, each ECOMA payload was equipped with
a CONE (combined sensor for neutrals and electrons)
ionization gauge for measuring neutral parameters and
(relative) electron densities (Giebeler et al., 1993), as
well as with two cold plasma probes (CPP) to measure
the payload potential along with electron temperature
(Strelnikova et al., 2009). Finally, a mid-section of
the payload contained a photometer during all sum-
mer flights to detect and characterize mesospheric ice
particles during NLC-passages of the payload (Megner
et al., 2009).

Table 4.1 Dates, times, solar zenith angles, and launch conditions of the ECOMA sounding rocket flights. Note that during flight
ECOMA02 there appeared a malfunction of the ECOMA particle detector

Label Date Time [UT] Solar zenith angle◦ Launch condition

ECOMA01 08 Sept. 2006 22:17 114.5 Moderate ionosphere (ios)
(ECOMA02) 17 Sept. 2006 21:07 112.0 Disturbed ios
ECOMA03 03 Aug. 2007 23:22 93.2 NLC and PMSE
ECOMA04 30 Jun. 2008 13:22 50.8 NLC and PMSE
ECOMA05 07 Jul. 2008 21:24 86.6 NLC, but no PMSE; quiet ios
ECOMA06 12 Jul. 2008 10:46 47.5 NLC and PMSE, disturbed ios
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Fig. 4.1 Photo of the main instruments of the ECOMA pay-
load located on the front deck of the 14 inch payload. Note that
these instruments are located under the split-nosecone which is
ejected at ∼55 km on the rocket ascent. See text for more details
regarding these instruments and corresponding acronyms

So far, six ECOMA payloads have been launched
using a two stage vehicle consisting of a Nike-
Improved Orion motor combination reaching typical
apogees of about 130 km. All launches were made
from the Andøya Rocket Range (69◦N, 16◦E) in the
frame of three field campaigns in September 2006, and
in the summers 2007 and 2008. Table 4.1 gives an
overview of the basic dates of these rocket launches
along with some short information about the situations
in which the rockets were launched.

4.3 Scientific Results

4.3.1 MSP Properties During September
2006

Figure 4.2 summarizes the most important results of
the first successful measurements with the ECOMA-
PD during flight ECOMA01 in September 2006. This
figure shows MSP volume densities derived from the
flash current measurements (originating from photo-
electrons emitted from the particles; see Rapp and
Strelnikora (2009) and Rapp et al. (2010) for details
including an in-depth discussion of cross-sensitivity to
species other than MSPs) with the ECOMA-PD reveal-
ing evidence for the existence of MSPs in the entire

Fig. 4.2 Overview of the main results obtained with the
ECOMA-PD from flight ECOMA01. The thick black line shows
the altitude profile of peak photoelectron currents (denoted as
ECOMA flash current) recorded by the instrument. The lower-
most abscissa converts these currents to MSP volume densities
assuming a Fe2O3-composition (see Rapp et al. 2010) for a
detailed discussion on the composition of MSPs and correspond-
ing implications). The grey solid line shows charge number
densities of particles which penetrated into the ECOMA Faraday
cup (denoted as DC charge density). Note that the limited
altitude extent of this layer is determined by the aerodynamics-
limited detection efficiency of Faraday-cup-type instruments as
indicated by the altitude profile of minimum detectable MSP
radius (dashed line, uppermost abscissa)

altitude range from 60 to 85 km in September in sat-
isfactory agreement with state-of-the-art MSP-models
(Rapp et al. 2010).

In contrast, the direct collection of charged particles
with the Faraday-cup part of the instrument reveals a
narrow layer of negatively charged particles between
82 and 90 km. As shown in detail in Strelnikova et al.
(2009) this apparent layering is caused by the aero-
dynamical properties of the instrument and does not
reflect the true altitude distribution of MSPs. Note
that similar sensitivity restrictions apply to all previous
Faraday cup measurements of MSPs.

4.3.2 Ice Particle Charge Densities
in PMSE

Figure 4.3 shows an overview plot of all summer-
time particle charge number densities measured with
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Fig. 4.3 Overview of all
ECOMA-PD Faraday
cup-measurements of particle
charge number densities
(black dots) during the
summer flights of the
ECOMA project. The grey
solid lines show
corresponding radar power
profiles of PMSE averaged
over 10 min around the rocket
launches. Note that the strong
modulation of the charge
densities observed during
flight ECOMA06 is likely
caused by photoemission
from the instrument walls, and
that the feature above 86 km
is probably caused by rocket
coning and is not geophysical

the Faraday cup channel of the ECOMA-PD. This
figure reveals that during all flights with PMSE
detected by the ALWIN radar (Latteck et al., 1999),
the ECOMA-PD observed net-negatively charged par-
ticles in the same altitude range where the radar
received strongly enhanced backscatter. The excep-
tion to this is flight ECOMA05, where the rocket was
launched into a situation with confirmed absence of
PMSE.

In spite of this lack of radar backscatter, the onboard
photometer clearly revealed the presence of an NLC
layer when the rocket passed through an altitude range
from ∼80 to 86 km. Interestingly, the Faraday cup
channel of the ECOMA-PD recorded apparently pos-
itively charged aerosol particles in this altitude range
with charge number densities of the order of just
a few hundreds of positive elementary charges/cm3.
Whether or not these positive charge signatures are
truly caused by positive particles or rather hint at sec-
ondary charge production as suggested by Havnes and
Næsheim (2007) is hard to judge from our data alone,
but we note that current understanding of mesospheric
particle charging cannot explain positive charges on
pure ice particles (Rapp et al., 2010; Vondrak et al.,
2006). While the definitive cause for this extraordinary
particle charge signature is currently not understood,
we still find it worthy to point out that the electron
density during this rocket flight was exceptionally low

as compared to all other ECOMA summer flights (see
Fig. 4.6). This might on the one hand explain the
absence of radar backscatter which has previously been
shown to require a minimum electron number den-
sity of a few hundred electrons cm−3 (Rapp et al.,
2002), and on the other hand this might indicate that
in this low electron density plasma the charging and/or
secondary charging properties of mesospheric aerosol
particle are substantially different from “normal” situ-
ations with larger electron densities.

4.3.3 A Three Instrument Consistency
Comparison

As noted before, the payloads ECOMA04 and
ECOMA06 carried three instruments which are (at
least partly) based on a Faraday cup design such that
the corresponding measurements provide an ideal data
set for intercomparison and investigation of effects like
detection sensitivity and/or secondary charge produc-
tion. Figure 4.4 compares altitude profiles of (negative)
particle charge densities derived from observations
with the ECOMA-PD, the CDD and the DDD from
flight ECOMA04. This comparison reveals several
interesting features: First of all note that the very large
spin modulation of the CDD and DDD-data is likely



4 Microphysical Aerosol Properties from ECOMA 71

Fig. 4.4 Comparison of profiles of particle charge number
densities measured during flight ECOMA04 with the ECOMA-
particle detector (left panel), the charged dust probe of Tromsø

University (middle panel), and the dust detector of Dartmouth
College (right panel)

from photoelectrons from sunlight which are modu-
lated as the instruments go in and out of the shadow
of the ECOMA-PD (see Fig. 4.1). For comparison to
the ECOMA-PD-results one should hence concentrate
on the inner envelope of the data instead of individual
data points. Secondly, it is evident that all three instru-
ments observe similar features with a double layer of
negatively charged particles located at around 83 and
88 km. However, when looking into greater detail, it
is striking that the ECOMA-PD charge densities are
larger than the others in the upper layer while they are
smaller in the lower layer.

In an initial attempt to understand these differ-
ences we set up a full three-dimensional Direct
Monte Carlo Simulation (DSMC) of the aerodynam-
ical environment of these instruments using a freely
available software package developed by G. A. Bird
(www.gab.com.au) and used in many previous studies
of the aerodynamics of sounding rocket measurements
[Knappmiller et al., (2008) and references therein].

Figure 4.5 shows the relative density field (rela-
tive to its free-flow value) around the top deck of
the ECOMA04 payload in a plane intersecting the
three particle detectors for flight conditions at an
altitude of 85 km. This simulation reveals that the
density enhancement within the foremost ECOMA-
PD is much larger than the enhancement in the
CDD and DDD. This happens, because the CDD and
DDD are behind the shock wave of the ECOMA
instrument structure, i.e., behind this shock wave the

ECOMA-PD

DDDCDD

Fig. 4.5 Relative density field around the ECOMA04-payload
for a background number density of 2×1014cm−3, a background
temperature of 142 K, and a rocket velocity of 1000 m/s

flow is strongly decelerated from its free flow value
of 1000 m/s to less than the speed of sound, i.e.,
∼300 m/s. While particle trajectory calculations within
this density field are yet to be done, this implies that
particles in the upper layer (which are smaller than
particles in the lower layer as confirmed by onboard
photometer measurements which detected NLC only
in the lower layer) are so small that they are deflected
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by the shock wave extending from the edges of the
ECOMA-PD such that only the largest of them can
make it into the downstream CDD and DDD.

In the lower layer, however, particles are larger and
presumably have such large inertia that they pene-
trate the above mentioned shock wave and reach the
CDD and DDD. But how can this possibly explain that
ECOMA-PD-densities are even smaller than the CDD
and DDD-densities? Here we consider two possible
scenarios: on the one hand it is at least conceivable that
due to the strongly enhanced density and temperature
at this altitude particles sublimate in the ECOMA-PD
and are hence not detected.

On the other hand, it is also possible that the charge
densities recorded by the CDD and DDD are actually
dominated by secondary charges produced by parti-
cles which collided with the walls of the ECOMA-PD
structure upstream of the CDD and DDD under graz-
ing incidence. Such secondary impact effects have
earlier been observed with a dust probe (Havnes and
Næsheim, 2007) similar to the CDD but placed cen-
trally in the front of the payload. An analysis based on
the observed currents to a probe grid and the currents to
a collector plate directly under the grid, show that elec-
trons are rubbed off the grid during impacts and that
the negatively charged collision fragments thereafter
hit the collector plate and contribute to the currents to
it. This analysis indicates that fragments of the large
NLC particles can rub off some 50 elementary charges
per impact thereby producing strong positive currents
to the grid while the collector plate shows negative
currents. Havnes and Næsheim (2007) suggested that
a possible consequence of this is that the NLC par-
ticles may contain a substantial amount of meteoric
smoke particles which survive the collision and are
charged during the impact process. It could then have
been these charge fragments which were recorded by
the CDD and DDD and not the primary charge density
of the mesospheric ice particles.

Whether one or the other scenario is correct cannot
be judged based on the current state of analysis but will
require more work in the future.

4.3.4 MSP and Ice Particle Properties
Under Polar Summer Conditions

Finally, Fig. 4.6 summarizes all summertime flash
current-profiles measured by the ECOMA-PD and

Fig. 4.6 Comparison of altitude profiles of flash currents mea-
sured during the ECOMA sounding rocket flights in summer
(left panel) and corresponding electron densities from the wave
propagation experiment. Dotted horizontal lines indicate alti-
tudes with electron densities of 600 cm−3 (vertical black line)
for flights ECOMA04 and ECOMA06. Grey shading indicates
the altitude range with ice particles. Updated from Rapp et al.
(2010), copyright by the AGU

compares them to corresponding electron densities
derived from the wave propagation, PIP, and EP exper-
iment. First of all, we note that the flash current peaks
seen during all summer flights in the 80–85 km range
have been shown to be direct evidence for NLC-layers
by comparison to photometer observations and can
actually be used to derive ice particle volume densi-
ties (Rapp et al., 2009, 2010). Secondly, we note the
very different altitude extent of the flash current pro-
files. As shown in detail in Rapp et al. (2010), this
is caused by the corresponding different background
electron density-profiles. For example, detailed cal-
culations of the charging of MSPs show that under
sunlit conditions a minimum electron density of about
1000 cm−3 is required to turn a significant fraction
of the MSPs from an average positive charge to an
average neutral charge state. Outside the ice region,
altitudes where the electron density reaches a value
close to this limit, the flash current appears out of
the background noise of the ECOMA-PD. This hap-
pens because the threshold energy for photoemission
is increased by a positive particle charge owing to the
additional Coulomb attraction of the photoelectron by
this positive charge (Wood, 1981). See fig. 9 and cor-
responding discussion in Rapp et al. (2010) for more
details. These results shed new light on the issue of
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MSP charging and imply that MSPs are either posi-
tively charged or neutral under sunlit conditions (i.e.,
in polar summer) and negatively charged in darkness.
Finally, Rapp et al. (2010) have shown that the compar-
ison of ECOMA-flights in September and during the
summer months is consistent with model calculations
of the seasonal variation of MSPs and hence reinforces
earlier model results that MSP seasonal variation is
mainly driven by the variation of the global circula-
tion (Megner et al., 2008). Importantly, these model
results are also largely supported by the first global
observations of MSPs with the SOFIE instrument on
AIM (Hervig et al., 2009).

Taking all these results together, this implies a
minimum of MSP number densities during polar sum-
mer and hence casts some doubt on the feasibility of
mesospheric ice nucleation on MSPs (Megner et al.,
2008).

Future work on mesospheric ice nucleation should
hence also consider alternative nucleation mechanisms
such as heterogeneous nucleation on charged MSPs
(Megner and Gumbel, 2009), homogeneous nucleation
under conditions of extreme temperature variations
owing to gravity waves (Lübken et al., 2009; Murray
and Jensen, 2010), and other proposals as summarized
and discussed in Rapp and Thomas (2006).

4.4 Summary

In summary, the main results of the ECOMA project
are to date:

• Successful demonstration of the active photoemis-
sion/photodetachment technique for the detection of
mesospheric particles.

• Proof of MSP existence in the entire altitude range
from 60 to 85 km in September 2006 at 69◦N, 16◦E.

• Particle volume densities can be derived from the
photoionisation measurements.

• Limitation of previous MSP observations by
Faraday cup-type instruments are due to aerody-
namics.

• Comparison of three Faraday cups on the same pay-
load begins to validate aerodynamic models of how
these detectors work and underlines the potential
importance of secondary effects. Clearly though,
more work is needed to understand Faraday cup
detector function.

• Close correspondence between negatively charged
ice particles and PMSE is confirmed.

• Observation of apparently positively charged parti-
cles under conditions of very low plasma densities
and in the confirmed presence of NLC, likely influ-
enced by secondary charging effects.

• MSP charging is influenced by photodetach-
ment/photoionization processes. MSPs are likely
positively charged or neutral under sunlit conditions
and negatively charged during darkness.

• MSP observations in September and
June/July/August imply MSP variability con-
sistent with global scale model predictions. Taking
all now available evidence from models, satellite
observations and the here presented results together
casts some doubt on the feasibility of predominant
mesospheric ice nucleation on MSPs.

At this stage the final ECOMA campaign is sched-
uled for December 2010 to study the influence of the
Geminid meteor shower on the properties of MSPs. It
is planned to launch one ECOMA payload each before,
during, and after the peak activity of the shower –
hopefully allowing insight into the time scales of MSP
formation and microphysics.
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Chapter 5

SABER Observations of Daytime Atomic Oxygen and Ozone
Variability in the Mesosphere

Anne K. Smith, Daniel R. Marsh, Martin G. Mlynczak, James M. Russell III,
and Jeffrey C. Mast

Abstract Multiyear observations from the SABER
(Sounding of the Atmosphere using Broadband
Emission Radiometry) instrument on the TIMED
(Thermosphere, Ionosphere, Mesosphere, Energetics
and Dynamics) satellite are used to determine the day-
time variations of ozone and atomic oxygen in the
upper mesosphere. Both O3 and O vary during the
daylight hours in response to tidal variations in temper-
ature and winds. Ozone around 85 km responds most
strongly to the very large O variations and its variations
are in phase with those of O and T. At 97 km, where the
O variations are weaker, ozone responds more strongly
to the temperature and its variations are out of phase
with those of O and T.

5.1 Introduction

Ozone (O3) and atomic oxygen (O) are closely linked
throughout the middle atmosphere. They are much
more reactive and less abundant than molecular oxy-
gen (O2). O and O3 are called odd oxygen species;
they make up the chemical family Ox. The family
designation is a convenient way of treating a collec-
tion of species that interact rapidly among themselves
but more slowly as a group. Over most of the mid-
dle atmosphere, the lifetime of the Ox family is much
longer than the timescale for O and O3 to come into
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Atmospheric Chemistry Division, National Center for
Atmospheric Research, Boulder, CO 80307, USA
e-mail: aksmith@ucar.edu

photochemical equilibrium with each other (e.g.,
Brasseur and Solomon, 2005).

During daytime, the set of chemical reactions link-
ing members of the oxygen family is fairly simple
because there is a single reaction generating O3 from O
and there is a strongly dominant process converting the
O3 back to O (Chapman, 1930.). This system, given in
Eqs. (5.1) and (5.2), represents the destruction of O3

by photodissociation and the formation of O3 by the
reaction of O with O2.

O3 + hv → O + O2 (5.1)

O + O2 + M → O3 + M (5.2)

These can be combined into an expression for the
O3 concentration during daytime

dO3

dt
= kO-O2 · O · O2 · n2 − JO3 · O3. (5.3)

where d/dt is the material derivative, O, O2, and O3

are the mixing ratios, kO-O2 is the reaction rate of the
reaction in Eq. (5.2), n is the atmospheric number den-
sity, and JO3 is the photolysis rate in Eq. (5.1). In the
upper mesosphere, there is an abundance of Ox pro-
duced by the photodissociation of O2 by ultraviolet
radiation from the sun. The lifetimes of the Ox family
and of its dominant component, O, are long (weeks to
months) above about 85 km. The lifetime of O3 above
80 km, however, is short during both day and night.
The maximum lifetime of about 30 min occurs during
night at about 100 km. The daytime lifetime ranges
from a few seconds to a few minutes. With the short
lifetime, direct transport of O3 can be neglected and the
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left side of (Eq. (5.3)) can be set equal to zero, giving
the following expression for daytime ozone.

O3 = kO-O2
× O × O2 · n2

JO3

(5.4)

Equation (5.4) depends on T in two ways. The
reaction rate kO-O2 decreases with increasing tem-
perature (kO-O2 = 6×10−34(300/T)2.4) (Sander et al.,
2006). The number density on a pressure surface
is inversely proportional to temperature (n = p/(kT),
where p is pressure and k is the Boltzmann constant).
Equation (5.4) can just as easily be changed around to
give an expression for O in terms of O3

O = JO3 × O3

kO-O2 × O2 · n2
(5.5)

This paper presents the diurnal variability of atomic
oxygen and ozone during daytime in the upper meso-
sphere and emphasizes the relationship between the
two species. The nighttime Ox chemical system, which
is much different from that during the day because of
the lack of photolysis, is not discussed.

5.2 SABER Data and Analysis

The ozone and atomic oxygen presented here are based
on version 1.07 data from the SABER (Sounding of the
Atmosphere using Broadband Emission Radiometry)
instrument on the TIMED (Thermosphere, Ionosphere,
Mesosphere, Energetics and Dynamics) satellite. This
data set, which includes temperature and ozone
through the entire middle atmosphere for 8 years,
is much more comprehensive than previously avail-
able. The data products used are Level 2 tempera-
ture and ozone. Remsberg et al. (2008) describe the
non-LTE retrieval of temperature from CO2 emission
observations and give error analysis and comparisons
with other observations. There are two independent
retrievals of ozone, one using SABER measurements
of an ozone emission at 9.6 μm and the other using
a molecular oxygen emission at 1.27 μm (Mlynczak
et al., 2007). Some results from the 1.27 μm O3 are
shown here but most of the results to be presented
use O3 from the 9.6 μm retrieval. The 9.6 μm O3 is
also used in the retrieval of the daytime O presented

here, as described by Smith et al. (2010), although
the 1.27 μm O3 could also be used (Mlynczak et al.,
2007).

The non-LTE retrieval of ozone from the 9.6 μm
emission requires knowledge of the atomic oxygen
profile. The O profiles used in the daytime non-LTE
model are determined from the 1.27 μm emission
(Mlynczak et al., 2007) below 95 km and are specified
from the NRL-MSIS model (Picone et al., 2002) above
that level.

Atomic oxygen is not available as a standard prod-
uct in version 1.07 of the SABER data. We retrieved
the O presented here with the assumption that ozone
is in photochemical equilibrium with O (Eqs. (5.4)
and (5.5)). The retrieval relies on temperature, pres-
sure and ozone information from SABER files. To
determine the O profiles used in the present analy-
sis, the photolysis rate JO3 was calculated using the
TUV model (Madronich and Flocke, 1998) with the
observed O3 and an assumed (mean) profile of O2.
Ozone outliers that fall beyond the 99.9% range of
occurrence are omitted, as described in Smith et al.
(2010). O profiles are retrieved over the pressure range
0.01–0.0004 hPa. Above and below there, the equilib-
rium assumption (Eqs. (5.4) and (5.5)) begins to be
unreliable.

Smith et al. (2010) discuss the reliability of the O
determined from SABER. They show that the daytime
and nighttime retrieved O values are in excellent agree-
ment when the variations due to vertical transport by
the diurnal tide are taken into account. The procedure
for nighttime retrieval of O, which relies on the 2.0 μm
emission from the OH Meinel bands, is independent of
that during daytime. The day-night consistency gives
confidence in the two O retrievals but does not prove
that they are correct. Smith et al. (2010) also note that
the SABER O is higher by factors of two to four than
O found in previous measurements (e.g. Llewellyn and
McDade, 1996; Russell et al., 2005) and in the NRL-
MSIS empirical model (Picone et al., 2002). Most of
the previous measurements available for comparison
were made during night. The discrepancies point to
ongoing uncertainties in the absolute amount of O in
the upper mesosphere.

SABER profiles extend from the lower stratosphere
into the lower thermosphere. Here we will concentrate
on the altitude range 75–100 km. The TIMED satellite
yaws around six times per year in an annually repeating
pattern, every 60–65 days. The data span from about
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53◦ in one hemisphere to about 83◦ in the other; the
hemisphere with high latitude coverage changes with
each yaw. The duty cycle is high so there is a large
quantity of daytime profiles available for analysis. Data
begin 25 January 2002; those processed in this study
extend through 11 January 2010: 48 yaw periods.

5.3 Mean Concentrations

Figure 5.1 shows latitude-pressure cross-sections of
daytime T, O, and the 9.6 μm and 1.27 μm O3 for
the periods near NH winter solstice (the Nov–Jan yaw
period), averaged over 8 years. Data from all day-
time local times are included. During the yaw periods
that include solstices, SABER observations extend to
high latitudes in the summer hemisphere. During this
period, the O3 distributions retrieved by the two meth-
ods (lower panels on Fig. 5.1) are similar in magnitude
and structure. Strong upwelling by the wave-driven cir-
culation causes very cold temperatures at the summer
pole and also brings air that is low in O. The low O,
in turn, leads to low O3 by Eq. (5.4). The daytime

secondary ozone maximum in mixing ratio spans all
latitudes at 90–95 km and reaches mixing ratios of
about 1.2 ppm. Smith and Marsh (2005) showed that
two factors are primarily responsible for the altitude
of this daytime maximum. The O3 maximum occurs
close to the altitude of the maximum in O density, in
the altitude range 90–100 km, and also in the region
of the very cold temperatures that defines the mean
mesopause position (near 95–100 km, except in the
high latitude summer).

The other (May–July) solstice period (Fig. 5.2) has
some differences in the structure of the ozone and tem-
perature. In particular, there is more daytime ozone
at the secondary maximum and the NH summer tem-
perature is colder than that in the SH summer. The
hemispheric asymmetry and colder summer tempera-
ture in the NH have been reported previously (see a
summary of observations in Xu et al. (2007a)) but there
is not yet a consensus on its cause.

Near the vernal equinox (the March–May yaw
period), T and O are more uniform in latitude
(Fig. 5.3). There are also quite large differences in the
ozone from the two retrieval methods. Zhu et al. (2007)

Fig. 5.1 Latitude-pressure cross-sections of the mean daytime O (log10 of mixing ratio), T(K), and O3 (mixing ratio in ppm) from
two independent retrievals averaged over 8 years for the period mid-November to mid-January
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Fig. 5.2 As in Fig. 5.1 but for
the period mid-May to
mid-July

Fig. 5.3 As in Fig. 5.1 but for
the period mid-March to
mid-May
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discuss the possible inaccuracies in the 1.27 μm O3

retrieval near sunrise and during periods of strong ver-
tical transport because O2(1�), which is the source of
the 1.27 μm emission, has a lifetime against spon-
taneous emission of about 75 min. With the long
lifetime, the emission could be related to the O3 at
a previous time rather than the instantaneous O3 at
the time of emission. We do not know if this problem
is responsible for the high latitude differences in O3

seen in Fig. 5.3. A similar, although smaller, difference
is also seen in high latitudes during the September–
November period (not shown). The 1.27 μm O3 values
are not used further in this study.

5.4 Impact of the Migrating Diurnal Tide
on Daytime Concentrations

The diurnal cycle in O in the upper mesosphere is
mainly driven by the diurnal tide and is described by
Smith et al. (2010). Near the equator, where the tidal
vertical winds are largest and the horizontal winds are
small or zero, the transport in the vertical direction can
be substantial. Equations (5.6) and (5.7) give a simpli-
fied description of the perturbations to O and T due to
vertical transport.

(
∂

∂t
+ ū

∂

∂x

)
O’ + ∂O

∂z
w′ = 0 (5.6)

(
∂

∂t
+ ū

∂

∂x

)
T ′ +

(
∂T

∂z
+ g

cp

)
w′ = 0 (5.7)

x and z are the zonal and vertical dimensions, w
is vertical velocity and u is zonal velocity. Primes
indicate tidal fields and overbars indicate zonal diur-
nal averages. Diabatic processes have been neglected
in Eq. (5.7) because the radiative timescale in the
upper mesosphere is more than a week while the tidal
timescale is much shorter (24 h). Combining Eqs. (5.6)
and (5.7) gives

O’ = Oz

S
T ′ (5.8)

where S is the static stability S = Tz + g
/

cp and
the subscript z indicates a derivative. Equation (5.8)
indicates that, on timescales short enough that O is
conserved and diabatic processes are not important,

perturbations to O and T will be correlated. Since Oz

and S are almost always positive in this part of the
atmosphere, the correlation is positive.

The behavior of O3 is quite different. At all altitudes
in the mesosphere, the diurnal cycle of O3 is strongly
dominated by the day/night difference; mixing ratios
are much higher during night, by amounts that can be
a factor of 10–15. The reason for this is well known:
the loss during day by Reaction (5.1) is much faster
than the kinetic reactions that destroy O3 during night.
Because of the difference in the leading chemical reac-
tions and the large difference in concentrations, day
and night O3 are normally analyzed separately. Also
note that the change in the ozone photolysis rate during
the daylight hours is small (about 5% higher at midday
than at sunrise and sunset) since the part of the solar
spectrum that is responsible for the ozone photolysis is
optically thin at these altitudes. The mean rate is about
0.009 s−1.

Tidal signals in 24-h O3 data are masked by the
large photochemically driven day-night difference but
they become apparent when looking only at the day-
time data (e.g. Marsh et al., 2002; Dikty et al., 2010).
Figure 5.4 shows the daytime variations of O, O3

and T averaged over the latitudes 10◦S–10◦N for the
March-May yaw period. The amplitude of the migrat-
ing diurnal tide in temperature is largest in this latitude
region and at this time of year (e.g. Xu et al., 2009).
The tidal temperature variations are evident as the
downward progression of the altitude of the maximum
(from 103 km at 6 h to 97 km at 18 h) and the min-
imum (from 97 to 87 km over the 12 h period). The
mixing ratio of O increases with altitude. The varia-
tions in O during the day follow those of T but have
proportionally higher magnitude where the O vertical
gradient is large (80–90 km) than where it is weaker
(above 90 km). At 85–90 km, where the daily O vari-
ation is large, O3 increases during the day as the O
increases. This gives a positive relationship between
the diurnal variations of T and O3. At 95 km, where
the O variation is smaller but the T variation is larger,
O3 also increases during the day although, here, O and
T are both decreasing.

The tidal variation of O3 with T is seen more clearly
in Fig. 5.5, which shows scatter plots of daytime O and
O3 against T at two levels. Each point is the average
of the data for a single local time bin (1 h) over a full
yaw period (60–62 days), and either the 0◦N –10◦N
or 10◦S–0◦S latitude bin. In the tropics, the diurnal
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Fig. 5.4 Daytime variation of O (log10 of mixing ratio), O3 (ppm), and T(K) averaged over the latitude band 10◦S–10◦N averaged
for the Mar-May yaw period over 8 years. O is retrieved only over the pressure range 0.01–0.0004 hPa

Fig. 5.5 Scatter plot of O (left) and O3 (right) against T at 0.0034 hPa (top) and 0.0004 hPa (bottom) for data near the equator that
have been averaged in local time

variation of T is large compared to the annual variation
and so it dominates the temperature variations. In the
pressure range shown, O variations are always in phase
with those of T, consistent with Eq. (5.8). Tidal vari-
ations in T are due to adiabatic temperature changes
associated with vertical motion such that the warmest
temperatures occur following downward motion and
the coolest temperatures follow upward motion. The
same vertical motion transports O. As shown in Smith

et al. (2010), the mean diurnal variations of O derived
from SABER data in the tropics at altitudes above
about 83 km are very consistent with those predicted
from tidal transport.

OH Meinel bands emissions, which are closely
related to the O concentration, also vary strongly with
the diurnal tide (e.g. Marsh et al., 2006). At the altitude
of the emission peak (about 87 km), the Meinel emis-
sion is in phase with temperature. Ward (1999) used a
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simple model to show the impacts of the diurnal tide on
several airglow features. The basic components of his
model confirm the mechanism described above. That
is, the relationship with temperature is controlled by
the vertical transport of atomic oxygen and the tem-
perature dependence of kinetic rates. The relationship
between the Meinel emission and temperature holds
up even for polar latitudes and longer time scales (e.g.
Cho and Shepherd, 2006).

The relationship of daytime tropical O3 with T
varies with altitude. O3 variations are in phase with
those of T at 85 km (Figs. 5.4 and 5.5). The positive
correlation occurs because O3 is proportional to O and
the O variations are large. Over the temperature range
from 180 to 210 K, O increases by about a factor of 6.
At 97 km, daytime O3 is out of phase with T (Fig. 5.5).
A negative correlation occurs because of the temper-
ature dependence of the rate coefficients and number
density (kO-O2 and n in Eq. (5.4)). It is evident from
Figs. 5.4 and 5.5 that the temperature range at 97 km is
much greater over the course of the daylight hours than
that at 85 km. The change in the O for a given change
in T is much less at 95 km (for example, less than a
factor of 2 for a T increase from 180 to 210 K).

The strong relationships between O, O3 and T are
in part due to the strong, rapidly varying winds and
temperature associated with the diurnal tide. Away
from the equatorial region, the tide’s role in transport
is much reduced. Figure 5.6 shows the correlations
of O3 and O with T for an equatorial latitude band,
for a subtropical band, and for a midlatitude band
(both hemispheres). This profile-by-profile correlation
includes all times of the year so the correlations reflect
patterns on all scales from short period waves to the
seasonal mean circulation. These results are for 2004
but other years are very similar. O and T are positively
correlated in all regions. This correlation is expected

Fig. 5.6 Correlation coefficients of O3 with T (solid lines) and
O with T (dashed lines) for 2004. Latitude bands include NH
and SH

because the chemical lifetime of O is long. Even on
the timescale of the seasonal mean circulation, pertur-
bations in O are associated with the vertical velocity.
The temperature perturbations due to the migrating
diurnal tide are large in the latitude band 20◦–40◦ but
are substantially reduced over those near the equa-
tor. Likewise, the correlations of O with T and O3

with T have the same signs as the equatorial case but
smaller magnitudes. However, in midlatitudes, where
the migrating diurnal tide is small, the O3-T correlation
is weak throughout the upper mesosphere.

5.5 Conclusions

Atomic oxygen and ozone in the upper mesosphere
are quite variable during the daytime. SABER obser-
vations presented here show the importance of tidally
driven changes over the course of the daylit hours.
Tidal winds transport O, which has a long photochem-
ical lifetime in the upper mesosphere. The resulting
variations are in phase with those of temperature. O3

has a short photochemical lifetime and therefore direct
transport is not an important factor. Instead, O3 vari-
ations are controlled by the transport of O and by the
T, which affects photochemical reaction rates. These
two processes imply opposite signs. Where O transport
is dominant, over altitudes 83–95 km, O3 is in phase
with O and T. Where the T variations are the dominant
effect, O3 is out of phase with both O and T. Away from
the tropical region, the correlation of O with T weakens
somewhat but remains positive while the correlation of
O3 with T disappears in the annual mean.
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Chapter 6

In Situ Measurements of Small-Scale Structures in Neutrals
and Charged Aerosols

Boris Strelnikov and Markus Rapp

Abstract The ECOMA sounding rocket program
began in 2006 and involved the launching of six
instrumented rockets for studying properties of meso-
spheric aerosols and related phenomena from the
north-Norwegian Andøya Rocket Range (69◦N; 16◦E).
Among other things, the ECOMA payloads carried the
CONE instrument and the ECOMA particle detector to
measure densities of neutral air and charged aerosols,
respectively. These measurements were done with very
high spatial resolution and precision which allows us to
study small-scale structures in those species at spatial
scales down to one meter. While small-scale fluctu-
ations in the plasma may originate from either elec-
trodynamics or neutral dynamical processes, neutral
density fluctuations are a unique tracer for turbulent
velocity fluctuations. Such measurements can be used
to derive the spectral content of the turbulence field
from which, in turn, the turbulent energy dissipation
rate can be reliably derived. Accompanying ground
based measurements by VHF radar that, in particu-
lar, continuously monitor polar mesosphere summer
echoes (PMSE), allow us to investigate connection
between those phenomena and small-scale structures
in charged aerosols. Simultaneous measurements of
the densities of neutral air and charged aerosols make
it possible to derive Schmidt numbers with a high
spatial resolution. Our measurements show that the
charged aerosols inside and between the PMSE layers
are highly structured down to spatial scales of a few
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meters. The Schmidt numbers derived for the charged
aerosols fall within the range from ∼6 to ∼4500 which
implies particle radii from ∼1 to ∼26 nm.

6.1 Introduction

It is now commonly accepted that the polar sum-
mer mesopause, the coldest region of Earth’s atmo-
sphere, is populated by different types of aerosols.
In this extremely cold environment where tempera-
ture can be as low as ∼100 K (Lübken et al., 2009)
ice aerosol layers occur. This type of aerosols is
nowadays established to be involved in different atmo-
spheric phenomena like polar mesosphere summer
echoes (PMSE) and noctilucent clouds/polar meso-
spheric clouds (NLC/PMC) (Hervig et al., 2009b). It
is known that ice particles in this region can grow
up to sizes of ∼80 nm (Baumgarten et al., 1998).
Another sort of aerosols in the mesosphere/lower ther-
mosphere (MLT) region, so-called meteoric smoke
particles (MSP) have recently been in the focus of sev-
eral experimental studies (Gelinas et al., 1998; Lynch
et al., 2005; Rapp et al., 2005; Strelnikova et al., 2009c;
Hervig et al., 2009a) such that their existence in the
MLT region is also turning into accepted knowledge.

All these mesospheric aerosol particles are sur-
rounded by the ionospheric plasma and can gain
a charge because of e.g., electron and ion capture
processes or photoionization by solar UV radiation.
Charged aerosols change properties of the ionospheric
plasma and thereby play a crucial role in layering
phenomena like PMSE (Rapp and Lübken, 2004).

Despite significant advances in recent years that
improved our understanding of the MLT layering,
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dynamics, and structure little is known about the
microphysical details of these aerosol related phenom-
ena. In particular, there is an obvious need to gain a
better knowledge of the aerosol properties like compo-
sition, charge state, size distribution, etc. (Rapp et al.,
2006).

To fill this lack of our knowledge, the ECOMA
sounding rocket program was started in 2006 by
the Leibniz-Institute of Atmospheric Physics (IAP)
in Germany and the Norwegian Defense Research
Establishment (FFI) with contributions from Sweden,
Austria and the US. ECOMA stands for “Existence and
Charge state Of meteoric smoke particles in the Middle
Atmosphere”.

Initial results of this program from rocket flights
in 2006, 2007, and 2008 are presented in Rapp and
Strelnikova (2009); Strelnikova et al. (2009c), Rapp
et al. (2009), Strelnikov et al. (2009a), Friedrich et al.
(2009), Brattli et al. (2009) and Megner et al. (2009),
and Rapp et al. (2010b) respectively. For a deeper
review on the entire ECOMA project the reader is
referred to Rapp et al. (2010a).

In this chapter we summarize results of in situ mea-
surements of small-scale structures in neutral air and
charged aerosols during the ECOMA project. These
measurements allow us to derive Schmidt numbers for
the charged aerosols.

The chapter is organized as follows. A brief descrip-
tion of the measurement technique is present in Section
6.2. In Section 6.3 we present the measurements results
and in Section 6.4 summarize the main findings.

6.2 Measurement Technique

Our studies of small-scale structures are based on high
resolution in situ measurements of the densities of the
different species followed by a spectral analysis of
their relative fluctuations. The relative fluctuations are
derived by subtracting a running mean of a length of
about 1–2 km from the measured densities. As shown
by (Lübken, 1987), relative fluctuations of neutral air
density are an excellent tracer for mesospheric tur-
bulence measurements, which were successfully used
to derive energy dissipation (or heating) rates for 40
rocket soundings.

The ionospheric plasma in the MLT region, which
consists of electrons, positive ions, and charged

aerosols, can be disturbed by the neutral air turbulence
through the frequent plasma-neutral collisions.
Following from the theory, initially proposed by
Cho et al. (1992) and later extended by Rapp et al.
(2003) and Lie-Svendsen et al. (2003), the presence
of charged aerosols should ultimately reduce the
diffusivity of all charged plasma species, which are
electrostatically coupled with each other, thereby
changing their spectral characteristics. In turbulence
theory, this reduced diffusivity can be expressed in
terms of a high Schmidt numbers Sc = ν/D, a dimen-
sionless number defined as the ratio of momentum
diffusivity (viscosity) and mass (molecular) diffusiv-
ity. Therefore, the power spectrum of the measured
plasma density fluctuations and its dependence on
turbulence characteristics is also a function of the
Schmidt number.

In this chapter, we focus on in situ density mea-
surements of neutral air and charged aerosols. For this
purpose, the ECOMA payloads used in all the rocket
soundings during the entire ECOMA project may be
considered as identical. The neutral density measure-
ments were done with the CONE instrument (Giebeler
et al., 1993) and the aerosol density measurements
were conducted with the ECOMA particle detector
(ECOMA-PD) (Rapp and Strelnikova, 2009).

6.2.1 Instrumentation

6.2.1.1 CONE

Briefly, the CONE (COmbined sensor for Neutrals and
Electrons) is an ionization gauge designed for den-
sity measurements of neutral air surrounded by an
electrostatic probe for electron density measurements.
CONE can resolve structures in neutral air density
down to scales of some centimeters (Giebeler et al.,
1993), which are caused by neutral air turbulence.
During the ECOMA project the CONE was always
mounted on the rear deck of the payload and, therefore,
was in a favorable (for most precise density measure-
ments) aerodynamical condition during the descent of
the sounding rocket (Rapp et al., 2001).

6.2.1.2 ECOMA-PD

The ECOMA particle detector is a rather complicated
instrument (Rapp and Strelnikova, 2009), which is
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designed to simultaneously measure both charged as
well as neutral aerosols with very high spatial resolu-
tion. The ECOMA-PD has two data channels, one with
a sampling of 16 Hz only and other with high enough
time resolution to study spectral behavior. The first
(which relies on artificial photoionization of the par-
ticles) can potentially also detect neutral particles but
does not have sufficient resolution for spectral analysis.
In this work we only consider the second data chan-
nel, the measurements of the naturally charged fraction
of the mesospheric aerosols which are referred to in
other ECOMA-papers as DC-channel measurements,
e.g. Rapp and Strelnikova, (2009) and Strelnikova et al.
(2009c). This part of the ECOMA-PD is similar to the
probe first used by Havnes et al. (1996) and is known as
a Faraday cup. The ECOMA-PD was always mounted
on the front deck of the payload, such that high quality
charged aerosol data were gathered on the ascent of the
flight trajectory.

6.2.2 Data Analysis

The first in situ measurements of Sc at PMSE heights
were done by Lübken et al. (1994) and Lübken et al.
(1998) and utilized measurements of small-scale elec-
tron and neutral density fluctuations. They used the
same CONE instrument with resulting values between

∼6 and 500. For the measurements of the Sc of charged
aerosols we use the same technique, the so called spec-
tral model method introduced by Lübken (1992) for
turbulence measurements, which is briefly summarized
below.

First, we derive the turbulence energy dissipa-
tion rate, ε, from the high resolution neutral den-
sity measurements obtained with the CONE (see
Lübken (1997) and Strelnikov et al. (2003), for more
details). This is done by fitting a theoretical model of
Heisenberg (1948) (Fig. 6.1, dashed line) or Tatarskij
(1961), to the power spectrum of measured relative
density fluctuations (Fig. 6.1, black line) of neutral air.

Making use of the high resolution density measure-
ments yielded by the ECOMA-PD, we derive power
spectrum of the charged aerosols, which is resolved
down to meter scales (Fig. 6.1, grey line). This spec-
trum reflects the reduced diffusivity (high Sc-value)
of the tracer (charged aerosols) in that it reveals the
viscous-diffusive subrange, i.e. the k−1 power law
marked in Fig. 6.1. By fitting a model of Driscoll and
Kennedy (1985), shown by dotted line in Fig. 6.1,
which includes Sc as a free fitting parameter, to this
measured spectrum we derive the Schmidt number of
the charged aerosols. Importantly, as pointed out by
Lübken et al. (1994, 1998) for the robust derivation
of the Schmidt number this method requires as an

Fig. 6.1 Solid lines: Power spectral densities (PSD) of a rela-
tive density fluctuations of neutrals (black) and charged aerosols
(grey). Dashed line: Fitted model of Heisenberg (1948). It indi-
cates the Kolmogorov k−5/3 power law in the inertial subrange,
a k−7 decay in the viscous subrange, and energy dissipation

rate ε = 0.8 mW/kg. Dotted line: Fitted model of Driscoll and
Kennedy (1985). In addition to the inertial and viscous sub-
ranges, it includes the viscous-diffusive subrange with the k−1

power law and results in Sc = 1295
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input an independently measured turbulence energy
dissipation rate, ε (which we obtain from the indepen-
dent CONE-measurements).

Thus, in the example shown in Fig. 6.1, the turbu-
lence energy dissipation rate derived from the neutral
density fluctuations is equal to 0.8 mW/kg, and the
Schmidt number derived for the charged aerosol den-
sity fluctuations is equals to 1295.

6.3 Scientific Results

6.3.1 Small-Scale Structures

Figures 6.2 and 6.3 show small-scale structures
observed in charged aerosols during two sounding
rocket campaigns which took place in summer sea-
sons 2007 and 2008, respectively. Upper panels show
relative density fluctuations of the charged aerosols
and the lower panels represent their power spec-
tra derived using wavelet analysis (Strelnikov et al.,
2003).

All these measurements were done under PMSE
and NLC conditions. PMSE were observed by ALWIN
VHF radar with high temporal and spatial resolution
and were used as rocket launch criteria throughout

the ECOMA campaigns. The ALWIN radar (Latteck
et al., 1999) operating at 53.5 MHz is located close
to the rocket launch site at the Andøya Rocket Range.
The NLC were detected by both onboard photome-
ters (Megner et al., 2009) and by ground based lidars
(Baumgarten et al., 2009) during all three flights dis-
cussed in this Chapter (Rapp et al. 2010b). For more
details on flight ECOMA03 (Fig. 6.2) the reader is
referred to Rapp et al. (2009) and on flights ECOMA04
and ECOMA06 to Rapp et al., (2010a, b). The PMSE
observed during ECOMA03 and ECOMA04 flights
had a double layer structure with lower layer around
83 km and upper layers around 87–88 km (see also
PMSE profiles in Fig. 6.4 shown by dashed grey lines).
In case of the ECOMA06 flight, the ALWIN radar
detected a single layer PMSE around 83 km. The most
pronounced small-scale structuring in charged aerosols
occurred inside these PMSE layers as it is clearly visu-
alized by the wavelet spectra. In these regions the
spectra extend down to 1 m spatial scales, which indi-
cates a reduced diffusivity of charged aerosols (high
Sc-value) at those heights. Otherwise, as shown by
Lübken et al. (1998), an extension of the spectra down
to a scale of several meters assuming that Sc = 1
would imply very large turbulence energy dissipa-
tion rate of ∼20 kW/kg and hence, unrealistic heating
rate of approximately ∼1.6 million Kelvin per day.

Fig. 6.2 Measurements of charged aerosols by ECOMA-PD
during flight ECOMA03 done on 03-AUG-2007 at 23:22:00
UT from Andenes, 69◦N, 16◦E. Upper panel: Relative

density fluctuations (residuals). Lower panel: Wavelet spec-
trogram of the residuals derived using Morlet-12 wavelet
function
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Fig. 6.3 The same as Fig. 6.2 but for the flights ECOMA04 and ECOMA06

Fig. 6.4 Measurement results for the flights: ECOMA03,
ECOMA04, and ECOMA06, respectively. Black: Profiles of rel-
ative density fluctuations taken at the ALWIN radar Bragg scale

(2.8 m). Dashed grey: Power profiles measured by ALWIN VHF
radar. Solid grey: Absolute electron density measured by radio
wave propagation technique

Our turbulence measurements with the CONE instru-
ment onboard the same payload result in ε-values
which do not exceed 1 W/kg in that height region
(see Fig. 6.5, left panel for corresponding ε-profiles).
For the flights ECOMA03 and ECOMA04, between
the PMSE layers, there is also a lot of small-scale
structuring detected in situ in charged aerosols. The
spectra also extend down to a spatial scale of several
meters and, thereby also indicate enhanced Schmidt
numbers for the aerosols in that region. In the case

of the ECOMA06 flight, there are also some artificial
fluctuations between 86 and 89 km, caused by rocket
coning which is clearly seen in both residuals and spec-
trum as periodical harmonic oscillations (Fig. 6.3, right
panel). This coning and other signatures are well sep-
arated in frequency space so that such a well defined
artificial perturbation does not affect the overall quality
of the spectral data.

Further exploring small-scale features of the
charged aerosols we show in Fig. 6.4 comparison of
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Fig. 6.5 Left panel: turbulence energy dissipation rates derived from in situ measurements by CONE. Right panel: Schmidt numbers
derived for charged aerosols from relative density fluctuations measured in situ by ECOMA-PD

the VHF radar PMSE observations with the small-
scale aerosol density fluctuations at 2.8 m scale, which
is ALWIN radar’s Bragg scale (i.e. half wavelength).
Figure. 6.4 shows PMSE signatures (dashed grey lines)
measured close to the rocket launch times by radar, the
profiles of the power spectral densities of the charged
aerosols, PSD(�Naerosol, 2.8 m) in dB (black lines)
derived as a slice of the spectrogram from Figs. 6.2 and
6.3 at 2.8 m, and measured absolute electron density
profiles (solid grey) by radio wave propagation tech-
nique (Friedrich et al., 2009) onboard the same pay-
load. As shown in Rapp et al. (2003) and Lie-Svendsen
et al. (2003), the quantity PSD(�Naerosol, 2.8 m) is
ultimately proportional to the radar power and, there-
fore should reproduce the PMSE signature as it is
observed by the VHF radar. The in situ measured
profiles of the small-scale fluctuations, however, repro-
duce the general height range of the observed PMSE,
but do not reveal the pronounced double-layer struc-
ture seen by the radar during flights ECOMA03 and
ECOMA04. Note also, that we do not expect to see
an exact overlapping of that measurements because
the radar volume (beam diameter of about 10 km at
85 km height) is much larger than the centimeter scale
horizontal volume probed by the rocket.

Actually, this data simply supports our current
understanding of PMSE which, as shown by Rapp
et al. (2002), can only be observed if background elec-
tron density exceeds a threshold of a few hundreds of
electrons/cm3. This is demonstrated by means of con-
current electron density measurements (Fig. 6.2, solid
grey lines), which show an electron density depletion

between the two PMSE layers preventing detectable
radar backscatter. Note that radar waves are scattered
from electron irregularities and not aerosol density
structures. That is, regardless of the fact that both
presence of aerosols was confirmed by photometer
and lidar and irregularities in aerosol density were
observed by the ECOMA-PD, no radar echo could
be detected from the region with the low electron
density. For a review of such previous observations
see Friedrich and Rapp (2009). For the case of the
ECOMA06 flight, however, the PMSE signature in the
in situ measured aerosol density fluctuations, closely
reproduces the radar power profile if we exclude the
artifact between 86 and 89 km mentioned above.

A more detailed discussion of different measure-
ments during the ECOMA flights can be found in Rapp
et al. (2009, 2010b), Strelnikova et al. (2009a), and
Rapp and Strelnikova (2009). We only note here, that
based on the onboard photometer and ground based
lidar measurements and taking into account that simul-
taneous onboard temperature measurements revealed
supersaturation with respect to ice (Rapp et al., 2010b),
the aerosols measured by the DC-channel of the
ECOMA-PD during these summer flights were clearly
identified as ice particles.

6.3.2 Schmidt Numbers

Since, both the charged aerosol density measurements
by the ECOMA-PD and the turbulence measurements
were conducted during all the ECOMA flights, it
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Table 6.1 Range of values for Sc/rice,nm for ECOMA flights

Min Mean Median Max

ECOMA03 103/4 650/10 415/8 4463/26
ECOMA04 8/1 72/4 49/3 478/9
ECOMA06 6/1 131/5 90/4 465/9

allows us to derive the Schmidt number, Sc, for
the charged aerosols as described in Section 6.2.2.
However, because ECOMA-PD measurements were
done on the upleg and CONE measured turbulence
on the downleg, there is an uncertainty in the Sc-
values owing to the horizontal distance between those
measurements of about 50 km. In most cases during
the ECOMA project turbulence measurements were
done both in situ and using ground-based radar obser-
vations (Strelnikov et al., 2009a, b; Engler et al.,
2009). This allows us to estimate the uncertainty of
the ε-values and its influence on our Sc-derivation.
We varied the strength of turbulence in the range
of values that we estimated from both rocket-borne
and radar measurements (see Strelnikov et al. (2009a)
where the technique is described in detail for the
flight ECOMA03). The resultant change in the derived
Sc-values lies within ∼60% error bar. Moreover,
the Sc-profiles derived using the radar and the in
situ turbulence measurements qualitatively agree (see
Strelnikov et al. (2009a) and Strelnikov et al. (2009b)
for more details on flights ECOMA03 and ECOMA04,
respectively).

The derived Sc-profiles for the flights ECOMA03,
ECOMA04, and ECOMA06 are shown in Fig. 6.5 and
are summarized in Table 6.1. They mostly reveal rela-
tively high values, i.e. Sc >> 1. According to Lübken
et al. (1998), the Schmidt number is related to the
particle size by Sc ≈ 6.5r2, where r is the particle
radius in nm. This implies that the detected particle
radii fall within the size range from ∼1 to ∼9 nm
for ECOMA04 and ECOMA06 flights and, for the
ECOMA03 flight reach values of ∼26 nm. The latest
were also confirmed by another independent measure-
ments by Rapp et al. (2009). We summarize the derived
Sc-values in Table 6.1 where for each flight are shown
the minimum, mean, median, and maximum values.
The radius derived from a Schmidt number can be
viewed as a weighted mean of the size distribution,
where the weighting is by the radius to the second
power. This is because the underlying physics of the
Schmidt number effect is particle-neutral collisions
which are modeled as hard sphere collisions that scale

as r2 (Cho et al., 1992). Also note that the large
uncertainty of ∼60% in the Sc estimate only leads to
about 3% error in particle radii assessment.

It is interesting to note that the largest Sc-value of
∼4500 indicating the presence of ice particles with
radii of ∼26 nm was detected during ECOMA03 flight
at around 85.8 km height, that is between the PMSE
layers. However, the onboard photometer observed a
broad NLC layer from 82 to 88 km height range dur-
ing upleg. During the descent of that flight, an ice layer
centered around 85.5 km was detected by the onboard
photometer (Megner et al., 2009).

6.4 Conclusions

The ECOMA particle measurements showed that the
charged aerosols inside and between the PMSE layers,
i.e. ice particles, are highly structured down to a few
meters spatial scales. The Schmidt numbers derived for
the charged ice fall within the range from 6 to 4463
(with an uncertainty of ∼60%) which implies parti-
cle radii from ∼1 to ∼26 nm. The biggest uncertainty
in the Schmidt number estimate from the small-scale
density fluctuations is because of the horizontal sepa-
ration between in situ turbulence and aerosol density
measurements. For a more precise Schmidt number
derivation true common volume neutral and plasma
measurements are needed.
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Chapter 7

High-Latitude Gravity Wave Measurements in Noctilucent
Clouds and Polar Mesospheric Clouds

Michael J. Taylor, P.-D. Pautet, Y. Zhao, C.E. Randall, J. Lumpe, S.M. Bailey, J. Carstens,
K. Nielsen, James M. Russell III, and J. Stegman

Abstract Distinct wave forms traditionally observed
in Noctilucent Cloud (NLC) photographs and most
recently captured in high-resolution panoramic images
of Polar Mesospheric Clouds (PMC) provide an excep-
tionally rich resource for quantifying gravity wave
activity and properties in the high-latitude summer
mesopause region. Using extensive image data on
PMC structures obtained by the Cloud Imaging and
Particle Size (CIPS) ultraviolet instrument onboard
the NASA Aeronomy of Ice in the Mesosphere
(AIM) satellite, we have investigated the properties of
prominent quasi-monochromatic waves imaged over
the northern hemisphere polar region during sum-
mer 2007. Our two-dimensional spectral analysis has
focused on the peak season, July period and over 450
events have been measured. The PMC field was found
to contain a broad spectrum of gravity waves with hor-
izontal wavelengths ranging from at least 20–400 km.
The smallest scale wave events (<50 km), exhibit the
highest occurrence frequency, but substantial evidence
for larger-scale (>100 km) wave activity was also
found. The direction of motion of the waves (both
large and small-scale) deduced from their orientations
(with 180◦ ambiguity) was predominantly zonal (with
a small meridional component), and differed signifi-
cantly from recent NLC Type II band measurements
which were dominated by strong near poleward wave
motions. Evidence was also found for a reduction in
gravity wave activity over the Europe/North Atlantic
sector during the July 2007 period, as compared to
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other longitudes. These results build significantly on an
initial seasonal investigation of quasi-monochromatic
events by Chandran et al. (2009), and further demon-
strate the high potential of CIPS data for detailed
gravity wave studies. A more comprehensive inves-
tigation of the strong spatial alignments of the wave
events and their longitudinal variability is currently in
progress.

7.1 Introduction

For well over a century, scientists and amateur
observers alike have marveled at the beauty and struc-
ture of noctilucent clouds (NLC). First reported by
Leslie (1885) and triangulated on by Jesse (1896),
it is now well established that NLC are very ten-
uous ice clouds that appear in a thin layer in the
upper mesosphere at ∼82 km, making them the highest
clouds on earth (Gadsden and Schröder, 1989). They
are the result of intense dynamically driven cooling
that occurs in the high-latitude summertime mesopause
region when the ambient temperature falls well below
150 K, allowing microscopic ice crystals to nucleate
and grow to observable sizes (Gadsden, 1981; Jensen
and Thomas, 1988; Thomas, 1991). NLC are almost
exclusively observed during the months May-August
in the Northern Hemisphere and November-February
in the Southern Hemisphere (with a typical season of
∼90 days). As they are optically thin, NLC can only
be seen from the ground during the hours of twilight,
when the observer and atmosphere below them are in
darkness, while the clouds themselves remain sunlit.
This condition occurs for solar depression angles of
∼6◦–15◦. Sightings of NLC over the past 100 years
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have usually been confined to the latitude range ∼50◦–
65◦ (Gadsden and Schröder, 1989). The lower latitude
limit representing a statistical bound to the clouds
southerly extension, while perpetual daylight during
the summer season creates a natural upper latitude
limit.

NLC are truly striking in their appearance, usually
containing a variety of luminous silvery blue or opal
white cloud structures that glow in the twilight sky. The
very distinctive and regular wave patterns that often
occur in NLC were commented on right from their first
observations and resemble glowing cirrostratus clouds.
Figure 7.1 shows an example of extensive NLC waves,
termed “Type II Bands” (WMO, 1970; Gadsden and
Parviainen, 1995), imaged from Stockholm, Sweden
(59.3◦N, 18.1◦E) on 29/30 July, 2007. The picture
was taken using a digital SLR camera with a medium
field of view (53◦ horizontal × 41◦ vertical), aimed at
low elevation (∼20◦) toward the northern twilit sky.
Two geographically extensive sets of NLC bands are
seen intersecting each other almost at right angles.
The most prominent pattern contained over 10 wave
crests orientated near E-W and was observed to prop-
agate towards the north. The second wave event was
fainter (primarily due to perspective) and appeared
as several diverging wave crests radiating out of the
northern horizon. Similar type wave patterns have been
imaged in the Mesospheric and Lower Thermospheric
(MLT) nightglow emissions (e.g. Taylor et al., 1997;
Nakamura et al., 2003; Pautet et al., 2005; Nielsen

Fig. 7.1 Example photograph of Type II band patterns imaged
in NLC from Stockholm, Sweden (59.3◦N, 18.1◦E) on 29/30
July 2007. Two intersecting band events are evident in this low
elevation image which has a field of view of 53◦ horizontal ×41◦
vertical

Fig. 7.2 A “topside” computer projection view of the NLC
(Fig. 7.1) imaged over central Sweden, assuming a cloud height
of 83 km. This technique clearly shows the two intersecting
band patterns while the arrows depict their observed directions
of motion. (Note the dark structure at the top of the picture is due
to meteorological cloud)

et al., 2006; Suzuki et al., 2007) and have been shown
to be associated with freely propagating or ducted
short-period (<1 h) gravity waves, most likely of tro-
pospheric origin (e.g. Witt, 1962; Taylor and Hapgood,
1988; Yue et al., 2009). Figure 7.2 shows a “satellite
view” computer projection of the wave data of Fig. 7.1
imaged over central Sweden assuming an NLC height
of 83 km. This analysis technique has been devel-
oped for measuring wave events imaged in the MLT
nightglow emissions and has recently been adapted for
detailed studies of waves in NLC (Pautet et al., 2010).
The data are plotted over the elevation range 3.0◦–
40.5◦ (corresponding to a ground range of ∼700 km)
and clearly show the two intersecting wave patterns
which exhibited similar horizontal wavelengths of 24
and 30 km. The velocities of the waves are measured
from time sequences of such maps and are shown by
the two arrows indicating their observed directions of
motion relative to the ground which were 22 m/s at
16◦N, and 16 m/s at 75◦N, respectively.

Although there has been a remarkable increase in
NLC research as daytime lidar measurements and
radar soundings (termed Polar Mesospheric Summer
Echoes, PMSE) have been developed (e.g. von Zahn
and Bremer, 1999; Gerding et al., 2007; Rapp and
Lubken, 2004; Nicolls et al., 2007; Taylor et al., 2009),
there have been surprisingly few studies focused on
NLC wave characteristics. Fogle and Haurwitz (1969)
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used available data in the late 1960’s literature to sum-
marize the properties of Type II Bands (and Type III
Billows which are much smaller-scale, transient wave
patterns associated with instabilities in the upper meso-
sphere, e.g., Fritts et al., 1993). Although the number
of events reported on was relatively few, they found
that bands exhibited lifetimes of typically a few hours,
horizontal wavelengths of 10–70 km and phase speeds
of 10–60 m/s. Furthermore, they all exhibited predom-
inantly northward motion, often with some small zonal
(E-W) component of motion. Table 7.1 summarizes
these results and includes new measurements from
Dalin et al. (2004) of a well-defined gravity wave event
that was simultaneously measured by radar, and over
30 band events imaged from Scandinavia and reported
recently by Pautet et al. (2010).

Since the early 1970’s, opportune observations from
a number of satellites have significantly extended the
realm of ground-based NLC studies (which has been
mainly limited to the Northern Hemisphere). These
photometric observations have revealed the frequent
presence of mesospheric ice clouds, termed Polar
Mesospheric Clouds (PMC) in the perpetually sun-
lit summer polar regions, and often encompassing the
whole polar cap region (e. g., Carbary et al., 2000;
Deland et al., 2006; Evans et al., 1995). For example,
the SBUV instrument on the NOAA fleet of satel-
lites has continuously monitored PMC over the past
30 years and has shown that the occurrence and bright-
ness of the clouds has been steadily growing. This is
a new result of key interest for investigating long-term
changes in the mesosphere (Deland et al., 2006). Apart
from sketches and occasional photographs of NLC
observed from space by Astronauts and Cosmonauts

(Gadsden and Schröder, 1989), the first image mea-
surements of NLC were obtained by the WINDII
limb viewing interferometer aboard the UARS (Upper
Atmosphere Research Satellite) which recorded patchy
structures at visible wavelengths in the cloud layer
as observed in the earth’s limb at ∼83 km on 17
July, 1993 (Evans et al., 1995). However, the instru-
ment resolution was insufficient to identify any wave
properties.

The UVISI (Ultraviolet and Visible Imaging and
Spectrographic Imaging) instrument on the MSX
(Mid-Course Space Experiment) satellite provided the
first glimpse of large-scale wave structure in PMC
over the summer polar regions. Video images were
obtained on a limited number of transpolar orbits (26),
mainly over Antarctica, providing clear evidence for
“transverse wave structures” in the PMCs imaged in
the earth’s sub-limb. Their result suggested a pre-
dominance for large-scale waves of ∼500–1000 km
(Carbary et al., 2000) but later analyses of the image
data also revealed structures with scales less that
100 km, more akin to those evident in ground-based
NLC data (Carbary et al., 2003). However, it was
not until the launch of the NASA Aeronomy of Ice
in the Mesosphere (AIM) satellite in April, 2007
that detailed image measurements of the PMC struc-
tures within the summer polar region were regularly
obtained. AIM was developed to investigate the forma-
tion and variability of PMC, and a key instrument was
included: the Cloud Imaging and Particle Size (CIPS)
Experiment, which is a high-resolution UV imager
able to take large-field snapshots of the nadir PMC
field as the satellite traversed over the summer polar
region. Investigations of a variety of structures evident

Table 7.1 Summary of NLC wave measurements reported by Haurwitz and Fogle (1969) and new results by Dalin et al. (2004)
and Pautet et al. (2010)

References Date No. of events
λ Range
(km)

λ mean
(km)

Orientation of
crest normal φ
(deg.)

Average
observed speed
(m/s)

Direction of
motion

Witt (1962) 10 Aug. 1958 – 30–75 – – 10–15 NE
Grishin (1967) 20 July 1954 – 20–30 – – 30 NW
Haurwitz and

Fogle (1969)
29 June 1965 2 51–55 53 320 – –
15 July 1965 6 11–57 27 41 31 NE
26 July 1965 5 10–23 15 345 57 WNW
27 July 1965 3 10–26 18 0 – –

Dalin et al.
(2004)

11 Aug. 2000 1 33–47 40 348 16 NNW

Pautet et al.
(2010)

2004–2008 30 10–50 25 24 27 NNE
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in PMCs have recently been reported by Rusch et al.
(2009) and Russell et al. (2009) using the high quality
CIPS/AIM image data. In particular, Chandran et al.
(2009) have utilized the first season 2007 CIPS data
to make an initial investigation of the seasonal char-
acteristics of gravity waves seen in the PMC layer. In
this paper we build and extend on their measurement
capabilities, using a two-dimensional spectral analy-
sis to investigate the statistical properties of quasi-
monochromatic wave events evident in the CIPS data
set. For this study we have focused on mid-season data
from July 2007 yielding over 450 events and compared
their spatial properties with Type II Band events com-
monly observed at lower latitudes in the NLC zone.

7.2 Instrumentation

The Cloud Imaging and Particle Size (CIPS) experi-
ment on the AIM satellite is a panoramic UV imager
designed to measure radiance and morphology of PMC
near 83 km altitude over a wide range of scattering
angles (Russell et al., 2009). The CIPS instrument
consists of an array of four near identical intensified
CCD cameras each fitted with a narrow band (∼15 nm
FWHM) filter centered at 265 nm. The cameras are
arranged in a “cross pattern” with overlapping fields
resulting in a wide angle view of 120◦ (along orbit
track) by 80◦ (across orbit track). Images of the PMC
field are obtained by the fore and aft looking cam-
eras using integration times of 0.73 s, while the two
side by side nadir cameras operate in a time-delayed
integration mode with an effective integration time of
0.75 s (Rusch et al., 2009; McClintock et al., 2009).

CIPS provides “snapshot” images of PMCs with
a pixel spatial resolution of ∼2 km in the nadir and
about 5 km at the edges of the forward and aft cameras.
The combination of each set of four images is termed
a “scene”. CIPS records scenes of cloud radiance
in the summer hemisphere from the terminator to
∼40◦ latitude along the sunlit portion of the orbit.
The instrument takes a new set of snap shots every
43 s resulting in ∼26 scenes per orbit. These data
are then combined to create a ∼1000 km wide by
∼9000 km long swath with a pixel resolution 5 ×
5 km, summarizing the PMC field for each orbital
pass. AIM’s near-polar orbit and the wide cross-track
field of view of CIPS creates 15 PMC swaths per day
that overlap at latitudes higher than ∼70◦, and the
entire polar cap region (up to ∼85◦ latitude) is mapped
daily. The exceptionally high spatial resolution of
CIPS provides a major improvement in the horizontal
resolution of previous PMC measurements obtained
with nadir-viewing space experiments such as by the
Solar Backscatter Ultra Violet (SBUV) instruments on
the NOAA satellite series, which has a pixel footprint
of 150 × 150 km (DeLand et al., 2006; Rusch et al.,
2009). Further details of the CIPS instrument and its
operation are given in McClintock et al. (2009).

7.3 Observations and Data Analysis

Figure 7.3 is a typical example of the CIPS PMC
data set and shows part of an orbital swath obtained
on 24 July (orbit 1336) which started at ∼11:04 UT.
This is a CIPS/AIM level 4 data product and plots the
cloud albedo in 5 by 5 km bins. The swath shown

Fig. 7.3 A typical example of the CIPS PMC image data show-
ing part of an orbital swath obtained on 24 July (orbit 1336)
at ∼11 UT. This is a CIPS/AIM level 4 data product and plots
the cloud albedo in 5 km by 5 km bins. The swath shown is
∼7000 km long and the satellite motion is from left to right.

A geographic grid is superimposed onto the swath and shows a
continuous PMC field over northern Alaska, the Arctic Ocean
and northern Russia as the satellite traversed over the northern
hemisphere summer polar region. The dashed vertical lines mark
the 2400 km selected PMC region used in this wave study



7 High-Latitude Gravity Wave Measurements 97

is ∼7000 km long and the satellite motion is from
left to right. A geographic grid is superimposed onto
the swath which shows a continuous PMC layer as
the satellite traversed over northern Alaska, the Arctic
Ocean and northern Russia. The large spatial extent
of the PMC throughout this region is typical for the
July period and a variety of PMC structures are evi-
dent within the swath extending to the lowest latitudes
that CIPS can effectively detect ∼68◦ (Bailey et al.,
2009; Merkel et al., 2009). The dashed vertical lines on
the figure bound a selected ∼2400 km long region of
the PMC field which contains a concentration of com-
plex structures including some quasi-monochromatic
waves. This region spans the latitude range ∼75◦N–
85◦N and for this investigation, we have focused our
analysis on wave data that occur only within this area.
Using this data set, the limiting resolution of the CIPS
imagery for investigating periodic structures in the
PMC radiance is ∼10 km, but in practice we have
restricted our analyses to waves with horizontal scales
>20 km.

To investigate prominent wave events present in the
PMC, we have used a robust method developed to
quantify ground-based measurements of similar-type
wave patterns imaged in the MLT nightglow emissions
which yield accurate information on their horizontal
wavelengths, observed phase velocities and apparent
wave periods (e. g., Taylor and Garcia, 1995; Coble
et al., 1998; Garcia et al., 1997; Pautet et al., 2005;
Taylor et al., 1997). Due to the rapid motion of the
AIM spacecraft (7 km/s), we are not able to measure
the wave motion and our PMC analyses are limited to
determining the horizontal wavelength, wave pattern
orientation and geographical location of each event.
The Level 2 data were first processed to isolate the
region of interest (i.e., spanning the latitude range
∼75◦N–85◦N) for each orbital swath. The data were
then visually inspected to identify areas within each
region that contained prominent quasi-monochromatic
waves.

This is illustrated in Fig. 7.4 which shows selected
regions from three orbital swaths (orbits 1141, 1172
and 1336), observed on 11 July, 13 July and 24 July,
2007 respectively, including that of Fig. 7.3. In each
example, the white boxes (640 × 640 km) identify
the locations of several well-defined wave patterns
analyzed in this study.

In many cases, the patterns were complex and more
than one wave event was measured within this large
sample region as illustrated in Fig. 7.4c. In other cases

Fig. 7.4 Selected regions from three PMC swaths (orbit 1141,
1172, 1336) including that of Fig. 7.3. The white boxes (640
× 640 km) identify several well-defined wave patterns analyzed
in this study. In many cases, the patterns were complex and
more than one wave event was identified within this large sample
region. This is illustrated in (c) where the boxes identify adjacent
small-scale (left) and large-scale (right) wave events

the wave events were masked by additional dynam-
ical process and accurate measurement of the wave
parameters were not possible.

Figure 7.5 illustrates our method of wave analysis
applied to the large-scale wave structures identified in
Fig. 7.4c. A standard 2-dimensional (ambiguous) Fast
Fourier Transform (FFT) process was applied to the
data within this selected region to determine the 2-D
power spectrum. The results are shown in Fig. 7.5a,
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Fig. 7.5 Illustrates our method of wave analysis and shows (a)
an example 2-D FFT power spectrum derived from the large-
scale PMC wave identified in Fig. 7.4c, and characterized by
two symmetric peaks in the power spectrum, and (b) the spatial
properties of the reconstructed wave for direct comparison with
the original event

where the prominent symmetric peaks identify the
dominant wave frequency. The horizontal wavelength
of this event and its orientation are given by the spa-
tial location of the peaks in the power spectrum. In
this case the horizontal wavelength was determined to
be 207 ± 5 km and its direction of motion 126◦± 5◦
(with 180◦ ambiguity). To ensure we have identified
the correct wave event, the peaks in the spectrum were
then isolated and an inverse FFT was applied to the
reduce spectrum. The results are shown in Fig. 7.5b,
which shows the spatial characteristics of the wave
extracted from the complex background. Comparison
of this reconstructed wave and the original wave iden-
tified visually in the data of Fig. 7.4c confirms the
correct measurements of this event and its spatial
characteristics. The results of five events identified
in Fig. 7.4 are listed in Table 7.2. The uncertain-
ties in their horizontal wavelengths were ± 5 km and
wave orientation ± 5◦. In general, waves evident in
the CIPS data varied considerably in their horizontal
scales and geographical extent, and in most cases were
near linear in nature. However, as shown in Fig. 7.4b,
sometimes the wave crests were strongly curved which
can help considerably in the determination of their
sources (e.g., Dewan et al., 1998; Suzuki et al., 2007;
Taylor and Hapgood, 1988; Sentman et al., 2003;
Yue et al., 2009).

7.4 Results

Using this analysis method, we have identified and
measured over 450 prominent quasi-monochromatic
wave events in the CIPS UV imagery of PMC over the
northern polar region during July 2007. As described
earlier, only the central section of the CIPS PMC swath
was used in this study. Nevertheless, this region cov-
ers an exceptional large geographic area of ∼1.5 ×
106 km2, a latitude range of ∼75◦–85◦, and spans all
longitudes.

Table 7.2 Wave parameters derived from the CIPS data shown in Fig.7.5

Event Date, 2007 Latitude Longitude λ (± 5 km) φ (± 5◦)

1 July 11 (orbit 1141) 81 168 146 124
2 41 116
3 July 13 (orbit 1172) 79 151 128 80
4 July 24 (orbit 1336) 82 123 37 46
5 81 98 207 126
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Fig. 7.6 Histogram plot of
452 quasi-monochromatic
wave events as function of
their measured horizontal
wavelength. The data have
been summed into 50 km
wide bins and span the
wavelength range
<50–400 km. The distribution
peaks at the shortest
wavelength bin and over 75%
of the events exhibited
wavelengths <100 km.
Adjacent larger-scale wave
bins contained a successively
smaller number of events. The
July results from Chandran
et al. (2009) are superimposed
onto this plot for comparison

Figure 7.6 (light grey) is a histogram plot of the
number of wave events versus their measured hori-
zontal wavelengths. The data have been summed into
50 km wide bins and spans the wavelength range <50–
400 km. The distribution is characterized by a strong
peak at the shortest wavelength bin, and over 75% of
the events exhibited wavelengths <100 km. Adjacent
larger wavelength bins contain a successively smaller
number of events that decrease almost exponentially
with increasing wavelength. Thus, while larger-scale
waves up to ∼400 km were readily detectable in the
PMC data sets, they were much less common than the
smaller scale wave events (as is also apparent visu-
ally in the example CIPS imagery in Fig. 7.4). Also
plotted in Fig. 7.6 (dark grey) are the 2007 results
of Chandran et al. (2009) who used a wavelet tech-
nique applied to one dimensional intensity scans across
selected wave events to perform an initial investigation
of seasonal variability of wave evident in the CIPS data
set. Although the number of events detected in July
was comparatively few (a total of 102), their distribu-
tion also revealed a strong preference for wavelengths
<100 km, with a peak occurrence around 45 km.

To investigate day-to-day variability in wave occur-
rence, Fig. 7.7 plots the number of events as a function
of day number during July. The daily bins comprise
wave measurements from 15 orbits spanning all lon-
gitudes, and each bin has been divided to show the
relative contribution of small-scale waves (λ<100 km,
black) to the larger-scale waves (λ≥100 km, white).

Note, no CIPS data are currently available for days
193 and 209. A range of both large and small-scale
waves were detected on almost every day, with a dom-
inant contribution of smaller-scale waves, as indicated
in Fig. 7.6. During the first ∼third of the month (days
182–191) the total number of events detected was typ-
ically ∼11 per day, with a variable, but much smaller
contribution (∼3 events per day) from the larger scale
(≥100 km) waves. Thereafter, the total number of
events increased to typically ∼20 per day (up to day

Fig. 7.7 The number of wave events as a function of day
number during July. The data have been divided to show the
dominant contribution of the smaller scale waves <100 km
(black) relative to the number of larger wave events ≥100 km
events (white) Considerably more events were measured during
the later 2/3 of the month
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∼208) and exhibited more day-to-day variability. A
slight increase in the number of larger-scale waves (∼5
events/day) was also detected but the ratio of large to
small-scale waves remained approximately the same.
This suggests significant development of the gravity
wave activity (over all scales) during the course of July.
However, these data are for only 1 month and we do not
yet know if such variability is normal.

The other key wave parameter that we are able to
extract from the CIPS PMC imagery is the orientation
of the wave crests for each of the identified events.

(a)

(b)

Fig. 7.8 Azimuthal distributions showing the normal direction
to each wave event summed into 15◦ wide bins. There is a 180◦
ambiguity in the direction of motion of the wave events (as evi-
dent in the symmetry of these plots). All 452 wave events are
shown in (a) while (b) shows directionality of the 112 wave
events (λ≥100 km). Both plots indicate marked anisotropy sug-
gesting a strong preference for zonal wave propagation. The
arrow indicates the dominant direction of motion for NLC type
II bands (Pautet et al., 2010)

Figure 7.8a, b plots the azimuthal distributions show-
ing the normal (i.e. perpendicular) direction to each
wave event summed into 15◦ wide bins. This is well
within the estimated uncertainty of the orientation
measurement (± 5◦) and provides useful information
on the propagation of the waves. As mentioned ear-
lier, due to the rapid motion of the spacecraft, we are
not able to measure the actual motion of the waves,
so there is a 180◦ ambiguity in their inferred direc-
tion of motion (as evident in the symmetry of these
plots). Figure 7.8a shows the azimuthal distribution
for all 452 wave events. Despite the ambiguity in the
wave headings, these data reveal a strong and persis-
tent anisotropy in the wave propagation during July,
with a clear preference for zonal E-W (or W-E) wave
motion. This plot is dominated by the azimuthal con-
tributions from the smaller-scale (λ<100 km) waves,
however, a similar shaped distribution is seen in
Fig. 7.8b which plots only the larger-scale (λ≥100 km)
waves.

7.5 Discussion

The CIPS PMC imagery is a remarkably valuable data
set for investigating structure and dynamics in the high
latitude summer mesopause region. While MLT air-
glow measurements continue to provide a good method
for quantifying gravity wave activity and dynamics
mainly at lower latitudes, they are confined to night
sky measurements and observations at high latitudes
have been hindered by auroral emissions. In particu-
lar, the large panoramic field of view of CIPS coupled
together with its high spatial resolution provides a
much needed capability for investigating the occur-
rence and properties of a broad spectrum of wave
scales.

Our results show a strong preference for smaller-
scale structures with 75% <100 km. Chandran et al.
(2009) also reported a higher frequency of smaller-
scale waves shown in Fig. 7.6. To further investigate
the distribution of waves <100 km, Fig. 7.9a re-plots
our data of Fig. 7.6 for horizontal wavelengths from
20 to 70 km, for direct comparison with recent air-
glow and NLC data. A total of 306 events were
summed into 5 km wide bins, revealing a strong peak
around 25–40 km. About 75% of these smaller-scale
events have wavelengths <50 km. Note, wavelengths
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Fig. 7.9 Histogram plots comparing (a) the distribution of wave
events (λ < 70 km) measured in the CIPS data set compared
with (b) wavelength distribution of small-scale gravity waves
measured at high latitudes by Nielsen et al. (2009) in OH air-
glow during the winter months over Antarctica, and Pautet et al.
(2010) in NLC over Northern Scandinavia

of <20 km represent a practical limit for the CIPS wave
measurements (using the Level 2 data product with
5 km/pixel resolution).

Figure 7.9b plots results of small-scale gravity wave
measurements at high latitudes recently reported by
Nielsen et al. (2009) and Pautet et al. (2010). The
measurements by Nielsen et al. comprise over 200
events and are one of the largest data sets on quasi-
monochromatic gravity wave measurements at polar
latitudes. The measurements were made from Halley
Station, Antarctica (76◦S) at a similar latitude to our
PMC wave measurements, but during the southern
hemisphere winter months (May-Sept, 2000–2001).
The distribution peaks around 15–30 km, slightly
shorter than the CIPS data, and exhibits a decreas-
ing number of events at successively larger horizontal

wavelengths. The dark grey histogram plot superim-
posed on the Nielsen et al. data shows the distribution
of 30 wave events measured in NLC by Pautet et al.
(2010). The observations were made from Stockholm,
Sweden (59◦N) during summer time 2004–2008 which
overlap with the CIPS measurements. This distribu-
tion, although limited, also shows a preponderance for
waves in the 20–30 km range. (Note, the dip in the
distribution around 30–40 km wavelength was most
probably due to the relatively low number of events
measured.) These results suggest that the spatial reso-
lution of the CIPS data has most probably caused us to
underestimate the shortest gravity wave contributions
that are captured in ground-based measurements of
NLC and mesospheric nightglow data. In contrast,
ground-based airglow and NLC measurements (partic-
ularly of NLC which are confined to the twilit portion
of the sky) are more limited in their field of view than
CIPS and larger-scale gravity waves although present
are not readily measured. Thus, within the obser-
vational constraints of the NLC, PMC and airglow
measurements, they all exhibit the same general dis-
tribution for the small-scale waves, with the majority
of events <50 km wavelength.

The CIPS measurements of waves ≥100 km pro-
vide new information on much larger sale waves in
the summer polar MLT region. These waves were
readily detectable in the PMC data set and exhibited
horizontal wavelengths up to ∼400 km (limited by
the width of the CIPS swath), and constituted ∼25%
of the total number of events. This said, they were
often masked by the prolific abundance of the smaller-
scale structures (as seen in Fig. 7.4). Carbary et al.
(2000) reported somewhat larger scale waves (∼500–
1000 km) detected during several transpolar passes
by the MSX satellite. Such wave scales may also be
present in the CIPS orbital swaths but have yet to
be investigated. Thus, the AIM mission has provided
the first clear observations of a broad range of gravity
waves in the summer polar mesosphere.

The 2-D spectral analysis provides important addi-
tional information on the orientation of the wave crests
for each of the identified events from which the direc-
tion of motion can be inferred (with 180◦ uncertainty).
The plots shown in Fig. 7.8a, b indicate the observed
distributions of the normal to the wave crests. In (a),
the azimuthal distribution of all July wave events (large
and small) reveal a clear preference for near E-W (or
W-E) wave propagation. As discussed earlier, this plot
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is dominated by the smaller-scale (λ<100 km) waves
(∼75% of events). Recent investigations of gravity
wave propagation heading as observed in NLC (Pautet
et al., 2010), have revealed a dominant northward
motion (towards NNE) for the waves of similar hori-
zontal wavelengths (which agrees well with previous
NLC wave measurements in the literature as listed in
Table 7.1). As pointed out by Pautet et al. (2010), this
preferred direction of motion is consistent with other
reports of short-period gravity waves observed in the
MLT airglow emissions at lower latitudes which show
poleward wave motion during the summer months.
This preferred direction for the NLC waves is marked
on Fig. 7.8a by the arrow which highlights the dif-
ference between the NLC and our PMC wave results.
The origin of this difference is not yet clear, but it
may be related to the difference in latitudes sampled in
these studies. The NLC were imaged from Stockholm
(59.3◦N), while the PMC waves shown here were
measured at a significantly higher latitude range from
∼75◦N–85◦N.

By using the background wind field derived from
the HWM-07 wind model (Drobs et al., 2008), poten-
tial filtering effects on freely propagating waves at
NLC heights have been investigated by Pautet et al.
(2010). They showed the limited meridional wind com-
ponent (<10 m/s), at all altitudes below the NLC
layer, was insufficient to block the observed strong
northward propagating waves which exhibited phase
speeds of typically 10–60 m/s. A similar investiga-
tion of the background wind field at 80◦N using the
HWM-07 model indicates an overall weaker wind
field up to PMC height (zonal <20 m/s, meridional
<10 m/s) suggesting that the winds are too small to
explain any changes in wave orientation for grav-
ity waves propagating at these high latitudes. This
assumes a similar range of wave phase speeds to those
seen in the NLC. The origin of the strong preference
for zonally progressing waves at PMC heights there-
fore remains uncertain. However, it has been noted by
many observers, even from the earliest NLC observa-
tions (e.g., Jesse, 1896; Witt, 1962), that prominent
band type waves tend to propagate against the overall
motion of NLC cloud field. Such waves propagating
upstream would be Doppler shifted to shorter intrinsic
periods while their vertical wavelengths and pertur-
bation amplitudes would increase (potentially lead-
ing to instability and wave breaking). The net effect
would be to enhance their visibility over other waves

propagating in different directions. The zonally aver-
aged background wind at PMC altitudes (∼82 km) was
∼22 m/s at azimuth of ∼300◦N (i.e., towards WNW).
This aligns well with the observed, near zonal wave
motion, as indicated in Fig. 7.8. Assuming these waves
also tended to propagate into the background wind
flow, their motions were most probably towards ESE
(azimuth ∼115◦). This hypothesis is consistent with
our PMC wave observations (both large and small-
scale) but remains speculative at this time. We are
currently investigating the potential to estimate wave
velocities for some of the larger-scale, long-lived wave
events that are detectable in adjacent orbits separated
by ∼1.5 h (e.g. Chandran et al., 2009). This will not be
possible for the short events which evolve significantly
from orbit-to-orbit.

To further investigate reported longitudinal variabil-
ity in the occurrence of the waves, Fig. 7.10 plots
the distribution of July wave events (of all scale
sizes) summed into 15◦ wide bins versus their lon-
gitude of detection over the latitude range 70◦N to
85◦N. On average, the wave data were evenly dis-
tributed in longitude with ∼20 events in the sectors
corresponding to North America (∼120◦W) and Asia
(∼120◦E). However in the European/North Atlantic

Fig. 7.10 Distribution of July wave events (of all scale sizes)
summed into 15◦ wide bins versus their longitude of detection
over the latitude range 70–85◦N. On average, the wave data were
evenly distributed in longitude with ∼20 events in the sectors
corresponding to North America (∼120◦W) and Asia (∼120◦E).
A reduction in the number of wave events is evident in the
European/North Atlantic sector (∼0◦). The horizontal line shows
the average number of waves
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sector (∼0◦ longitude) there appears to be a reduc-
tion in the number of events in 3–4 adjacent bins
down to about ∼8–15 events/bin (i.e. by as much a
∼50%). This result complements the measurements of
Chandran et al. (2009) who have also examined the
seasonal variability of gravity waves for 2007. Over
the 3 month period (June-August) they identified 240
wave events of which 102 events were from July. They
reported marked concentrations of wave events over
Greenland (45◦W), Eastern Canada (135◦W) and over
the Arctic Ocean (120◦E) just north of central Siberia.
These regions correspond well to our results of sus-
tained wave activity as shown in Fig. 7.10. Importantly,
they reported only one event over the European/North
Atlantic sector in June and none in July or August. In
comparison, our data of Fig. 7.10 only suggest evi-
dence of reduced quasi-monochromatic wave activity
at this longitude range. They also detected very lit-
tle wave activity at 180◦ longitude where our analyses
indicated equally high wave occurrences as observed
over North America and Asia. Thus, both of these stud-
ies, which used different analysis techniques to inde-
pendently measure the wave events, have identified
reduced polar (75◦–85◦ latitude) PMC wave activity
in the ∼0◦ longitude sector (at least during the July
period). However, it remains to be seen if this fea-
ture is present throughout the summer 2007 season
(or re-occurs in other seasons). The lack of agreement
between our analyses at 180◦ longitude may be due to
the lower number of wave events reported in the initial
study presented by Chandran et al. (2009).

Finally, this study only identified prominent quasi-
monochromatic waves, but still resulted in over 450
events in July. While other wave events were also
evident, they were often masked by other dynami-
cal process and accurate measurements of their wave
parameters were not made. These results therefore
underestimate the actual wave content in the CIPS data
but are nevertheless a good measure of the wealth,
diversity and characteristics of the wave forms present
in the summer polar mesosphere.

7.6 Summary

The CIPS data set is an exceptionally high qual-
ity, growing archive of considerable importance for
quantifying gravity wave properties and variability in

the northern and southern polar summer mesopause
regions. Key results of this limited gravity wave study
(July 2007 period) build on an initial seasonal inves-
tigation of quasi-monochromatic events by Chandran
et al. (2009). The PMC field contained a broad spec-
trum of gravity waves spanning horizontal wavelengths
from at least 20 to 400 km, with the highest occur-
rence frequency for the smallest scale waves (<50 km),
but substantial evidence for larger-scale (>100 km)
wave activity. The direction of motion of the waves
(both large and small-scale) deduced from their ori-
entations (with 180◦ ambiguity) was predominantly
zonal (with a small meridional component), and dif-
fered significantly from recent NLC Type II band
measurements which were dominated by strong near
poleward wave motions. Further evidence was found
for a possible reduction in gravity wave activity over
the Europe/North Atlantic sector during the July 2007
period, as compared to other longitudes.

Comparison of our results with the HWM wind
model suggests that the most prominent waves
reported in this study may have propagated mainly
into the background winds at the PMC level, which
would have enhanced their vertical scales and hence
their detection by CIPS. If so, we then suggest that
the dominant wave motions over the latitude range
∼75◦N–85◦N were mainly towards the ∼ESE. This
hypothesis, remains to be tested and further analy-
sis of the extended CIPS data set (2007-to date) is in
progress using a more comprehensive spectral analysis
method.
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Chapter 8

Gravity Wave Influences in the Thermosphere
and Ionosphere: Observations and Recent Modeling

David C. Fritts and Thomas S. Lund

Abstract Observational and theoretical studies have
suggested gravity wave propagation and influences
in the thermosphere and ionosphere for half a cen-
tury. Gravity waves contribute, or are believed to
contribute, to a variety of neutral and electrodynamic
phenomena ranging from vertical coupling, energy and
momentum transport and deposition, neutral perturba-
tions and accelerations, traveling ionospheric distur-
bances, ionospheric irregularities, and plasma instabil-
ities under quiet conditions to strong coupling from
high to low latitudes and accompanying electrodynam-
ics under storm-time conditions. Our goals here are
to briefly review what has been learned to date, to
illustrate some of the more recent results indicative
of gravity wave effects, and to identify some aspects
of neutral dynamics not previously considered that we
expect may also have significant influences on neu-
tral dynamics and electrodynamics in the thermosphere
and ionosphere.

8.1 Introduction

Gravity waves (GWs) were first proposed to account
for “irregular motions” in the thermosphere and iono-
sphere (hereafter the TI) in the pioneering work by
Hines (1960) a half century ago. Since then, our
understanding of the sources, propagation, and effects
of GWs in the TI has expanded significantly, often
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Colorado Research Associates Division, NorthWest Research
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accompanying research focused on lower altitudes
(see Fritts and Alexander, 2003, for a recent review).
Despite these advances, major unknowns remain and
current research spans a wide range of measurement,
modeling, and theoretical efforts. Indeed, new impe-
tus for studies of GWs in the TI has come from needs
as diverse as predicting climate change, responses of
atmospheric circulation and structure to variable solar
forcing, and ionospheric influences on communication
and navigation systems. Our purpose here is to review
recent evidence for GW influences in the TI and cur-
rent and new modeling capabilities that are enabling
a more quantitative understanding of the various GW
effects.

Observations over the last few decades have
revealed the presence and persistence of GWs extend-
ing to very high altitudes (∼500 km and above),
defined representative GW scales and frequencies as
functions of altitude, and suggested sources of TI
GWs ranging from deep convection at tropical lati-
tudes to aurora at high latitudes (e.g., Mayr et al.,
1990; Hocke and Schlegel, 1996; Mendillo et al., 1997;
Oliver et al., 1997; Djuth et al., 1997, 2004; Innis
et al., 2001; Innis and Conde, 2002; Livneh et al., 2007;
Fritts et al., 2008; Vadas and Nicolls, 2008, 2009;
Abdu et al., 2009). Other observations have revealed
coupled neutral and plasma structures, especially the
GW ionospheric manifestations referred to as “trav-
eling ionospheric disturbances” (TIDs) and suggested
potential or significant influences of neutral motions
in plasma instability processes (e.g., Klostermeyer,
1969, 1978; McClure et al., 1977, 1998; Hysell et al.,
1990; Kirchengast et al., 1995; Ma et al., 1998;
Nicolls et al., 2004; Earle et al., 2008; Fritts et al.,
2009a). Recent modeling and theoretical studies have
defined the environmental conditions enabling GW
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propagation to high altitudes, anticipated secondary
GWs arising from nonlinear interactions or primary
wave dissipation at lower altitudes, and quantified vis-
cous influences on GW structures and penetration alti-
tudes (Klostermeyer, 1972, 1991; Sidi and Teitelbaum,
1978; Hickey and Cole, 1987, 1988; Walterscheid and
Schubert, 1990; Chimonas et al., 1996; Vadas and
Fritts, 2002, 2004, 2005, 2006, 2009; Vadas, 2007;
Fritts and Vadas, 2008; Snively and Pasko, 2008;
Huang et al., 2009; Vadas et al., 2009). Modeling and
theoretical studies addressing neutral-plasma coupling
have examined how GWs contribute to TID structures
and GW contributions to plasma bubble seeding and
identified conditions under which they appear to enable
or enhance plasma bubble growth (Huang et al., 1993;
Huang and Kelley, 1996; Kudeki et al., 2007; Abdu
et al., 2009; Kherani et al., 2009). Thus, our under-
standing of GW sources, characteristics, and effects
in the TI is considerably advanced over what it was a
decade or two earlier. There nevertheless remain major
unknowns, especially where observations and model-
ing fail to capture all of the relevant physical processes
and the spatial and temporal scales on which these
occur.

Ray tracing studies by Vadas and colleagues, in
particular, identified the spatial and temporal scales
arising from GW sources in the lower atmosphere
and in the mesosphere and lower thermosphere (MLT)
most likely to impact the TI, largely explained the
observed variations of GW scales and observed periods
with altitude, and highlighted expectations that GW
amplitudes and spatial scales should increase dramat-
ically with altitude prior to dissipation. These authors
also recognized that increasing amplitudes and scales
pushed the ray tracing assumptions (particularly WKB
theory and linearity) near, or beyond, their limits of
applicability, and that other methods would be needed
to address the non-WKB and nonlinear GW dynam-
ics that they imply. To address these needs, a new
modeling capability addressing deep, nonlinear, 3D
GW dynamics was recently developed, and has been
applied to several idealized problems that demonstrate
the need to account for these dynamics in furthering
our understanding of the influences of large-scale and
large-amplitude GWs in the TI (Lund and Fritts, 2011).

We will begin by reviewing the observational and
theoretical evidence for the importance of deep, vis-
cous, large-amplitude GWs in the TI arising from
lower atmosphere sources. We will then review the

benefits, as well as the assumptions and potential
pitfalls, of ray tracing methods in order to under-
stand where they serve us well, where they likely fail,
and how they might be refined to account for finite-
amplitude or nonlinear effects that they cannot address
directly. We will conclude with a brief summary of
some of the new dynamics accompanying GWs that
attain large spatial scales and large amplitudes, and
exhibit strong nonlinear responses, in the TI.

8.2 Evidence of Deep, Large-Amplitude
GWs in the TI

Observations of electron density fluctuations by the
Arecibo Observatory (AO) incoherent scatter radar
(ISR), the MU radar in Japan, the Poker Flat ISR
(PFISR) in Alaska, and the EISCAT ISR in Norway
provide persuasive evidence that GWs extending from
∼100 to 500 km or higher occur essentially contin-
uously (Kirchengast et al., 1995; Oliver et al., 1997;
Djuth et al., 1997, 2004; Ma et al., 1998; Livneh et al.,
2007; Vadas and Nicolls, 2008, 2009). Additional
evidence of large-scale and large-amplitude neutral
GW motions, or TIDs, comes from ionosondes, all-
sky imagers, GPS receivers, in situ measurements,
and satellite remote sensing (e.g., Klostermeyer, 1969;
Mendillo et al., 1997; Innis et al., 2001; Ogawa et al.,
2002; Nicolls et al., 2004; Earle et al., 2008; Fritts
et al., 2008; Kamalabadi et al., 2009). While the
sources of this GW “continuum” are still under debate,
observed GW scales and periods appear to be relatively
well defined, and there is general agreement that the
primary GW sources occur in the lower neutral atmo-
sphere under “quiet” TI conditions. At these times,
GW vertical wavelengths increase from ∼10 km or
greater at ∼100 to ∼200 km or greater at ∼300 km,
while periods vary from ∼10 min to several hours at
∼100 to ∼20 min to ∼2 h at ∼300 km. The distri-
bution of vertical wavelengths with altitude obtained
by Oliver et al. (1997) with the MU radar under
quiet conditions is shown in Fig. 8.1. Observed vari-
ations of wavelength and period with altitude suggest
that GWs, likely arising from different sources in the
lower atmosphere, contribute preferentially at different
altitudes.

Observed wavelength and period variations with
altitude under quiet conditions appear to be in good
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Fig. 8.1 Distributions of GW vertical wavelengths with altitude
observed by the MU radar. (After Oliver et al., 1997)

agreement with predictions of GW scales and frequen-
cies based on the viscous dissipation theory of Vadas
and Fritts (2005) and Vadas (2007) applied to GWs
arising in the lower atmosphere. The approximate vis-
cous dispersion relation of Vadas and Fritts (2005),
assuming a Prandtl number Pr = 1 (which differs from
the real value of Pr ∼0.7) is given by

(ωi + νm/H)2 = k2
hN2(|k|2 + 1/4H2), (8.1)

where ωi = kh(c – Uh) is the real GW intrinsic
frequency, ω = khUh is the real GW ground-based
frequency, Uh is the component of mean wind in the
plane of GW propagation, kh and m are the GW hor-
izontal and vertical wavenumbers, kh = 2π /λh and
m = 2π /λz, λh and λz are the GW horizontal and
vertical wavelengths, the total GW wavenumber is
k = (kh, m), H is the density scale height, and N is
the buoyancy frequency. Where viscosity is negligible,
Eq. (8.1) yields the usual inviscid anelastic dispersion
relation of Marks and Eckermann (1995), which may
be written as

m2 = k2
h(N2/ω2

i − 1) − 1/4H2. (8.2)

Equation (8.2) illustrates more conveniently the
influences of increasing or decreasing N, ωi, and kh

on GW vertical structure. As examples, decreasing kh

for constant N and ωi reduces m2, resulting in GWs
having large horizontal wavelengths being evanescent
throughout the lower atmosphere; likewise, decreas-
ing N or increasing |c – Uh| may cause GWs having
large kh and small horizontal wavelengths to become
evanescent where these conditions occur; finally, GWs
approaching critical levels, where ωi = kh(c – Uh)
approaches zero, causes these GWs to cease verti-
cal propagation. The consequences of these processes
(and viscosity) for GWs arising from general sources
in the lower atmosphere for various solar conditions
and thermospheric mean winds were evaluated by
Fritts and Vadas (2008). These results are illustrated
in Fig. 8.2 for three GW propagation directions with
a thermospheric temperature of 1000 K, an eastward
thermospheric wind of 100 ms–1, and Pr = 0.7.

The results displayed at top in Fig. 8.2 show
that long horizontal wavelengths are expected to be
evanescent in the lower atmosphere, with more severe
limits occurring for higher initial GW frequencies.
Decreasing |c – Uh| results in critical levels for all
but the longest horizontal wavelengths for GWs prop-
agating eastward (right panels), while decreasing N
and increasing |c – Uh| result in decreasing m2 and
an approach to turning levels (and reflection) for
GWs propagating westward at the smaller horizontal
wavelengths (left panels). Decreasing N also causes
reflection for the higher initial frequencies (N/2 and
N/3) and smaller horizontal wavelengths even with-
out changes in the intrinsic phase speeds for those
GWs propagating meridionally (middle panels). The
consequences of these various effects are a decreasing
range of horizontal and vertical wavelengths achiev-
ing higher altitudes for each initial GW frequency
considered (bottom panels of Fig. 8.2). GWs having
horizontal and vertical wavelengths of ∼100–1000 km
and propagating westward (against the thermospheric
wind) will retain ∼3% or more of their initial momen-
tum flux at ∼250 km altitude, with a smaller range of
wavelengths surviving to this altitude without Doppler
shifting. For the conditions displayed here, only wave-
lengths of ∼150–500 km survive to 300 km altitudes,
and only for up-shifted GWs propagating against the
mean wind. As shown by Fritts and Vadas (2008),
similar results are obtained for smaller and larger ther-
mospheric temperatures, with smaller temperatures
yielding higher viscosities, lower penetration, and
more restricted wavelengths and higher temperatures
yielding lower viscosities, higher penetration, and a
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Fig. 8.2 Top panels show gravity wave penetration altitudes
for horizontal wavelengths varying from 10 to ∼1000 km
for initial GW frequencies of N/2, N/3, N/5, and N/10
(top to bottom, with N = 0.02 s–1) and for GW propaga-
tion against, across, and along (left to right) an eastward
thermospheric wind of 100 ms–1. Bottom panels show
horizontal and vertical wavelengths achieving altitudes of
150, 200, 250, and 300 km (top to bottom) for GW

propagation directions as at left. A Prandtl number Pr
= 0.7 and a thermospheric temperature of 1000 K are
assumed. Solid lines denote surviving GW momentum flux,
ρ0(z) < u′

hw′ >, magnitudes with altitude for each wavenumber
and frequency at the source altitude, with contour inter-
vals of 0.9, 0.5 (bold), 0.1, and 0.03. Dashed lines in top
panels are contours of vertical wavelength (in km), with
50 km in bold. Dashed lines in bottom panel indicate



8 Gravity Wave Influences in the Thermosphere and Ionosphere 113

Fig. 8.2 (continued) observed GW periods of 10, 20 (bold), 30,
and 60 min. Vertical wavelengths in the lower panels are not reli-
able near the value of 4πH (shown with the horizontal dashed

line in each panel) because the WKB assumption is violated at
these scales. (After Fritts and Vadas, 2008)
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somewhat expanded range of wavelengths. The spatial
and temporal scales observed by various radars and
predicted by viscous ray theory are largely consis-
tent with inferences from satellite, digisonde, and GPS
TEC data, where these data are available (Innis and
Conde, 2002; Earle et al., 2008; Fritts et al., 2008).

Corresponding GW amplitude estimates in the TI
come from several sources. In situ measurements of
neutral and ion velocities (and perturbation densities,
temperatures, and pressures) obtained by Dynamics
Explorer 2 (DE-2) at middle and high latitudes have
demonstrated consistency with the expected GW polar-
ization relations at wavelengths consistent with ISR
observations at DE-2 altitudes (Earle et al., 2008; Innis
and Conde, 2002). Vertical velocities of ∼20 ms–1 at
mid-latitudes and altitudes of ∼250 to 300 km were
observed by Earle et al. (2008), while significantly
larger amplitudes were reported by Innis and Conde
(2002) at high latitudes. Similar vertical velocities to
those seen by Earle et al. (2008) were also inferred
from digisonde electron densities (see Fig. 8.3, left)
during the 2005 Spread F Experiment (SFX), ∼10
to 30 ms–1 (Fig. 8.4), where electron density pertur-
bations as high as ∼40% also implied large neutral
GW amplitudes, downward phase motions, and peri-
ods of ∼20 min to 2 h (Fritts et al., 2008; Abdu et al.,
2009). Large electron density perturbations were also
inferred from GUVI 1356 nm measurements during
SFX extending from ∼100 km to much higher alti-
tudes (Kamalabadi et al., 2009, Fig. 8.3, right), with
the perturbations below ∼250 km not attributable to
plasma bubbles and horizontal wavelengths of ∼200
to 500 km comparable to those expected for GWs at
these altitudes (Fig. 8.2). Finally, we note that GW
horizontal velocities are almost always larger than ver-
tical velocities, with typical factors of ∼2 to 5 for those
GWs expected to reach the highest altitudes (Fritts and
Vadas, 2008). Thus, GW momentum fluxes (per unit
mass), < u′

hw′ > = u′
h0

w′
0/2 (where angle brackets

denote an average over GW phase and u′
h0

and w′
0 are

the GW horizontal and vertical velocity amplitudes),
and the body forces and secondary wave radiation
accompanying wave dissipation, are also expected to
be substantial.

Additional evidence for large-amplitude GWs enter-
ing the TI from below comes from extensive ray
tracing studies of GWs assumed to arise from spe-
cific sources in the lower atmosphere and the MLT
by Vadas and colleagues using the same methodology

as the results of Fritts and Vadas (2008) discussed
above. Most attention has focused on GWs arising
from deep convection because this is the most obvious
lower atmosphere source that readily yields large-scale
GWs having large ground-relative phase speeds (Vadas
and Fritts, 2004, 2009; Vadas, 2007; Vadas et al.,
2009). Large phase speeds are required to penetrate
the ∼100 ms–1 mean and tidal winds in the MLT
that remove essentially all lower phase speed waves
from the spectrum through critical-level interactions
and related instability dynamics. Similar indications
of GWs arising from deep convection and penetrat-
ing into the MLT have come from direct simulations
of convection and the propagation of GWs that result
(e.g., Lane et al., 2001; Horinouchi et al., 2007;
Horinouchi, 2004), but these simulations typically
have not extended to significantly higher altitudes.

Further evidence for the importance of GWs aris-
ing from tropical convection in the TI comes from
observed correlations of regions of enhanced convec-
tion with (1) enhanced ionospheric irregularities in
the upper mesosphere and lower thermosphere seen in
GPS radio occultation by Hocke and Tsuda (2001) and
(2) a higher statistical occurrence of equatorial plasma
bubbles (EPBs) at the topside F layer by McClure et al.
(1998). Large-scale GWs arising from deep convec-
tion were invoked as the coupling mechanism in each
case. McClure et al. (1998) also noted a secondary
EPB occurrence maximum accompanying convection
in the eastern Pacific during an El Nino period. The
correlations identified by Hocke and Tsuda (2001) are
shown in Fig. 8.5. Both studies provide compelling evi-
dence of a dynamical link between deep convection
and ionospheric perturbations or instabilities suggest-
ing GWs as the coupling mechanism. Indeed, recent
analyses and modeling in support of measurements
made during the Spread F Experiment (Fritts et al.,
2009a) suggest that observed GWs can play a role in
EPB seeding when background ionospheric conditions
are conducive (Abdu et al., 2009; Kherani et al., 2009).
In contrast, other lower atmosphere sources, especially
topography and jet stream winds and shears, yield GW
phase speeds that typically do not enable penetration
into the TI.

Ray tracing of GWs arising from deep convection
suggests that smaller spatial scale GWs with larger
amplitudes are often unstable and dissipate in the MLT,
while GWs with larger spatial scales (and larger phase
speeds), but smaller MLT amplitudes, can more readily
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(a)

(b)

Fig. 8.3 Electron density perturbations inferred from digisonde measurements at Fortaleza, Brazil (top) and GUVI 1356 nm
emissions (bottom) during SFX. (After Fritts et al., 2008; Kamalabadi et al., 2009)

penetrate to significantly higher altitudes. Thus it is
likely the large-scale, small-amplitude “tail” of the
convective GW spectrum that has the dominant direct
effects in the TI (Vadas and Fritts, 2004, 2009; Vadas,
2007; Fritts and Vadas, 2008; Vadas et al., 2009).
Indeed, Vadas et al. (2009) predict maximum GW hor-
izontal velocities of ∼10 to 50 ms–1 in response to
individual, but significant, convective plumes at spatial
scales and phase speeds that cannot penetrate typical
MLT winds, while Fritts and Vadas (2008) and Fritts
et al. (2008) show that GWs having nominal horizontal

winds (∼1 ms–1 at 80 km) can experience ampli-
tude increases of ∼100 or more prior to dissipation at
altitudes above ∼250 to 350 km (under suitable prop-
agation conditions). The implication is that even GWs
having large spatial scales and horizontal phase speeds,
but relatively small amplitudes at MLT altitudes, may
yield very much larger amplitudes and TI influences
if they avoid instability and dissipation at intermedi-
ate altitudes. Ray tracing methods, however, cannot
account for either linear behavior when assumptions on
which it is based (i.e. the WKB approximation) are not
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Fig. 8.4 RTI map of 5-m irregularities observed with the
30 MHz radar at Sao Luis for 24–25 October 2005 (top), F
layer true heights at plasma frequencies of 5, 6, 7, and 8 MHz
(second panel), mean drift velocity computed from d(hF)/dt

(third panel), band-pass filtered (20 min to 3 h) height oscil-
lations at the four frequencies (fourth panel), and instability
growth rate factor due to the Vz/L term (bottom panel). (After
Abdu et al., 2009)

valid or when GW amplitudes are sufficiently large that
nonlinear behavior is expected. Both of these concerns
are appropriate for GWs having larger vertical scales
at higher altitudes in the TI and will be addressed in
greater detail below.

Another apparent source of deep, fast GWs that
readily penetrate into the TI from below is body
forcing accompanying dissipation (and spatially and
temporally localized momentum flux divergence) of
GWs having amplitudes, horizontal scales, and phase

speeds that cause them to become unstable in the MLT
(Vadas and Fritts, 2001, 2002; Vadas, 2007; Vadas and
Liu, 2009). These “primary” GWs typically (1) have
rapid vertical propagation, (2) achieve large ampli-
tudes and large momentum fluxes, and (3) induce
significant forcing on the spatial scales of these GW
packets at the altitudes at which they become unsta-
ble. These characteristics yield body forces that are
deep and horizontally limited, but at larger spatial
scales that the primary GW wavelengths, which act
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Fig. 8.5 Measurements of small-scale (< 7 km) electron density
fluctuations (a), stratospheric fractional temperature variance,
with solid and dashed lines denoting altitudes of 22–28 and
32–38 km, respectively (b), water vapor pressure averaged from
4–6 km, with solid and dashed lines denoting GPS/MET and

ECMWF data, respectively (c), average terrain height from
5–25oS (d), and the number of occultation events. Data in (a),
(b), (c), and (e) were smoothed over 10o of longitude. (After
Hocke and Tsuda, 2001)

as preferential sources for “secondary” GWs having
larger vertical scales and higher phase speeds than the
primary GWs and which themselves readily propagate
to much higher altitudes.

An example of the response to local body forc-
ing assumed to arise from rapid GW dissipation at
∼180 km simulated with the TIME GCM by Vadas and
Liu (2009) reveals a GW with horizontal wavelength
∼2000 km and maximum phase speed ∼500 ms–1

quickly achieving much higher altitudes, propagating
globally, and yielding large TEC perturbations (see
Fig. 8.6). This thermospheric response is reminiscent
of mesospheric responses to deep convection observed
when intervening winds do not disrupt the nearly circu-
lar GW patterns seen in mesopause airglow emissions
(i.e., Sentman et al., 2003; Yue et al., 2009). Such
TI motions are typically characterized as TIDs, which
are plasma manifestations of neutral GWs occurring
on spatial and temporal scales ranging from 100’s to
1000’s of km and 10’s of minutes to hours and having

phase speeds of 100’s of ms–1. The example shown
in Fig. 8.6 would be considered a large-scale TID,
and such specific responses to body forcing in the
MLT have yet to be identified in observational stud-
ies. We nevertheless expect them to be an important
component of the thermospheric motion field, and its
variability, and a key momentum input from lower alti-
tudes. Large-scale TIDs also arise accompanying large
energy and momentum inputs in the auroral zones dur-
ing geomagnetic storms. These inputs result in strong
heating, flow accelerations, and potentially very large
amplitudes in the neutral and plasma density, tempera-
ture, and wind fields extending to high altitudes that
readily propagate to equatorial latitudes and beyond
(Fuller-Rowell et al., 1994, 2002; Hocke and Schlegel,
1996; Shiokawa et al., 2002; Nicolls et al., 2004).
Small- and medium-scale TIDs having smaller phase
speeds and amplitudes are more common, and are more
likely to be manifestations of primary GWs entering
the TI from sources in the lower atmosphere.
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Fig. 8.6
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Fig. 8.6 TIME GCM responses in neutral temperature at
250 km (top) and in a latitude-height cross section (second pan-
els) to a local body force at ∼180 km assumed to arise from
GW breaking and momentum deposition. Times (left to right)
are 115, 140, and 165 min following the body force centered at

180 km. Corresponding latitude-time TEC perturbations induced
by this deep GW response (lower panel) reveal outward and
upward propagation with a horizontal wavelength of ∼2000 km
and a maximum phase speed of ∼500 ms–1. (After Vadas and
Liu, 2009)

8.3 Validity of Ray Tracing Assumptions
in the TI

8.3.1 The WKB Approximation

The viscous dispersion relation and ray equations
developed by Vadas and Fritts (2005) and employed
by Vadas (2007) and colleagues for predictions of GW
propagation, refraction, and dissipation are based on
the WKB approximation, which assumes that m2 >>
1/4H2, or λz < 4πH. This assumption is readily satis-
fied for the smaller vertical wavelengths that appear to
dominate the GW spectrum in the MLT, say ∼100 km
and below (see Fig. 8.1). At higher altitudes, however,
the larger vertical wavelengths typically approach or
exceed λz ∼ 4πH, thus apparently violating the WKB
assumption and the conclusions based on its validity.
Because of this, Vadas and Fritts (2005) employed the
analysis of WKB validity by Einaudi and Hines (1970)
to examine its validity in our applications more care-
fully. Einaudi and Hines (1970) showed that WKB
validity requires a small “residue”, defined as

R2 = (1/2m3 ) d2m/dz2 − (3/4m4) (dm/dz)2 (8.3)

Vadas and Fritts (2005) displayed values of R2 = 1
for predictions of GW propagation and dissipation for

various GW scales and frequencies to indicate where
the WKB approximation is clearly violated. This typ-
ically occurs only for larger vertical wavelengths and
at altitudes near the predicted “dissipation altitude”,
defined by Vadas and Fritts (2005) as

zdiss ≈ z1 + H ln( ωIr/2H|m|3 ν1), (8.4)

where zdiss is the altitude at which the momentum flux
<u′

hw′> peaks, z1 is a reference altitude ∼2 to 3 H
below zdiss, and ν1 is the kinematic viscosity at z1.

Unfortunately, neither Vadas and Fritts (2005) nor
Vadas (2007) displayed values of R2 ∼0.1 to 0.3
(for which the WKB approximation is more likely
approximately valid), so the larger ranges of altitude
over which the WKB assumption may be question-
able have not been clearly defined for a range of GW
wavelengths relevant to the thermosphere. While the
altitudes at which R2 = 1 move downward towards zdiss

as vertical wavelengths increase (see Vadas and Fritts,
2005, Fig. 8.3), further analysis (Vadas, personal com-
munication, 2010) indicates that in a majority of cases
the altitudes at which R2 exceeds 0.1, 0.3, and 1 are
nearly the same, suggesting that the R2 = 1 results of
Vadas and Fritts (2005) may be a reasonable guide.
There are also cases in which R2 exceeds 0.1–0.3 at
lower and intermediate altitudes (well below dissipa-
tion altitudes) for larger initial vertical wavelengths,
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but these are more likely to result in partial reflection
rather than GW dissipation. Nevertheless, significant
GW dissipation and momentum deposition may occur
at altitudes above where R2 ∼0.1 to 0.3 for the larger
vertical wavelengths at higher altitudes. This likely
does not invalidate the prediction of most of the dissi-
pation occurring near zdiss, likely within a scale height
or so. But it very likely does influence the specific
spatial dependence of these processes, and the vertical
distributions of the implied body forces.

8.3.2 Quasi-Linear and Nonlinear Effects

It is well known that GWs exhibit interactions
with other motions at small and large amplitudes,
including mean flows and other structures having
either 2D or 3D character, and that such inter-
actions cause significant departures from “linear”
behavior (e.g., Whitham, 1965, 1974; Hasselmann,
1967; Bretherton, 1969; Meid, 1976; Drazin, 1977;
Grimshaw, 1977; Lighthill, 1978; Yeh and Liu,
1981; Klostermeyer, 1991; Lombard and Riley, 1996;
Sonmor and Klaassen, 1997; Sutherland, 1999, 2000,
2001, 2006). Interactions with mean flows are typi-
cally referred to as “quasi-linear”, while interactions
among various components of the motion spectrum
having spatial and temporal variations are referred to
as nonlinear. Quasi-linear dynamics are often assumed
to be “one-way”, with the GW influencing the mean
flow, but not the reverse. However, numerous stud-
ies indicate that such interactions may influence the
GW strongly, altering its spatial and temporal charac-
ter, its vertical propagation and momentum deposition,
and enabling various instabilities, even in a Boussinesq
fluid (McIntyre, 1973; Grimshaw, 1977; Fritts and
Dunkerton, 1984; Walterscheid and Schubert, 1990;
Sutherland, 2000, 2001; Huang et al., 2002).

GW packets that are localized only in the verti-
cal transport momentum that resides in the mean flow
and accompanies wave packet propagation via mean
flow variations that are transient and reversible if the
dynamics are linear and conservative, but that may
become irreversible and enable various instabilities
if quasi-linear or nonlinear effects become impor-
tant (Grimshaw, 1977; Fritts and Dunkerton, 1984;
Fritts et al., 1994, 1996, 1998; Sutherland, 2000).
Fritts and Dunkerton (1984) argued that “self accelera-
tion” can significantly increase the GW phase speed

at the leading edge of a wave packet, thus enabling
higher wave packet propagation, and penetration to
altitudes above an initial critical level. Fritts et al.
(1994, 1996, 1998) found transient induced mean flows
in a mean shear (1) to become permanent due to insta-
bility and dissipation, (2) to enhance mean shears at
the trailing edge of the wave packet, and (3) to con-
tribute to the character of wave breaking dynamics.
Sutherland (2000) proposed that a vertically-localized
GW packet (1) will become unstable to overturning
if the induced mean flow exceeds the GW horizontal
group velocity (a “self-acceleration condition”) and (2)
will exhibit self-acceleration effects at infinitesimally
small amplitudes if its frequency is very close to the
local buoyancy frequency. Sutherland (2006) further
demonstrated that GW packets that are suitably local-
ized vertically and have sufficiently high frequencies
will become unstable to self-acceleration effects rather
than parametric instabilities.

GW packets that are localized both horizontally
and vertically exhibit more complex mean responses
and both quasi-linear and nonlinear influences on
wave propagation and instability (Grimshaw, 1977;
Sutherland, 1999, 2001). Mean flows induced by
2D (or 3D) wave packets necessarily have 2D (3D)
structure to preserve continuity, even for conserva-
tive motions, with an expectation of secondary GW
radiation accompanying induced vertical motions (Luo
and Fritts, 1993; Vadas and Fritts, 2001, 2002). Wave
packets that are dissipating, as a result of viscous dis-
sipation, turbulence, or instabilities that erode wave
amplitudes, exhibit momentum flux divergence with
altitude that is not fully reversible and leave some
momentum behind as the packet propagates to higher
(or lower) altitudes. If the GW exhibits strong insta-
bility and large amplitude reductions, resulting, for
example, from wave “breaking” rather than weaker and
slower wave-wave interactions (Fritts et al., 2009b, c),
the majority of the momentum is “deposited” (or more
correctly, fails to be transported elsewhere) and spread
over the spatial extent of the breaking region, again
implying 2D or 3D mean responses and a potential for
radiation of secondary GWs as discussed above.

While these various quasi-linear and nonlinear
dynamics are anticipated in Boussinesq fluids, their
potential importance is likely much greater in the
atmosphere where GWs can propagate over many
scale heights, with amplitudes and momentum fluxes
(per unit mass) potentially increasing by orders of
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magnitude. GWs arising from sources in the lower
atmosphere may increase in amplitude by ∼100 times
or more in reaching the MLT, while those waves
having very large spatial scales and relatively high fre-
quencies may increase in amplitude by another ∼2
decades prior to dissipation far into the thermosphere
(Vadas and Fritts, 2005; Vadas, 2007; Fritts and Vadas,
2008). Quasi-linear effects are amplified in such cases
because the increment of momentum per unit area
accompanying a wave packet may be written as

�M =
∫
ρ�U dz (8.5)

with an induced mean flow change at altitude z and
time t given by

�U (z, t) = −
∫ [

(1/ρ) d
(
ρ < u′

hw′ >
)
/dz

]
dt

(8.6)
where the integrals are over the depth of the wave
packet and from prior to wave packet arrival to an
intermediate time, t, before it has passed, respectively,
< u′

hw′> is a function of z and t, and the GW momen-
tum flux increases as 1/ρ following the wave packet for
conservative motions. Assuming that the wave packet
propagates over a number of scale heights, the incre-
ment of momentum remains constant, but �U(t) also
increases as ∼1/ρ for constant vertical group veloc-
ity (see Fig. 8.7). As seen previously for Boussinesq
fluids (Fritts and Dunkerton, 1984; Sutherland, 1999,
2001, 2006), accelerations (decelerations) at the lead-
ing (trailing) edge of the wave packet yield increases
(decreases) in the phase speed of the GW at these loca-
tions that increase in magnitude with decreasing den-
sity. This results in a temporally-varying distribution
of phase speed across the wave packet and a potential
for “self-acceleration” instabilities that increases with
increasing wave amplitudes and induced mean flows
(Sutherland, 2000, 2006).

The combination of increasing wave amplitudes,
momentum fluxes, induced mean flows, and phase
speed variations as GWs propagate from sources in the
lower atmosphere and MLT to higher altitudes essen-
tially guarantees that the linear and WKB assumptions
implicit in the ray tracing methodology must fail to
provide a quantitative description of GWs to vary-
ing degrees in the MLT and at higher altitudes. Given
the very large scales and amplitudes anticipated at
the highest altitudes to which GWs penetrate prior

to strong viscous dissipation, we expect that methods
that specifically account for quasi-linear and nonlinear
effects in an atmosphere with realistic kinematic vis-
cosity and thermal diffusivity profiles will be required
to define such dynamics as (1) GW refraction due to
variable mean wind and stability profiles, especially
behavior near turning levels (where the real part of
the intrinsic frequency ωi = N), (2) the effects of “self
acceleration” on wave packet propagation, (3) the vari-
ous instabilities to which GW packets succumb at large
amplitudes and spatial scales and high frequencies, and
(4) the altitudes over which GW instability dynamics
leads to significant turbulence and mixing.

8.4 Studies of Large-Scale GW Dynamics
in the Thermosphere

Studies specifically addressing deep GW dynamics
in the MLT and higher in the thermosphere that
are unencumbered by WKB or linear assumptions
must enable solutions of either the fully compress-
ible or the (approximate) anelastic Navier-Stokes
equations. Numerical simulations of compressible
dynamics, however, demand enormous computational
resources for high-resolution studies because of the
large acoustic velocities in the thermosphere, even
below those altitudes at which viscosity dominates the
Courant-Friedrichs-Lewy (CFL) constraints in explicit
numerical schemes. Numerical solutions of the opti-
mal anelastic equations achieve up to an ∼10 times
increase in the CFL condition, but are constrained in
the same manner by viscous diffusion. Thus, to date at
least, the greatest insights into quasi-linear and non-
linear neutral dynamics for large-scale GW motions
in the MLT have come from recent anelastic simula-
tions. Here we describe anelastic DNS results intended
to illustrate the influences of both self acceleration
and nonlinearity accompanying strong GW amplitude
growth with increasing altitude.

8.4.1 GW Self-Acceleration Effects

GWs that are spatially and temporally localized will
exhibit self acceleration, but the magnitude and effects
of self acceleration will depend on the GW parameters,
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Fig. 8.7 Schematic of the variations of the induced mean flow
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the rate at which (or altitude interval over which) the
GW momentum flux varies, the degree of spatial local-
ization of the GW packet, and whether it is localized
in 1, 2, or 3 dimensions. Maximum self acceleration
occurs for GW packets localized in only the verti-
cal, as this precludes induced horizontal and/or vertical
circulations and distribution of the packet momentum
increment over larger spatial scales than the scale of
the packet itself.

To illustrate self-acceleration effects, we assume
a GW packet that is localized only in the vertical,
such that its momentum flux and self acceleration
approximate those at the center of a horizontally-
extended packet. The environment is assumed to be
initially at rest, isothermal, with constant scale height,
H = 7 km, and buoyancy frequency, N = 0.02 s–1

(buoyancy period Tb = 314 s) in order to illustrate self-
acceleration effects without refraction due to changes
of vertical wavelength with varying N), and to have
a (true) kinematic viscosity of ν ∼1.5 × 10–5 m2s–1

at the Earth’s surface. These imply kinematic viscosi-
ties of ∼1.4 and ∼400 m2s–1 at altitudes of 80 and
120 km. We also assume the GW packet is excited at
the Earth’s surface (z = 0) with an intrinsic frequency
of ωi = N/21/2 (initial intrinsic period of Ti = 2π /ωi =

444 s), horizontal and vertical wavelengths of λh =
λz = 20 km, a Gaussian amplitude variation in time
of half width σ t = Ti, and maximum horizontal and
vertical velocity perturbation amplitudes of u′

h = w′ =
0.0225 ms−1 occurring at t = 4Ti (but in anti-phase
with negative momentum flux). These GW parameters
imply initial horizontal and vertical phase velocities of
cpx = cpx ∼45 ms–1.

Our description of the evolution of this GW packet
employs the finite-volume anelastic (FVA) DNS model
recently introduced by Lund and Fritts (2011) for a
2D simulation employing a doubly periodic domain of
width 40 km and depth 160 km, with isotropic spatial
resolution of 200 m. This evolution is displayed with
streamwise-vertical cross sections of vertical velocity
at seven times in Fig. 8.8 at times ∼7, 9, 10.5, 11, 11.7,
11.9, 12.1 Ti after maximum forcing.

The wave packet evolution up to the first image
in Fig. 8.8 is essentially linear, as the GW ampli-
tude, momentum flux, and induced mean motions are
still very small at this time and altitude (maximum
u′

h = w′ = 2.5 ms−1are << cpx). This is confirmed by
the nearly uniform phase structure of the GW packet
at this time. As the GW propagates to higher altitudes,
however, its amplitude increases as ez/2H (w′maxima
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Fig. 8.8 Streamwise-vertical cross sections of vertical velocity
at times of ∼7, 9, 10.5, 11, 11.7, 11.9, 12.1 Ti after maximum
forcing at z = 0 in the FVA DNS of GW self acceleration.

Maximum vertical velocities at these times are w′ are ∼2.5, 8,
20, 40, 60, 60, and 40 ms–1, respectively

are ∼8, 20, 40, and 60 ms–1 in the 3rd through
6th images), its momentum flux and induced mean
motions increase as ez/H, and significant distortions
of the phase structure begin to emerge. These are
due to the accelerations of cpx spanning the leading
edge of the GW packet that resides in the mean flow
undergoing accelerations in the direction of GW prop-
agation because of (negative) GW momentum flux
that is increasing in time and decreasing with increas-
ing altitude; opposite tendencies for cpx and mean
motions occur where GW amplitudes are decreasing
with decreasing altitude. Succeeding images reveal
increasing phase distortions, including development
of a “kink” where the induced mean motions and
altered cpx are maximum, and continuing, but slow-
ing, vertical propagation of the maximum response.
By t = 11.7 Ti (5th image), the GW above the kink
exhibits approximately vertical phase structure and the
largest vertical velocities, both because GW velocities
increase with decreasing density and because vertical
velocities increase relative to horizontal velocities as
w′ ∼ khu′

h/m ∼ (λz/λh) u′
h

The last three images also exhibit differential cpx

accelerations with altitude that result in the phase
structure being advected through the vertical, with
evidence of smaller-scale structures and apparent
instability arising quickly thereafter. For reference,
the evolution up to the time exhibiting vertical phase

structures has required 11.7 Ti, but the subsequent evo-
lution of small-scale structures within the velocity field
spans only an additional 0.4 Ti. We take this as direct
evidence of the “self-acceleration” instability antici-
pated by Sutherland (2000, 2006), occurring where the
induced mean flow exceeds the GW horizontal group
velocity of the GW. Given the large momentum fluxes
and accelerations implied by the limited observations
suggesting very strong and localized body forces that
are available to date (e.g., Yamada et al., 2001; Fritts
et al., 2002), we anticipate that such dynamics may
be most common in the lower thermosphere, but that
similar “self-acceleration” dynamics may also readily
extend to lower altitudes whenever and wherever
large-amplitude, localized GW packets arise. We also
note that these self-acceleration effects arise largely
due to temporal (and spatial) variations in mean flow
forcing accompanying GW transience, rather than
primarily spatial (altitude) variations of GW momen-
tum flux and mean flow variations accompanying
GW dissipation due to viscous effects or instability.
This statement is based on the occurrence of very
similar evolutions of GW packet phase structures seen
to occur for stronger GW forcing at lower altitudes,
where viscous effects must play a much smaller
role (not shown). These various self-acceleration
dynamics will be discussed at greater length
elsewhere.
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8.4.2 GW Breaking and Turbulence
Generation in the Lower
Thermosphere

8.4.2.1 Problem Specification

We now consider the consequences of nonlinear-
ity for a GW expected to penetrate well into the
thermosphere, based on the ray tracing results of
Vadas (2007) and Fritts and Vadas (2008), and that
achieves an amplitude expected to lead to instability
and turbulence based on the DNS of GW breaking
in the MLT employing the Boussinesq incompressible
Navier-Stokes equations (Fritts et al., 2009a). For this
purpose, we assume a GW horizontal wavelength of
λh = 60 km, a horizontal phase speed of c = 55 ms–1,
and a maximum horizontal velocity amplitude of u′

h =
5.5 ms–1 at 100 km. These GW parameters are well
within the ranges anticipated to arise due to deep con-
vection by Vadas and Fritts (2009) and Yue et al.
(2009). We also assume a mean temperature profile
described by Vadas (2007) for mean solar condi-
tions, with the temperature increasing from ∼280 K
at 100 km to ∼900 K at 200 km, the corresponding
buoyancy frequency decreasing from N ∼0.022 s–1 at
100 km to ∼0.011 s–1 at 200 km, and mean density
decreasing by nearly 103 from 100 to 200 km. These
assumptions imply a GW intrinsic frequency of ωi =
kh(c – Uh) = N/101/2, where Uh in this case is the mean
flow induced by the GW discussed in Section 8.4.1, a
vertical wavelength of λz ∼20 km at 100 km, and a
kinematic viscosity of ν ∼14 m2s–1 at 100 km.

In order to examine nonlinear dynamics in the
absence of complicating self acceleration, we also
assume that the GW packet is sufficiently localized in
the horizontal that the induced mean flow is Uh ∼0
and the self-acceleration effects described in Section
8.4.1 may be neglected. Due to the strong density
decrease with altitude, the nondimensional GW ampli-
tude of a = u′

h/|c – Uh| ∼u′
h/c = 0.1 at 100 km

increases to a ∼1 near 160 km, suggesting a poten-
tial for GW breaking and instability that increases with
altitude if the Reynolds number Re = cλz/ν is suf-
ficiently large and the Boussinesq stability analysis
of Fritts et al. (2009b) is approximately valid. Note
that Re ∼λz

2/νTb for approximately hydrostatic GWs
(with Tb = 2π /N), making its scale dependence more
explicit. Thus, Re decreases with altitude as ∼ρ, but

increases with altitude as λz
2, which largely offsets the

variation with ρ, based on the variations with altitude
of λz observed by Oliver et al. (1997, see Fig. 8.1).
Clearly, then, the altitudes over which a particular GW
might exhibit nonlinear dynamics and instability will
depend on its spatial scales, intrinsic frequency, and
amplitude, with larger scales and amplitudes favoring
higher altitudes.

The nonlinear behavior of this GW is described
with the FVA model of Lund and Fritts (2011) with a
computational domain having a horizontal dimension
λh = 60 km, a vertical dimension extending from 100
to 200 km, and a spanwise dimension of 30 km so as
to allow possible 3D structures to arise. We also spec-
ify an isotropic resolution of 200 m so as to resolve
well any structures having spatial scales larger than
∼1 km. A linear increase with time (over 2.5 Tb) of
the horizontal velocity perturbation to a final amplitude
of u′

h = 5.5 ms–1 at 100 km generates a GW having a
structure conforming to the viscous anelastic disper-
sion relation that propagates to higher altitudes with
increasing amplitude with time.

8.4.2.2 Nonlinear GW Evolution

The temporal evolution of the GW is displayed in
Fig. 8.9 with cross sections of vorticity magnitude in
the streamwise-vertical plane of GW propagation (with
propagation upward and to the left) at times of ∼23,
25, 36, and 41 Tb following the start of the linear ramp
of the GW amplitude at 100 km. At the earliest time
shown, the underlying GW structure is clearly seen,
with alternating phases exhibiting larger (smaller) vor-
ticity magnitudes and lesser (greater) modulation of
the initial plane wave structure at a common spanwise
position. It requires only another 2 Tb, however, for
significant initial overturning to occur, beginning as
high at ∼160 km where the GW amplitude is a maxi-
mum at this time. Once overturning begins, the insta-
bilities exhibit a cascade to smaller scales of motion,
display clear 3D structure (see below), and gradu-
ally extend down along the unstable GW phases to
lower altitudes. As these instability dynamics penetrate
to lower altitudes and higher densities, Re increases
and enables an expanded range of turbulence scales,
with the smallest scales at ∼1 to 2 km in the last
image. Also accompanying the descent of the instabili-
ties is a cessation of instability at higher altitudes. This
occurs because instability at lower altitudes limits the
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Fig. 8.9 Streamwise-vertical cross section of vorticity magni-
tude from an anelastic 3D simulation of GW breaking between
100 and 170 km altitude spanning a time of ∼90 min (following
Lund and Fritts, 2011). Overturning and turbulence generation
extend to altitudes of ∼160 km, approximately 3 scale heights
above the “turbopause”. The GW had a horizontal wavelength

of λx = 60 km, an initial vertical wavelength of λz ∼20 km, a
horizontal perturbation velocity of u′ ∼5.5 ms–1 at 100 km, a
horizontal phase speed of 55 ms–1, and an intrinsic frequency of
ω = N/101/2 at 100 km. Background temperature increased from
∼280 to ∼900 K from 100 to 200 km

GW amplitudes above. Indeed, we expect typical GW
breaking events in the thermosphere (and more gener-
ally where density decreases contribute to rapid ampli-
tude growth and the tendency for instability) to exhibit
such downward penetration. Instability continues to
penetrate to lower altitudes until the GW amplitude is
no longer sufficient to initiate overturning.

These dynamics bear a striking resemblance to the
initial stages of the GW breaking events described by
Fritts et al. (2009b, c) employing a Boussinesq incom-
pressible code at much higher Re. Common features
include

1. initial instability structures composed of stream-
wise-aligned counter-rotating vortices closed at
their upstream (leftward) ends,

2. strong initial vortex dynamics in the high-shear
zones at the lower edge of the least stable phase of
the GW,

3. 3D vortex interactions that drive an enstrophy cas-
cade to smaller scales of motion,

4. significant GW amplitude reductions accompany-
ing GW breaking and instability, and

5. continued vertical propagation of the surviving GW
having a smaller amplitude.

Additional evidence for the location and character
of these instability dynamics within the GW field is
provided with 3D images spanning the last 12 Tb

of the evolution shown in Fig. 8.10. These provide

views of isosurfaces of the second (negative) eigen-
value, λ2, of the tensor defined as L=�2+S2, where
� and S are the rotation and strain tensors, with
anti-symmetric and symmetric components �ij=(∂ iuj–
∂ jui)/2 and Sij=(∂ iuj+∂ jui)/2 (see Fig. 8.9). These
define the most rapidly rotating vortex structures
within a turbulent flow (Jeong and Hussain, 1995). The
isosurfaces are also colored by vorticity magnitude,
confirming that the lower edges of the initial, larger-
scale structures are within the highly-sheared region
beneath the upward- and leftward-moving least stable
GW phase. They also reveal the “tube-like” character
of the turbulence throughout the enstrophy cascade.
But perhaps the most surprising aspect of this GW
breaking DNS is the suggestion that turbulence gen-
eration should be expected to accompany large-scale
and large-amplitude GWs penetrating well into the
thermosphere.

8.5 Discussion and Conclusions

This paper began with a brief review of some
of the considerable evidence for GW influences in
the thermosphere and ionosphere. Observations have
come from many measurement systems, among them
ground-based radars, GPS receivers, ionosondes, air-
glow imagers, and FPIs, in situ measurements, and
remote sensing from satellites. Theoretical and mod-
eling studies have likewise indicated a potential for
deep GW penetration and diverse effects. Collectively,
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Fig. 8.10 3D views of λ2 isosurfaces colored by vorticity magnitude showing the vortex scales and orientations extending to
altitudes of ∼150 km spanning the last ∼60 min of the evolution displayed in Fig. 8.8

measurements, modeling, and theory have suggested
GW influences including

1. penetration from sources in the lower atmosphere
to ∼500 km or above, depending on GW scales and
frequencies,

2. large neutral and plasma density and velocity per-
turbations,

3. contributions to seeding of plasma instabilities,
4. local momentum deposition, strong mean forcing,

and heating, and
5. radiation of large-scale GWs from body forcing

events and auroral sources that propagate over very
large scales.

Until recently, however, available tools lacked the
ability to define the quasi-linear and nonlinear influ-
ences of wave-mean flow interactions, wave-wave
interactions, and local instability dynamics accom-
panying GW attaining large amplitudes, momentum
fluxes, and mean-flow accelerations at various alti-
tudes in the TI. In particular, ray tracing theory makes
predictions of GW scales and amplitudes that ulti-
mately render the assumptions underlying the theory,
and its predictions, suspect. This is particularly true
for the largest GW scales predicted to achieve large
amplitudes and have strong influences extending to the
highest altitudes in the TI.

The recent development of a high-resolution 3D
finite-volume anelastic model allow studies of large-
scale GW propagation, wave-wave and wave-mean
flow interactions, and instability dynamics in vertical
domains spanning many scale heights (Lund and Fritts,
2011). Initial applications of this model to (1) GW self
acceleration accompanying induced mean flows for
transient, but horizontally-extended, GW packets and

(2) instability and turbulence accompanying attain-
ment of large GW amplitudes have revealed dynamics
having surprising and significant implications for the
MLT and at higher altitudes. Those discussed here
include

1. significant self acceleration of GW packets that are
vertically localized and horizontally extended,

2. corresponding changes in the GW structure, with
steepening phase structure at the leading edge and
reduced phase slopes at the trailing edge of the GW
packet, with “self-acceleration” instability occur-
ring for sufficiently strong events,

3. attainment of large amplitudes for large-scale GWs
entering the TI that lead to GW breaking, ampli-
tude reductions, instability, and 3D turbulence
that may extend to significant altitudes above the
“turbopause”, and

4. instability characteristics that closely resemble the
same dynamics anticipated for higher-Re flows at
lower altitudes.

The implications of these anelastic simulation
results are significant for the MLT because they reveal
both (1) that GW breaking and turbulence generation
should be anticipated well into the TI for sufficiently
large GW amplitudes, but with minimum spatial scales
dependent on the local Re, and typically at much
larger scales than associated with turbulence at lower
altitudes, and (2) that quasi-linear GW-mean flow
interactions accompany large-amplitude GWs and will
influence GW behavior, MLT and TI penetration alti-
tudes, and the potential for GW instability at high
altitudes.

The “turbopause”, above which neutral turbulence
is believed to largely cease due to increasing kinematic
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viscosity and thermal diffusivity, is generally regarded
to occur at altitudes between ∼105 and 110 km, with
variability that reflects latitudinal and seasonal varia-
tions in GW sources and filtering conditions and lower
thermospheric temperatures (Danilov, 1984; Hall et al.,
1998). It has also been recognized that the turbopause
at any location and time likely represents an altitude
range over which turbulence varies from frequent to
less frequent because of the intermittent nature of
the underlying GW field and increasing viscous con-
straints on GW instabilities with increasing altitude
(Hines, 1991). We are unaware of any studies sug-
gesting a turbopause altitude at ∼150 km or higher,
however, so the strong GW instability and large-scale
turbulence structures seen in Figs. 8.9 and 8.10 for
quite reasonable GW scales and amplitudes at lower
altitudes will come as a surprise to many. Indeed, the
expected lower altitude of the turbopause based on
measurements of atmospheric composition suggests
that GW breaking and turbulence at much higher alti-
tudes is an intermittent process. While we have not
yet examined the potential instability of larger-scale
GWs achieving even higher altitudes, it is quite pos-
sible that we should anticipate such events occurring
even higher when propagation conditions allow large
GW amplitudes at large spatial scales.

Future anelastic simulations will also enable evalua-
tion of the GW dissipation and momentum flux profiles
anticipated by viscous ray tracing, the efficiency of
continued GW propagation to higher altitude follow-
ing instability and turbulence below, and the scales
and effects of secondary GW generation accompa-
nying instability and momentum deposition, among
other studies. A greater appreciation of these various
dynamics will also enable a parameterization of these
influences in the TI that is unavailable to modelers at
present.
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Chapter 9

Neutral Winds and Densities at the Bottomside
of the F Layer from Primary and Secondary
Gravity Waves from Deep Convection

Sharon L. Vadas and Han-Li Liu

Abstract We model the primary gravity waves
(GWs) excited by overshooting convective plumes in
a 20◦ × 20◦ region in central Brazil for 6 h during
the evening on 01 October, 2005. We ray trace these
GWs into the thermosphere. At z = 250 km (near
the bottomside of the F layer), the surviving GWs
have horizontal wavelengths of λH ∼ 200−300 km,
horizontal velocity amplitudes of u′, v′ ≤ 15 m/s, and
neutral density perturbations of ρ′/ ρ ≤ 2%. We
compute the thermospheric body forces, and input
them into the Thermosphere-Ionosphere-Mesosphere-
Electrodynamics General Circulation Model (TIME-
GCM). These forces create a “mean” eastward wind
perturbation at z ∼ 150 km of 200−340 m/s which
lasts for ∼3 h. These forces also excite large-scale sec-
ondary GWs in all directions for at least 3 h with hori-
zontal wavelengths of λH ∼ 4000−5000 km, horizon-
tal phase speeds of cH ∼ 500−600 m/s, and density
perturbations of 5–15% at z = 250 km. Prior to and
after sunset, the wind perturbations are eastward with
u′ ∼ 75−150 m/s at z = 250 km. This occurs over the
convective region, where the winds from 2 large vor-
tices (created by the forces) converge. In other areas,
the winds are west, south, or northward. It is likely
that these forces (and the GWs they excite) signifi-
cantly affect the F region dynamo and the seeding of
equatorial plasma bubbles (EPBs).

S.L. Vadas (�)
Colorado Research Associates Division, NorthWest Research
Associates, Boulder, CO, USA
e-mail: vasha@cora.nwra.com; vasha@co-ra.com

9.1 Introduction

GWs have been observed in the thermosphere for
decades as TIDs (traveling ionospheric disturbances)
(Hocke and Schlegel, 1996; Oliver et al., 1997; Djuth
et al., 1997, 2004). From observations and model-
ing, it has been thought that large-scale, fast GWs
are created from the aurora (Hocke and Schlegel,
1996; Richmond, 1978; Hickey and Cole, 1988), while
medium scale GWs with cH < 250 ms−1 are created
in the lower atmosphere (Georges, 1968; Waldock and
Jones, 1986; Crowley et al., 1987; Ogawa et al., 1987).
GWs excited by convection are frequently observed in
the stratosphere (e.g., (Pfister et al., 1993; Dewan et al.,
1998)). If the winds are small, these GWs appear as
concentric rings in airglow layers near the mesopause,
a stunning confirmation of their source (Taylor and
Hapgood, 1988; Sentman et al., 2003; Suzuki et al.,
2007; Yue et al., 2009). These patterns can last for
hours, with λH ∼ 20−150 km. Near the equator, trop-
ical convection is the most important source of GWs
which can propagate into the thermosphere.

Although models show that convective “primary”
GWs can propagate to the upper mesosphere and break
there (Holton and Alexander, 1999; Horinouchi et al.,
2002), some convective GWs with large vertical wave-
lengths λz and initially small amplitudes can propagate
into the thermosphere (Vadas and Fritts, 2006; Vadas,
2007). Primary GWs with λH ≥ 100 km and cH ≥
200 m/s can propagate to z = 200−300 km before dis-
sipating (Vadas, 2007). Less energetic GWs dissipate
at z ∼ 110−220 km, creating horizontal thermospheric
body forces (Vadas and Fritts, 2006; Vadas and Liu
2009). A single convective plume creates an acceler-
ation of ∼1 m/s2 and “mean” winds of ∼400 m/s at

131M.A. Abdu, D. Pancheva (eds.), A. Bhattacharyya (Coed.), Aeronomy of the Earth’s Atmosphere and Ionosphere,
IAGA Special Sopron Book Series 2, DOI 10.1007/978-94-007-0326-1_9, © Springer Science+Business Media B.V. 2011
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z ∼ 180 km, and excites large-scale “secondary” GWs
with λH ∼ 2200 km and cH ∼ 500 m/s which propa-
gate up to at least z ∼ 420 km (Vadas and Liu, 2009).
A recent ray trace study showed that the TIDs observed
at the bottomside of the F layer near Wallops Island,
USA (75.47◦ W and 37.95◦ N) were secondary GWs
excited by the thermospheric body forces created by
deep convection in Tropical Storm Noel (Vadas and
Crowley, 2010).

Models show that GWs at the bottomside of the
F layer can seed equatorial spread F (ESF) and EPBs
through the Rayleigh-Taylor (RT) instability (Kelley
et al., 1981; Hysell et al., 1990; Huang and Kelley,
1996a). Radar results have correlated wave structure
in the bottomside ionosphere with the separations of
plumes that develop thereafter (Tsunoda and White,
1981; Hysell et al., 2006). One study found wave-
lengths of 200–400 km (Miller et al., 2010). Another
study showed a linear relationship between the wave-
lengths of the GWs observed near the mesopause
with EPB spacings (Takahashi et al., 2009). Rottger
(1973) found a median spacing of ∼380 km for peri-
odic equatorial irregularities. A recent study found that
the spacings between multiple, periodic EPBs (100–
800 km) agreed well with the spectrum of secondary
GWs from the Wallops Island study (Makela et al.,
2010).

At the dip (magnetic) equator, GW seeding altitudes
are z = 200−300 km. These altitudes can be lower
farther from the dip equator where the field lines are
lower, if electric field perturbations are created by the
GWs which then map to the magnetic equator and
create the RT instability (Fritts et al., 2008). GW per-
turbations must be aligned with the magnetic field in
order for the field-integrated perturbations to be suffi-
ciently large (Huang and Kelley, 1996b). When ESF
occurs, it is nearly always observed after sunset, when
the ionosphere descends. During this descent, spa-
tial resonance can occur with approximately eastward
propagating GWs, since plasma drifts in the eastward
direction (Kelley, 1989). An eastward neutral wind
is required to drive the F layer dynamo which cre-
ates the pre-sunset prereversal enhancement electric
field (PRE)/vertical drift (Rishbeth, 1971; Abdu et al.,
1995), although a recent study questions the need for a
strong PRE in generating ESF (Tsunoda et al., 2010).

Although (Vadas and Liu, 2009) calculated the pri-
mary and secondary GWs that result from a single
convective plume, convection generally lasts for hours

and involves tens to hundreds of plumes. The purpose
of this chapter is to calculate the primary and sec-
ondary GWs near the bottomside of the F layer that
result from 6 h of deep convection.

9.2 Primary GWs from Convective
Overshoot

Convective sources of gravity waves can be described
equivalently as heating or momentum sources, as these
sources are coupled through the vertical momentum
equation. Many linear models of GW excitation from
convection have been developed (Stull, 1976; Salby
and Garcia, 1987; Alexander et al., 1995; Walterscheid
et al., 2001; Beres, 2004). Here, we use an analytic, lin-
ear, Boussinesq model which describes the excitation
of GWs from a convective plume envelope with diam-
eter DH via an upward acceleration of air (Vadas and
Fritts, 2009). This model neglects moisture processes,
and assumes that the air above the tropopause is sta-
tionary within the frame of the mean horizontal wind at
the tropopause until a convective plume overshoots the
tropopause and pushes the stratospheric air upwards.
It solves the linear solutions in a locally unsheared
environment with a constant buoyancy frequency.

GOES-12 satellite images covering 45−65◦ W and
0−20◦ S in central Brazil were available every 30 min
during the 6 h period from 18:22 to 23:53 UT on 01
October 2005 (e.g. (Vadas et al., 2009)). Since the
local time (LT) is LT=UT−3 h, this includes sunset
at ∼2230 UT. Deep convection peaked at 19–22 UT,
and weakened rapidly after 23 UT. Using balloon
soundings, the tropopause temperature was determined
to be ∼209 K. All plumes cooler than this tem-
perature likely underwent convective overshoot (i.e.,
punched into the stratosphere where the temperature
increases), and therefore were identified as gener-
ating GWs. One hundred and thirty six convective
objects are identified; each is classified as a single
convective plume, a convective cluster containing 2
or more tightly-clumped convective plumes, or a con-
vective complex with 2 or more less-tightly-clumped
convective plumes. The average plume diameter in
each object ranges from DH = 5–20 km. The plume
updraft velocities, wpl, are estimated from Convective
Available Potential Energy (CAPE) maps, and range
from wpl 
 0 to 63 m/s. Because the primary and
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secondary GW amplitudes are proportional to wpl and
w2

pl, respectively, we only simulate those objects with
wpl ≥ 10 m/s here. Examples of primary GW spectra
excited by plumes and clusters are shown in Vadas
et al. (2009). Complexes are defined as 4 plumes at
the corners of a square, with adjacent plume centers
separated by 4.5DH.

The primary GWs are ray traced into the upper
atmosphere using an anelastic GW formulation (Vadas
and Fritts, 2005). The wind and temperatures are deter-
mined from balloon soundings, meteor winds, and the
TIME-GCM (Vadas et al., 2009). The GW parameters
are saved in a 4D box with grid spacings of 50 km ×
50 km × 4 km × 10 min in x, y, z, and t. The GW fields
(such as the velocity perturbations (u′, v′, w′) and den-
sity perturbations ρ′) are then reconstructed (Vadas
and Fritts, 2009). We now also include the effects of
parameterized wave breaking from self and wave-wave
interactions via the use of Lindzen’s saturation condi-
tion (Lindzen, 1981), as these effects are now known to
be important in the thermosphere for large-amplitude
waves (Yiğit et al., 2008, 2009). Without this effect, the
non-dimensional wave amplitudes in this study would
have been unrealistically large, ∼5−20, because of
the multiple clusters with large updraft velocities that
occurred on this day. Including this effect decreases
the altitude where the thermospheric body forces are

maximum. We include this effect by ray tracing the
GWs from each convective object, reconstructing the
GW solution, and calculating the sum of the non-
dimensional amplitude squared, A2, in each (x, y, z, t)
bin from all convective objects. We then run the ray
trace model for all convective objects again, and reduce
the amplitude of each GW which enters a bin with
A > 1 to ensure that A = 1 (Smith et al., 1987). This
also has the effect of altering the background flow via
the deposition of momentum.

Figure 9.1 shows the primary GW density perturba-
tions at z = 250 km, ρ′, divided by the neutral back-
ground density ρ. Lines of propagating GWs are seen.
This is in contrast to z = 150 km, which shows mostly
partial concentric rings (not shown). This difference
occurs because of wind and dissipative filtering. The
GWs propagate in a direction perpendicular to the
phase lines, which in general is east and southeastward.
A GW’s horizontal wavelength, λH, is the perpendicu-
lar distance between the white (or black) contour lines.
From 1945 to 2155 UT, λH decreases from ∼300 to
200 km.

The horizontal velocity perturbations of the pri-
mary GWs are shown at 1945 UT and z = 250 km in
Fig. 9.2. The horizontal and vertical velocity pertur-
bations, (u′, v′, w′), are as large as 10−15 m/s. These
values are typical of other times. Note that w′ is

Fig. 9.1 Primary GW density perturbations, ρ′/ ρ, at z =
250 km from ray tracing. (a–f): 1945, 2005, 2025, 2055, 2125,
and 2155 UT, respectively. Maximum positive (negative) values

are white (black). The maximum values of |ρ′/ ρ| are (a–c):
2, 2, and 1%, respectively. (d–f): 2, 2, and 0.3%, respectively
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Fig. 9.2 Vector plot of the primary GW horizontal velocity
perturbations at 1945 UT and z = 250 km from ray tracing.
The maximum values of |u′|, |v′|, and |w′| on this slice are
14, 7, and 12 m/s, respectively, where u′, v′, and w′ denote
the GW zonal, meridional and vertical velocity perturbations in
geographic coordinates

comparable to u′, v′ because the primary GW intrin-
sic frequency, ωIr, is nearly equal to the buoyancy
frequency.

9.3 Thermospheric Body Forces from
Primary GW Dissipation

We determine the body forces which accompany pri-
mary GW dissipation and/or saturation in the ther-
mosphere by computing the vertical divergences of
the zonal and meridional momentum fluxes (per unit
mass). The zonal and meridional components of the
body force in geographic coordinates are

Fx = − 1

ρ

∂(ρu′w′∗)

∂z
, Fy = − 1

ρ

∂(ρv′w′∗)

∂z
, (9.1)

respectively (Andrews et al., 1987). Here, overlines
denote averages over 1–2 wave periods and wave-
lengths, and ∗ denotes the complex conjugate. If
the GWs are not dissipating or saturating, (ρu′w′∗)
and (ρv′w′∗) are constant with altitude, so that Fx =
Fy = 0.

Because the TIME-GCM includes a GW parame-
terization scheme up to z = 120 km, we smoothly zero
our body forces below 120 km in order to avoid double

counting the GW effects. We choose a smoothing
range of δ = 20 km. For altitudes below zi = 100 km,
we set the body forces equal to zero. For altitudes
between zi and zi + δ, we multiply the body forces by

1 − cos2 [
π (z − zi)/(2δ)

]
. (9.2)

We find that the largest value of Fx is eastward, Fx =
0.83 m/s2, and occurs at 60

◦
W, 12

◦
S, z = 152 km, and

1915 UT. The largest value of Fy is southward, Fy =
−0.89 m/s2, and occurs at 53

◦
W, 20

◦
S, z = 164 km,

and 1925 UT. These accelerations are consistent with
previous results from a single convective plume (Vadas
and Liu, 2009). However, the altitude of the ther-
mospheric body force is lower here by ∼30−40 km
because of wave saturation.

Figure 9.3 shows horizontal slices of (Fx, Fy) at z =
150 km. The strongest accelerations last for only 2 h,
from 19 to 21 UT, and are east, north, and southward.
The accelerations are patchy and variable because of
constructive and destructive interference between GWs
from different convective objects. They have partial
ring shapes because the GW phase lines are partial
rings at this altitude.

GWs moving against the background wind propa-
gate to higher altitudes in the thermosphere (Fritts and
Vadas, 2008). Those primary GWs which dissipate at
z = 150 km are propagating in a direction which is
opposite to the background wind direction 1–2 neu-
tral density scale heights below z = 150 km (i.e., at
z ∼ 120−130 km) (Vadas and Liu, 2009). The domi-
nant winds which filter the GWs in the lower thermo-
sphere are semidiurnal and diurnal tides, which change
on time scales of 6–12 h. This is why the body forces
in Fig. 9.3 are directed in a similar direction from 19 to
21 UT.

9.4 Generated Neutral Mean Winds
and Secondary Gravity Waves

Thermospheric body forces excite secondary
GWs and create “mean” neutral winds (Vadas
and Liu, 2009; Vadas, 2010a, b). Because the
spatial variability of the forces in Fig. 9.3 are
1−5◦, we expect the secondary GWs to have
horizontal wavelengths of λH ∼ 100−5000 km,
with a peak at λH ∼ 200−500 km. (Note
that the secondary GWs at the bottomside of
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Fig. 9.3 (a–f): Vector plot of Fx and Fy from Eq. (9.1) (cal-
culated from the ray trace solutions) every 30 min from 1855
to 2125 UT at z = 152 km. All panels are normalized by the

same factor. The largest forces are Fx = 0.68 m/s2 and Fy =
0.83 m/s2 in (b)

the F layer in the Wallops Island study had
λH ∼ 100−2000 km, and peaked at λH ∼
100−300 km (Vadas and Crowley, 2010).) We
insert Fx and Fy from Eq. (9.1) (as a function
of x, y, z, t) into the high resolution TIME-GCM.
Because of the 2.5◦ horizontal grid spacing of this
model, however, GWs with λH < 2000 km are not
resolvable (Vadas and Liu, 2009). We calculate the
difference between this “perturbed” solution and the
“unperturbed” high resolution TIME-GCM solution
(i.e., with no thermospheric body forces). We show
the perturbed minus the unperturbed TIME-GCM
solutions in Figs. 9.4, 9.5, and 9.6.

Figure 9.4 shows the neutral density perturba-
tions of the excited secondary GWs that are resolved
by the TIME-GCM (i.e., having λH ≥ 2000 km) at
z = 250 km. There is a density decrease of 8–12%
over central and western Brazil which moves south-
ward in time. There is also a density enhancement of
7–9% over eastern Brazil which moves southeastward
in time. These occur because (1) a density decrease
is created near the back-half of a body force at
z ∼ 150 km as fluid is pushed away from this region,
and (2) a density enhancement is created near the front-
half of a body force as fluid is pushed into a region
containing existing fluid. The density perturbation

Fig. 9.4 Neutral density perturbations of the secondary GWs
at z = 250 km from the TIME-GCM. (a–c) show 2230, 2330,
and 2430 UT, respectively. Green (purple) colors show negative
(positive) perturbations. Minimum and maximum perturbation

amplitudes are (a): −10 and 7%. (b): −12 and 9%. (c): −8
and 7%. The latitude and longitude lines on Earth are separated
by 20

◦
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Fig. 9.5 Neutral zonal
velocity perturbations at 14

◦
S

from the TIME-GCM. (a–c)
show 2230, 2330, and 2430
UT, respectively. Green
(purple) colors show negative
(positive) perturbations.
Minimum and maximum
amplitudes are (a): −85 and
340 m/s. (b): −70 and 280
m/s. (c): −60 and 185 m/s

Fig. 9.6 Horizontal velocity
perturbations of the secondary
GWs at z = 250 km from the
TIME-GCM. (a): 2130 UT.
(b): 2430 UT. Maximum
perturbation amplitudes are
(a): 75 m/s. (b): 150 m/s. The
latitude and longitude lines on
Earth are separated by 20

◦

amplitudes are smaller after 24 UT because the body
forces are weaker then (see Fig. 9.3). Co-aligned with
the density enhancement is a density decrease (nearer
to the south pole) which also moves southeastward in
time. These constitute the ± phases of an excited large-
scale secondary GW with cH ∼ 500−600 m/s and
λH ∼ 4000−5000 km. There are also large-scale sec-
ondary GWs which move north and westward in time,
although their amplitudes are significantly smaller than
the southeastward GWs before 24 UT.

The result that the northwestward and southeast-
ward GWs have significantly smaller amplitudes
before 24 UT differs from previous results; Vadas and
Liu (2009) found that the secondary GWs have simi-
lar amplitudes in and opposite to the force direction.
If the background winds are small, secondary GWs
excited by horizontal body forces have equal ampli-
tudes in and against the force direction (for the same
intrinsic frequency ωIr) in the intrinsic reference frame
(Vadas, 2010b; Vadas et al., 2003). In (Vadas and Liu,
2009), the “mean” winds and secondary GWs were
created at the same time. Therefore, the background
winds were relatively small at the excitation time. This
is not the case prior to 24 UT here. Figure 9.5 shows

the zonal wind perturbations (induced “mean” plus
secondary GWs) at 14

◦
S. The induced zonal mean

wind is eastward from z ∼ 130 to 230 km over a
zonal extent of ∼2000 km, with a maximum value of
∼340 m/s at 2230 UT. There is also a large southward
“mean” component (not shown). Therefore, before 24
UT, the secondary GWs are excited in a large south-
eastward wind created by previous thermospheric body
forces. Because deep convection weakens rapidly after
2300 UT, the induced mean winds from the forces are
weak after 24 UT (see Fig. 9.5).

We now discuss the influence of the background
wind on the secondary GW amplitudes at z = 250 km.
The ground based frequency (ωr) of a GW is

ωr = ωIr + kU + lV , (9.3)

where U and V are the zonal and meridional back-
ground winds (which include the tides and the mean
winds induced by the body forces), and (k, l, m) is the
wavevector. We consider an eastward body force. If the
background wind is eastward at the excitation altitude,
ωr is larger (smaller) in the forcing region for sec-
ondary GWs (with the same ωIr) propagating eastward
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(westward). These east and westward GWs have the
same initial amplitudes. Above the forcing region
(at z ≥ 200 km), U and V are much smaller, because
the induced mean winds are small. Since ωr is approxi-
mately constant along a GW’s ray path, ωIr is therefore
larger (smaller) at z ≥ 200 km for the secondary GW
propagating east (west), using Eq. (9.3). From the dis-
persion relation, λz is larger (smaller) for a GW with a
larger (smaller) ωIr. Since a GW with smaller (larger)
λz and ωIr dissipate at a lower (higher) altitude (Vadas,
2007), the eastward GW amplitude is larger than the
westward GW amplitude at z = 250 km prior to 24 UT.
After 24 UT, the background wind at z = 150 km is
much smaller because the body forces are weaker (see
Fig. 9.3). This causes ωr to be approximately equal for
these same secondary GWs, causing their amplitudes
to be nearly the same at z = 250 km since they are
dissipating similarly with altitude.

Figure 9.5 also shows that some secondary
GWs propagate up to at least z ∼ 410−450 km.
Additionally, the amplitude difference between the
eastward and westward secondary GWs prior to 24 UT
does not occur at 2430 UT, in agreement with Fig. 9.4.

Figure 9.6 shows the horizontal velocity perturba-
tions at z = 250 km prior to and after sunset. At this
altitude, the “mean” wind created by the body forces
is small (see Fig. 9.5). Therefore, these are primar-
ily secondary GWs perturbations. Two large vortices
swirl the neutral fluid in opposite directions above the
convective region. Persistent east and southeastward
motions of u′ ∼ 75−150 m/s occur where these vor-
tices converge. The perturbations last for at least 3 h
because convection occurs for ∼4 h this night; as sec-
ondary GWs propagate upward from the forces, new
secondary GWs are excited. These horizontal velocity
perturbations are much larger than that of the primary
GWs at this altitude (see Fig. 9.2).

9.5 Conclusions

In this chapter, we calculated the primary GWs excited
by 6 h of deep convection on 01 October, 2005, in
central Brazil. We then calculated the large-scale sec-
ondary GWs excited by the thermospheric body forces
created by the dissipation of these primary GWs.
We found that both primary and secondary GWs are
present at the bottomside of the F layer (assumed to

be at z = 250 km): (1) the primary GWs have λH ∼
200−300 km u′, v′ ∼ 10−15 m/s, and neutral density
perturbations of 1–2%; (2) the secondary GWs resolv-
able by the TIME-GCM (i.e., having λH ≥ 2000 km)
have λH ∼ 4000−5000 km, zonal wind perturbations
of u′ ∼ 75−150 m/s, and neutral density perturbations
of 10–15%. The velocity perturbations are eastward in
central Brazil for 20

◦
in longitude where the winds

from 2 large vortices (created by the forcings) con-
verge, with u′ ∼ 75−150 m/s. This occurs prior to and
after sunset above the region of deep convection. Other
regions had north, south, or westward velocities. Note
that the eastward GW velocities were larger than the
background tidal winds.

The pre-sunset eastward neutral winds are neces-
sary for driving the F layer dynamo which creates
the PRE. The eastward wind component of the tides
were weak at and before 2100 UT at F-layer altitudes,
and became eastward thereafter, with amplitudes of
∼100 m/s by 23–24 UT (Vadas and Liu, 2009; Fritts
et al., 2008). Thus, the tidal wind amplitude is smaller
than the eastward velocity perturbation created by the
body force prior to sunset (u′ ∼ 75 m/s from Fig. 9.6).
Additionally, the tidal wind varies spatially over tens of
degrees, whereas the perturbation velocities vary over
horizontal scales of 500−1000 km. Since only local-
ized regions have eastward wind perturbations, the
“mean” winds and large-scale secondary GWs induced
by thermospheric body forces likely significantly influ-
ence the F layer dynamo and EPB seeding.
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Yiğit E, Medvedev AS, Aylward AD, Hartogh P, Harris MJ
(2009) Modeling the effects of gravity wave momentum
deposition on the general circulation above the turbopause.
J Geoph Res 114:D07101. doi:10.1029/2008JD011132

Yue J, Vadas SL, She C-Y, Nakamura T, Reising S, Liu H-Li,
Stamus P, Krueger D, Lyons W, Li T (2009) Concentric grav-
ity waves in the mesosphere generated by deep convective
plumes in the lower atmosphere near Fort Collins, Colorado.
J Geophys Res 114:D06104. doi:10.1029/2008JD011244



Chapter 10

The Acoustic Gravity Wave Induced Disturbances
in the Equatorial Ionosphere

E. Alam Kherani, Mangalathayil Ali Abdu, Dave C. Fritts, and Eurico R. de Paula

Abstract The role of acoustic gravity waves
(AGWs) to excite atmospheric and ionospheric dis-
turbances is examined in this work. These waves are
launched in the atmosphere by tropospheric thermal
sources and convective activity. An alternative fully
time-spatial dependent nonlinear wave equation of
acoustic gravity wave is derived and solved numer-
ically using implicit finite-difference scheme. Their
propagation in the atmosphere through mesopause
thermal duct and lower thermosphere density duct, the
role of nonlinear viscous effect to limit the amplitude
of these waves in the density duct and to allow them to
escape to higher altitude where they attain large ampli-
tude in the bottomside F region Ionosphere, and the
role of the mean zonal wind to reduce their ampli-
tude are investigated in present study. To study AGW
induced disturbances in the equatorial Ionosphere, the
AGW model is coupled with hydromagnetic equa-
tions in Ionosphere. This coupling is explored in
the context of the collisional interchange instability
(CII) in the F region leading to the formation of
equatorial F region plasma bubbles. To do so, AGW
model is coupled with the CII model and simulta-
neously solved numerically. The possible role of the
AGW to act as a seeding perturbation for equato-
rial plasma bubbles under varying nature of mean
zonal wind and tropospheric thermal source are also
investigated.

E.A. Kherani (�)
National Institute for Space Research, São Jose dos Campos,
SP, Brasil
e-mail: alam@dae.inpe.br

10.1 Introduction

The Earth’s atmosphere hosts a variety of dynami-
cal process triggered by neutral waves such as the
Planetary waves, the tidal waves and the Acoustic
Gravity Waves (AGWs). Among them, the AGWs find
relatively higher priority to influence the atmosphere
owing to the wide range of natural sources that may
excite them abundantly and the wide spectral range
they occupy in the atmosphere (Yeh and Liu, 1974;
Fritts and Alexander, 2003). They also propagate in
a wide height range from the troposphere to the ther-
mosphere and from high-latitude to equatorial and low
latitudes (Hines, 1960; Richmond, 1978).

Hines (1960) was the first to formulate a theory
for AGW propagation in the atmosphere and to rec-
ognize their role in vertical atmospheric coupling and
Atmosphere-Ionosphere coupling. His work demon-
strated that the AGWs excited in the lower atmo-
sphere may escape to the thermosphere. The theory
further suggested that, for energy conservation, the
amplitude of these waves should be inversely pro-
portional to the atmospheric density so that an up-
going gravity wave may attain large amplitude at
thermospheric and ionospheric heights and may pro-
duce identifiable signatures in the ionosphere. Based
on this thermosphere-ionosphere coupling mechanism,
the regularly observed traveling ionospheric distur-
bances were interpreted (Hines, 1967).

More rigorous theoretical frameworks were for-
mulated to study the vertical atmospheric coupling
due to the AGWs of tropospheric origin which
addressed the issues such as the ducting of AGWs by
the thermal/Doppler ducts in stratosphere/mesopause
region, nonlinear nature of the AGWs, their saturation

141M.A. Abdu, D. Pancheva (eds.), A. Bhattacharyya (Coed.), Aeronomy of the Earth’s Atmosphere and Ionosphere,
IAGA Special Sopron Book Series 2, DOI 10.1007/978-94-007-0326-1_10, © Springer Science+Business Media B.V. 2011
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mechanism and the excitation of non-thermal atmo-
spheric fluctuations (Pitteway and Hines, 1965; Fritts,
1984; Weinstock, 1982, 1990; Fritts and Rastogi;
1985). Various numerical studies were pursued to
examine the propagation of AGWs through thermal
and density ducts in the stratosphere, mesosphere and
lower thermosphere (Hickey et al., 1998; Piani et al.,
2000; Zhang and Yi, 2002; Yu and Hickey, 2007).
These studies confirm the observations of strong veloc-
ity shear in the mesospheric thermal ducts where
short wavelengths are trapped (Fritts et al., 1997).
Theoretical studies also identify the possibility of
longer wavelength to escape to the upper thermosphere
(Yu and Hickey, 2007; Vadas, 2007, 2009; Snively and
Pasko, 2008).

The penetration of large amplitude AGWs to iono-
spheric heights may have serious implications since
the ionosphere hosts a variety of currents and electric
fields driven by neutral winds (Haerendel et al., 1992;
Abdu, 1999). The winds associated with the AGWs
may drive ionospheric currents, in addition to the
currents driven by much stronger tidal and global ther-
mospheric winds (Harendel et al., 1992; Kherani et al.,
2009a). The response of the equatorial ionosphere to
AGWs driven currents and electric fields remains a
subject of intensive research since a variety of non-
thermal disturbances are triggered from tiny fluctua-
tions in the currents and electric fields. These non-
thermal disturbances include the phenomenon such
as the electrojet plasma irregularities producing the
Type-I and Type-II radar echoes, the quasi-periodic
150-km echoes and the equatorial plasma bubble (Fejer
et al., 1976; Woodman and LaHoz, 1976; Kudeki and
Fewcett, 1993).

Radar observations of equatorial night-time
F region often reveal the existence of rising plumes
or bubbles that may penetrate to the topside F layer
attaining very high altitudes (Kelley et al., 1981). The
collisional interchange instability (CII) is found to
play a crucial role in the onset and development of
the plasma bubble (Haerendel, 1973; Sultan, 1996).
Numerous theoretical and modeling studies have been
performed to assess the linear and nonlinear aspects of
the plasma bubble development (Huang et al., 1993;
Keskinen et al., 2003; Kherani et al., 2005; Huba
et al., 2007; Keskinen and Vadas, 2009). These studies
have revealed the generation of rising bubbles initiated
by a seed perturbation at bottomside of a rising
F layer.

The precise nature of the seed perturbations is
one of the issues that has remained elusive. Many
researchers have experimentally suggested that AGWs
propagating in the equatorial thermosphere play an
important role in seeding the bubbles (Rottger, 1981;
Kelley et al., 1981; Abdu et al., 1981; Sobral et al.,
1981; Hysell et al., 1990). Huang et al. (1993) and
Huang and Kelley (1996) numerically studied the role
of AGWs to seed the CII and investigated the evolution
of plasma bubbles under different seeding and ambi-
ent Ionospheric conditions. Their studied showed that
although plasma bubbles may be produced in all the
situations they considered, the production initiated by
gravity waves takes much shorter time than that result-
ing from twodimensional initial density perturbations.
The study also showed that the timing of the seed grav-
ity wave is critical to ESF generation. A gravity wave
present in an ascending F region can initiate the CII
leading to the formation of topside bubbles. In contrast,
a gravity wave induced perturbations in a descending F
layer evolve into largescale, wavelike structures but not
bubbles.

The recent Spread F experimental campaign
(SpreadFEx) conducted in the Brazilian equatorial-
low-latitude region had the objective to study the role
of AGWs to seed the CII/bubble generation (Fritts
et al., 2009). The campaign results identified sev-
eral cases of AGWs of tropospheric origin that gave
rise to ionospheric structures in the lower E region
and bottomside F region and that may have triggered
non-thermal spread F phenomena (Takahashi et al.,
2010; Abdu et al., 2009). Based on these results,
Abdu et al. (2009) and Kherani et al. (2009b) have
quantified the role of AGWs to seed the CII during
a few selected days. Recently, Keskinen and Vadas
(2009) have presented a three dimensional simula-
tion of plasma bubble with AGWs seeding based on
parameters obtained from the SpreadFEx campaign.
They found that the AGWs seeding could give rise
to plasma bubble growth provided the variation in
the meridional wind of AGWs, which is parallel to
the Earth’s magnetic field lines, should have a longer
wavelength. Similar effect was previously reported
from a three-dimensional simulation of plasma bubble
for density variation along the field line (Kherani et al.,
2005).

The aforementioned theoretical and numerical stud-
ies and the SpreadFEx campaign results have iden-
tified the important role of AGWs of convective



10 AGWs and Ionosphere 143

origin to excite the non-thermal fluctuations in the
night-time equatorial ionosphere. The present work
focuses on the issues related to the AGWs-ionosphere
interaction addressing those issues as explained
below:

Numerous simulation attempts to study the AGWs
seeding mechanism for the CII appear to success-
fully explain the observational results on F region
plasma bubble development. However, most studies
treat AGWs without considering the possible effects
of a time-varying atmosphere and time-varying tro-
pospheric source during the evolution of the CII and
plasma bubbles. The numerical studies of Huang and
Kelley (1996) and Kherani et al. (2009b) had suggested
the importance of temporal variations of the AGWs
on the evolution of plasma bubble during the evening-
time when atmospheric and Ionospheric conditions
vary rapidly. Fritts and Vadas (2009) have shown the
damping nature of the atmospheric mean wind on
the AGW amplitude. The atmospheric mean wind is
highly variable in nature during sunset time (Kudeki
et al., 1981; Fejer et al., 1991) and therefore may
have severe implications on the seeding mechanism.
In addition, the tropospheric thermal source, which
launches AGWs in thermosphere, is found to be highly
dynamic in time and space (Sao sabbas et al., 2009).
Thus to study the seeding mechanism under varying
atmospheric/thermal-source conditions, one needs to
consider the fully time-spatial dependent governing
equations for the AGWs which should be solved simul-
taneously with the governing equations of the CII. This
aspect is addressed in the present work where the gov-
erning wave equation for AGW is derived and solved
numerically together with the nonlinear CII model
developed by Kherani et al. (2004, 2005).

The paper is organized as follows: In Section
10.2 and appendix 1, the wave equation of AGWs is
derived and the corresponding numerical results are
presented which include study of excitation of AGWs
from prescribed tropospheric thermal excitation,
nonlinear effect of viscosity to limit the amplitude
of the AGW in ducted region and permit them to
propagate to upper thermosphere and role of the mean
zonal wind to oppose the propagation of the AGW. In
Section 10.3, the AGW-Ionospheric coupling is stud-
ied by solving hydromagnetic equations (Appendix
2) in the Ionosphere. Simultaneous simulations of the
AGWs and the CII are carried out and various aspects
of AGW seeding of CII namely effects of mean zonal

wind and effects of life-time of thermal excitation
source are investigated.

10.2 Numerical Simulation of
Acoustic-Gravity Waves (AGWs)

10.2.1 Wave Equation of AGWs

In Appendix 1, the wave equation of AGWs is derived
using Navier-Stokes equations namely the continu-
ity, momentum and energy equations ((10.3), (10.4),
and (10.5)) in the atmosphere. The wave equation for
AGWs is derived in following from Eq. (10.7):

∂2W
∂t2

− W2
o∇2

mW = γ p

ρ
∇(∇.W) + (γ − 1)

∇p

ρ
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− ∇p
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+ μ
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[
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ρ
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or
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+ (νρ + νg)∇2W − R�w∇ log ρ
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where

νρ = μ
μ

ρ
∇2 1

ρ
, νg = μ

ρ

[
(W.∇) log ρ + ∇.W

]

This equation describes fully compressible, non-
hydrostatic wave motion where (ρ, W, p) are the
atmospheric density, the wind field associated with
the AGWs and the atmospheric pressure respectively,
ν = μ/ρ,μ are the kinematic and dynamic viscosity,
Θw is the thermal wave excitation associated
with tropospheric convection, R = k

m and (k, m) are
Boltzmann’s constant and the atmospheric mass.
Equations ((10.1) (10.3), and (10.5)) form a closed set
of nonlinear governing equations for (ρ, W, p) in the
atmosphere. In the present study, Eq. (10.1) is solved
for prescribed ρ, p and Eqs. (10.3) and (10.5) are not
solved though they are used to derive wave equation
for wind field W. In the right hand side of Eq. (10.1),
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the first two terms, (AWI, AWII) represent the contri-
butions from compressible flow (∇.W �= 0) i.e from
acoustic wave, the third/fourth terms, (GWI, GWII)
represent the contributions from advections of density
and pressure force and correspond to gravity wave, the
fifth/sixth terms represent the contributions from vis-
cosity. As may be noted in Appendix 1, the νρ arises
owing to ∂W

∂t i.e, νρ is associated with inertial dynam-
ics and acts against the formation of strong velocity
shear. The νg term is a nonlinear term and arises owing
to ∂ρ

∂t i.e it is associated with convection dynamics and
acts against the formation of density gradient. On left-
hand-side of Eq. (10.1), the second term represents the
contribution from the dynamics of the mean wind, Wo.
∇m stands for the space derivative along the direction
of the mean wind Wo when considered.

The description of AGW propagation in the form of
wave Equation (10.1) brings out various features such
as the identification of separate terms for acoustic and
gravity wave components, identification of the differ-
ent role of viscosity associated with νg,ρ (as studied in
Section 10.2.2.1), and the identification of the wave-
like effects associated with the mean wind (as studies
in Section 10.2.2.3).

The wave Equation (10.1) is solved numerically
using finite difference Cranck-Nicholson implicit
scheme used earlier by Kherani at al (2005). The model
domain is in two spatial dimension in Cartesian y-x
plane corresponding to the altitude-longitude plane.
The lower boundary is located at tropospheric height
(10 km) and the model extends up to 510 km altitude,
and it horizontally spans one horizontal wavelength
(λw = 150km) allowing periodic boundary conditions
to be imposed. A rigid boundary condition is imposed
at lower boundary. It is conventional to use Rayleigh
friction sponge layers to damp the waves as they
approach the upper boundaries, hence reducing the
magnitudes of any reflected waves (Snively and Pasko,
2007). However, the present model includes viscosity
effects that significantly damp the waves in the ther-
mosphere, thereby reducing artificial reflection and the
influence of reflected wave energy (Snively and Pasko,
2007). The radial and horizontal grid spacing are 5 km.
The time step is decided by vertical grid and maximum
acoustic wave speed using Fredrick-Courant stability
condition

�t < �to = �r

csm

and is taken as �t = 0.25�to. Here csm represents the
maximum sound speed.

The ambient atmospheric density and temperature
are obtained using the NRLMSISE model (Huba et al.,
2001). The atmospheric pressure is obtained using the
gas state equation. The kinematic viscosity ν is esti-
mated using a free-path equation described by Kherani
et al. (2009a). While the dynamic viscosity μ does
not change significantly with altitude, the kinematic
viscosity ν = μ/ρ is inversely proportional to den-
sity and therefore increases exponentially with altitude.
In Fig. 10.1, the atmospheric mass density ρ (10.1a),
the temperature, T (10.1b) and the kinematic vis-
cosity ν (10.1c) used in the calculations are shown.
The density and temperature profiles in Fig. 10.1a, b
will be referred as multi-scale-exponential and non-
iso-thermal profiles in the discussion to follow. The
mean wind profiles which are used for a few cases,
are plotted in Fig. 10.1d. The profiles have strong
shear in the lower thermosphere with magnitude in
30–50 m/s range below100 km and with magnitude
in 150–300 m/s range above 100 km. These profiles
are qualitatively similar to the sheared mean wind pro-
file used in previous studies (Keskinen and Vadas,
2009).

The thermal wave excitationΘw associated with the
tropospheric convection represents the AGW source
near the lower boundary (10 km) (Yu and Hickey,
2007; Snively and Pasko, 2008). Θw near 10 km
is such that it varies sinusoidally and periodically
over horizontal wavelength in longitude (zonal) direc-
tion and the periodic boundary condition at the zonal
boundaries implies an infinite wave train in the hori-
zontal direction. The prescribed source is a Gaussian
envelope over an altitude of half-width σy = 10 km,
centered at an altitude yo = 10 km, and a Gaussian
envelop over a time of half-width σt = 10 min, cen-
tered at time τ = 18 min, and with an amplitude of
10−5Ks−1. It is described analytically as:

�w(x, y) = 10−5e−(t−τ )2/2σ 2
t e−(y−yo)2/2σ 2

y

×cos(kox − ωot);

ko = 2π/λo, λo = 150 km;

(10.2)

In Fig. 10.2, the time variation of Θw(x = 0, y =
10) at lower boundary (10 km) is shown for ωo =
0.16 min−1 which will be used in present study under
different cases described in Table 10.1.
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Fig. 10.1 Atmospheric Density (a), temperature (b), kinematic viscosity (c) and mean wind (d) profiles

10.2.2 Results and Discussion

10.2.2.1 One-Dimensional (Altitude) Simulation
of AGWs

In order to study the propagation characteristics of
the AGWs in the atmosphere, Eq. (10.1) may be first
examined in vertical direction in which the atmosphere
has dominant variations. With k = 0 in Eq. (10.2)
implying uniform thermal excitation in zonal direction,
the following cases are chosen:

Case 1a: Iso-thermal atmosphere with exponen-
tial density profile without viscous terms in Eq.
(10.1),

Case 1b: Same as 1a except that the viscous term νρ
is included,

Case 2a: Non-isothermal/exponential atmosphere
with temperature profile as shown in Fig. 10.1b,

Case 2b: Realistic Atmosphere with thermal and
density profile as shown in Fig. 10.1a–b,

Case 3: Same as Case 2b and with the inclusion of
another viscous term νg in Eq. (10.1).

The Eq. (10.1) is solved for vertical Wy and hori-
zontal or zonal Wx wind components associated with
the AGW. For k = 0 in Θw in Eq. (10.2), only vertical
wind component Wy is excited and horizontal or zonal
component Wx remains zero. In the top three panels
of Fig. 10.3, the vertical wind Wy (normalized to its
maximum value) associated with the AGW are plotted
for Case 1a and 1b at three selected times denoted at
the top of figure. The maximum value of Wy at each
selected time is also denoted in each figure. It may be
noted that thermal excitation near 10 km launches the
wave-like fluctuation in the atmosphere with the fol-
lowing characteristics: (1) In Case 1a–1b, the AGW
is excited which propagate vertically upward travel-
ing upto 400 km within 20 min, i.e. it propagates with
velocity equals to 330 m/s; (2) In Case 1a, the AGW is
excited whose amplitude increases exponentially with
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Table 10.1 Description of different cases

Cases
Tropospheric source
(Gaussian) Atmospheric conditions Viscosity (νρ, νg) Mean Wind (Wo)

Case 1a σ t = 10 min, ko = 0 Isothermal/exponential νρ = 0, νg = 0 Wo = 0
Case 1b σ t = 10 min, ko = 0 Isothermal/exponential νρ �= 0, νg = 0 Wo = 0
Case 2a σ t = 10 min, ko = 0 Non-Isothermal/exponential νρ �= 0, νg = 0 Wo = 0
Case 2b σ t = 10 min, ko = 0 Non-Isothermal/Multi-scale-exponential νρ �= 0, νg = 0 Wo = 0
Case 3 σ t = 10 min, ko = 0 Non-Isothermal/Multi-scale-exponential νρ �= 0, νg �= 0 Wo = 0
Case 4a σ t = 10 min, ko �= 0 Non-Isothermal/Multi-scale-exponential νρ �= 0, νg �= 0 Wo = 0
Case 4b σ t = 10 min, ko �= 0 Non-Isothermal/Multi-scale-exponential νρ �= 0, νg �= 0 Wo �= 0
Case 4c σ t = 10 min, ko �= 0 Non-Isothermal/Multi-scale-exponential νρ �= 0, νg �= 0 Wo �= 0
Case 5a σ t = 2.5 min, ko �= 0 Non-Isothermal/Multi-scale-exponential νρ �= 0, νg �= 0 Wo = 0
Case 5b σ t = 2.5 min, ko �= 0 Non-Isothermal/Multi-scale-exponential νρ �= 0, νg �= 0 Wo �= 0
Case 5c σ t = 2.5 min, ko �= 0 Non-Isothermal/Multi-scale-exponential νρ �= 0, νg �= 0 Wo �= 0

altitude and attains the maximum (∼6.7 m/s) at the
upper boundary within 30 min; (3) The altitude of max-
imum amplitude of the AGW at 30 min lowers down to
300–400 km altitude region in Case 1b when viscosity
term νρ is included.

It is evident that νρ term in Eq. (10.1) leads to
the decrease in the AGW amplitude above 400 km
altitude in Case 1b which otherwise would increase
exponentially in the absence of νρ term as in Case 1a.

This aspect is known from previous studies of acous-
tic wave and gravity waves at thermospheric heights
(Kherani et al., 2009; Vadas and Liu, 2009) and forms
the first step to validate the simulation code formu-
lated in the present study. In the middle and bottom
panels of Fig. 10.3, the vertical wind Wy associated
with the AGW are plotted for the Case 2a and Case
2b respectively. It may be noted that (4) in the non-
isothermal/exponential atmosphere of the Case 2a,



10 AGWs and Ionosphere 147

200

400

600
A

lt
it

ud
e

4.8333 minutes, 1.329e−05 m/s

Case 1a
Case 1b

17.6667 minutes, 0.004723 m/s 30.5 minutes, 6.725 m/s

200

400

600

A
lt

it
ud

e

4.8333 minutes, 1.455e−05 m/s

Case 2a

12 minutes, 0.002428 m/s 19.1667 minutes, 2.061 m/s

0 0.5 1

200

400

600

A
lt

it
ud

e

1.5 minutes, 3.097e−05 m/s

Case 2b

0.2 0.4 0.6 0.8 1

5.6667 minutes, 0.1348 m/s

0.2 0.4 0.6 0.8 1

9.8333 minutes, 173.6 m/s
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the AGW acquires primary maxima in 300–400 km
altitude region similar to the Case 1b and acquires sec-
ondary maxima (seen clearly at t = 12 min) centered at
mesopause altitude near 95 km where large tempera-
ture gradient exists as noted in Fig. 10.1b; (5) In the
non-isothermal/mutli-scale-exponential atmosphere in
Case 2b, the amplitude of the AGW builds up rapidly
(within 10 minutes) around 110 km where density
scale height changes i.e., where gradient in the density
scale height has a maximum as noted in Fig. 10.1a;
(6) In Case 2b, the AGW remains confined around
120 km altitude and does not propagate to higher
altitude.

The maxima near 95 km and 110 km in Case 2a
and Case 2b respectively correspond to density/thermal
ducts respectively as reported from earlier numeri-
cal studies (Yu and Hickey, 2007; Snively and Pasko,
2008). In Case 2a, the AGW escapes thermal duct

and reach thermospheric heights attaining maximum
amplitude in 300–400 km altitude region similar to
Case 1b. In contrast to the thermal ducting in Case
2a, ducting of AGW in density duct near 120 km in
Case 2b is severe where they attain large amplitude
and AGW does not escape to higher altitude. This sug-
gests that the density duct in Cases 2b is much more
efficient to duct the AGW, limiting their propagation
to higher altitudes, than thermal duct at mesopause in
Case 2a.

In Case 2b, the realistic atmosphere shown in
Fig. 10.1 with viscous term νρ is considered. However,
another viscous term νg in Eq. (10.1), which is pro-
portional to amplitude of AGW and is a nonlinear
term (proportional to W2), is not taken into account.
As can be noted in the bottom panel of Fig. 10.3,
inside the density duct in Case 2b, the amplitude of
the AGW tends to increase rapidly and thus νg may
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be of considerable importance within short time. The
large amplitude inside the ducts may also bring other
non-linear effects where continuity and energy equa-
tions may have to be solved simultaneously (Snively
and Pasko, 2008). In the present study, however, the
nonlinearity imposed by νg term in Eq. (10.1) is
given the priority as this term is proportional to W2

which increases very rapidly inside the density duct. In
Fig. 10.4, the altitude variation of νg at different time
and νρ are plotted. It may be noted νg increases rapidly
with time in the regions of density and thermal ducts .
Moreover, νg dominates over νρ below 300–400 km
while νρ remains the dominant frictional term above
400 km.

In Fig. 10.5, the wind amplitude Wy is plotted for
the Case 3 when the νg term in Eq. (10.1) is also
included. It may be note that Wy acquires a wave
structure in altitude, oscillating in time with the follow-
ing characteristics: (7) The AGW acquires maximum
amplitude (∼10 m/s) in the thermal and density ducts
within 10 min and Wy remains insignificantly small
above 200 km at this time; (8) After 10 min, the AGW
acquires another maximum (∼30 m/s) in 300–400 km
altitude region:

These characteristics indicate the drastic change in
the nature of AGWs propagation in the Case 3 with

nonlinear viscous term νg included as compared to
the Case 2b that does not include the νg term. Inside
the density/thermal ducts where Wy grows rapidly, the
nonlinear νg which is proportional to Wy, becomes
large (Fig. 10.4) and introduces large friction over time
which resists the amplitude Wy of AGW to grow in
these ducts. As a result, Wy does not grow indefi-
nitely in these ducts in Case 3 as it tended to grow
in Case 2b. The frictional damping offered by νg and
the growth in Wy compete and a state of equilibrium
reaches when they attain similar order of magnitudes.
Thereafter Wy oscillates with constant mean magnitude
inside these ducts which may be noted in Fig. 10.5
when Wy acquires constant mean value (∼20 m/s) near
100 km after 10 min. This equilibrium allows AGW to
escape to higher altitude as is evident from Fig. 10.5
when after 10 min, oscillations with height and time
are seen above 200 km.

The oscillating nature of the density duct is more
evident in Fig. 10.6 wherein Wy is plotted in altitude-
time plane which represents the propagation character-
istics of the AGW. It may be noted that Wy near 110 km
oscillates in time with mean value equals to 20 m/s. It
is also evident that waves are launched to higher alti-
tude from the density ducted region. The oscillation
of density-ducted AGW is owing to following reason:
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The momentary balance between νg and the growth in
Wy leads to an equilibrium which allows the AGW to
escape the density duct, resulting in a reduction in both
Wy and νg. Since forcing from Θw is always avail-
able, Wy again builds up, resulting in growth of νg also.
This leads again to momentarily equilibrium inside
the density duct and the same process repeats as long
as forcing from Θw is available. In other words, the
equilibrium inside the density duct acquires an oscillat-
ing owing to competition between tropospheric forcing
and νg damping.

As also noted from Fig. 10.6, a maximum in the
amplitude of AGWs always remains in 350–450 km
altitude region after AGW escapes from the density
duct. As noted from Fig. 10.4, this altitude region is
decided by the relative magnitudes of decreasing (with
altitude) atmospheric density ρ and νg on one side

and increasing νρ on other side and they have cross-
over in 350–450 km altitude. It may be said from
Fig. 10.6 that cross-over leads to the formation of neu-
tral velocity layer in 350–450 km associated with the
AGWs. The presence of such a layer may have impor-
tant implications for the bottomside of F region where
ions may gain considerable momentum/energy from
this wind layer. This aspect is examined in detail in
Section 10.3.

It may be pointed out that the role of viscosity
to limit the amplitude of AGW inside ducts and the
subsequent escape of AGW to higher altitude are the
crucial aspects which the present study brings out.
The identification of the different kinds of viscosity
effects associated with νg, νρ is addressed for the first
time though they may have been present in previous
numerical studies.
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10.2.2.2 Two-Dimensional (Altitude-Longitude)
Simulation of AGWs

In order to examine the propagation of the AGW
in altitude-longitude plane, Case 4a is investigated
wherein the wave number ko = 2π/λ; λ = 150 km is
introduced inΘw in Eq. (10.2) while atmospheric con-
ditions are kept identical to the Case 3. In Figs. 10.7
and 10.8 respectively, the vertical Wy and the hori-
zontal Wx components of the wind amplitude of the
AGWs (normalized to corresponding maximum value)
are plotted at a few selected time in altitude-longitude
plane for the Case 4a. It may be noted that (9) the
AGW propagates vertically upward and has both ver-
tical Wy and horizontal Wx components; (10) In the
first 10 min, when the wave is trapped below 200 km
(Figs. 10.7 and 10.8), Wy and Wx have similar mag-
nitude; (11) After 10 min, when the wave escape to
higher altitudes, Wx becomes dominant over Wy above
200 km while remains of similar magnitude below
200 km; (12) After 20 min, Wx increases rapidly attains
maximum value (∼200 m/s) at 50 min and remains
almost constant afterwards; (13) Wx always has domi-
nant maximum above 250 km altitude unlike Wy which
has another dominant maxima in density duct near
120 km altitude.

These characteristics indicate that above 200 km,
wind vector associated with the AGWs is dominantly
horizontal perpendicular to the vertical direction of
wave propagation and thus wave is dominantly trans-
verse in nature. The dominant transverse (longitudi-
nal) nature of AGW above (below) 200 km may be
explained as follows: In Eq. (10.1), the gravity wave
contribution comes from GWI and GWII terms. In the
presence of the horizontal varying tropospheric source,
the horizontal and vertical components of these terms
are inversely-proportional to the horizontal wavelength
associated with tropospheric source and vertical scale
height of the atmosphere respectively. Since the scale
height of the atmosphere increases with the altitude,
the horizontal components of GWI and GWII terms
become dominate at higher heights while the vertical
components dominate at lower heights. This leads to
the altitude variation in the relative magnitudes of Wx

and Wy as noted in Figs. 10.7 and 10.8.
In Figs. 10.7 and 10.8, we may note a compression

of large vertical wavelength to smaller scales in the
300–500 km altitude region after 25 min. This may be
owing to the following reason: There is always a close
competition between νg and νρ in the 300–500 km
region after 25 min as shown in Fig. 10.4. Also noted
in Fig. 10.4 is that νg has an oscillating pattern in this
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altitude region which of course is due to oscillating
pattern in AGW amplitude. Thus there may be more
than one altitude where a cross over takes place. In
other words, a competition between νg and νρ intro-
duces spatial interference which leads to the formation
of smaller wavelengths than principle wavelength. The
shorter vertical structures are more prominent in Wx

than Wy since Wx is much larger than Wy above 200 km
leading to strong interference as noted in Fig. 10.8.
It should be pointed out that the transverse compo-
nent was not excited in the Case 3 of horizontally
homogeneousΘw. Thus, the horizontal inhomogeneity
in the tropospheric thermal source leads to excitation
of horizontal component and stronger AGWs in the
Case 4a. Similar response is expected from horizon-
tal variation in density/temperature though this aspect
is not pursued in this work. The horizontal varia-
tions in density/pressure arises from nonlinearity and it
may also alter the propagation direction of the AGWs
which may then propagate in oblique direction (Yu and
Hickey, 2007; Snively and Pasko, 2008).

10.2.2.3 Effects of Finite Mean Horizontal Wind
Wo �= 0

The results presented above for the Case 4a correspond
to the ambient atmosphere without a mean horizontal
wind flow Wo = 0. In order to study the mean wind
effects on the propagation of AGW, the following cases
are chosen:

Case 4b: Wo = Wox̂ as shown in Fig. 10.1d.
Case 4c: Wo = 2Wox̂ as shown in Fig. 10.1d.

The dominant zonal wind component Wx of the
AGW at t = 50 min are plotted for the Case 4b and 4c
in left and right panels of Fig. 10.9 respectively. It may
be noted that (14) The amplitude of the AGW reduces
significantly (by one order of magnitude) in Case 4b
in the presence of zonal mean wind as compared to
zero-wind Case 4a; (15) In the strong-wind Case 4c,
the amplitude of AGW reduces severely at ionospheric
heights so that only maxima remains confined to the
lower thermosphere near the density duct.

The reduction in the AGW amplitude in the pres-
ence of a mean zonal wind Wo �= 0 in the Cases 4b and
4c suggests that the zonal wind has a damping effect on
the AGW propagation. In the wave Eq. (10.1), we may

note that the Wo term appears with ∇2
m = d2

dx2 which
means that this term alone introduces a zonal propa-
gating wave with velocity equal to Wo. Introduction of
this horizontally propagating wave should oppose the
dominantly vertically propagating AGW thus leading
to the reduction in the amplitude of AGWs. This aspect
is more evident for the strong-wind Case 4c when the
maxima near 350–450 km altitude disappears and the
primary maxima remains confined to lower thermo-
sphere near the density duct. The damping nature of
the mean zonal wind is known from previous stud-
ies (Fritts and Vadas, 2009) and in present study, this
aspect will be explored more in detail in the context of
seeding of plasma bubble.

10.3 AGW-Collisional Interchange
Instability (CII) Coupling

10.3.1 Atmosphere-Ionosphere Coupling
and Motion in the Equatorial
Ionosphere

The ionosphere is a weakly ionized plasma immersed
in the neutral atmosphere and the Earth magnetic
field. The dynamics of the ionosphere is governed by
the hydromagnetic Eqs. ((10.8), (10.9), and (10.10))
described in Appendix 2. In the steady-state momen-
tum Eq. (10.10), W is the neutral wind which may be
associated with AGWs. The form of B3 suggests that
momentum transfer from the AGWs to ions/electrons
is determined by ion-neutral and electron-neutral col-
lision frequencies νi, en, the ion and electron gyro-
frequencies Ωi, e and magnitude of the wind field
W. For the wind components Wx, y associated with
the AGWs, the velocities of ions may be obtained
from Eq. (10.10). In the present study, the ionospheric
parameters are derived using the SAMI2 model (Huba,
2001) and plasma number density and κ i are shown
in Fig. 10.10. In Fig. 10.11, the horizontal and ver-
tical components of the ion velocity ui, derived from
Eq. (10.10), are plotted in the 110–510 km altitude
region at t = 50 min for AGW corresponding to Case
4a. We may note that (16) Both the uix, iy components
maximize in the E region having similar magnitudes
∼10 m/s and have secondary maxima in the F region;
(17) The vertical component is much larger than the
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horizontal component in the F region i.e. the ion
velocity is dominantly vertical in the F region.

The ion velocity in the F region is consider-
ably smaller than in the E region despite the AGW
amplitude being larger in F region than in E region
(Figs. 10.7 and 10.8). This is due to the smaller νin in
the F region which is 2–3 order smaller than its value in
the E region leading to weaker coupling of the AGWs
and the ions in the F region than in the E region.

10.3.2 Simultaneous Simulation of AGWs
and Plasma Bubble

10.3.2.1 Effects of Mean Zonal Wind and of
Thermal Source Life-Time

From Fig. 10.11, we have noted that in the F region,
ions dominantly move vertical owing to the AGWs-
ionosphere coupling and has magnitude of order of
1–2 m/s. During the evening prereversal enhancement
in zonal electric field, the ambient F region moves

upward attaining largest velocity of order of 30 m/s.
It is thus expected that the vertical velocity of the iono-
sphere is perturbed by 3–5% during the passage of an
AGWs of tropospheric origin and may acts as a seeding
perturbation for the excitation of plasma bubble.

In order to understand the seeding aspect leading
to plasma bubble development, the AGW propagation
model and the CII model described in Appendixs 1
and 2 respectively should be coupled together. The
coupling between the two models is established
through the Atmosphere-ionosphere coupling model
described in the previous subsection. In general, the
evening-time ionospheric upward drift increases from
a low value (5 m/s) to 30 m/s within 1 h and then
decreases turning downward within 40 min after pre-
reversal peak (Abdu et al., 2003). The effects of a
time-varying ionospheric vertical drift on the instabil-
ity seeding mechanism was investigated in our previ-
ous study (Kherani et al., 2009b). In the present study,
an average (over 2 h centered at prereversal time) con-
stant vertical drift of 20 m/s is used. The initial density
profile as shown in Fig. 10.10a has bottomside scale
height=10 km and Fpeak=325 km at t=0 second. With
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Fig. 10.10 The electron density profile (a) and κi (b)

these ionospheric conditions, the AGW-CII coupled
model is studied for atmospheric conditions corre-
sponding to Case 4a–c. In Fig. 10.12, the ionospheric
iso-density contours in the simulation plane are plot-
ted at different time during the passage of an AGW for
the Case 4a. It may be noted that the density contours
lying in the bottomside and in certain zonal position
at t=0 second are stretched to higher altitudes with
time leading to the formation of plasma bubble within
100 min. The bubble evolution may also be represented
in terms of time variation of maximum upward velocity
inside the bubble (Kherani et al., 2009b) as plotted in
Fig. 10.13 for the Case 4a. It may be noted that velocity
starts increasing exponentially and then grows multi-
exponentially with time indicating the transition from
linear to nonlinear evolution of the bubble (Kherani
et al., 2009b). In Fig 10.13, the time variations of the
bubble velocity is also plotted for the Cases 4b–4c. It
may be noted that the evolution of bubble for Case 4b

is much delayed as compared to that for the Case 4a.
The delay bubble evolution in Case 4b is owing to the
reduced amplitude of the AGW in the presence of a
mean zonal wind Wo �= 0 as compared to the wind-less
cases 4a. It may be pointed out that the amplitude of the
AGW for the Case 4b is one order less than its value
in the Case 4a (Fig. 10.9). From Fig. 10.11, it may be
expected that the maximum vertical ion velocity in the
F region should be of order of 0.1 m/s leading to 0.5%
perturbation in the vertical ionospheric velocity which
is equal to 20 m/s. This degree of perturbation may
still be sufficient to seed the bottomside and to gives
rise to bubble growth as can be noted in Fig. 10.13.
In contrast to the Cases 4a and 4b, the Case 4c does
not lead to formation of plasma bubble till 160 min.
From Fig. 10.9, we may note that the AGW ampli-
tude in F region bottomside is considerably reduced
for the Case 4c as compared to the Case 4b and this
may lead to considerably weak or inefficient seeding
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of the CII in Case 4c. It should be pointed out that the
mean wind profile for Case 4b (Fig. 10.1d) represents
realistic thermospheric wind during the evening-time
and the composite Case 4a and Case 4b reflect the
time-variation of the thermospheric wind from zero to
peak value that occur during 16–20 LT over the equa-
tor, consistent with the results by Fejer et al., (1985).
On the other hand, the mean wind profile chosen for
Case 4c (Fig. 10.1d) has large mean wind value (=300
m/s) in the Ionosphere. Large thermospheric winds of
order of 300–400 m/s have been observed in the iono-
sphere during storm-time (kp > 6–7) (Forbes et al.,
1995). Thus, the Case 4c can be considered as rep-
resentative of a storm-time mean wind behavior and
the corresponding AGW and plasma bubble dynam-
ics demonstrate the effects of storm-time mean wind.
It may be noted that apart from altering the AGW
amplitude in the ionosphere, the mean wind can sig-
nificantly alters the prereversal enhancement in zonal
electric field and may also excite the CII on horizontal
gradients (Abdu et al., 1995; Kudeki et al., 2007; Huba

et al., 2009). Of these effects, only that of the mean
wind on the amplitude of the AGW is considered in
present study.

In three insets in Fig. 10.13, the time variation
of the upward velocity is zoomed during 10–30 min
for the Case 4a, 30–50 min for the Case 4b and
50–70 min for the Case 4c. For the Cases 4a–4b,
it reveals the presence of oscillating pattern in the
upward velocity 30–50 min prior to the bubble evolu-
tion, in contrast to the later evolution when the velocity
increases exponentially and then multi-exponentially
without exhibiting oscillating behavior. Moreover, the
mean value of the oscillating velocity also increases
with time. The oscillating behavior is owing to the
AGW forcing while exponential and multi-exponential
increase are owing to the linear and nonlinear phases
of the CII. It may thus be said that some 30–50 min
prior to bubble development, ionospheric density or
velocity perturbation builds-up linearly owing to the
AGW forcing and thereafter, the CII dynamics dom-
inate leading to the plasma bubble growth. The time
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variation of F layer heights, deduced from digisonde
observations, often reveals height oscillations 1–2 hour
prior to bubble development (Abdu et al., 2009). These
oscillations have the characteristics of upward prop-
agating gravity waves and therefore present evidence
of AGW seeding of bottomside F layer and argued
as precursor for plasma bubble development (Abdu
et al., 2009). The velocity oscillations, 30–50 min prior
to plasma bubble development for Case 4a–4b seem
to corroborate these measurements and suggests that
AGW induced modulations may indeed be a suitable
precursor condition for plasma bubble development.
In the lower-most inset in Fig. 10.13, time variation
of the upward velocity is zoomed for Case 4c when
bubble development was suppressed till 160 min. For
this case too, the velocity oscillations are noted with
the mean value increasing with time. However, the
increase rate is very small compared to the increase
rates in upper and middle insets. This situation leads
to the suppression of plasma bubble development in
Case 4c till 160 min. These characteristics suggest
that the velocity oscillations with large increase rates
in mean value lead to the plasma development within
1–2 hour as in Case 4a–4b. On the contrary, velocity
modulation with low increase rate in mean value does
not lead to the plasma bubble development. In other
words, the velocity oscillations with rapid increase in
the mean value is an indicator of an efficient AGW
forcing to gives rise to plasma bubble and may be
suggested as a suitable precursor for plasma bubble
development.

The results corresponding to the Cases 4a–4c as
shown in Fig. 10.13 correspond to the identical tro-
pospheric source oscillating with the period of 6 min.
Even with the same tropospheric source, the oscilla-
tions in the ion upward velocity in Cases 4a–4c, as
noted in insets in Fig. 10.13, show different periodic-
ity. This difference arises owing to the influence of the
mean wind Wo and its varying effect on frequency and
amplitude of the AGWs. In presence of the mean wind,
the frequency of the oscillation of AGWs acquires
Doppler shift ω = ωo±κyWo where ωo and ky are fre-
quency and wavenumber associated with tropospheric
source. This leads to the appearance of high frequency
(permitted by dispersion relation) in Case 4b as com-
pared to Case 4a. On this ground, one may expect
much higher frequency to be present in the Case 4c as
compared to Case 4b since Wo is twice larger in Case
4c than Case 4a. However, large Wo leads to the severe

reduction of the AGW amplitude in Case 4c than Case
4b as noted in Fig. 10.9 and high frequencies remain
confined below 150 km.

In the present study, the plasma bubble simulation
is carried out at the equator in a plane perpendic-
ular to the Earth’s magnetic field and the effects
of parallel conductivity is ignored. Previous three-
dimensional studies (Keskinen et al., 2004, Kherani
et al., 2005) suggested that the bubble growth can
be significantly delayed once the parallel conduc-
tivity is taken into account. Kherani et al. (2005)
have shown that the nonlinear three-dimensional
growth of bubble is delayed almost 2 times from
the two-dimensional nonlinear growth if no den-
sity perturbation is considered along field line. In
the presence of density perturbation, which may be
caused by meridional wind associated with AGW,
the three-dimensional nonlinear growth is further
delayed. Thus the nonlinear growth time obtained from
Fig. 10.13 for different Cases should be multiplied
by factor of 2 to accommodate effects of parallel
conductivity.

The threshold amplitude of a AGW required to
produce a plasma bubble is mainly decided by the
ionospheric conditions such as the bottomside den-
sity gradient and the nature of the vertical drift of
ionosphere (Abdu et al., 2009; Kherani et al., 2009b).
In the present study, the effect of atmospheric condi-
tion, namely, the nature of the mean wind, is studied.
Since presence of a mean wind reduces seeding veloc-
ity perturbation from 5% in Case 4a to 0.5% i.e by
one order of magnitude, in the Case 4b, and reduces
much more severely in Case 4c for strong-wind case,
its role may be considered to be critical in the evolu-
tion of bubble. Fejer et al. (1985) have shown that the
reversal of the thermospheric wind from westward to
eastward occurs during 16-17 LT over Jicamarca and
then the wind builds-up from 20 to 150 m/s during 18
to 20 LT. Thus during the evening-time, the thermo-
spheric wind may have nature of a composite of the
Cases 4a and 4c leading to a situation where the bubble
formation, which also takes 1–2 h, may depend criti-
cally on the mean zonal wind so that its time variation
should be properly taken into account. This suggests
the importance of performing simultaneous simula-
tion of the AGW-CII under time-varying atmospheric
condition.

The results presented so far correspond toΘw which
has a Gaussian envelop over time with the life-time
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σ ′
t = √

2σt = 14 min (Fig. 10.2). The growth time of
the CII in the bottomside F region is also of order
of 15 min. Thus, during the linear growth of the
CII, thermal wave excitation with significant ampli-
tude always remained available in the atmosphere.
To examine the effect of the nature of the thermal
source with different life-time scale, a case (case 5)
is studied where σ ′

t = √
2σt = 3.5 min i.e the thermal

source decays 16 times faster than in the previous case,
after attaining maximum at t=18 min. In Fig. 10.13,
the time variation of the maximum bubble velocity is
plotted for Case 5a, 5b and 5c which correspond to
wind-less, normal-wind and strong-wind cases respec-
tively. It may be noted that as compared to the Case 4a,
the bubble growth is delayed in Case 5a. Both Cases
4a and 5a correspond to wind-less case and the delay
in the bubble growth in the Case 5a demonstrates the
importance of the life-time of the thermal source to
seed the CII.

The effect becomes much more pronounced in the
presence of a mean zonal wind as in Cases 5b and
5c where the CII does not reach to nonlinear phase in
120 min i.e the bubble formation is delayed or sup-
pressed significantly. It may be pointed out that highly
favorable ionospheric conditions for bubble formation
were chosen for Case 4 and 5. In spite of these con-
ditions, the bubble formation is delayed or suppressed
depending on the atmospheric condition and the nature
of the tropospheric thermal source namely, the life-
time of thermal source that preceded a potential bubble
development process. These results suggest that a short
lived thermal source does not favor the formation of
bubble in spite of highly favorable ionospheric condi-
tions. A thermal source with life-time similar to the
growth time of CII is a suitable candidate for the
formation of bubble. Huang and Kelley (1996) had
found the suppression of bubble under the condition
when AGW reaches the Ionosphere during the descent
phase of the ionosphere. This was later found also in
simulation of few case studies under SPREAFEx cam-
paign (Kherani et al., 2009b). In the present study,
inspite of the ionosphere ascending steadily at 20 m/s,
the formation of plasma bubble is delayed or sup-
pressed for a thermal source with life-time smaller
than the growth time of CII. This suggests the critical
and competing role of the life-time of thermal source
and the growth-time of CII to decide the formation of
plasma bubble. It should be mentioned that a typical
life-time of tropospheric convection cells is of order

of 30 min or more (Sao Sabbas et al., 2009). Thus
the life-time taken under Case 5 seems not realistic.
However, these cells are highly variable in space-time,
having large horizontal growth and moving horizon-
tally not being static in space (Sao Sabbas et al., 2009).
Their motion may effectively reduce the life-time at
a given longitude. These effects are not considered
in the present study but will be the focus of a future
investigation. These characteristics as also the results
under the Cases 4 and 5 demonstrate the importance of
simultaneous simulation of the AGW and the CII pro-
cesses to properly accommodate the possible effects
of a time-varying thermal source. The results under
the Case 4 suggest that the wind amplitude of an
AGW may become 100 m/s in the 350–450 km alti-
tude. The wind amplitude also becomes large in the
density/thermal ducts. For such large amplitudes, non-
linear effects become important and Eqs. (10.3) and
(10.5) should be solved together with the nonlinear
wave equation (10.7) i.e a time-varying atmosphere
should be considered. Similar to time-varying thermal
source, the time-varying atmospheric density and pres-
sure may introduce additional features to the AGW-CII
coupling. This will also be a topic of our future study.

It should be pointed out that other than the AGW
seeding, shear instability (SI) (Hysell and Kudeki,
2004) and wind-driven instability (WI) (Kudeki et al.,
2007) have been proposed as seeding mechanism for
the CII. Both the SI and the WI rely on the post sunset
vortex structures driven by thermospheric zonal wind
(Haerendel et al., 1992; Kudeki and Bhattacharya,
1999). The growth rate of the SI is found to be propor-
tional to vertical shear in zonal ion velocity (through
vertical shear length) while the growth rate of the WI
is found to be proportional to thermospheric wind and
horizontal ionospheric density gradient scale length.
During the evening-time when the thermospheric wind
builds up from zero to large value, the amplitude of
the AGW associated wind in bottomside F region may
attain value in 10–200 m/s range as noted for the Case
4a–4d. Thus, the AGW itself may offer large zonal
winds, associated wind shear and ion velocity shear
(Fig. 10.8 and 10.10) and horizontal density gradient
(Fig. 10.11 at t = 60 min) to excite the SI and the WI.
In particular, both vertical shear length and horizontal
density gradient scale offered by AGW could be sig-
nificantly small compared to the corresponding scales
offered by the vortex dynamo associated with the ther-
mospheric wind. The growth rate of SI and WI are
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found to be proportional to vertical shear length and
horizontal density gradient scale length respectively
(Hysell and Kudeki, 2004; Kudeki et al., 2007). Thus
the growth of SI/WI may be accelerated in the presence
of small velocity shear scale and horizontal density
gradient scale offered by AGW. This proposal should
be examined, however, in the framework of linear per-
turbation analyses formulated by Hysell and Kudeki
(2004) and Kudeki et al., (2007).

10.4 Summary

In this work, nonlinear wave equation of AGW in
atmosphere is derived. The equation distinctly identi-
fies acoustic wave and gravity wave contributions, a
linear and a non-linear viscous terms and wave-like
contribution from mean zonal wind. This equation is
solved numerically to study the propagation character-
istics of AGW in altitude and altitude-longitude plane.
The linear viscous term resist the exponential growth
of AGW above 300–400 km altitude region. The non-
linear viscous term resist the growth of AGW inside
the density and thermal ducts and allows AGW to
escape to higher altitudes. The mean zonal wind intro-
duces a zonal wave propagating with velocity equals to
mean zonal wind and opposes the vertical propagation
of AGW.

The role of AGW to seed CII in F region and possi-
ble formation of plasma bubble is studied by coupling
AGW and CII model. This coupling is established
through atmosphere-ionosphere coupling model where
wind associated with AGW set ionosphere into motion.
The growth of plasma bubble under different atmo-
spheric and thermal source conditions are studies. It
is found that in the presence of mean zonal wind, seed-
ing perturbation is reduced by one order of magnitude
as compared to wind-less atmosphere and formation
of bubble is considerably delayed. The strong-wind
case which usually prevails during magnetic storm-
time is found to suppress the CII. The nature of thermal
source, namely life-time is found to have severe impact
on the formation of plasma bubble. It is found that
to have efficient seeding from AGW, thermal source
should have life-time comparable to linear growth time
of CII. The CII growth is found to be delayed for
thermal source with life-time much shorter than growth
time of CII even for highly favorable ionospheric

conditions. These results demonstrate importance of
simultaneous simulation of AGW/CII and may account
for day-to-day variability in the occurrence of plasma
bubble, among other atmospheric/ionospheric effects.
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Appendix 1: Governing Nonlinear Wave
Equation of AGW

∂ρ

∂t
+ ∇.(ρW) = 0 (10.3)

∂W
∂t

+ (W.∇) W = −∇p

ρ
+ F + μ

ρ
∇2W; F = g

(10.4)

∂p

∂t
+ (W.∇)p + γ p∇.W = RρΘw (10.5)

Here (ρ, W, p) are the atmospheric density, wind
field associated with AGWs and atmospheric pres-
sure respectively, g is the gravitational acceleration,
ν = μ/ρ,μ are the kinematic and dynamic viscos-
ity, Θw is the thermal wave excitation associated
with tropospheric convection, R = k

m and (k, m) are
Boltzmann’s constant and atmospheric mass. In (10.3),
Θw term is similar to the term taken by Yu and
Hickey (2007). In (10.4), Coriolis force and ion
drag forces are neglected for wave period lower than
1 h. The dissipation effects enter through viscosity
and other dissipation effect namely thermal conduc-
tion is neglect for linear case. The nonlinear advec-
tive second term in L.H.S. in (10.4) is linearized to
accommodate effects of mean wind Wo. It means
that the mean wind is not allowed to change with
wave momentum transport and instead of nonlinear
(Wo + W).∇ term, linear (Wo.∇) term is considered.
The time derivative of (10.4) then leads to following
equation:

∂2W
∂t2

+ (Wo.∇)
∂W
∂t

= ∇p

ρ2

∂ρ

∂t
− 1

ρ
∇ ∂p

∂t
− μ

ρ2
∇2

W
∂ρ

∂t
+ μ

ρ
∇2 ∂W

∂t
(10.6)
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With the substitutions of Eqs. (10.3) and (10.5),
various terms in right-hand-side of (10.6) may be
simplified as follows:

∇p

ρ2

∂ρ

∂t
= −∇p

ρ

[
(W.∇) log ρ + ∇.W

]

− 1

ρ
∇ ∂p

∂t
= 1

ρ

[∇(W.∇)p + γ p∇(∇.W) + γ∇p∇.W
]

−RΘw∇ log ρ

− μ

ρ2
∇2W

∂ρ

∂t
= μ

ρ
∇2W

[
(W.∇) log ρ + ∇.W

]

μ

ρ
∇2 ∂W

∂t
=−μ

ρ
∇2

[−∇p

ρ
+ g + μ

ρ
∇2W − Wo.∇W

]

≈ μ

ρ
μ∇2W∇2 1

ρ

Wo.∇ ∂W
∂t

= Wo.∇
[−∇p

ρ
+ g + μ

ρ
∇2W − Wo.∇W

]

≈ −W2
o∇2W

In deriving above terms, third and fourth order space
derivatives are ignored. With the substitution of these
terms in (10.6), following wave equation for the wind
field W is obtained:

∂2W
∂t2

− W2
o∇2W =

γ p

ρ
∇(∇.W) + (γ − 1)

∇p

ρ
∇.W − ∇p

ρ
(W.∇) log ρ

+ 1

ρ
∇(W.∇)p

+μ
ρ

∇2W
[

(W.∇) log ρ + ∇.W + μ∇2 1

ρ

]

−RΘw∇ log ρ
(10.7)

Appendix 2: Hydromagnetic Equations
in Ionosphere

Ionospheric dynamics and CII are governed by hydro-
magnetic equations, namely Ion continuity equation,
divergence-free current density equation and steady-
state momentum equation:

∂n

∂t
+ ∇.(nue) = −βn − αn2 (10.8)

∇.J = e∇.[n(ui − ue)] = 0. (10.9)

ui,e = κi,e

1 + κ2
i,e

vi,e × b̂ + 1

1 + κ2
i,e

vi,e (10.10)

where

vi,e = −c2
si,e

νi,en
∇ log n + g

νi,en
+ bi,eE + W

The subscripts ‘e’ and ‘i’ refer to the electrons
and ions, respectively. Eqs. (10.8) and (10.9) are the
ion continuity and divergence free current (J) equa-
tions respectively, while ui,e in Eq. (10.10) are the ion
and electron’s steady state velocities. The plasma is
assumed to be charge-neutral (ne = ni = n), and it is
ensured by (10.9). The terms in the right-hand side of
(10.8) correspond to the chemical loss of electrons by
charge exchange process (β) and dissociative recom-
bination process (α) respectively. The notations κi,e

represent the ratios of the gyro frequencies,�i,e, to col-
lision frequencies, νi,en of the corresponding species,
bi,e = e/mi,eνi,en represent the corresponding mobili-
ties, E is the electric field in the neutral wind (W)
frame, b̂ is the unit vector in the magnetic field, B,
direction and csi,e are the ions and electrons ther-
mal velocities respectively. For further analysis, the
thermal effects i.e., diffusion effects are neglected
restricting our investigation to be applicable only for
large scales. The diffusion effects are important to
study the saturated turbulent state of the instability.
However, in the present investigation, the nonlinear
evolution of the CII rather than the saturated turbu-
lent state is investigated. The chemical loss-production
effects are retained in the present study via effective
recombination rate Re defined by Kherani et al. (2004).
Eqs. (10.8), (10.9), and (10.10) are solved at magnetic
equator in the Cartesian coordinate system where x̂, ŷ
and ẑ correspond to the westward, upward and Earth’s
magnetic field directions.
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Chapter 11

Mesosphere–Ionosphere Coupling Processes Observed
in the F Layer Bottom-Side Oscillation

Hisao Takahashi, Sharon L. Vadas, C.M. Wrasse, Michael J. Taylor, P.-D. Pautet,
A.F. Medeiros, R.A. Buriti, Eurico R. de Paula, Mangalathayil Ali Abdu, Inez S. Batista,
I. Paulino, P.A. Stamus, and David C. Fritts

Abstract During the Spread FEx campaign, under
the NASA Living with a star (ILWS) program which
was carried out in the South American Magnetic
Equatorial region from September to November 2005,
we observed formation of the bottom-type spread F
and simultaneous occurrence of mesospheric grav-
ity wave events. The events were monitored by the
ionosonde, coherent radar and airglow OI 630.0 nm
and OH imager. It is found that the bottom-type scat-
tering layer has a wave form generated most probably
by local gravity waves. Reverse ray-tracing of the
observed gravity waves indicate their possible sources
in the troposphere or thermosphere. Forward ray-
tracing indicates their penetration into the ionosphere.
The present work summarizes the observational evi-
dence and results of the data analysis and discusses the
mesosphere–ionosphere coupling processes.

11.1 Introduction

The equatorial region of the earth’s ionosphere under-
goes rapid changes after sunset. The electron den-
sity in the lower part of the F-layer decreases due
to a lack of ionization in the absence of sunlight
and quick electron-ion recombination. In addition,
the eastward component of the neutral wind blowing
from the dayside to the night side (tides) produces
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Campos, SP, Brazil
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upward plasma drift (F-region dynamo effect). These
processes make the F-layer bottom side much steeper
and unstable thus providing favorable conditions for
the generation of plasma instabilities (Rayleigh-Taylor
instability). During this condition, if any kind of per-
turbations (pressure, zonal wind or external electric
field) penetrates in the bottom heights, the unstable
condition grows and generates plasma irregularities
which appear as a Spread F trace in the ionogram and
a bottom-type scattering layer in the VHF coherent
radar.

The ionospheric Spread F has been studied exten-
sively since IGY (International Geophysical Years,
1957–1958). Especially studies on the equatorial
Spread F (ESF) made significant progress after
Jicamarca coherent and incoherent scatter radar started
to provide novel radar images (Woodman and La
Hoz, 1976). Abdu (2001, 2005) has reviewed previous
works on this subject. If one observes the bottom-type
spread F by back scatter radar image (Range-Time
Intensity), it has a diffused form, confined to a narrow
range of altitude (10–50 km) at an altitude around 250–
350 km. It normally appears soon after sunset and lasts
from a few tens of minutes to ∼ hours depending on the
amplitude and development of the instability. Hysell
and Burcham (1998) have reported that bottom-type
layers are a common feature in the equatorial F region
and frequently extend to topside forming plasma bub-
bles. Hysell et al. (2004) presented two cases of the
bottom-type scattering layers observed at Jicamarca,
and discussed the seeding mechanism. They concluded
that formation of a bottom-type layer is closely related
to horizontal wind components during the sunset to
evening time zone. From the horizontal structures
(∼30 km) observed they pointed out that the bottom-
type layers are composed of primary waves excited
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by horizontal wind-driven gradient drift instabilities
rather than the Rayleigh-Taylor or E×B instabilities.

Importance of the wind structure during the sunset
for seeding of the F layer bottom-side instability has
been discussed by Tsunoda (1981) and Kudeki and
Bhattacharyya (1999). Tsunoda (1981) showed that
the bottom-side flow is dominated by strong vertical
wind shear. Kudeki et al. (2007) also mentioned that
F-region zonal wind during the post sunset period has a
crucial role in controlling the F-region plasma instabil-
ity growth. They argued that if the zonal wind is of the
order of 200 m/s, some external factors such as gravity
waves should not be critical to generate the instabil-
ity. Spatial (zonal) structures of the F-layer bottom side
have been reported by several authors. From Kwajalein
Atoll, using a VHF/UHF coherent/incoherent scatter
radar, Hysell et al. (2006) observed a bottom-type
coherent scattering layer at 200–250 km altitude. The
layer had a patchy form, separated by 150–200 km.
Takahashi et al. (2010) showed that the longitudinal
extension of the bottom-type scattering layer could be
more than 1500 km along the magnetic equator.

It seems that the occurrence of bottom-type scat-
tering layer could act as a precursor for Spread F
and consequent plasma bubbles formation. The evo-
lution of the bottom-type Spread F depends on the
local condition of instability generated by the zonal
wind variability and the amplitude, as mentioned by
Hysell et al. (2004). Whether the zonal wind variability
is generated by gravity waves or by any other sources
is not known and no conclusive assessment has come
yet (Hysell et al., 2006). From an empirical model
calculation, Vadas and Fritts (2004) demonstrated a
possible penetration of the gravity waves generated
in the lower atmosphere into the thermosphere (150–
200 km). Fritts et al. (2009) and Abdu et al. (2009)
presented observational evidence of gravity waves in
the thermosphere that are propagating upwards (phase
downward). Takahashi et al. (2009) presented a close
relation between the observed plasma bubble spacing
and horizontal wavelength of the mesospheric gravity
waves. The Spread FEx campaign revealed that grav-
ity waves have an important role in seeding plasma
bubbles (Fritts et al., 2009; Vadas et al., 2009).

Only a few works have reported on the bottom-type
scattering layer (Hysell et al., 2004, 2006; Takahashi
et al., 2010). Its formation mechanism is still an open
question. In order to understand it we need further
observational evidences. In the present study we report

on three cases of bottom-type Spread F, similar to what
Hysell et al. (2004) observed. In addition to the VHF
coherent radar, two ionosondes and two all-sky airglow
imagers were used to diagnose the phenomenon. The
coherent radar detects vertical structure of the scatter-
ing layer and the ionosonde measures vertical profile
of the bottom-side F layer electron density, and the
imager observes OI 630.0 nm intensity depletion in the
two dimensional form. Using the three instruments, we
observe the bottom-type scattering layers in the 3-D
form. Then we investigate the seeding mechanism of
the bottom-type scattering layer. For this purpose we
use forward and reverse ray-tracing techniques.

11.2 Observation

The Spread FEx campaign was carried out from 22
September to 08 November 2005 in the Brazilian
low latitude and equatorial regions. Figure 11.1 shows
location of the observation sites. The instruments were
deployed at São Luís (SL) (2.6◦S, 44.2◦W, 1.5◦S geo-
mag.): VHF coherent radar and Ionosonde (DPS),
at Fortaleza (FZ) (3.9◦S, 38.4◦W, 6.2◦S geomag.):
Ionosonde (DPS), at São João do Cariri (CA) (7.4◦S,
36.5◦W, 11.5◦S geomag.): Airglow all-sky imager
and Meteor radar, and at near Brasilia (BR) (14.8◦S,
47.6◦W, 10◦S geomag.): Airglow imager and GPS
receivers. The aim of the campaign was to investigate
the possible gravity wave seeding process of equatorial
ionospheric bubbles. For this purpose it was essential
to monitor the F-layer uplifting by the ionosonde, onset
and evolution of the F-layer bottomside irregularity by
the coherent radar, and spatial variation of the F-layer
bottomside by OI 630.0 nm all-sky imager. Further,
mesospheric gravity wave activities were monitored by
OH imaging and wind profiles from 80 to 99 km by the
meteor radar.

Digital ionospheric sounder (DPS-4) is a wide-band
coded pulsed radar system with 500 W peak power
and a fast-switching frequency synthesizer, covering
a frequency range from 0.5 to 30 MHz. An ionogram
is taken with a 10-minute observational interval. The
ionospheric parameters used in this work are the vir-
tual height at fixed frequency, the critical frequency of
the F2 layer, foF2, and the minimum virtual height,
h’F. F-layer bottom-side irregularities can be seen as
a diffused and scattered form in the ionogram trace.
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Fig. 11.1 Spread FEx campaign observation site map. SL: São Luís, FZ: Fortaleza, CA: Cariri, BR: near Brasilia, CP: Cachoeira
Paulista, SJC: São José dos Campos

The 30 MHz coherent scatter radar provides a scintil-
lation back scatter image as a function of height and
time (RTI). Plasma irregularities with a scale size of 5
m can be detected. The radar echo images can show
a localized structure with a field of view of 16◦, cor-
responding to ∼76 km horizontal extension at 270 km
of altitude. Vertical evolution of plasma bubbles can be
followed by this technique. Characteristics of the radar
have been presented elsewhere (de Paula and Hysell,
2004).

An all sky imager with a 180◦ wide-angle fish-
eye lens followed by a telecentric lens system and
narrow band optical filters was used to get a monochro-
matic image on a CCD camera. A wide area (2.5 ×
2.5 cm) CCD camera with 1024 × 1024 pixels and
thermoelectrically cooled (–36◦C) was mounted. The
630.0 nm images were obtained with a time integration
of 90 s, while the OH near infra-red (NIR) (715–
930 nm) images were obtained by 15 s. Each filter
was introduced into the operation with a time interval
of about 5 min. The 630.0 nm image presents spatial
irregularities of the ionospheric plasma in a two dimen-
sional form with a horizontal extension of ∼2000 km
(at a zenith angle of 80◦) at an altitude of 250 km. On
the other hand, the field of view of the OHNIR image is

around 800 km (at ∼80◦ zenith angle) at an altitude of
90 km. For image analysis, FFT power spectrum was
used to find out characteristics of the wave motions.
For the waves with long horizontal wavelength, longer
than 200 km for example, the FFT analysis did not
work well. In this case, Keogram technique was used.
The wind structure in the mesopause region from 80 to
99 km was monitored by a meteor radar (SkiYmet) at
Cariri.

As can be seen in Fig. 11.1, the geomagnetic equa-
tor is largely declined against the geographic equator
in the eastern side of South America. The declina-
tion over Fortaleza is around –20◦. Hence, Cariri and
Fortaleza are located under approximately a same mag-
netic meridian. On the other hand, São Luís is located
∼5◦ West of Fortaleza.

11.3 Results

During the first observation period from 22 September
to 3 October, passing through the equinox, OI
630.0 nm and mesospheric OHNIR all-sky image data
were obtained almost every night except some nights
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with the cloudy condition in the evening. The overview
of the image data has been reported by Taylor et al.
(2009).

11.3.1 Ionospheric F-Layer Bottomside
Scattering During the Period of
22–25 September

Figure 11.2 shows dynamic day to day variability, from
22 to 25 September, of the F-layer condition, i.e., time
variation of the fixed frequency virtual height, h’F,
hmF2 and foF2. It is interesting to note that the evening
uplifting of the F-layer was varying day by day. In the
evening of 22 September, the upward drift was very
rapid, the hmF2 reached 430 km and h’F at 350 km at
21:40 UT. Immediately, the Spread F started and devel-
oped into high altitude plasma bubbles. The coherent
radar RTI image at São Luís showed a sudden scattered
layer in the height range of 350–450 km at 22:06 UT.
In the evening of September 23, however, the evening
uplift was moderate and less than the previous evening,
h’F reached only 280 km. On the night of September
24, there was no clear uplifting.

In Fig. 11.3 the coherent radar RTI image, iono-
gram and OI 630.0 nm image in the evening of 23
September are shown. At 23:00 UT (20:00 LT) a
thin scattering layer could be seen at around 280 km
of altitude, which then moved upward gradually and
reached 350 km at around 24:00 UT. This is a typical
form of F-layer bottom-type scattering layer (Hysell
et al., 2004). Prior to it, at 22:20 UT the ionogram at
Fortaleza registered a satellite trace form. According
to Tsunoda (2008) this is formed when the F layer
bottom-height has a spatially different height structure
over the ionosonde viewing area, indicating a signature
of large scale wave structure. Our present result is sim-
ilar to it and suggests that the F-layer bottom-side had
a spatial gradient. The height difference of the satel-
lite trace to the main trace reaches about 50 km. Note
that Fortaleza is located geomagnetically ∼5◦ East of
São Luís. Simultaneously, the OI 630.0 nm image map
depicts spatial intensity depletions that are aligned to
the magnetic field line. The depletions presented a peri-
odic spacing with a distance of ∼120 km. It seems
that the three different observation techniques detected
the same phenomenon in different forms. The Radar
observed vertical extension of the irregularity. The

Fig. 11.2 Fortaleza ionogram fixed frequency virtual height variations (top) and ionospheric parameters, foF2, h′F, hmF2, h′P
(bottom) from 22 to 25 September 2005



11 Mesosphere–Ionosphere Coupling Processes 167

Fig. 11.3 VHF radar RTI image at São Luís (top), ionogram at Fortaleza (bottom left) and OI 630.0 nm image at Cariri (bottom
right) on the evening of 23 September 2005

ionosonde observed horizontal gradient of the layer.
On the other hand, OI 630.0 nm imager observed hor-
izontal extension of the F-layer bottom-type scattering
layer in a 2-D form.

A similar type of bottom type spread F was observed
in the next evening of 24 September. Figure 11.4 shows
the RTI, ionogram and OI 630.0 nm image. The bot-
tom side scattering started at ∼22:00 UT and lasted
up to 22:50 UT, then, another scattering layer started
above and formed a thick scattering layer (>100 km
of thickness). The ionogram showed satellite traces
in a diffused form and the OI 630.0 nm image pre-
sented depletions aligned along the magnetic field line,
similar to the previous night. The spacing of deple-
tion was around 200 km, wider than the previous
evening. In addition to the wide spacing, a narrow dis-
tance of depletion by around 90 km was also observed
from a sequence of the images. Both the nights, how-
ever, vertical development of Spread F were relatively
weak. As seen in Fig. 11.2 the uplifting of the F-layer
of the two evenings was moderate and not favor-
able to develop the Rayleigh Taylor (R-T) instability.
Abdu et al. (2009) estimated that the threshold level

of the F layer bottom-side vertical drift velocity of
20–30 m/s would be necessary in order to develop
the R-T instability. In the present data the mean ver-
tical drift velocity during the period of 21–22 UT
were 25 (±5) m/s, 9.7 (±2) m/s, and 5.6 (±2) m/s
for 22, 23 and 24 September, respectively. The verti-
cal drift velocity of 22 September was much higher
than the two following nights and was favorable to
generate instability. The day to day variability of the
evening uplifting is an interesting matter to further
investigate.

The bottom-type Spread F was well developed and
prolonged in the evening of 30 September. In Fig. 11.5,
the RTI image shows that the irregularity started at
240 km at 22:40 UT and lasted to 24:00 UT, and
the bottom height was gradually upward drifting to
∼300 km. A well developed plume (plasma bubble)
then appeared. The ionogram indicated horizontal gra-
dient of the layer and the OI 630.0 nm image presented
an oscillation form. Takahashi et al. (2010) reported
that this is a signature of sinusoidal oscillation of the
F-layer bottom height. The OI 630.0 nm image depicts
a zonal spacing of the depletion of ∼120 km.
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Fig. 11.4 Same as Fig. 11.3
but for 24 September 2005

Fig. 11.5 Same as Fig. 11.3 but for 30 September 2005

A common feature of the ionospheric irregularity in
the three evenings is periodic oscillation of the F layer
bottom-side during the evening uplifting phase. During
this period, the ionosonde observed bottom side

gradient by 20–50 km. The OI 630.0 nm images
revealed that the irregularity had a sinusoidal form with
a zonal spacing of 100–200 km. The OI 630.0 nm
emission rate is sensitive to the emission height
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because of its dissociative recombination process, O2
+

+ e → O(1D) + O∗, where ∗ indicates any excited state.
Therefore, the sinusoidal oscillation of the airglow
intensity variation should be due to vertical displace-
ment of the OI 630.0 nm emission layer as Takahashi
et al. (2010) pointed out. Although a possibility of
spatial variation of the electron density caused by grav-
ity wave perturbation can not be ruled out as another
responsible process for the OI 630.0 nm depletion, the
vertical oscillation is much plausible if one looks into
the F layer bottom height structure presented above.
These observational facts lead us to believe that the
sinusoidal depletions should be signature of vertical
oscillation of the F layer bottom-side.

11.3.2 OI 630.0 nm Depletions and OH
Gravity Waves

In order to determine possible sources of these
sinusoidal variations, we investigate the contribution
of atmospheric gravity waves in the lower thermo-
sphere. A zonal wind oscillation produced by gravity
waves could modulate the ionospheric layer upward
and downward through the F-region dynamo effect.
Unfortunately there are no means to measure neu-
tral wind structure in the lower thermosphere (120–
200 km) from ground. In this work, therefore, we used

OH airglow image data in order to determine the grav-
ity wave activity in the upper mesosphere and lower
thermosphere (MLT) region.

In Fig. 11.6, a keogram of the OI 630.0 nm and
the MLT OH emission images on the night of 24
September 2005 is shown as an example. A keogram
is formed by N-S and E-W direction sliced images as
a function of time. This technique has been used in the
airglow image analysis when the scale of spatial vari-
ation is larger than the image view distance (1500 km
in the case of OI 630.0 nm and 500 km for OH). The
northern sky periodic depletions of OI 630.0 nm can
be seen in the figure. It is interesting to note that the
OH keograms depict a variety of wavelike oscillations
during the occurrence of the OI 630.0 nm depletion.
We further investigate the similarity of the keograms
of the two emissions.

From the N-S and E-W propagation pattern of the
intensity variation, the period, phase velocity and hor-
izontal wavelength were calculated for the image data
from 22 to 30 September 2005. We also used the Fast
Fourier Transform (FFT) to calculate the wave parame-
ters from the sequence of flat-field images for the hor-
izontal wavelengths less than 150 km. In Table 11.1,
the gravity wave characteristics obtained by the two
methods are listed. The table shows only the gravity
wave horizontal wavelength longer than 50 km; these
are of interest in this work. The horizontal spacing of

Fig. 11.6 OI 630.0 nm (top)
and OHNIR (bottom) flatfield
keogram of 24 September
2005
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Table 11.1 Mesospheric gravity wave characteristics observed by OHNIR and OI 630.0 nm depletion spacing observed by imagers
during the period from 23 to 30 September 2005

Day Event # λ (km) τ (min.) vp (m/s) θ (◦ N) Start (UT) Duration (h) 6300 DS(1) (km) 6300 DS(2) (km)

23 Sep (1) 95.3 33.6 47.3 29.7 2150 1.2 85 ∗
23 Sep (2) 170.4 37 76.8 36.1 2200 3 ∗ 121
24 Sep (1) 98.3 34.2 47.9 39.8 2200 1.2 90 ∗
24 Sep (2) 240.2 49 81.7 39.4 2200 2 ∗ 207
25 Sep (1) 189.1 70 45 40.9 2200 3 194 242
28 Sep (1) 207.8 60 57.7 51.4 2130 2.5 125 175
29 Sep (1) 78.1 32 40.7 135.3 2100 5.5 90 120
30 Sep (2) 135 30.7 73.7 135 2245 1.2 130 ∗
30 Sep (3) 220.4 53 69.3 138.6 2230 2.5 ∗ 220

λ: horizontal wavelength (km), τ : period (min.), vp: phase velocity (m/s), θ: propagation direction from North (◦), DS: OI 630.0 nm
depletion spacing (km), ∗: no data. The estimated error range is ±10% for GW measurements and OI 630.0 nm depletion spacing.

the OI 630.0 nm depletions were also obtained from
the flat-field images and are also listed in the table.

In Fig. 11.7 the horizontal wavelength of the meso-
spheric gravity waves and OI 630.0 nm depletion
distances observed during the period from 23 to 30
September are plotted. Each plot corresponds to simul-
taneous observation of the two events. Linear correla-
tion suggests a close relation between the two parame-
ters. Takahashi et al. (2009) presented the same results
for plasma bubbles. The range of the observed horizon-
tal wavelength, from 100 to 200 km, is in agreement
with a gravity wave propagation model calculation
by Vadas (2007). According to them, gravity waves
with the horizontal (vertical) wavelength longer than
50 km (20–30 km) can penetrate in the thermosphere
to 150–200 km.

Fig. 11.7 Mesospheric gravity wave horizontal wavelengths
and OI 630.0 nm depletion spacing

11.4 Discussion

11.4.1 Evidence on the F layer Bottomside
Vertical Oscillation

From the three different data sets, VHF coherent radar
back scattering images (RTI), Ionograms and all-sky
OI 630.0 nm and OH images, we determine several
new aspects. The bottom-type scattering layer is a sig-
nature of the vertical oscillation of the F-layer bottom-
side. From the ionogram satellite traces, we see a
vertical gradient of the bottom height. Additionally, the
sinusoidal intensity variation of the OI 630.0 nm indi-
cates that the F-layer bottom-side (around 250 km) was
affected by the vertical oscillation of some external
force. The oscillation is sinusoidal and longitudinally
extended by more than 800 km. This bottom-side oscil-
lation might be one of the seeding processes of plasma
bubbles. Whether the bottom-side oscillation develops
vertically or not depends on the other factors, most
plausibly, the F layer upward drift velocity (Abdu et al.,
2009). The difference between the evening of 22, 23
and 24 September is a good example if one com-
pares the ionograms between them. On the evening of
22 September the F layer uplifting at Fortaleza was
very rapid and the irregularity started immediately in
a wide height range as mentioned in the previous sec-
tion (Fig. 11.2). In this case no clear signature of the
bottom-side oscillation was observed. The rapid uplift-
ing made a favorable condition of the bubble formation
without forming the bottom-type layer in this evening.

The one to one relationship between the OI
630.0 nm sinusoidal depletion spacing and the upper
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mesosphere gravity wave horizontal wavelength sug-
gests the upward propagation of waves into the lower
thermosphere around 150–200 km altitude. Gravity
waves generate horizontal wind structure superposed
on back-ground winds in the thermosphere. The wind
perturbation, eastward and westward, respectively,
could cause upward and downward motion of the
F-layer by the wind driven dynamo effect (V×B).
Therefore it is essential to know the wind structure in
the height region between 100 and 200 km. However,
there is no tool to diagnose the wind structure to find
out the effect of gravity waves in this region. In order to
understand the gravity wave upward propagation con-
dition, we instead used forward and reverse ray tracing
techniques for gravity waves.

11.4.2 Forward and Reverse Ray Tracing
of Gravity Waves

The temperature and wind models used in the present
work for forward and reverse ray tracing of the gravity
waves are nearly the same as that discussed in Vadas
et al. (2009). However, the wind information between
80 and 100 km was obtained from the meteor radar at
Cariri. The temperature and wind profiles below 30 km
were obtained from WXP weather analysis package
based on the balloon sounding data set. The TIME-
GCM model was at all other altitudes. Because these
model winds are somewhat uncertain, we also ray trace
the waves through zero winds in order to assess the
dependence of our results on the winds.

We consider several sources for the gravity waves.
The first is that the gravity waves are “primary”
waves that are excited directly by deep convective
overshoot. The second are that the gravity waves are
“secondary” waves excited by mesospheric or ther-
mospheric body forces (Fritts et al., 2002; Vadas and
Fritts, 2004, 2006). These body forces are horizon-
tal accelerations of the fluid, created when gravity
waves dissipate, break, or saturate. The body force
is then the vertical divergence of the horizontal flux
of vertical momentum. Although the primary waves
are always upward propagating, the secondary waves
can be upward or downward-propagating through
the OH airglow layer (Vadas, 2010). Indeed, both
upward and downward-propagating secondary waves

from thermospheric body forces were identified at the
bottom-side of the F layer (Vadas and Crowley, 2010).
In the present work, however, it is difficult to find out
whether the gravity waves observed in the OH air-
glow layer were upward or downward propagating.
Therefore, we assume in the ray tracing model that the
observed gravity waves are all upward-propagating pri-
mary or secondary waves. We initialize each gravity
wave at 87 km altitude, and reverse ray trace it back
to the tropopause. Unlike Vadas et al. (2009), where
they stopped reverse ray tracing at the tropopause,
we let the gravity wave reflect near the ground, and
continue reverse ray-tracing the wave up to 180 km
altitude. This is the maximum altitude that a thermo-
spheric body force can be located (Vadas and Fritts,
2004, 2006). We then forward ray trace each wave
upwards from 87 km until it reflects, dissipates, or
meets a critical level.

In Figs. 11.8, 11.9, and 11.10, we show the ray
trace results for the night of 23, 24 and 30 September,
respectively. The paths of the gravity waves as a func-
tion of time and altitude are shown in the left column,
and the ray-paths as a function of longitude and lat-
itude are shown in the middle column. The altitude
where the momentum flux is maximum is shown as
squares (diagonals) for the model (zero) winds. The
altitude where each gravity wave’s momentum flux is
half of its maximum value is shown as asterisks. Thus,
the asterisks denote the approximate highest altitude
where each gravity wave amplitude is significant. The
right column shows the horizontal model winds at the
location of the all-sky imager at the gravity wave’s start
time. The black dots denote where the reverse ray trac-
ing hits ground/tropopause and reflects upward. They
also denote where the ray tracing reaches the max-
imum height in the thermosphere. In the evening of
23 and 24 September, the reverse ray tracing reached
an altitude of 140–170 km and 100–130 km region,
respectively. The thermospheric body forces could
have been at or below these altitudes. In the evening of
30 September, there were two gravity waves with the
horizontal wavelength of 135 and 220 km. The former
one showed the possible presence of a thermospheric
body force at around 150 km. On the other hand the
latter one did not show reverse ray tracing above the
stratosphere.

On the nights of September 23 and 24, the gravity
waves only forward ray traced as high as 120–165 km
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Fig. 11.8 Reverse and forward ray trace results for the medium-
scale gravity waves observed on 23–24 September 2005. Gravity
wave with λh = 170.4 km. Column 1 (left side): Altitude as a
function of time. Dash and solid lines show the ray paths for zero
winds and the model winds, respectively. The dotted line shows
OH airglow altitude. Column 2 (middle): Flight path in latitude
and longitude. Solid and dash lines are the same as in column 1.

Black dots show the locations of the sources: the tropopause
and a thermospheric body force. Diamonds and squares denote
for zero winds and the model winds, respectively. The asterisk
denotes the location of the all-sky imager. Column 3 (right side):
Zonal (solid) and meridional (dash) model winds at the loca-
tion of the all-sky imager at the start time for each gravity wave.
Positive zonal (meridional) winds are eastward (northward)

Fig. 11.9 Same as Fig. 11.8
but for the evening of 24
September 2005. Gravity
wave with λh = 240.2 km

and 110–155 km, respectively. On these nights, the
waves were propagating NE-ward into a NW-ward
wind in the lower thermosphere. However, on the
night of September 30, the gravity waves only for-
ward ray trace as high as 130–190 km. On this night,
the gravity waves were propagating SE-ward into a
wind directed NW-ward in the lower thermosphere.
Propagating against the wind enables the waves to pen-
etrate into much higher altitudes (Fritts and Vadas,
2008).

These gravity waves may have been primary
or secondary waves. Because thermospheric body
forces excite both upward and downward-propagating
secondary waves with similar horizontal and vertical
scales (Vadas, 2010), we also consider the possibility
that the F layer bottom-side oscillation may be seeded
by similar upward-propagating secondary waves from
thermospheric body forces. However, these waves
would have similar dissipation altitudes as the gravity
waves shown here. Therefore, the altitudes shown in
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Fig. 11.10 Same as
Fig. 11.8, but for the evening
of 30 September 2005.
Gravity wave with
λh = 135 km

Figs. 11.8, 11.9, and 11.10 should be representative of
the altitudes achievable by both primary and secondary
gravity waves with these scales.

In order to further investigate gravity wave seed-
ing process arising from convection in the troposphere,
we overplot the ray-tracing result on the cloud map
in Figs. 11.11, 11.12 and 11.13, for 23, 24 and 30
September 2005, respectively. In the evening of 23
September the trace passes in the troposphere, 700–
800 km SW-ward away from Cariri (around 12 S,
39 W) where there was a convection system extend-
ing from NW to SE. The gravity wave (λh:170 km)
might be excited in this area. Reverse ray-tracing
from troposphere to the lower thermosphere reached
∼140 km altitude crossing a large scale convection
area (20◦S–25◦S, 40◦W–45◦W). This also suggests a
possibility of thermospheric body forces. In the case
of 24 September (Fig. 11.12) no strong convective
activity was found in the area where the trace hits the
ground, 800 km SW-ward of Cariri (dotted mark in
the figure at 13◦S, 40◦W). Reverse ray-tracing from
this point to the lower thermosphere reached ∼130 km
altitude. There was a deep convection system over
the area ∼500 km west of the ray-tracing terminat-
ing point (23◦S, 47◦W), suggesting a possible presence
of mesospheric or thermospheric body force. The ray
tracing of 30 September, again, hits the ground (sea
surface) where no cloud activity occurred. It again sug-
gests a presence of a thermospheric body force. There
was a deep convection system over the Atlantic Ocean
(around 8◦N, 36◦W). Thus, in terms of direct seeding

Fig. 11.11 Tropospheric cloud map and mesospheric gravity
wave ray-tracing (green line) in the evening of 23 September
2005 at 20:00 UT(17:00 LT). Red circles indicate location of
convections

of the F layer bottom-side oscillation by primary or
secondary gravity waves, the night of 30 September is
much more likely because the altitudes attained were
higher than the case of 24 September 2005.

These forward and backward ray tracing results sug-
gest a direct or indirect contribution of the mesospheric
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Fig. 11.12 Same as Fig. 11.11, but for the evening of 24
September 2005 at 20:00 UT(17:00 LT)

Fig. 11.13 Same as Fig. 11.11, but for the evening of 30
September 2005 at 20:00 UT(17:00 LT)

gravity waves for the formation of F-layer bottom-
side oscillation. The source of the mesospheric gravity
waves could be tropospheric convection nearby (typi-
cally less than 500 km of distance) or thermospheric
body force sources (typically more than a few hun-
dred km from the observation site) as suggested by
Vadas and Fritts (2006). As another possible seed-
ing process of the F layer bottom-side oscillation,
one should consider meso-scale ionospheric travel-
ing waves (MSTID) from the high latitudes. During
the period from 22 to 30 September, however, the
Kp index was less than 4, indicating less possibil-
ity of a disturbance from high latitudes. Additionally,
MSTIDs with λh<300 km cannot generally propagate
more than 3000 km (Vadas, 2007): only large-scale
TIDs can propagate to the equator from geomagnetic
disturbances at high latitudes.

11.5 Conclusion

We analyzed the ionospheric F-layer bottom-type scat-
tering layer observed at near equatorial region over
South America. From the measurements by ionosonde,
VHF coherent scatter radar and OI 630.0 nm all-sky
imager, we conclude that the bottom-type scattering
layer has a form of sinusoidal variation of the bottom
height, some cases extending more than 1500 km in the
zonal direction. The depletion has a horizontal spacing
of 80–250 km. The spacing presents a close similarity
to the horizontal wavelength of the mesospheric grav-
ity wave. The gravity wave forward ray-tracing demon-
strates that the observed mesospheric gravity waves
could propagate upwards at least up to 150–200 km
of altitude, depending mainly on the thermospheric
wind conditions. The reverse ray-tracing suggests pos-
sible tropospheric convection as a gravity wave source.
The reverse ray-tracing on one of the cases on 30
September (and possibly 24 September) suggests a
thermospheric body force as a gravity wave source.
Close relation between the F-layer bottom-side dynam-
ics and mesospheric gravity waves suggests further
investigation of the mesosphere–ionosphere coupling
processes.
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Chapter 12

A Case Study of Tidal and Planetary Wave Coupling
in the Equatorial Atmosphere-Ionosphere System Over
India: Preliminary Results

S. Gurubaran, R. Dhanya, S. Sathiskumar, and P.T. Patil

Abstract The present study examines the role of
planetary waves and tides observed at upper meso-
spheric heights (∼90 km) in the day-to-day variabil-
ities of the quiet time ionospheric current system
as manifested in ground magnetic field records at
the dip equatorial and low latitude stations during
the three month period, February–April 2008, when
an experimental campaign under CAWSES-India pro-
gram was conducted. The MF radars at Tirunelveli
(8.7◦N, 77.8◦E) and Kolhapur (16.8◦N, 74.2◦E) pro-
vided the wind observations. The study reveals simul-
taneous presence of 5- to 6-day and 12- to 16-day
oscillations in the radar wind fields and the strength of
the equatorial electrojet (EEJ) derived from the geo-
magnetic field records from Tirunelveli and Alibag.
Tidal winds and the amplitude of diurnal variation
in the EEJ strength show a reasonably good correla-
tion when 5-day averaged data sets are used. Though
limited data were used, the present work will moti-
vate further studies on the atmosphere – ionosphere
coupling at low latitudes with extended data sets.

12.1 Introduction

Planetary-scale waves like tides, global-scale normal
modes and equatorial Kelvin waves play an impor-
tant role in the dynamics of the mesosphere-lower
thermosphere (MLT) region at low latitudes (Vincent,

S. Gurubaran (�)
Equatorial Geophysical Research Laboratory, Indian Institute
of Geomagnetism, Tirunelveli, India
e-mail: gurubara@iigs.iigm.res.in

1993). It has been hypothesized in the past that if
a global-scale wave with large amplitude and fairly
long vertical wavelength propagates into the iono-
sphere from below, it should drive an electric current
system at E-region heights through the dynamo action
with a period of the global-scale wave (Richmond,
1995; Forbes, 1996, for reviews on this subject). This
wave-like feature causes perturbations in geomagnetic
field that could be recorded on ground (Forbes and
Levoroni, 1992; Kohsiek et al., 1995; Gurubaran et al.,
2001; Pancheva et al., 2006, 2008; Ramkumar et al.,
2006, 2009, to state a few). The F-region of the iono-
sphere is also known to respond to dynamical forcing
occurring at planetary scale wave periods (Forbes and
Leveroni, 1992; Chen, 1992; Parish et al., 1994; Forbes
et al., 1997; Altadill et al., 1998; Takahashi et al., 2006;
Abdu et al., 2006; Pancheva et al., 2006, to state a few).
Recent work suggests a role for the E-region dynamo
electric fields influenced by nonmigrating tides to
cause longitudinal variations in brightness and latitude
of F-region airglow bands as well as F-region electron
density distribution at low latitudes (England et al.,
2008, for example).

Understanding the variabilities of ionospheric
parameters at E-region dynamo and F-region heights
in terms of variabilities in tides and planetary waves
during magnetically quiet times has been a major unre-
solved issue during the past. It is not known what
conditions exist at various altitudes in the MLT region
and below, that permit these large-scale waves to reach
the dynamo heights and have an influence on the iono-
spheric variablilities. Whether eddy dissipation due to
waves propagating from below undergoing long-period
modulation and whether composition changes taking
place at turbopause altitudes can drive such variabili-
ties are issues that need to be addressed. It is also not

177M.A. Abdu, D. Pancheva (eds.), A. Bhattacharyya (Coed.), Aeronomy of the Earth’s Atmosphere and Ionosphere,
IAGA Special Sopron Book Series 2, DOI 10.1007/978-94-007-0326-1_12, © Springer Science+Business Media B.V. 2011
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known whether any part of the wave spectrum that con-
tributes to the ionospheric variabilities is composed of
waves that are generated in-situ.

Aiming to address the vertical coupling of
atmosphere-ionosphere system by means of tides and
planetary waves, we initiated an analysis of simulta-
neous observations of MLT winds from the two low
latitude MF radar sites, Tirunelveli (8.7◦N, 77.8◦E)
and Kolhapur (16.8◦N, 74.2◦E), available for about
2 years (2008–2009). Confining the analysis to the
Indian sector for the time period February–April 2008
when an experimental campaign under the national
CAWSES program was conducted, this work exam-
ines whether long-period oscillations at planetary wave
time scales in the radar winds are accompanied by vari-
ations at similar periodicities in the strength of the
equatorial electrojet current system as manifested in
the ground geomagnetic field data sets obtained from
the two magnetometer sites in India, Tirunelveli, the
dip equatorial station and Alibag (18.6◦N, 72.9◦E, geo-
graphic; 9.75◦N magnetic) located off the dip equator.
We also examine whether any variations in the diurnal
and semi-diurnal tide amplitudes are correlated with
the daily range in the EEJ strength during this period.

The objective of this exercise was not to perform
an extensive analysis of radar winds and geomagnetic
field variations but to focus on one small time seg-
ment during which simultaneous wind observations
from two low latitude sites in the same longitude sector
are available. Further analysis to be carried out by the
authors will extend this exercise to much larger global
data sets.

12.2 Selection of Data

The medium frequency (MF) radar at Tirunelveli has
been providing continuous data on winds in the height
region 80–98 km since 1992 (Rajaram and Gurubaran,
1998). A similar radar has been operating continuously
at the low latitude station, Kolhapur, since December
2007. A CAWSES-India experimental campaign was
conducted during February–April 2008. Results to be
presented in this work were obtained from the radar
and magnetometer data sets collected during this cam-
paign.

The wind measurements, sampled for every 2 min,
are averaged for each hour and used for further

analysis. Though winds are measured every 2 km, the
data acceptance rate, which is based on several rejec-
tion criteria (Briggs, 1984b), is sufficiently large only
above 88 km. Radar measurements at Tirunelveli made
at higher heights (above 94 km) are constrained by
the influence of electric fields and the radar tends to
measure the electron drift motion driven by intense
electric field rather than the neutral wind (Gurubaran
and Rajaram, 2000). Traditional harmonic and Morlet
wavelet analysis methods are applied to the radar data
to retrieve information on tidal and planetary wave
characteristics. Data sets from the two sites are also
subjected to cross-wavelet analysis to extract com-
mon periodicities representing distinct wave events
occurring at the same time over the two sites.

The variations in the three components of the
geomagnetic field are being recorded by a net-
work of magnetic observatories of Indian Institute of
Geomagnetism located from the magnetic equator to
the northernmost Indian latitudes. Tirunelveli is a sta-
tion located close to magnetic dip equator and is under
the influence of the equatorial electrojet (EEJ), which
is an intense band of eastward electric current flow-
ing at an altitude of ∼105 km during daytime in a
narrow latitudinal belt (+3◦) around the dip equator
and superposed over the normal Sq current system,
whereas Alibag is a station outside the electrojet belt
and is solely under the influence of the Sq current sys-
tem. It is a usual practice to take the difference in
the horizontal magnetic field variations over the two
sites as representing the strength of the EEJ (Kane,
1973; Anderson et al., 2002). By considering the dif-
ference in the horizontal magnetic field variations,
any contribution from the distant magnetospheric cur-
rents that vary over a much larger spatial scale than
the distance between the two low latitude stations is
minimized.

Pancheva et al. (2006) described a novel method
designed for studying the variability of the geomag-
netic field with periods of planetary waves. With the
supposition that the variability of the geomagnetic
components with the period of the planetary waves
appears as a modulation of the quiet-day diurnal cycle,
this method invokes a decomposition of the data using
a concrete mean diurnal variation instead of a stan-
dard sine function. The perturbation amplitude then
is evaluated as a deviation from the mean diurnal
cycle thus defining how the diurnal cycle is modulated
at planetary wave periods. In a later study Pancheva
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et al. (2008) adopted this method to extract 5- to
6-day periodicities in the geomagnetic field variations.
In this work we use this method to extract the sig-
natures of planetary waves in the geomagnetic data
sets.

12.3 Results

We begin by showing results from the Morlet wavelet
transforms that were performed on the hourly mean
data on winds at 90 km over Tirunelveli and Kolhapur
and examine the dominant long-period planetary-scale
waves that might be present over the two radar sites.
For the sake of convenience, we have divided the scale
of the long-period wind spectra into two period ranges:
(i) 2- to 10-day period range and (ii) 10- to 20-day
period range. Because the comparative analysis with
geomagnetic data is restricted to February–April 2008
period, we examine the results from this exercise for
this period in Figs. 12.1 and 12.2.

In the period range of 2–10 days (Fig. 12.1),
two bursts of wave occurrences in both zonal and
meridional wind components are noticed at Kolhapur
(bottom panels) at periods close to 7 and 6 days,
respectively, around day numbers 60 and 90. The
meridional wind over Tirunelveli (top right panel)
exhibits peaks at similar periods noticed in the cor-
responding wind field over Kolhapur. In the zonal
component over Tirunelveli (top left panel), intense
bursts of wave activity are seen at periods close to 6
days around day numbers 35 and 60. The 5-day wave is
known to be a global scale Rossby mode (gravest sym-
metric Hough mode of westward propagating zonal
wavenumber 1) detected in radar and satellite obser-
vations (Riggin et al., 2006, for example), whereas the
6-day wave is a Kelvin wave signature often observed
at low latitudes (Pancheva et al., 2008, for example).
With the limited data sets presented here, however, we
are not able to identify what planetary wave modes
drive the observed wind perturbations.

In the 10- to 20-day period range (Fig. 12.2), a large-
amplitude wave at ∼16-day period in the zonal wind
is clearly evident over both Tirunelveli and Kolhapur
(top left and bottom left panels) between day num-
bers 20 and 70 days. In the meridional component (top
right and bottom right panels), a somewhat weaker
wave event can be detected at periods closer to 12

days near day number 90 over both sites. Between day
numbers 30 and 50, enhancement in wave intensity can
be noticed at periods close to 12 days over Tirunelveli
and at ∼14 days over Kolhapur. The quasi-16-day
wave is known to be one of the classical normal modes
with an eigen period of 12.5 days that are expected to
be Doppler shifted to greater periods in the realistic
non-zero background flow (Forbes, 1995). The quasi-
16-day wave, its characteristics and its long-term vari-
ability over Tirunelveli were studied earlier (Sridharan
et al., 2003).

We next examine the geomagnetic field variations
during the period February–April 2008 with the objec-
tive of detecting long-period oscillations in them and
examining whether they are associated with planetary
waves observed in radar winds at those times. The cho-
sen period falls during the quiet phase of the 11-year
sunspot cycle, though there was 27-day recurrent geo-
magnetic activity with moderate geomagnetic storms
accompanied by sudden storm commencement occur-
ring around 26 March 2008 (day number 85) and 22
April 2008 (day number 112). The geomagnetic activ-
ity index, Ap, registered largest values (in the range
20–40) around 2, 10 and 29 February (day numbers
33, 41 and 60, respectively), 9 and 27 March (day num-
bers 68 and 85, respectively) and 6 and 23 April (day
numbers 96 and 113, respectively). The geomagnetic
field at low latitudes would then show enhanced vari-
ations at these times different from their quiet-time
behavior.

In Fig. 12.3a, b we depict the 1-min values of
the variations in the horizontal component (ΔH) of
the geomagnetic field recorded at Tirunelveli and
Alibag, the difference field representing the strength
of the equatorial electrojet and the Dst representing
the strength of the magnetospheric ring current that
would contribute to the low latitude geomagnetic field
variations. Apart from the significant day-to-day vari-
ations, we also notice the disturbed time response of
the geomagnetic field at these latitudes whenever Dst
decreased below –50 nT (the days between vertical
lines in Fig. 12.3a, b indicate those disturbed periods).
However, these disturbance signatures are greatly sup-
pressed in the difference fields representing the EEJ
strength (shown in the bottom panels). We utilize the
latter parameter in our further analysis.

Past results on the short-term periodic variation in
the solar wind have revealed a broad spectral peak
around 27-days and distributed over a range of 22–32
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Fig. 12.1 Wavelet power spectra for zonal (shown on the left panels) and meridional winds (panels on the right) at 90 km over
Tirunelveli (top panels) and Kolhapur (bottom panels) for the period range 2–10 days

days and a sharp and distinct peak at 13.5 and 9
days (Nayar, 2006; Lei et al., 2008, for example).
Specifically, Lei et al. (2008) report a 9-day recur-
rence of fast streams in the solar wind having origin
in solar coronal holes distributed roughly 120◦ apart in
longitude and that modulates geomagnetic activity and
thermospheric densities at 9-day period. It is expected
that the geomagnetic activity would exhibit these spec-
tral features in its response to solar wind variations.
Any analysis attempting to determine planetary wave
influence on ionospheric current systems and geomag-
netic field variations will have to take into account this
aspect of the terrestrial response to changes in solar
output. In particular, the geomagnetic field variations
at lower latitudes are dominated by magnetospheric
current systems that get amplified during the main

phase of the geomagnetic storms and are influenced
by electric fields and resulting current systems due to
direct penetration of polar cap electric fields to the
equator (Kikuchi et al., 1996) and disturbance wind
dynamo triggered by auroral Joule heating and ion-
drag acceleration (Blanc and Richmond, 1980). It is
anticipated that such disturbances of solar origin would
produce a zonally symmetric response in the geomag-
netic field whereas travelling planetary waves would
induce zonally propagating features in the ground
geomagnetic field variations (Pancheva et al., 2008).

A periodogram analysis of geomagnetic field vari-
ations recorded at Tirunelveli and Alibag reveal a
13.5-day oscillation accompanied by an equally strong
9-day oscillation occurring during the campaign period
(not shown here). These peaks have been identified to
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Fig. 12.2 Same as Fig. 12.1 but for the period range 10–20 days

arise due to the impact of intermittent streams of solar
wind of coronal hole origin. It may be noted that ampli-
tude spectra in the difference field representing the
strength of the EEJ do not show these peaks (Fig. 12.4,
bottom panel).

In the analysis of geomagnetic field variations, the
method of Pancheva et al. (2006) is first applied to
the difference in the horizontal component of the geo-
magnetic field recorded at Tirunelveli and Alibag,
yielding a time series in which the diurnal variations
are removed in advance and only the departures from
the daily variations are represented in the data sets. The
hourly differences between the resulting time series for
Tirunelveli and Alibag (representing the strength of the
EEJ) are then subjected to traditional least squares and
wavelet analysis.

Figure 12.4 depicts the amplitude spectra for the
zonal and meridional winds at 90 km over Tirunelveli
and Kolhapur compared with the amplitude spectrum
for the EEJ strength for the period February–April
2008. The 95% confidence levels using a standard
method (Nawroozi, 1967) are shown as dashed/dash-
dot lines in each of the panels in Fig. 12.4. Examining
the zonal wind spectra (middle panels), we notice the
presence of pronounced quasi-16-day wave over both
sites (estimated amplitudes of 9 m/s over Tirunelveli
and 5 m/s over Kolhapur). The amplitudes in the
meridional component in this period are somewhat
weaker (4 m/s over Kolhapur and below 95% con-
fidence level over Tirunelveli). Examining the EEJ
spectrum, we notice a peak with the largest amplitude
at 5 days.
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Fig. 12.3 (a) The variations in the horizontal component of the
geomagnetic field measured at Tirunelveli and Alibag, the differ-
ence between the two components and the Dst index (top panel)

for the period between the day numbers 30 and 80. (b) Same as
Fig. 12.3a but for the period between the day numbers 80 and
120

In Figs. 12.5 and 12.6 we depict the wavelet spec-
tra for the EEJ strength along with the cross-wavelet
spectra for wind fields over Tirunelveli and Kolhapur.
A noticeable feature in the wavelet power spectrum for

the ground geomagnetic field records shown as colored
contours in Fig. 12.5 is the presence of short-period
oscillations in the period range of 3–8 days occurring
near day numbers 50, 70 and 95. A closer examination
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Fig. 12.4 Amplitude spectra for meridional (top panel) and
zonal (middle panel) winds at 90 km over Tirunelveli and
Kolhapur and EEJ strength (bottom panel) derived from data sets
for the period February–April 2008

of results obtained from the wind observations (shown
as white contours in Fig. 12.5, zonal wind in the top
panel and meridional wind in the bottom panel) reveals
the presence of a 5-day wave signature in the MLT
meridional wind component around day numbers 60
and 95. In the zonal component, there are peaks close
to 6 days near day numbers 40 and 60 that are not seen
in the EEJ strength.

In the 10–20 day period range results for which are
shown in Fig. 12.6, a 10- to 12-day oscillation is pre-
dominantly present in the EEJ strength between day
numbers 60 and 100. The cross-wavelet spectrum for
the meridional wind field does reveal a peak close to
12 days near day number 90. A quasi-16-day wave was
detected earlier in the zonal wind component centered
at day number 45. Though the EEJ strength initially
reveals a peak close to 15 days near day number 45,
the peak occurrence shifted to smaller periods as days
progressed.

As the last exercise in this work, we examined the
tidal winds at 90 km over Tirunelveli and compared
the amplitude variations with the corresponding varia-
tion in the diurnal range in the EEJ strength. The range
or the maximum amplitude of the diurnal variation in

Fig. 12.5 Cross-wavelet spectra for the zonal and meridional
winds over Tirunelveli and Kolhapur (shown as white contours)
and wavelet spectra for the EEJ strength (shown as colored
contours) for the period range 2–10 days

EEJ is expected to represent the strength of the elec-
trojet on any given day. Figure 12.7 shows the results
from this exercise. In the top panels, we compare the
diurnal range with the amplitude of the diurnal tide
in meridional wind at 90 km on the left and on the
right we compare the same with the amplitude of the
semi-diurnal tide. The scatter plots for the two param-
eters are shown in the bottom panels. Lines joining
circled symbols in the top panels represent the diurnal
range and lines joining filled squares represent the tidal
amplitudes. The tidal amplitudes were obtained from
composite hourly averages from a 5-day window slid-
ing at one-day intervals. The values representing daily
range in EEJ are 5-point running averages to the daily
values obtained from ground magnetometer data.

The comparison plot shown in Fig. 12.7 reveals a
reasonably good correlation (correlation coefficients
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Fig. 12.6 Same as Fig. 12.5 but for the period range 10–20 days

indicated in the bottom panels are statistically signif-
icant at 95% confidence level) between the tidal wind
fields at 90 km over Tirunelveli and the daily range
in the horizontal component of the geomagnetic field
representing the EEJ strength. Part of the uncorrelated
field variations could be ascribed to a few moderate
geomagnetic storms that occurred during this 3-month
period. Though in this exercise we have not removed
those days from the correlation analysis performed, we
do not believe that exclusion of those days will dras-
tically modify the correlation coefficients noticed in
Fig. 12.6.

12.4 Discussion and Conclusion

Several reports in the past have emphasized the role of
tides and planetary waves in contributing to the day-
to-day variations in ionospheric parameters (Briggs,
1984a, for a review on this aspect). Apart from the

solar flux variations that involve a periodicity at 27
days and its harmonics, the planetary waves at periods
between 2 and 20 days are either expected to partici-
pate directly in the dynamo action or modulate the tidal
winds at lower altitudes and the modulated tides then
induce variations in electric fields and current systems
at planetary wave time scales (Forbes, 1996). It is also
likely that changes in the neutral composition at tur-
bopause altitudes induced by planetary waves might
influence the conductivity variations at dynamo alti-
tudes (Mikhailov, 1983) but this aspect needs to be
explored in detail.

In this work for the first time we have exploited the
availability of simultaneous MLT radar wind obser-
vations from two low latitude sites in the Indian
sector to address the vertical coupling of atmosphere-
ionosphere system at equatorial and low latitudes
during an experimental campaign conducted during
February–April 2008 under CAWSES-India program.
The goal of this initial study was to identify com-
mon periodicities between the radar observations of
winds and geomagnetic field variations representing
the strength of the equatorial electrojet with the suppo-
sition that some of the variabilities of the EEJ current
system could be linked to the variabilities of tides
and planetary waves observed at MLT heights. Results
from this exercise are anticipated to provide motivation
to carry out further elaborate studies on the domi-
nant wave events detected during this campaign using
global data sets as were carried out by Pancheva et al.
(2006, 2008).

For the sake of convenience, the time scales con-
sidered in this work were divided into (i) 2- to 10-day
and (ii) 10- to 20-day period ranges. The diurnal varia-
tions in the north-south component of the geomagnetic
field were removed in advance and the residual time
series were subjected to Morlet wavelet transform. The
analysis clearly identifies the signature of a plane-
tary wave of period 5 days occurring during the first
fortnights of March and April (centered at day num-
bers 70 and 95 as revealed by the colored contours in
Fig. 12.3). The cross-wavelet spectra in winds reveal
enhanced spectral energy at a period of 6 days during
the first fortnight of February but this period is not well
expressed in the EEJ strength.

Pancheva et al. (2008) examined the 6 day wave
extracted from global data sets on MLT winds and
ground geomagnetic field variations. That analy-
sis revealed the simultaneous presence of a 6-day
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Fig. 12.7 Comparison for the diurnal range in the EEJ strength and diurnal and semi-diurnal amplitudes of meridional wind at
90 km over Tirunelveli for the period February–April 2008 (top panels). The bottom panels depict the corresponding scatter plots

wavenumber 1 westward propagating Rossby wave
and a wavenumber 1 eastward propagating Kelvin
wave during the chosen observation interval. The
presence of these waves at stratospheric heights was
confirmed in the National Center for Environmental
Prediction (NCEP) reanalysis data sets on geopoten-
tial height and zonal wind at 30 and 10 hPa levels. The
limited data sets used in the present analysis cannot
establish whether the 6-day and 5-day perturbations in
the geomagnetic field were caused by either of the two
travelling waves that might have been present at those
times.

A quasi-16-day wave was the dominant dynamical
feature in the MLT zonal wind during the February–
March 2008 period as expressed in the cross-wavelet
results depicted in Fig. 12.6. The period of this wave
in the meridional wind occurring around the same time
was close to 12 days. Further, there was one more burst
of this wave activity in the meridional wind centered
around day number 95. It may be noted in this con-
text that the wave period of the quasi-16-day wave
was earlier reported to vary with height and time in a
range of 12–24 days (Luo et al., 2002). There were also
differences in amplitudes and periods between zonal
and meridional wind components and between various
sites noticed in the previous report (Luo et al., 2002).

A variety of atmospheric conditions like temperature
and background winds and the location of the node
positions as prescribed by the Hough functions seem
to govern the wave characteristics observed over any
site. Whether the 16-day type of oscillation noticed
in EEJ strength in the present work is related to the
quasi-16-day wave observed in MLT wind observa-
tions will be a matter of investigation in a future study
to be carried out by the authors.

Much of the day-to-day changes in the ionospheric
current systems are expected to be driven by the
day-to-day variations in the upward propagating tidal
modes (Briggs, 1984a) but past studies were not able
to bring out any clear relationship between the tidal
winds observed at upper mesospheric heights and the
strength of the ionospheric current system in day-
to-day time scales because of the random nature of
the variations (Phillips and Briggs, 1991, for exam-
ple). The results presented in Fig. 12.7 demonstrat-
ing the correlation between the tidal amplitudes and
the amplitude of the diurnal variation in the EEJ
strength (expressed as “range”) are therefore impor-
tant in this context. It was possible to correlate the
two parameters by considering 5-day composite 24-h
means for estimating the tidal amplitudes and 5-day
running averages of the range in EEJ strength. This
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apparent correlation, though observed in a qualitative
manner, between the tidal winds and EEJ strength
will encourage further studies on short-term tidal vari-
abilities and their influence on EEJ variabilities in
similar time scales. It is also worthwhile to examine
whether these tidal variabilities extend to other lati-
tudes and longitudes as it is believed that the Sq and
the EEJ current systems are driven by large-scale tidal
winds though local winds can modify the height and
latitude distribution of the current system at certain
latitudes (Anandarao and Raghavarao, 1979, for
example).

From the Indian sector, Sridharan et al. (2002),
for the first time, observed that the normal electrojet
reversed (referred to as counterelectrojet (CEJ)) when
the semi-diurnal tide amplitudes were enhanced during
the solstice months of June and July 1995. A recent
analysis from the same group has shown enhancement
of semi-diurnal tidal amplitudes and occurrence of CEJ
during high latitude northern hemispheric major sud-
den stratospheric warming events (Sridharan et al.,
2009). Such an attempt to correlate the tidal activity
with the strength of the afternoon electrojet was suc-
cessful considering the fact that CEJ’s usually occur
in groups of 3–5 consecutive days and therefore it
is possible to somewhat smooth out the day-to-day
variations.

In conclusion, the present work examines the
role of tides and planetary waves in driving vari-
abilities of ionospheric dynamo region, though with
limited data sets obtained during an experimental
campaign. A 5-day oscillation was observed simulta-
neously in the meridional wind field at 88 km over
Tirunelveli/Kolhapur and the EEJ strength during the
campaign period, though the zonal winds over the two
sites exhibit peaks at 6 days. The EEJ strength also
reveals enhanced spectral densities at a period of ∼12
days that was observed in the meridional wind compo-
nent over the two radar sites at around the same time. It
is not clear whether the wind oscillations in the merid-
ional wind represent the global planetary waves that
might have contributed to the observed variabilities in
geomagnetic field records at those planetary wave peri-
ods. Further analysis to be carried out by the authors
with global data sets will provide insights of this pro-
posed linkage. The tidal variabilities are correlated at
least over time scales of 5 days and greater with cor-
responding variations in the amplitude of the diurnal
variation or range in the EEJ strength. Indeed, a recent

report that made use of MLT wind observations from
Tirunelveli found evidence for the enhancement of
semi-diurnal tide amplitude on days marked by after-
noon counterelectrojet occurring during polar sudden
stratospheric warmings (Sridharan et al., 2009).
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Chapter 13

Electrodynamics of Ionosphere–Thermosphere Coupling

Arthur D. Richmond

Abstract An overview of ionosphere-thermosphere
electrodynamic coupling is presented. Collisions
between the charged and neutral constituents of the
upper atmosphere couple their respective dynam-
ics and energetics. Magnetic stresses readily trans-
fer momentum and energy over long distances along
geomagnetic-field lines, accompanied by electric fields
and currents. Consequently, the E and F regions of
the ionosphere are strongly coupled, and momen-
tum is transferred between the lower and upper ther-
mosphere through the currents and their associated
ion drag. Electrical conductivity mediates the degree
of ion-neutral coupling. Conductivity is highly vari-
able, and is itself affected by the electric field in
various ways. Thermospheric winds drive the iono-
spheric wind dynamo. The winds are created by daily
absorption of solar radiation in the thermosphere, by
upward-propagating solar and lunar tides, by ion-drag
acceleration at high latitudes, and by Joule heating at
high latitudes. Electric current flows globally in the
ionosphere and along geomagnetic-field lines through
the magnetosphere. Interactions between the ion and
neutral motions produce feedbacks that affect the
dynamics of both components. Simulation models of
thermosphere-ionosphere-electrodynamic interactions
provide powerful tools for investigating the nature of
these interactions, and for testing how well the uncer-
tain model inputs and the physics incorporated in the
models are able to predict observed features of the
ionosphere and thermosphere.

A.D. Richmond (�)
High Altitude Observatory, National Center for Atmospheric
Research, Boulder, CO 80307-3000, USA
e-mail: richmond@ucar.edu

13.1 Introduction

Interactions between the ionospheric plasma and the
much denser neutral air in the upper atmosphere have
a strong influence on both constituents, and give rise
to a wide variety of electrodynamic phenomena. While
the dynamics of the neutrals is dominated by hydrody-
namic forces, the dynamics of the plasma is dominated
by electromagnetic forces. Collisional momentum and
energy exchange between the plasma and neutral gas
affects both components. Even though the mass den-
sity of the plasma is much less than that of the neutral
gas, the plasma can transfer significant momentum
to the neutrals through collisions, because the elec-
tric and magnetic forces experienced by the ions and
electrons are large. The momentum to maintain the
plasma motion often comes from afar, because energy
and momentum are readily transferred over large dis-
tances, primarily along the direction of the magnetic
field, via magnetic stresses associated with electric cur-
rents. The ionospheric plasma, especially the electron
component, tends to convect in the presence of an elec-
tric field E as though all particles were forced to remain
on a common geomagnetic-field line as they move,
according to the “frozen-in” magnetic flux concept. In
this case the motion of all charged particles perpendic-
ular to the magnetic field B is essentially the velocity
E × B/B2. Over the thickness of the ionosphere this
velocity is nearly constant along geomagnetic-field
lines, as is E, and so the ionospheric E and F regions
are strongly coupled electrodynamically. Only at lower
altitudes do frequent collisions between ions and neu-
trals decouple the ion and electron motions in the
direction perpendicular to B, and allow significant
current to flow in this direction.

191M.A. Abdu, D. Pancheva (eds.), A. Bhattacharyya (Coed.), Aeronomy of the Earth’s Atmosphere and Ionosphere,
IAGA Special Sopron Book Series 2, DOI 10.1007/978-94-007-0326-1_13, © Springer Science+Business Media B.V. 2011
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The electric field E and current density J are cre-
ated in response to the forces acting on the plasma.
The energy to generate them comes primarily from the
kinetic energy of thermospheric winds and from the
kinetic and thermal energy of magnetospheric plasma.
Gravity usually plays only a minor role, although
it can produce non-negligible electrodynamic effects
in the night-time ionosphere. The geomagnetic field,
which is dominated by the field created in the Earth’s
molten core, strongly organizes E and J. This orga-
nization greatly simplifies the analysis of electrody-
namics in the ionosphere, unlike the situation in most
space plasmas, where the magnetic field is not deter-
mined a priori, but co-evolves with the dynamics of
the medium. The fact that E is nearly perpendicular
to B, and is nearly constant along geomagnetic-field
lines, means that a number of electrodynamic effects
can be analyzed by considering field-line-integrated
conductivities and currents transverse to B. The gen-
eration of E and J by thermospheric winds is referred
to as the ionospheric wind dynamo, or ionospheric
dynamo, for short. Observations of E and J give impor-
tant diagnostic information about the processes driving
them. Although ionospheric current is difficult to mea-
sure directly, considerable information about it can be
derived from observations of the geomagnetic pertur-
bations associated with the current, both on the ground
and in space.

The frictional force that neutrals exert on the
plasma through collisions is essentially balanced by
the Ampère force J × B on the plasma. In effect, the
collisions transfer the J × B force almost entirely to
the neutrals. Electric current perpendicular to B is
therefore a measure of the momentum transfer between
the neutral upper atmosphere and the plasma in space.
Since the perpendicular current is coupled with current
flowing along B (field-aligned current or FAC) through
the condition of current continuity, the forces are read-
ily transferred long distances along geomagnetic-field
lines. The interaction region in the upper atmosphere
where the perpendicular currents flow and where the
transfer of momentum and energy occurs is closely
linked with the electrical conductivity of the iono-
sphere. In the sunlit ionosphere and in regions of
significant auroral ionization the conductivity is largest
below 150 km. Under these conditions it is below
150 km that the ionospheric wind dynamo is most
effective, and that most of the energy and momentum
transfer from the magnetosphere occurs; the F-region

ionosphere above primarily responds to the electro-
dynamics, without being a major source of energy.
On the other hand, when solar and auroral ionization
is weak, the F region can often dominate the field-
line-integrated conductivity, and upper-thermospheric
winds can be a dominant generator of E and J.

13.2 Conductivity

The conductivity of the ionosphere has not been
directly measured, but can be calculated from a combi-
nation of other observations and theoretical considera-
tions. It is a tensor quantity that relates J to the electric
field E′ in a reference frame moving at the velocity u
of the local medium. E′ is related to the electric field
in the Earth-fixed frame, E, by

E′ = E + u × B. (13.1)

The current density J is related to the velocities vj,
number densities nj, and charges qj of the charged
species:

J =
∑

j

njqjvj. (13.2)

A relation between the velocities vj and E is found
by assuming the charged particles to be essentially
in force balance, considering only the Lorentz force
qj(E + vj × B) and the collisional force mjνjn(u − vj),
where mj is the charged-particle mass and νjn

is its mean momentum-transfer collision frequency
with neutrals. (Collisions between different charged-
particle species can usually be neglected, as done here,
except for electron motions parallel to B). Under these
conditions Ohm’s Law relating J to E′ can be written
as

J = σ‖E′‖ + σPE′⊥ + σHb × E′⊥, (13.3)

where b is a unit vector in the direction of B, sub-
scripts ‖ and ⊥ on vectors denote components parallel
and perpendicular to B, respectively, and σ‖, σP and
σH are the parallel, Pedersen, and Hall conductiv-
ities, respectively. The conductivities can be calcu-
lated from observed or modeled electron densities,
together with models of the ion composition and of
the collision frequencies. The collision frequencies
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are primarily dependent on the neutral density, which
decreases exponentially with increasing height, and
varies with location and time.Empirical models like
the NRLMSISE00 model (Picone et al., 2002) are typ-
ically used to estimate the densities. The ion-neutral
collision cross sections are obtained from a combi-
nation of laboratory measurements, theoretical con-
siderations, and, sometimes, inferences derived from
ionospheric dynamics. A summary is provided by
Richmond (1995b).

Figure 13.1 shows typical midlatitude day-time and
night-time Pedersen and Hall conductivities as a func-
tion of height for low (Min) and high (Max) levels of
solar activity. The day-time conductivities maximize in
the E region, where they are fairly predictable func-
tions of solar zenith angle and level of solar activity.
The F-region Pedersen conductivity, which is much
larger than the F-region Hall conductivity, is not a
simple function of solar zenith angle, but varies as
the F-region electron density. It varies strongly with
the solar cycle, as it depends on the product of the
plasma and neutral densities, both of which have large
solar-cycle variations (Takeda and Araki, 1985). At
night, E-region conductivities decrease by about two
orders of magnitude, while F-region conductivities
decrease considerably less. The night-time F-region
conductivities often contribute much more to the total

geomagnetic-field-line-integrated conductivities than
do the E-region conductivities, especially at solar max-
imum (e.g. Burnside et al., 1983; Takeda and Araki,
1985). The night-time E-region electron densities are
difficult to measure, but are known to have consid-
erable variability (e.g., Rowe and Mathews, 1973;
Harper and Walker, 1977; Bauske et al., 1997). The
F-region conductivities also have considerable night-
to-night variability (e.g., Harper and Walker, 1977;
Burnside et al., 1983). As a consequence, night-
time ionospheric electrodynamics is more variable and
complicated than day-time electrodynamics.

Auroral ionization at high latitudes often dominates
the high-latitude conductivities, especially at night.
The aurora varies strongly with geomagnetic activity,
and has very complex spatial structure. Statistical mod-
els of the height-integrated auroral conductivities have
been developed (e.g., Fuller-Rowell and Evans, 1987),
which are valuable tools for studying high-latitude
electrodynamics and magnetosphere-ionosphere cou-
pling. However, in order to characterize properly
the effects of small-scale auroral structure on the
large-scale electrodynamics we also need to under-
stand quantitatively the positive and negative corre-
lations between aurorally produced conductivity and
electric fields and currents (e.g., Evans et al., 1977;
Foster et al., 1983).

Fig. 13.1 Pedersen and Hall conductivities calculated for the
location of the Arecibo radar (18.3◦ N, 66.75◦ W) for mag-
netically quiet equinox conditions (Ap = 4), local midnight
(Night) and noon (Day), for low solar activity (Min, F10.7 =

75 sfu) and high solar activity (Max, F10.7 = 188 sfu), using
the International Reference Ionosphere (Bilitza, 1990), with the
O+−O collision frequency from Pesnell et al. (1993), and other
collision frequencies as compiled by Richmond (1995b)
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Ohm’s Law assumes a linear relationship between
J and E′. However, strong electric fields can alter this
relationship, so that it is effectively no longer linear.
Various types of effects occur. Strong electric fields
and their associated rapid plasma drifts alter plasma
densities through changes in loss rates (e.g., Banks
et al., 1974; Merkin et al., 2005) and through plasma
redistribution (e.g., Banks and Yasuhara, 1978; Footitt
et al., 1983; Raghavarao et al., 1984; Stening, 1986;
Singhal, 1991; Maruyama et al., 2005; Maruyama and
Nakamura, 2007). Furthermore, conductivities that are
effective on large scales (kilometres and larger) can be
strongly influenced by small-scale irregularities (e.g.,
Rogister, 1971; Ronchi et al., 1990). This is believed
to have a strong influence on the equatorial electro-
jet (e.g., Gagnepain et al., 1977; Alken and Maus,
2010b), and may significantly affect auroral electro-
dynamics (e.g., Buchert et al., 2006, 2008). All these
effects need to be taken into account in order to achieve
a complete understanding of ionosphere/thermosphere
electrodynamics.

13.3 Thermospheric Winds

The thermospheric winds that help create the iono-
spheric dynamo are driven primarily by four sources.
First, the daily absorption of solar ultraviolet radia-
tion in the thermosphere creates a diurnally varying
temperature, creating pressure gradients that accelerate
and decelerate winds as the Earth rotates. The acceler-
ation due to the horizontal pressure gradients generally
increases with altitude, because the increased scale
height in the afternoon and the decreased scale height
in the early morning produce exponentially increas-
ing differences with altitude of the constant-pressure-
surface heights between these times. Consequently, the
associated wind amplitudes generally increase with
height throughout the thermosphere, and so wind
dynamo influences tend to be weighted toward the
higher regions of significant conductivity. At low lat-
itudes the resulting winds tend to be predominantly
westward during the day and eastward at night.

The second major source of thermospheric winds
is the upward propagation of atmospheric tides gen-
erated by diurnally varying heating in the tropo-
sphere and stratosphere (Volland, 1988; Forbes, 1995).
The tides can propagate vertically in the form of

global-scale inertia-gravity waves. Ozone absorption
of ultraviolet radiation in the stratosphere and water-
vapor absorption of infrared solar radiation in the tro-
posphere produce tides that migrate westward around
the Earth with the apparent motion of the Sun. Latent
heat release in clouds is another important source of
tides. Because the development of clouds is strongly
influenced by land-sea differences, this source gener-
ates tidal components that do not necessarily follow
the Sun, but rather can propagate both westward and
eastward at a range of phase velocities. The ability of
tides to propagate into the thermosphere is influenced
by their direction and speed. Tidal components with
long effective vertical wavelengths, like the westward-
propagating Sun-synchronous semidiurnal tide with
wavenumber 2 (e.g., Forbes and Vial, 1991) and the
eastward-propagating diurnal tides with longitudinal
wavenumbers -2 and -3 (e.g., Hagan et al., 2009),
can propagate up to 120 km and above before vis-
cosity and thermal conduction dissipate them strongly.
These components are particularly effective for the
ionospheric dynamo, because they have substantial
amplitudes through much of the region where day-
side Pedersen and Hall conductivities are large. The
amplitude and phase of the tides in the dynamo region
are influenced not only by the strength and phase of
their heating sources, but also by propagation con-
ditions through the middle atmosphere, especially by
the winds there. These conditions change with sea-
son, and are also modulated by global-scale planetary
waves with periods of multiple days (e.g., Pancheva
et al., 2002), which can produce modulations of similar
periodicity in the dynamo (e.g., Pedatella and Forbes,
2009). Tides with lunar periods are also present in
the upper atmosphere. When sampled once per day,
the lunar semidiurnal tide produces a variation with
a 14.3 day period, that is clearly seen in the iono-
sphere at low latitudes (e.g., Bartels and Johnston,
1940; Matsushita, 1967).

The third major source of thermospheric winds is
acceleration by the rapidly drifting ions at high lat-
itudes (e.g., Axford and Hines, 1961; Roble, 1992).
This acceleration is greatest where the ion density
is large, and where the ions are sufficiently decou-
pled from the neutrals that they are able to drift at
speeds near the E × B/B2 velocity. The acceleration
depends strongly on magnetospheric conditions, being
much stronger during magnetic storms. Generally, the
acceleration increases with altitude above 120 km
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up to the peak of the ionospheric F layer, and can
generate winds of hundreds of metres per second
(e.g., Killeen and Roble, 1984; Kwak and Richmond,
2007). Observations (e.g., Killeen and Roble, 1988;
Richmond et al., 2003a) show strong westward winds
in the afternoon and evening at magnetic latitudes of
60◦−75◦, and day-to-night winds over the magnetic
polar region, that are dependent on the strength and
direction of the interplanetary magnetic field.

The fourth major source of thermospheric winds
is pressure gradients produced by high-latitude Joule
heating (e.g., Volland and Mayr, 1971; Dickinson
et al., 1975). This is particularly important during mag-
netic storms, when the heating can increase by one
or two orders of magnitude over quiet-time values.
The increased high-latitude pressure drives equator-
ward winds above about 120 km that increase with
altitude and tend to be turned westward at midlatitudes
by the Coriolis acceleration. Simulations indicate that
the strongest winds are found on the night side of the
Earth (e.g., Richmond et al., 2003b), but also extend
into the day-side dynamo region. Observations of dis-
turbance winds on the day side (e.g., Emmert et al.,
2002) show a strong equatorward component above
120 km at upper-midlatitudes, together with a west-
ward component at upper-midlatitudes and an eastward
component at low latitudes. Through inertia the winds
persist hours or even days after the high-latitude heat-
ing subsides, so that residual post-storm disturbance
dynamo effects are observed globally (e.g., Huang
et al., 2005).

13.4 Ionospheric Electric Fields
and Currents

For a given distribution of thermospheric wind and
conductivity, and for a specified manner in which the
magnetosphere provides field-aligned current or high-
latitude plasma convection to the ionosphere, it is pos-
sible to calculate the electric field and current at middle
and low latitudes that are generated by the ionospheric
dynamo. In addition to Ohm’s Law (13.3), dynamo
models assume that the current is divergence-free and
that the electric field is electrostatic:

∇ · J = 0 (13.4)

E = −∇� (13.5)

where � is the electric potential.
Figure 13.2 shows results of such a simulation
using the National Center for Atmospheric Research
Thermosphere-Ionosphere-Electrodynamics General-
Circulation Model (TIE-GCM [Roble et al., 1988;
Richmond et al., 1992]). It is only at middle and low
latitudes that the electrodynamics are calculated inter-
nally in the model; at high latitudes an empirical model
of electric fields is imposed to represent magneto-
spheric effects. Because of the very large field-aligned
conductivity, field-aligned current (FAC) can readily
flow from one hemisphere to the other at middle and
low latitudes. In Fig. 13.2 this FAC appears as radial
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Fig. 13.2 Height-integrated horizontal ionospheric current den-
sity Kq driven by the combined neutral wind u and electric
potential Φ (vectors), and upward component of field-aligned
current density at 300 km altitude, Jqr, (contours and colors)
in magnetic-latitude/magnetic-local-time coordinates between

±63◦ latitude, for the December solstice, at 12 UT. Horizontal
current flows from the southern to the northern hemisphere,
while vertical current at 300 km flows out of the northern
hemisphere and into the southern hemisphere
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current Jqr at the top of the dynamo region. For this
December example the FAC flows predominantly out
of the northern (winter) hemisphere and into the south-
ern (summer) hemisphere during the day time. There
is a net return current flow within the ionosphere
across the magnetic equator from summer to winter.
Associated with the FAC is an east-west component of
magnetic perturbation above the ionosphere, but below
the FAC, which has been observed (e.g., Yamashita and
Iyemori, 2002).

The larger variability of night-side than day-side
conductivities, and the greater relative importance of
F-region effects at night, results in greater variability
of ionospheric electric fields at night than at day (e.g.,
Fejer, 1993; Fejer et al., 1995, 2005). It also makes
accurate modeling of electrodynamics difficult on the
night side of the Earth. In addition to the dynamo
effects of winds, at night there is a non-negligible
current associated with the gravitational force on the
F-region plasma, which is balanced by a J × B force.
Although small, this gravity-driven current can be
large enough to affect the night-side electric field (e.g.,
Eccles, 2004).

At low latitudes, much of the electrodynamics can
be considered in a simplified two-dimensional altitude-
latitude picture. Current continuity means that rela-
tively little net current flows upward and poleward
across any geomagnetic-field line, if we neglect the rel-
atively small convergence or divergence of east-west
current below the field line. Near the magnetic equator
in the E region, a strong vertical polarization electric
field can develop to prevent any significant vertical cur-
rent from flowing, since current cannot flow into or out
of the neutral atmosphere below. The polarization field
is associated with the large ratio of Hall to Pedersen
conductivity around 100 km altitude. It drives a strong
eastward Hall current during the day, called the equa-
torial electrojet (EEJ) (Forbes, 1981; Rastogi, 1989;
Reddy, 1989). The EEJ current is approximately pro-
portional to the eastward electric field, and it causes
a large enhancement of the magnetic perturbation
below. In fact, the ease of measuring the magnetic
perturbation under the EEJ, and its close relation to
the eastward ionospheric electric field, have prompted
researchers to estimate the eastward electric field from
observations of the EEJ magnetic perturbation (e.g.,
Anderson et al., 2002, 2006; Alken and Maus, 2010b).
Somewhat complicating the relation, however, is the
fact that variable low-latitude winds tend to produce

apparent EEJ variations that are not directly related
to the eastward electric field (e.g., Fambitakoye et al.,
1976; Reddy and Devasia, 1981; Fang et al., 2008;
Alken and Maus, 2010a).

At night, for low-latitude geomagnetic field lines
that reach into the ionospheric F layer, the F-region
conductivity usually dominates over the E-region
conductivity in contributing to the total field-line-
integrated conductivity, and ion-neutral momentum
transfer is largely confined to the F-region portion
of the field line. If the eastward wind varies little
along the conducting portion of a field line, then it
will generate an electric field of such a magnitude to
cause the plasma to drift eastward at an E × B/B2

velocity that equals the mean wind velocity (e.g.,
Rishbeth, 1971). This can lead to an interesting effect,
illustrated in Fig. 13.3, if an eastward wind velocity
increases in strength with longitude. At each longi-
tude the plasma tends to drift with the wind, and
so the eastward plasma velocity increases with longi-
tude. This eastward plasma velocity corresponds to a
downward/equatorward electric field that increases in
strength toward the east. The electric field, however,
must be curl-free, and so there must be an altitude
gradient of the eastward electric-field component such
that the field becomes more strongly eastward with
decreasing altitude (Rishbeth, 1971; Eccles, 1998). If
other constraints on the electric field prevent it from
being large at some apex height, such as an apex height

Fig. 13.3 A schematic of dynamo conditions in the evening F
region. Curved lines represent geomagnetic-field lines B. The
eastward wind u increases in strength toward the east. A ver-
tical component of polarization electric field E develops such
that the horizontal component of electrodynamic drift velocity
E × B/B2 is similar to u, meaning that the vertical component
of E tends to offset u × B. This vertical component of E also
increases toward the east. For the full vector electrostatic electric
E to be curl-free, there must be a vertical gradient of the east-
ward field component of E, such that this component becomes
less eastward with increasing altitude
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for which the field line descends through a region of
relatively large Pedersen conductivity around the lat-
itudes of the equatorial ionization anomaly, then the
eastward field at lower heights can become increas-
ingly strong with descending height. This eastward
electric field corresponds to upward plasma drifts.
Note that although we have estimated the merid-
ional electric field using a two-dimensional geometry,
neglecting longitude gradients, it is necessary to con-
sider the longitude gradient of the meridional field
to understand the origin of the eastward field in this
case.

In the evening ionosphere, where such conditions
occur, a strong upward drift can occur in the equa-
torial ionosphere after sunset, called the pre-reversal
enhancement (PRE) of the vertical drift. This upward
drift further modifies the electrodynamics, because by
lifting the plasma it reduces the conductivity (which in
the F region is proportional to the product of the ion
and neutral densities), which further modifies the cur-
rent path and the polarization field. In particular, by
reducing the conductivity the uplift reduces the drag
on flux-tube motions, thereby facilitating the uplift
through a positive feedback effect.

13.5 Electric Current Effects on Winds

The ion-drag acceleration on neutrals is

J × B/ρ = (σPB2/ρ)(vE − u⊥) + (σHB2/ρ)b
×(vE − u),

(13.6)

where ρ is the mass density, and vE is the electro-
dynamic velocity E × B/B2. This expression neglects
the relatively small ion-drag acceleration due to grav-
itational and pressure-gradient forces on the ions.
Typical values of the Pedersen and Hall ion-drag coef-
ficients, σPB2/ρ and σHB2/ρ, respectively, are shown
in Fig. 13.4, for the same conditions as in Fig. 13.1.
The term (σPB2/ρ)(vE − u⊥) in Eq. (13.6) represents
an acceleration that tends to push the neutral velocity u
towards the velocity vE in the direction perpendicular
to B. As the difference between u and vE is reduced,
the current density and the ion-drag acceleration are
also reduced, analogous to a reduction in the effective
conductivity (e.g., Baker and Martyn, 1953; Akasofu

and DeWitt, 1965; Denisenko et al., 2008). Volland
(1976a, b) showed theoretically how, as the conduc-
tivity and ion-neutral coupling become stronger, there
is a limit to the strength of the current. The term
(σHB2/ρ)b × (vE − u) represents an acceleration that
tends to turn the wind direction. If vE is negligible the
turning is analogous to the Coriolis acceleration of the
wind, except that the horizontal component of acceler-
ation is generally opposite to the direction of Coriolis
acceleration. Other forces on the neutrals, including
the gravitational, pressure-gradient, Coriolis, and vis-
cous forces, also contribute in a major way to the net
acceleration of the air. A characteristic value of both
the daily acceleration and of the Coriolis acceleration
is the angular rotation rate of the Earth, �, which is
shown in Fig. 13.4 for reference. Whereas the Pedersen
drag coefficient usually exceeds � in the F region, and
is comparable to � down to 120 km at day, the Hall
drag coefficient is generally less than � everywhere
except in the auroral E-region ionosphere under strong
particle precipitation.

As discussed earlier, the transfer of forces associ-
ated with the electric currents strongly couples plasma
motions all along geomagnetic-field lines. Through
the ion drag effect, it also couples neutral motions
at different altitudes. For example, when u⊥ is larger
than vE, ion drag retards u⊥. The retarding force on
upper-thermospheric winds at F-region heights, where
σPB2/ρ is large, is transferred from the dense air at
lower altitudes. Because of the large difference of neu-
tral densities between E- and F-region heights, the
ion-drag acceleration is much less at low than at high
altitudes. At night, when the F region often dominates
the field-line-integrated conductivity, the F region can
become largely decoupled from the E region in terms
of momentum transfer. In the low-latitude nighttime
ionosphere, the fact that the ionosphere tends to drift
eastward at a velocity similar to the neutral velocity
means that ion drag on the neutral wind is relatively
small, leading to faster winds. This effect contributes
to the strong night-time eastward winds at low latitudes
(Rishbeth, 1971).

Ion-neutral feedback effects are also important at
high latitudes, where high-speed winds are gener-
ated by the rapid ion convection driven by magneto-
spheric processes. Average wind velocities at altitudes
where Pedersen conductivity is large have magni-
tudes on the order of 10–50% the typical E × B/B2

speed, depending on altitude, latitude, and season
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Fig. 13.4 Ion-drag
coefficients σPB2/ρ

(Pedersen) and σHB2/ρ

(Hall), for the same conditions
as in Fig. 13.1. Ω is the
angular rotation rate of the
Earth, which give a
characteristic value both for
inertial effects and for the
Coriolis acceleration

(e.g., Johnson and Virdi, 1991; Killeen et al., 1992;
Richmond et al., 2003a; Kwak and Richmond, 2007).
These neutral winds will have a significant impact on
the current, and thus on the momentum and energy
transfer. The impact will not only affect the thermo-
spheric winds and temperatures, but will also feed
back on the magnetospheric dynamics that drives the
plasma convection (e.g., Banks, 1972; Lyons et al.,
1985; Forbes and Harel, 1989; Deng et al., 1993;
Richmond, 1995a; Raeder et al., 2001; Peymirat et al.,
2002; Ridley et al., 2003; Wang et al., 2007).

High-latitude Joule heating associated with
magnetosphere-ionosphere electrodynamics produces
a thermospheric response that also feeds back on
the global electrodynamics through the disturbance-
dynamo effect, especially during and following
magnetic storms. At midlatitudes the disturbance
winds tend to be westward, stronger at night than at
day (e.g., Huang et al., 2005), and tend to produce
a poleward electric field and a westward drift of the
ionospheric plasma (Blanc and Richmond, 1980;
Heelis and Coley, 1992). The electric field drives
eastward Hall current at day that charges the dusk ter-
minator positively and the dawn terminator negatively.
The resulting daytime westward disturbance-dynamo
electric field extends to low latitudes, where it tends to
reduce, or even reverse, the normal low-latitude east-
ward electric field (Blanc and Richmond, 1980; Sastri,
1988; Fejer and Scherliess, 1995). This weakens and
sometimes reverses the EEJ. When the heating stops,
the global thermospheric winds largely recover toward

their quiet-day patterns after a day, but full recovery
can take many days (Huang et al., 2005).

13.6 Research Prospects

Electrodynamic interactions between the neutral
and plasma constituents of the upper atmosphere
strongly affect both constituents, and entail important
feedback effects. The strength of the interaction
depends on the highly variable plasma density, which
itself is affected by electric fields. The complexity
of the system, and its dependence on a number of
inadequately known parameters, presents a challenge
to researchers trying to develop accurate predictive
capabilities. Complex simulation models like the
Global Self-consistent Model of the Thermosphere-
Ionosphere-Protonosphere (GSM-TIP) (Namgaladze
et al., 1988; Klimenko et al., 2006), the TIE-GCM
mentioned earlier, the Coupled Thermosphere-
Ionosphere-Plasmasphere-electrodynamics (CTIPe)
model (Fuller-Rowell et al., 1987; Millward et al.,
2001), and the Global Coupled Thermosphere-
Ionosphere-Electrodynamics Model of the Institute
of Geology and Geophysics of the Chinese Academy
of Sciences (GCITEM-IGGCAS) (Ren et al., 2009)
are capable of representing global-scale interactions.
They provide a tool for analyzing the underlying
physics, but are dependent on knowledge of processes
like night-time ionization rates, the character and
variability of tides propagating from below, and
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the manner in which the magnetosphere generates
electrodynamic effects and responds to thermo-
spheric/ionospheric electrodynamic feedback. In order
to be representative of the actual conditions in the
thermosphere/ionosphere system, the models require
wide-spread simultaneous observations of a large
number of parameters that can constrain the model
inputs. Formal data-assimilation procedures need to
be developed and applied to this problem, in order to
have a means of combining the complex models with
the extensive and diverse data.

Electrical conductivity is a key element of the ion-
neutral coupling, but there are often considerable dif-
ficulties in obtaining an accurate representation of the
conductivities for modeling purposes. Not only do we
need to have a more accurate understanding of the
uncertain and variable ionization rates over the dark
hemisphere and in the auroral regions, but we need
to understand the correlations between spatial struc-
ture in the conductivities and electric fields in the
auroral ionosphere, and we need to understand bet-
ter the nonlinear influences of strong electric fields on
the effective conductivities. A combination of well-
designed observations, data analysis, and theory will
be required to further advance our understanding of
ionosphere-thermosphere electrodynamic coupling.
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Chapter 14

Daytime Vertical E×B Drift Velocities Inferred from
Ground-Based Equatorial Magnetometer Observations

David Anderson

Abstract The daytime equatorial electrojet is a nar-
row band of enhanced eastward current flowing in
the 100–120 km altitude region within ±2◦ latitude
of the dip equator. A unique way of determining the
daytime strength of the electrojet is to observe the
difference in the magnitudes of the Horizontal (H)
component between a magnetometer placed directly
on the magnetic equator and one displaced 6–9◦ away.
The difference between these measured H values pro-
vides a direct measure of the daytime electrojet current,
and in turn, the magnitude of the vertical E×B drift
velocity in the F region ionosphere. This paper empha-
sizes two major topics related to the title: (1) Describes
and summarizes the techniques developed for obtain-
ing the daytime, E×B drift velocities from ground-
based magnetometer observations, and (2) Describes
and summarizes the equatorial, ionospheric physical
transport mechanisms that have been addressed using
these techniques.

14.1 Introduction

In the low latitude, F region ionosphere, the ambi-
ent ion and electron density distributions are deter-
mined through the combined physical processes of:
(1) Production by solar EUV radiation; (2) Loss
through charge exchange with N2 and O2 and;
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(3) Transport parallel to geomagnetic field lines by
diffusion and neutral winds and perpendicular to B
by E×B drift. In the daytime E region (90–120 km),
dynamo processes generate eastward electric fields,
which are transmitted to F region altitudes (150–
800 km) by equipotential geomagnetic field lines,
causing both ions and electrons to drift upward, per-
pendicular to B with an E×B /B2 drift velocity. At
the same time, forces parallel to B due to gravity and
plasma pressure gradients act to transport plasma along
the magnetic field lines. The net effect is to create
crests in electron density on either side of the mag-
netic equator at ±15 to 18◦ dip latitude, known as
the equatorial anomaly. Trans-equatorial neutral winds
transport ionization from one hemisphere to the other
causing asymmetries in both peak electron densities
and peak altitudes in the equatorial anomaly (Hanson
and Moffett, 1966).

The primary transport mechanism for creating the
equatorial anomaly is vertical E×B drift in the F
region. Fejer (1991) and Scherliess and Fejer (1999)
discuss the large day-to-day variability in vertical drift
velocities as measured by the Jicamarca Incoherent
Scatter Radar (ISR) located at the magnetic equator
in Peru. This day-to-day variability in E×B drift is
responsible for the large day-to-day variability in the
low latitude F region ion and electron density distribu-
tions with altitude, latitude and local time (Anderson,
1973). Because the daytime upward E×B drift is so
critical, it is very important to be able to specify
the drift on a day-to-day basis, since the Jicamarca
ISR makes drift observations only two or three times
a month. For this reason, the Jicamarca Unattended
Long-term Ionosphere Atmosphere (JULIA) radar has
been used to obtain the daytime E×B drift velocities
utilized in this study to develop the relationships
described in Section 14.2.
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Rastogi and Klobuchar (1990) demonstrated that
the strength of the daytime equatorial electrojet could
be measured using two magnetometers, one situated
on the magnetic equator and the other displaced by
6–9◦ away. Using this technique, Rastogi and
Klobuchar (1990) were able to infer whether the day-
time vertical E×B drift velocity in the F region was
large or small. They compared the difference in the
Horizontal (H) component values between magne-
tometers at Trivandrum (8.5◦N, 77.0◦E, 0.5◦S dip lati-
tude) and Alibag (18.5◦N, 72.9◦E, 13.0◦N dip latitude)
with the observations of Total Electron Content (TEC)
measured by a chain of polarimeters as a function of
latitude and local time in the Indian Sub-Continent. For
their study, they incorporated one magnetometer on
the magnetic equator (Trivandrum) and one at 10◦ N.
dip latitude (Alibag). It is important that one magne-
tometer be within the equatorial electrojet (±3◦ dip
latitude) and one away from the dip equator, but not too
far away. In a recent paper, Manoj et al. (2006) investi-
gated the evidence for short spatial correlation lengths
of the noontime equatorial electrojet inferred from a
comparison of satellite (CHAMP) and ground mag-
netic data. For this study they located magnetometers
roughly15◦ away from the dip equator.

It is well known that large upward E×B drift veloc-
ities produce the equatorial anomaly with crests in the
peak electron density, Nmax, and TEC at ± 15◦ dip
latitude while the absence of E×B drift does not create
the anomaly. They verified that a weak equatorial elec-
trojet was accompanied by an absence in TEC crests,
while a strong electrojet (large�H values) was accom-
panied by observed daytime crests in TEC at ± 15◦ dip
latitude. They also found that measuring the day-to-
day fluctuation in H at only one station – Trivandrum –
was not a realistic measure of the strength of the
equatorial electrojet. Anderson et al. (1992) subse-
quently carried out theoretical calculations of TEC as
a function of local time and latitude and compared
these with the Indian TEC observations. They found
excellent agreement for both “weak” and “strong”
electrojet days. Neither Rastogi and Klobuchar (1990)
nor Anderson et al. (1992) presented a quantitative
relationship between �H and E×B drift – only a
qualitative one.

In a recent paper by Anderson et al. (2002) it
was demonstrated that there exists quantitative rela-
tionships whereby the vertical E×B drift velocity
in the equatorial F-region can be estimated using

ground-based magnetometer observations. Such quan-
titative relationships were developed for the South
American sector, during the Solar Maximum period,
1998–1999. This represented the first time such a
unique relationship had been quantitatively estab-
lished. The Jicamarca Incoherent Scatter Radar (ISR)
provided the daytime, vertical E×B drift velocities in
conjunction with magnetometers at Canete and Piura
in Peru. However, the data sets were only available for
a total of 11 days between 1998 and 1999.

This chapter emphasizes two major topics related
to the title: (1) Describes and summarizes the tech-
niques for obtaining the daytime, E×B drift velocities
from ground-based magnetometer observations, and
(2) Describes and summarizes the equatorial, iono-
spheric physical transport mechanisms that have been
addressed using these techniques.

14.2 Ground-Based Magnetometer
Techniques

It is well known that the effect of neutral winds
together with diurnal and semi-diurnal tidal compo-
nents in the atmosphere cause currents to flow in the
100–130 km altitude region. This is the so-called Sq
(Solar quiet) wind dynamo current system in the E
region. Resulting from this current system is an elec-
trostatic field directed eastward from dawn to dusk at
low latitudes. The strength of this electric field is about
0.5 mV/m and is responsible for the upward E×B drift
velocities of ∼ 20 m/s measured by the Jicamarca ISR.
As a result of this electric field, within ±2◦ of the
magnetic equator, an enhanced eastward current flows
(between 100 and 110 km altitude) known as the equa-
torial electrojet (see Forbes, 1981; Richmond, 1989;
Reddy, 1989, for in-depth reviews of the neutral wind
dynamo and the equatorial electrojet).

Figure 14.1 depicts the eastward electric field
(yellow arrow), the consequent vertical electric field
(red arrow) and the current systems that are associ-
ated with the electrojet. The view is to the North at
the magnetic equator viewing the dayside region. If an
eastward electric field exists and is perpendicular to B,
then a Hall current is generated in the downward
direction. Because of the particular geometry at the
magnetic equator where magnetic field lines are hor-
izontal, the Hall current, carried by upward moving
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Fig. 14.1 Electric fields that generate the equatorial electrojet (see text for details)

electrons, quickly polarizes the ionospheric E layer so
that an upward directed polarization electric field is
produced. This electric field (red arrow) is about 5–10
times stronger than the eastward electric field (yellow
arrow) that produced it. It is this vertical electric field
that is responsible for the eastward equatorial electrojet
current. This current produces the strong enhancement
in the H component observed by magnetometers within
± 5◦ of the magnetic equator.

Figure 14.2 is a schematic plot of typical noontime
magnetometer H component observations as a func-
tion of latitude. Note the 100 nanoTesla (nT) increase
near the dip equator superimposed on the “global” Sq
current magnetometer observations. When the H com-
ponent observations from a magnetometer 6–9◦ away
from the magnetic equator are subtracted from the H
component values measured by a magnetometer on the
magnetic equator, the difference is only related to the
electrojet contribution which, in turn, is directly related
to the eastward electrostatic field that created the elec-
trojet current. Carrying out this subtraction to provide
a �H value is necessary in order to eliminate the mag-
netospheric ring current component in H, resulting in
a�H value that is only related to the ionospheric elec-
trojet current and hence the east-west electric field.
This eastward electric field might originate from the Sq
Wind dynamo mechanism or could be associated with
a penetration electric field from high latitudes, or both.
It is emphasized that the electric field is ionospheric in
origin and is not associated with the magnetospheric
ring currents, or the Tail currents.

Fig. 14.2 Schematic plot of noontime magnetometer H compo-
nent observations

In the Anderson et al. (2002) paper, the Jicamarca
Incoherent Scatter Radar (ISR) provided the daytime,
vertical E×B drift velocity. In the paper by Anderson
et al. (2004), the JULIA radar at Jicamarca, Peru pro-
vided the daytime, vertical E×B drift velocities that
has been related to the ground-based magnetometer
observations. The JULIA radar is a low power 50 MHz
coherent scatter system located at the Jicamarca Radar
Observatory near Lima, Peru. In this study, JULIA
observations are devoted to the daytime echo returns
that occur near the 150 km altitude region.

Echoes from 150 km echoes were first observed
in the early 1960s (Balsley, 1964), however their
existence is still puzzling (e.g., Kudeki and Fawcett,
1993; Blanc et al., 1996; Tsunoda and Ecklund, 2000).
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Nonetheless as it has been mentioned before, their
Doppler velocities can be used to measure the zonal
electric field in the equatorial ionosphere. Kudeki and
Fawcett (1993) obtained a high correlation between the
Doppler velocities from 150 km echoes and simultane-
ous ground magnetogram records made in Ancon. In
addition, Woodman and Villanueva (1995) verified via
incoherent scatter experiments that the 150 km echo
phase velocities are indeed good estimates of F region
vertical plasma drifts.

Between August 2001 and December 2003, almost
270 days of 150 km echoes with the JULIA system
were obtained using one half of the Jicamarca antenna
for both transmission and reception, pointing perpen-
dicular to B with good detectability. The Doppler
estimates are obtained via a spectral estimation routine
similar to the one applied by Chau (1998) to process
echoes from the lower atmosphere.

In order to establish the relationships between
�H and E×B drift velocities in the Peruvian sector,
Anderson et al. (2004) chose three approaches (1) A
linear regression analysis; (2) A multiple regression
approach and; (3) A neural network approach. The
neural network method gives slightly lower RMS error
values compared with the other two methods. The rela-
tionships for all three techniques were validated using
an independent set of E×B drift observations, for 38
days between April 2001 and November 2003, from
the Jicamarca Incoherent Scatter Radar (ISR) located
at Jicamarca, Peru. They found that the neural net-
work approach gave the lowest RMS error of the 3
approaches. Figure 14.3 displays the E×B drift veloc-
ity vs local time compared with the Jicamarca ISR
observations on September 25, 2003 and April 17,
2002.

To determine whether or not realistic daytime, ver-
tical E×B drift velocities can be obtained at other
longitudes using the neural network trained in the
Peruvian longitude sector, Anderson et al. (2006b)

calculated quiet-time, vertical E×B drift velocities at
two different longitude sectors. Magnetometer obser-
vations were obtained for the period between January
2001 and December 2004 from the magnetometers at
Jicamarca (0.8 N. dip latitude) and Piura (6.8 N. dip
latitude) in Peru and from Davao (1.4 S. dip latitude)
and Muntinlupa (6.3 N. dip lat) in the Philippine sector.
They choose only geomagnetically “quiet” days, when
the three-hourly Kp value never exceeded a value of
3 over the entire day, and when the Daily Ap value
was less than 10. These were “binned” into three sea-
sons, December solstice, Equinox and June solstice
periods. The neural network trained for the Peruvian
sector was applied to each of the days in both the
Peruvian and Philippine sectors providing�H-inferred
vertical E×B drift velocities between 0700 and 1700
Local Time. For each season, the average E×B drift
velocity curves are compared with the Scherliess-
Fejer (1999), climatological E×B drift velocity curves
in both the Peruvian and Philippine sectors. In the
Peruvian sector, the comparisons are excellent and in
the Philippine sector they are very good. They demon-
strated that realistic magnetometer-inferred E×B drifts
could be obtained in the Peruvian sector on a day-to-
day basis and found that realistic E×B drifts could
also be obtained in the Philippine sector. Figure 14.4
presents the comparisons for the Equinoctial period in
the Peruvian and Philippine longitude sectors where
the blue line represents the Scherliess-Fejer climato-
logical E×B drift velocities and the red line is the
average of the �H-inferred E×B drift velocities.

14.3 Areas of Research That Have
Incorporated the �H Technique

A number of research efforts have been carried out,
subsequent to the development of the �H-inferred,

04/17/2002 (107)

Fig. 14.3 Comparison between 3 �H-inferred E×B drift approaches (a) linear regression (monthly LSM), (b) multiple regression
(LSM), (c) neural network and Jicamarca observed E×B drift (ISR) on September 25, 2003 (left) and April 17, 2002 (right)
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Fig. 14.4 Comparison between the average, equinoctial, quiet-day,�H-inferred E×B drift (red line) vs LT and the Scherliess-Fejer
climatological model (blue line) in the Peruvian sector (left) and the Philippine sector (right) (see text for details)

daytime E×B drift technique. These fall into roughly
three general areas (1) Prompt penetration of high lati-
tude electric fields to the equatorial ionospheric region,
(2) Modeling studies that incorporate the �H-inferred
E×B drift velocity observations, and (3) Emerging
studies that (a) Incorporate CHAMP magnetometer
observations, and, (b) Compare sharp longitudinal gra-
dients in E×B drift velocities associated with the
4-cell, non-migrating pattern seen in TOPEX observa-
tions.

14.3.1 Prompt Penetration Studies

In November 2005, a 3 day workshop was held
at MIT’s Haystack Observatory in Westford, MA
to study “Storm-time Penetration Electric Fields
and their Effects: Magnetospheric and Ionospheric
Perspectives”. The various papers that were presented
addressed several outstanding questions: (1) What
is the effect of the penetration electric field on
ionospheric plasma? (2) How much of the inter-
planetary electric field can penetrate to the equato-
rial ionosphere? (3) How long can the interplane-
tary/magnetospheric electric field penetrate into the
low latitude ionosphere? (4) How effective is the
shielding process during magnetic storms? A sub-set
of these presentations were submitted, peer-reviewed
and published in a Special Issue of JASTP in July 2007.

Several of the papers utilized magnetometer-
inferred, daytime E×B drift velocities to address sev-
eral of these outstanding questions. Anghel et al.
(2007) used the �H-inferred E×B drifts and elec-
tric fields in the Peruvian sector and found that about
10% of the interplanetary electric fields penetrate to
the equator under disturbed conditions. Nicolls et al.
(2007) examined the frequency characteristics between
the low-latitude electric field and the interplanetary

electric field and developed a linear transfer function.
They found that a frequency-dependent, linear trans-
fer function relating penetrating electric fields and
the interplanetary electric fields had a broad maxi-
mum at the 2 h period. Kelley et al. (2007) applied
this linear transfer function to two storm cases, in
three longitude sectors, and found that the linear
relationship between the interplanetary electric field
and the equatorial ionospheric electric field works very
well. In addition, Maruyama et al. (2007) presented
simulated storm-time electric fields for the March 31,
2001 and April 17–18, 2002 geomagnetic storms and
compared the calculated electric fields with low lati-
tude observations of E×B drift velocities. The simula-
tions highlight the possibility that penetrating electric
fields may exist for several hours when the IMF is
southward for a prolonged period of time. They find
that the disturbance dynamo electric field becomes
important at later times.

14.3.2 Modeling Studies

A number of investigations have incorporated the �H-
inferred E×B drift velocities into low latitude, iono-
spheric theoretical modeling studies. Anderson et al.
(2006a) studied the low-latitude ionospheric response
to the Halloween geomagnetic storm on October 29
and 30, 2003 and the November 20, 2003 geomag-
netic storm using a time-dependent Low Latitude
Ionospheric Sector model (LLIONS) that incorporated
the daytime, �H-inferred E×B drift velocities in the
Peruvian sector. They compared their calculated val-
ues of TEC vs local time and latitude with an array
of ground-based GPS receiver observations in the
Peruvian longitude sector and with DMSP in-situ elec-
tron densities at 840 km altitude. On average, they
found very good to excellent agreement.
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Wang et al. (2008) studied the ionospheric electric
field variations during the April 2–5, 2004 geomag-
netic storm as simulated by a coupled magnetosphere-
ionosphere-thermosphere (CMIT) model and com-
pared their calculated, low-latitude electric fields with
the �H-inferred electric fields in the Peruvian sec-
tor. The model captured the temporal variations seen
in the �H-inferred E×B drift observations, but over-
estimated the magnitude of the daytime E×B drift
velocities.

Two excellent theoretical studies have recently
been published that (1) Model the wind dynamo
effects on ground magnetic perturbations and verti-
cal E×B drifts (Fang et al., 2008a) and (2) Carry out
model simulations of the equatorial electrojet in the
Peruvian and Philippine longitude sectors (Fang et al.,
2008b). The paper by Fang et al. (2008a) incorporates
the NCAR Thermosphere-Ionosphere-Electrodynamic
General Circulation Model (TIE-GCM) to demonstrate
that the altitude variation in the wind velocity in the
low latitude region can modify the ground magnetic
perturbations a few degrees away from the magnetic
equator. They find that only by combining the effects
of both the EEJ and the off-equatorial wind-driven cur-
rents can the magnitude of�H and its relation to E×B
drift velocities be accurately estimated.

The paper by Fang et al. (2008b) also utilizes the
TIE-GCM to simulate the EEJ current and the mag-
netic perturbations on the ground. They simulate the
diurnal, seasonal (Equinox, June and December sol-
stice periods) for solar cycle activity (F10.7 = 80,
140 and 200) variations in �H in the Peruvian
and Philippine longitude sectors and the relationship
between �H and daytime vertical E×B drift veloci-
ties. The simulations show that the diurnal, seasonal
and solar cycle variations are captured by the model.
They find that the agreements between the simulated
and observed magnitude of�H and the linear relation-
ships to vertical E×B drift are improved by modifying
the TIE-GCM daytime E region photoionization rate in
order to match observed E region electron densities.

14.3.3 Emerging Studies

A number of recent papers have incorporated the
ground-based, �H technique for inferring the equa-
torial electrojet and compared these observations with

satellite observations of the equatorial electrojet, most
notably from the CHAMP magnetometer observa-
tions. Manoj et al. (2006) addressed the question to
what extent is the highly variable noon-time current
density observed by CHAMP due to temporal or spa-
tial variations in the ionosphere. They find that the
correlation coefficients between the ground and satel-
lite data as a function of longitude between measure-
ments vary from a high correlation when CHAMP
is directly over the pair of observatories, to much
lower values when the longitude separation between
CHAMP and the observatories is ±15◦ to the east or
west. This holds for all longitude sectors.

Another investigation utilizing CHAMP observa-
tions of in-situ electron densities, the Jicamarca
Unattended Long-term Ionosphere and Atmosphere
(JULIA) radar measuring the daytime, vertical E×B
drift velocities and the �H (Jicamarca-Piura) obser-
vations was carried out by Stolle et al. (2008). They
used electric field proxies to estimate the strength of
the Equatorial Ionization anomaly (EIA). Analyzing 5
years of CHAMP electron density observations, they
found high correlation coefficients (cc > 0.8) between
the EIA values and both the JULIA observations and
the�H values. They find a typical response time of the
EIA to variations in the eastward electric field (JULIA
observations) of 1–2 h and a response time of 2–4 h
after EEJ strength variations (�H values).

Another area where the �H-inferred, daytime E×B
drift velocity technique has played a major and sig-
nificant role relates to defining how sharp longitude
gradients are in the E×B vertical drift velocities at
the boundaries of the non-migrating, 4-cell pattern
observed by CHAMP (England et al., 2006) and
TOPEX TEC observations (Scherliess et al., 2008).
Anderson et al. (2009), utilizing appropriately-placed
magnetometers in the Peruvian, Indian, Philippine
and Indonesian longitude sectors, compared daytime,
equatorial E×B drift velocities and TOPEX/TEC
observations associated with the 4-cell, non-migrating
tidal structures. They compared the seasonal and longi-
tude E×B drift structures with TOPEX/TEC observed
longitude structures. The paper demonstrates that large
gradients in E×B drift velocities exist at the bound-
ary of a 4-cell pattern between the Philippine and
Indonesian sectors, with a longitude gradient in ver-
tical E×B drift of 10 m/s over 15◦ in longitude which
is responsible for the sharp gradients in TEC between
these two sectors.
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14.4 Summary and Future Work

This chapter has reviewed the techniques that have
been developed for obtaining realistic, daytime,
vertical E×B drift velocities from ground-based
magnetometer observations and has demonstrated that
these E×B drift velocities can be obtained wher-
ever appropriately-placed magnetometers exist. The
chapter also reviews and summarizes the subsequent
papers and investigations that have utilized these tech-
niques in the general areas of (1) Prompt penetra-
tion electric field studies, (2) Modeling equatorial
electrojet studies and, (3) Emerging studies such as
CHAMP-inferred electric field comparisons and stud-
ies that can account for the sharp longitude gradients
in TOPEX/TEC observations at the boundaries of the
4-cell, non-migrating tidal structures. Future, near-
term studies include the investigation of the unique,
daytime E×B drift velocities associated sudden strato-
spheric warming (SSW) events (Chau et al., 2009)
and lower atmospheric driving forces that affect the
equatorial ionosphere (Fuller-Rowell et al., 2008).
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Chapter 15

Three-Dimensional Modeling of Equatorial Spread F

J.D. Huba, G. Joyce, and J. Krall

Abstract The Naval Research Laboratory (NRL)
has recently developed a three-dimensional code to
study equatorial spread F (ESF). The code is based on
the comprehensive NRL 3D ionosphere model SAMI3
and includes a potential equation to self-consistently
solve for the electric field. The model assumes equipo-
tential field lines so a 2D electrodynamic problem is
considered. Results are presented showing the evolu-
tion of atomic and molecular ions, as well as that of
the electron and ion temperatures during ESF.

15.1 Introduction

Equatorial spread F (ESF) (Haerendel, 1974; Ossakow,
1981; Hysell, 2000) is a post-sunset phenomenon in
which the equatorial F-region ionosphere becomes
unstable: large-scale (10’s km) electron density “bub-
bles” can develop and rise to high altitudes (� 1000 km
at times). To understand the complex and dynamic
evolution of equatorial spread F, numerical simula-
tion models are required. The majority of simulation
studies have been based on two-dimensional spatial
models of the nighttime F region (i.e., longitude and
altitude) (Scannapieco and Ossakow, 1976; Ossakow
et al., 1979; Zalesak and Ossakow, 1980; Zalesak et al.,
1982; Sekar, 2003; Huba and Joyce, 2006). However,
recently the Naval Research Laboratory (NRL) has
developed a three-dimensional code to study equa-
torial spread F (ESF). The code is based on the

J.D. Huba (�)
Naval Research Laboratory, Washington, DC, USA
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comprehensive NRL 3D ionosphere model SAMI3 and
includes a potential equation to self-consistently solve
for the electric field. The model assumes equipotential
field lines so a 2D electrodynamic problem is consid-
ered. In this chapter we describe the model and present
results showing the evolution of atomic and molecular
ions (Huba et al., 2008, 2009a), as well as elec-
tron and ion temperatures (Huba et al., 2009b) during
ESF.

15.2 Numerical Model

A modified version of the NRL 3D global ionosphere
code SAMI3 is used in this analysis. SAMI3 is based
on the 2D ionosphere model SAMI2 (Huba et al.,
2000a). SAMI3 models the plasma and chemical evo-
lution of seven ion species (H+, He+, N+, O+, N2

+,
NO2

+ and O2
+). The continuity and velocity equations

solved are the following:

∂ni

∂t
+ ∇ · (niVi) = Pi − Lini (15.1)

∂Vi

∂t
+ Vi · ∇Vi = − 1

ρi
∇Pi + e

mi
E+

e

mic
Vi × B+g

− νin(Vi − Vn) − ∑
j νij

(
Vi − Vj

)
(15.2)

Here, Pi are the ion production terms and Li are the
ion loss terms that involve photoionization, radiative
recombination, and chemistry, νin is the ion-neutral
collision frequency, νij is the ion-ion collision fre-
quency, and the summation is over ion species j �= i.
These terms are explicitly defined and discussed in
detail in Huba et al. (2000a).
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The basic temperature equation for the α species
solved is (Blanks and Kockarts, 1973; Millward et al.,
1996)

∂Tα
∂t

+ Vα · ∇Tα + 2

3
Tα∇ · Vα − 2

3

1

nα
∇ · κα∇Tα

= Qαβ + Qαn
(15.3)

We solve the temperature equation for the electrons
and three ion species: H+, He+, and O+. We set
the temperature of the molecular ions N2

+, NO+,
and O2

+ equal to the O+ temperature. In Eq. (15.3),
κα is the thermal conductivity, Qαβ is collisional heat-
ing/cooling between the α and β species, and Qαn is
frictional heating with the neutrals. There is also an
electron heating source associated with photoelectrons
in SAMI3/ESF not explicitly shown in Eq. (15.3). In
solving Eq. (15.3) we assume that Vi = Vis ês + V⊥
and Ve = V⊥ where s is the direction along (i.e., par-
allel) to the geomagnetic field, V⊥ is the E × B drift
velocity and we neglect the parallel electron velocity.

In addition to the plasma equations, it is neces-
sary to solve for the electrostatic potential in order to
derive the electric field to transport the plasma orthog-
onal to the geomagnetic field. The potential equation is
derived from current conservation (∇ · J = 0) in dipole
coordinates and is given by

∂

∂p
�pp

∂Φ

∂p
+ ∂

∂φ
�pφ

∂Φ

∂φ
= ∂Fφg

∂φ
(15.4)

where �pp = ∫
(pΔ/bs)σP ds, �pφ = ∫

(1/pbsΔ)
σP ds, Fφg = ∫

(rE sin3 θ/Δ)(B0/c)(1/Ωi)σHigp ds,
and σP is the Pedersen conductivity, σHi is the ion com-
ponent of the Hall conductivity,Δ = (1 + 3 cos2 θ )1/2,
bs = (r3

E/r
3)Δ, and rE is the radius of the earth. The

field-line integration is along the entire flux-tube (i.e.,
s direction) with the base of the field lines at 85 km.
The Hall conductivity is neglected on the LHS of
Eq. (15.4); inclusion of this term only introduces a
small asymmetry in the evolution of an ESF plasma
bubble. Finally, we note that the ionospheric electric
field driven by the neutral wind dynamo is not included
in the simulation model.

The 3D simulation model is initialized using results
from the two-dimensional SAMI2 code. SAMI2 is
run for 48 hrs using the following geophysical con-
ditions: F10.7 = 170, F10.7A = 170, Ap = 4, the
geographic longitude is 0◦ so universal time and local

time are the same, and the day-of-year 263 (e.g., 20
September 2002). The plasma is modeled from hemi-
sphere to hemisphere up to ±26◦ magnetic latitude; the
peak altitude at the magnetic equator is ∼1600 km.
The E × B drift is prescribed by the Fejer/Scherliess
model (Fejer and Scherliess, 1995). The plasma
parameters (density, temperature, and velocity) at
time 1920 UT (of the second day) are used to ini-
tialize the 3D model at each magnetic longitudinal
plane.

The 3D model uses a grid with magnetic apex
heights from 90 to 2400 km, and a longitudinal width
of 4◦ (e.g., 
 460 km). The grid is (nz, nf, nl) =
(101, 202, 96) where nz is the number grid points along
the magnetic field, nf the number in “altitude,” and
nl the number in longitude. This grid has a resolution
of ∼10 km × 5 km in altitude and longitude in the
magnetic equatorial plane. The grid is periodic in lon-
gitude. In essence we are simulating a narrow “wedge”
of the ionosphere in the post-sunset period. Finally, a
15% Gaussian-like perturbation in the ion density is
imposed in the bottomside F region at t = 0.

15.3 Results

15.3.1 Ion Dynamics

Figure 15.1 shows contour plots of the electron, oxy-
gen ion, and hydrogen ion densities (logarithmic scale)
at time 2324 UT (approximately 2 h after the start of
the simulation). The left panels show the densities as a
function of altitude and latitude, while the right panels
as a function of altitude and x (west/east direction). The
velocity vectors are shown for the oxygen ions O+ and
hydrogen ions H+ in the left panels. Here, the symbol
is at the base of the vector; the maximum velocity is
∼1.1 km/s. Finally, the solid line on the electron den-
sity contour plots is the H+/O+ transition altitude (i.e.,
where the oxygen ion density equals the hydrogen ion
density). Note, the maximum contour level for the elec-
trons and O+ is 107 cm-3, but the maximum contour
level for H+ is two orders of magnitude smaller 105

cm–3.
At this time the H+/O+ transition altitude in the

background ionosphere is ∼ 1000 km at the magnetic
equator; however, the transition altitude has increased
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Fig. 15.1 Contour plots of the electron, oxygen ion, and hydro-
gen ion densities (logarithmic scale) at time 2324 UT. The left
panels show the densities as a function of z (altitude at the
magnetic equator) and y (south/north direction), while the right

panels as a function of z and x (west/east direction). The velocity
vectors are shown for the oxygen ions O+ and hydrogen ions H+

in the left panels. Here, the symbol is at the base of the vector

to the top of the plasma bubble in both latitude and
longitude as seen in the top panels of Fig. 15.1. This is
caused primarily by a large reduction in the H+ density
within the plasma bubble. This is shown quite vividly
in the lower right panel. This large reduction of H+ is
due to the “drainage” of H+ along the geomagnetic
field associated with the downward field-aligned O+

and H+ flows evident in the velocity vectors shown in
the middle and lower left panels. We refer to this pro-
cess as a “super fountain” effect because the upflowing
velocities are of order 100s m/s, substantially greater
than the nominal ionospheric upwelling velocities are

of order 10 s m/s. In fact, one can see the development
of H+ ionization crests forming at y 
 ± 2000 km (i.e.,
±18◦). The reduction of the electron density in the
bubble at this time is similar to the development of
a high altitude electron hole reported by Huba et al.
(2000b).

In Fig. 15.2 we show contour plots similar to
Fig. 15.1 but for the molecular ion NO+. The three
panels are for t = 1921 UT (bottom), t = 2042 UT
(middle), and t = 2203 UT (top). The bottom panel is
the start of the simulation. Note that the scale is loga-
rithmic and ranges from 10–10 to 105. The middle panel



214 J.D. Huba et al.

Fig. 15.2 Contour and velocity vector plots of the molecular ion NO+. The three panels are for t = 1921 UT (bottom), t = 2042 UT
(middle), and t = 2203 UT (top). Note that the scale is logarithmic and ranges from 10–10 to 105

is at t = 2042 UT. At this time, relatively high density
NO+ has been lifted to over 1000 km. The top panel
is at time t = 2203 UT. By this time the NO+ density
is decreasing but there is still an small enhancement at
altitudes as high as ∼ 1500 km.

Hanson and Sanatani (1973) presented satellite data
of O+ and NO+ as a function of dip latitude while
passing through an equatorial spread F bubble. They
found that the O+ density fell from the background
level of ∼ 106 cm–3 to ∼ 103 cm–3 inside the bub-
ble, while the NO+ density rose from ∼ 40 cm–3 to
∼ 500 cm-3. These observations are consistent with the
results shown in Figs. 15.1 and 15.2.

15.3.2 Temperature Dynamics

In Fig. 15.3 we show contour plots of the electron,
oxygen ion, and hydrogen ion temperatures at time
22:19 UT (approximately 2 h after the start of the sim-
ulation). The left panels show the temperatures as a
function of altitude and latitude, while the right pan-
els as a function of altitude and x (west/east direction).
The velocity vectors are shown for the oxygen ions
O+ and hydrogen ions H+ in the left panels. Here, the
symbol is at the base of the vector, i.e., the velocity is
away from this point. Finally, the solid line on the elec-
tron temperature contour plots is the H+/O+ transition
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Fig. 15.3 Contour plots of the electron, oxygen ion, and hydro-
gen ion temperatures at time 2219 UT. The velocity vectors are
shown for the oxygen ions O+ and hydrogen ions H+ in the left

panels. Here, the symbol is at the base of the vector, i.e., the
velocity is away from this point. The solid line in the electron
figure is the H+/O+ transition altitude

altitude (i.e., where the oxygen ion density equals the
hydrogen ion density).

The key points of this figure are the following. First,
there is a clear transition in the temperatures along the
field line that extends from −25◦ to +25◦ and reaches
a maximum altitude of ∼1600 km. This transition cor-
responds to the low density plasma bubble boundary
(Huba et al., 2009a). Second, the plasma has cooled
inside the bubble; the ion and electron temperatures
decrease from ∼1050 K outside the bubble to as low as
∼ 400 K inside the bubble at 1500 km in the equatorial

plane. The latitudinal extent of the ion cooling is
∼ ± 15◦ while that of the electrons is ∼ ± 10◦. The
cooling is adiabatic, caused by the increase in volume
of the flux tubes as the plasma rises to high altitudes
(Huba et al., 2000a). Third, there is heating of the O+

and H+ ions in the altitude range ∼ 400 – 1000 km at
latitudes ∼ ± 15◦. This is caused by the compression
of the ions as they stream down the converging mag-
netic field lines. The ion vectors in the left panel show
the “super fountain” effect described in Huba et al.
(2009). The ions attain velocities exceeding 1 km/s.
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The electrons are heated via collisions with the ions
in this region.

The electron temperature increases along the field
lines in the upper portion of the plasma bubble (above
apex altitudes ∼ 1400 km) more than the ions. This
is caused by electron heat conduction which is more
effective than ion heat conduction because κe >> κi.
We have carried a simulation in which κe = 0 and this
high altitude electron heating did not occur.

Finally, relatively intense heating of H+ occurs at
an altitude ∼ 300 km at latitudes ∼ ± 20◦. The H+

temperature increases from 1050 K to 1400 K in this
region. There is no heating of the O+ ions but there
is some collisional heating of the electrons. The low
altitude heating of the H+ ions is caused by frictional
heating with the neutral atmosphere, i.e., the term
QH+n in Eq. (15.3). This term is ∝ νH+n|VH+s − Vns|2.
The H+ develops a large velocity along the magnetic
field in this region (i.e., VH+s ∼ 1.2 km/s) early in the
simulation. It is due to the fountain effect: the hydro-
gen is lifted upward because of the E × B drift and
then falls along the magnetic field because of gravity
and pressure gradient. This does not occur for the O+

because its pressure gradient is different from that of
hydrogen; hence, there is no O+ heating in this region.
Although the H+ heating is interesting, the H+ den-
sity is extremely low in this region: it drops from its
ambient value 104 cm–3 to 10–2 cm–3.

Oyama et al. (1988) made observations of the
electron temperature during equatorial spread F on
the Hinotori satellite at an altitude ∼ 600 km. They
found that “the electron temperature inside the plasma

bubbles is either higher or lower than that outside and
can also be equal to the electron temperature outside,
depending on the local time and on the place where the
data were taken.” In the developmental phase of ESF
(e.g., around 21:00 LT) they found that the electron
temperature inside the plasma bubble is 100–300 K
cooler than the ambient temperature outside the bub-
ble. Later in the evening they observe electron heating
up to 1000 K hotter than the ambient electron temper-
ature; they attribute these very hot electrons to high
energy electrons in the South Atlantic anomaly region.

In Fig. 15.4 we plot the electron temperature Te (K)
as a function of latitude at an altitude of 600 km
(consistent with the Oyama et al. (1988) observational
altitude) at four times: 19:21 UT (start of the simu-
lation), 20:21 UT, 21:02 UT, and 21:42 UT. At time
20:21 UT the plasma bubble has reached 600 km and
the electrons have cooled by ∼ 100 K near the mag-
netic equator. At time 21:02 UT the bubble has risen
higher and the latitudinal extent of the cooler plasma
extends from −18◦ to 18◦. However, at time 21:42 UT
there is electron heating at the latitudes ∼ ± 18◦. This
heating is attributed to adiabatic heating of the O+ ions
that is transferred to the electrons via collisions. Thus,
we find that the electron temperature (as well as ion)
can be “either higher or lower than that outside tem-
perature” consistent with the observations of Oyama
et al. (1988).

Park et al. (2008) reported equatorial plasma bub-
bles with enhanced temperatures (BETs) in the top-
side ionosphere from spacecraft data (ROCSAT-1,
KOMPSAT-1, and DMSP F15). A key aspect of this

Fig. 15.4 Electron temperature Te (K) as a function of latitude and time at an altitude 600 km
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work is that the higher temperature regions were asso-
ciated with very fast, field-aligned poleward flows of
ions (e.g., 100 s m/s). They also report that the frac-
tion of O+ ions (i.e., � 80%) in BETs is similar to
that of the background ionosphere. These exerimental
observations are consistent with our simulation results.

15.4 Discussion

We have presented simulation results from a three-
dimensional model of equatorial spread F. The model
is referred to as SAMI3/ESF because it is based on
the comprehensive NRL ionosphere model SAMI3. In
this chapter we have highlighted the evolution of the
atomic and molecular ions, as well as that of the ion
and electron temperatures in the absence of a neutral
wind. The key results are the following.

1. Low density atomic ions (H+ and O+) can be lifted
to higher altitudes by the upward E × B drift gener-
ated by the instability.

2. High density molecular ions (NO+ and O2
+) can be

lifted to higher altitudes by the upward E × B drift
generated by the instability.

3. Low density plasma regions can form at high alti-
tude (e.g., � 1000 km) because of plasma “falling”
to lower altitudes along geomagnetic field lines.
This is caused by a reduction of plasma pres-
sure associated with the instability at mid-latitudes
(� ± 15◦) in the F layer.

4. The electron and ion temperatures decrease inside
the plasma bubble because of adiabatic cooling
associated with the rarfaction of the plasma.

5. The electron and ion temperatures increase in the
altitude range ∼400– 1000 km at latitudes ∼ ± 15◦.
This is caused by the compression of the ions as
they stream down the converging magnetic field
lines and collisional heat transfer from the ions to
the electrons.

6. The electron temperature increases along the field
lines in the upper portion of the plasma bubble
(above apex altitudes ∼ 1400 km) because of elec-
tron heat conduction.

Additional modeling studies have been carried out
not reported in this chapter. Krall et al. (2009b) inves-
tigated the impact of meridional neutral winds on ESF

bubble evolution and found that these winds have a sta-
bilizing influence on ESF. Huba et al. (2009c) studied
the influence of zonal neutral winds on ESF bubbles
and found that these winds distort (i.e., bend) the bub-
bles as a function of longitude and altitude. Krall et al.
(2009a) performed an extensive analysis on the devel-
opment of density enhancements associated with ESF
bubbles. And finally, Krall et al. (2010) addressed
the question: why do equatorial bubbles stop rising?
They find that equatorial bubbles stop rising when the
magnetic flux-tube integrated ion mass density inside
the bubble equals that of the surrounding background
ionosphere.

Finally, we recently completed the first global sim-
ulation study of equatorial spread $F$ bubble evo-
lution using a comprehensive, global 3D ionosphere
model (Huba and Joyce, 2006). The NRL ionosphere
model SAMI3 was modified to self-consistently model
both the neutral wind dynamo electric field (e.g., pre-
reversal enhancement) and the gravity-driven bubble
electric field. This has been achieved by including a
high resolution longitudinal grid in the pre- to post-
sunset sector. Initial results indicate that ESF can be
triggered by pre-sunset ionospheric density perturba-
tions, and that an existing ESF bubble can trigger a new
ESF bubble.
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Chapter 16

Coupling Processes in the Equatorial Spread F/Plasma
Bubble Irregularity Development

Mangalathayil Ali Abdu and E. Alam Kherani

Abstract The plasma convection pattern of the
evening sector equatorial ionosphere sets the condition
for the plasma structuring through instability processes
leading to the Equatorial Spread F (ESF)/plasma bub-
ble irregularity development and evolution. Vertical
coupling through upward propagating atmospheric
waves controls/modifies the ionosphere-thermosphere
interactive processes that eventually lead to the irregu-
larity development. Instabilities grow by the Rayleigh-
Taylor mechanism at the bottom side gradient region
of a “rapidly” rising post sunset F layer in the pres-
ence of precursor conditions in terms of perturbations
in plasma density, convection velocity and polarization
electric fields. Field line integrated conductivity con-
trolled by thermospheric meridional/trans-equatorial
winds regulates the instability growth. The day-to-day
and short term variabilities in the ESF are of major
concern for space application and operational sys-
tems. Our efforts to understand such variabilities and
to predict the ESF occurrence pose important scien-
tific challenges especially because of the complexity of
the diverse coupling processes that control them. There
is convincing new evidences that during magnetically
quiet conditions, the coupling processes due to upward
propagating planetary waves and/or modulated tides,
and gravity waves, with their highly variable propaga-
tion conditions, energy fluxes and periodicities control
the ESF variability. Penetrating electric fields and dis-
turbance dynamo electric fields from magnetosphere-
ionosphere coupling processes also cause large degree

M.A. Abdu (�)
National Institute for Space Research, São Jose dos Campos,
SP, Brazil
e-mail: maabdu@dae.inpe.br

of variability. This chapter provides a review of
our current understanding of the ESF development
processes and its day-to-day variability originating
from the different coupling processes mentioned
above.

16.1 Introduction

The plasma structuring of the nighttime Equatorial
ionosphere, widely known as Equatorial Spread F
(ESF) irregularities, continues to pose challenging
problems for scientific investigations and for a variety
of operational space application systems. Discovered
as range spreading echoes in the post sunset ionograms
by Booker and Wells (1938) the ESF irregularities have
been a subject of intensive investigations during the
last few decades. As a result we now have a reasonably
clear picture of their spatial and temporal distributions
over the globe in wide ranging scales as well as an in-
depth understanding of the processes and mechanisms
that operate in their development (see for example,
Farley et al., 1970; Woodman and La Hoz, 1976;
Sobral et al., 1980; Rastogi, 1980; Abdu et al., 1981,
1983; Huang and Kelley, 1996; Sultan, 1996; Fejer
et al., 1999; Sastri et al., 1997; Kil and Heelis, 1998;
Hysell and Burcham, 1998; McClure et al., 1998;
Haerendel et al., 1973; Abdu, 2001; Bhattacharyya,
2004; Fukao et al., 2006; Tsunoda, 2010, and refer-
ences therein). However, we do not yet have sufficient
understanding of the nature of the large degree of vari-
ability in the dynamical conditions of the background
ionosphere-thermosphere system in which the ESF
irregularities develop, presenting variabilities at differ-
ent temporal and spatial scales. In this chapter we will
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address the ESF temporal variability, focusing on its
short term regime and on the atmosphere-ionosphere-
thermosphere parameters that play key roles in the
coupling processes that control such variability.

The post sunset ESF occurs in sequence to a rapid
rise of the F layer (by vertical plasma drift) under the
action of the evening prereversal enhancement in zonal
electric field (hereafter denoted as the PRE). The F
layer dynamo intensification at sunset is responsible
for PRE development which begins with the start of
sunset at conjugate E layers that are coupled to the
equatorial F layer (Abdu et al., 1981). The E-layer
conductivity local time/longitude gradient and the ther-
mospheric zonal wind (eastward in the evening) play
the major roles in the electrodynamic coupling pro-
cesses leading to the PRE development (Rishbeth,
1971; Heelis, et al., 1974; Farley et al., 1986; Batista
et al., 1986). The steep bottom-side density gradient of
the rising F layer becomes unstable to density pertur-
bations leading to instability growth by the Rayleigh-
Taylor (R-T) mechanism by which the rarified plasma
of the F layer bottom side rises up to the topside
ionosphere in the form of flux tube aligned plasma
depletions/plasma bubbles in scale sizes of tens to hun-
dreds of kilometers. With the non linear growth of the
bubble, secondary instabilities take over in cascading
process leading to irregularity structures, also magnetic
field aligned, down to meter sizes (Haerendel, 1973),
the entire process constituting an ESF development.
VHF radar diagnostics have shown that the irregular-
ities develop close to or before the terminator passage
at the field line apex in the F region (Yokoyama et al.,
2004; Fukao et al., 2006) and the structures generally
move eastward.

The ESF phenomenon presents large degree of vari-
ability that can be broadly classified as: (1) long
time scale variation dependent on solar activity cycle,
(2) medium term variation at monthly and seasonal
scales, and (3) day-to-day and shorter term variabil-
ity. The long time scale variation is understood to
be basically driven by a corresponding variation in
the PRE that is controlled by the solar EUV flux,
represented by the proxy index F10.7 (see for exam-
ple, Abdu et al., 1985; Fejer et al., 1991, 1999). The
medium term variations arise from a longitude depen-
dent seasonal effects which is controlled to a first
degree by the magnetic declination angle that varies
with longitude (Abdu et al., 1981; Maruyama and
Matuura, 1984; Tsunoda, 1985), as well as by the

solar declination angle that varies with season. Abdu
et al. (1981) showed that the degree of simultaneity
of the sunset at the conjugate E layers (connected to
the equatorial F layer bottom side), that is, the degree
of alignment of the sunset terminator with the mag-
netic meridian, controls the intensity of the PRE to the
first order so that the near alignment condition pro-
duces larger PRE intensity (Abdu et al., 1981, 1992;
Batista et al., 1986). Since the ESF is largely con-
trolled by the PRE a longitude dependent seasonal
variation that is present in PRE is also present in ESF.
Tropospheric convective activity, through its genera-
tion of upward propagating gravity waves, has been
suggested to be a potential source of seed perturba-
tions for the ESF instability growth based on statis-
tical data base (McClure et al., 1998; Rottger, 1981;
Tsunoda, 2010). Results from case studies based on
multi-instrument data base obtained from a Spread F
experimental campaign in Brazil have provided evi-
dence on the precursor role of tropospheric gravity
waves in the development of the ESF (Fritts et al.,
2008; Abdu et al., 2009b; Kherani et al., 2009).
Therefore the season dependent longitudinal distri-
bution of tropospheric convective activity, reckoned
in terms of the proximity to the dip equator of the
inter tropical convergence zone (ITCZ), could also
contribute to the longitude dependent seasonal vari-
ation of the ESF (McClure et al., 1998; Tsunoda,
2010). This component of the ESF seasonal variation
is not sufficiently well understood, however. A better
understanding of this aspect is essential for a more
precise characterization of the seasonal and month-to-
month variation in the ESF. The role of tropospheric
convective activity, as a source of gravity waves for
instability seeding needs to be understood better also
for an assessment of the causes of the ESF day-to-
day and short period variability which remains to be
the least tackled and therefore the most challenging
scientific problem to be addressed in this field. This
class of ESF variability is governed by different types
of coupling processes such as: (1) vertical coupling
by upward propagating waves with associated neu-
tral atmosphere-ionosphere interactive processes; and
(2) and ionosphere-magnetosphere coupling through
penetrating/disturbance electric fields. The manifesta-
tions of these coupling processes can be identified and
analyzed from direct or indirect observational data on
the following set of ionospheric and thermospheric
parameters:
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1. The F region plasma vertical drift/zonal electric
field in the evening hours, that is, the evening pre-
reversal enhancement in the vertical drift arising
from the F layer dynamo which is controlled by the
E layer conductivity local time gradient at sunset
and the thermospheric zonal wind (eastward in the
evening);

2. Thermospheric meridional/trans-equatorial winds
that control the field line integrated conductivity of
the potentially unstable flux tubes;

3. Perturbations in density and vertical drift/zonal
electric field as precursor seed for the initiation of
the ESF instability.

The interconnection among these parameters and
the underlying coupling processes are represented in
the schematic of Fig. 16.1. Although the ESF devel-
opment is directly controlled by all the three factors
listed above, in the way depicted in this figure, the
control by the prereversal vertical drift enhancement
is by far the most extensively investigated and there-
fore better known aspect of the ESF variability (Abdu
et al., 1983, 2009; Jayachandran et al., 1993; Fejer
et al., 1999; Chapagain et al., 2009). The evening F
layer uplift due to the PRE is known to be a basic
requirement for the spread F instability initiation at the
bottom-side of the layer. The collisional interchange
instability (CII) driven by the Rayleigh-Taylor mecha-
nism is believed to be responsible for the generation of
the bubble irregularity structures. The governing equa-
tion for the growth of the polarization electric field
associated with the CII is given by:

∂δEx
/
∂t − γRδEx = Sx (16.1)

where, γR = (−E0x/B0 − Wy + g/vi
)
/l0; Sx ≈ B0�

U0x/l0
(
δWy/κi − δWx

)
; 1/l0 = d log n0/dy; γR is

the linear growth rate for the polarization electric field;
E0x is the prereversal zonal electric field (positive
westward); �U0x is differential ion-neutral zonal
velocity; Wy is the vertical neutral wind; δWx,y are
the gravity wave associated winds; n0 is the electron
density, κi is the ratio of the ion gyro frequency, �i ,
to ion-neutral collision frequency, νin (for more
details, see Kherani et al., 2009; Abdu et al., 2009b).
In the expression for γR the term −E0x/B0 represents
the contribution from the PRE which has been (as
stated above) by far the most widely investigated
aspect in the ESF variability. Some new results on
the ESF and PRE relationship as obtained from
recent investigations, including a conjugate point
equatorial experiment, will be discussed in Section
16.2. Figure 16.1 depicts the PRE as arising from the
sunset electrodynamic processes under the combined
effects of the E layer conductivity longitude gradient
(designated as SS. ��) and the thermospheric zonal
wind (eastward in the evening) as explained by
Rishbeth (1971). The presence of sporadic E layers
(Es layer) near the terminator could modify the E layer
conductivity distribution and hence the intensity of the
PRE. However, the PRE development could control
the very Es layer formation as indicated in the figure
(for details of this mechanism see Abdu et al., 2003b;
Carrasco et al., 2007). In this way there exists an
interactive connection between the PRE and Es layer
which will also be discussed in Section 16.2. The E
layer winds, responsible for the dynamo electric field,
basically driven by tidal modes can be modified by
the upward propagating Planetary Waves (PWs) and
the resulting modification of the E layer conductivity

Fig. 16.1 A scheme of the
coupling processes leading to
ESF/plasma bubble
development
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longitudinal gradient in the sunset sector appears to be
an important source of variability in PRE and hence
ESF (Abdu et al., 2006c) which will be discussed in
Section 16.3. The instability linear growth rate γ R

may lead to vertically rising flux tube aligned plasma
depletion which is a nonlinear process and controlled
by the integrated Pederson conductivity (�P) of the
unstable flux tube. The �P can be enhanced by the
action of meridional/trans-equatorial winds that can
cause asymmetry in latitudinal distribution of the
EIA (equatorial ionization anomaly) plasma. The
connection between the thermospheric meridional/
trans-equatorial wind and ESF through the �P is
also indicated in the figure and it will be discussed
in Section 16.4. Precursor signatures in the F layer
bottom side in the form of perturbation in electron
density or polarization electric field produced by GWs,
possibly originating form tropospheric sources, can
initiate the ESF instability process as also indicated
in the figure. This will be discussed in Section 16.5.
All these aspects of the ESF development arise from
vertical coupling processes that dominate geomagnetic
quiet conditions. Under geomagnetically disturbed
conditions forcing from magnetosphere in the form of
disturbance electric fields can drastically modify the
scenario of ESF development, thereby contributing
to its day-to-day variability. This aspect will be
discussed in Section 16.6. A final discussion on these
various aspects and some conclusions will be made in
Section 16.7

16.2 The Evening Prereversal Vertical
Drift and the ESF

Ionosphere–thermosphere interaction and the E- and
F-region electrical and electrodynamic coupling pro-
cesses drive the F layer dynamo primarily responsible
for the generation of the evening enhancement in the
zonal electric field (that is, the PRE). The zonal elec-
tric field contributes to the linear growth rate γR in
two ways: (a) through the vertical drift term and (b)
by raising the layer to heights where the reduced colli-
sion frequency increases the g/νi term (Eq. (16.1)). A
larger γR is helpful for a more intense nonlinear growth
of the polarization electric field of the CII so that it is
to be expected that a more intense PRE could cause
(a) higher vertical rise velocity of the bubble structure

over the equator and (b) a more intense ESF structure.
Through field line mapping the bubble rise velocity
over the dip equator determines the onset time of the
ESF at latitudes farther away from the dip equator, a
higher rise velocity causing an earlier onset. This rela-
tionship is evident in the results from a conjugate point
equatorial experiment (COPEX, Abdu et al., 2009a)
presented in Fig. 16.2. In the four panels of this figure
the mean vertical drift values (Vz) over the equato-
rial station Cachimbo (9.47◦S, 54.83◦W, dip latitude:
−2◦) are shown for four groups of days sorted out on
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Fig. 16.2 Mean vertical drift velocities over the three COPEX
sites are plotted for different groups of days: Panel (1) – for the
cases of early spread F occurrence (at or before 20 LT) over
Cachoeira Paulista; Panel (2) – for the group of days when SF
occurred at and before 22 LT over CP; Panel (3) – for the group
of days when SF did not occur before midnight over Cachoeira
Paulista; and Panel (4) – for the group of days when SF did not
occur over Campo Grande and CP. (�Kp: the daily sum of the
3-hourly Kp values representing the mean value for the days con-
sidered). Station names are BV; Boa Vista; CX: Cachimbo; and
CG: Campo Grande. In the x-axis the LT exceeding 24 h corre-
sponds to a new day so that 24 should be subtracted from those
values (Abdu et al., 2009b). (Reproduced with permission of the
American Geophysical Union)
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considerations of systematic increase in onset time of
SF at locations (latitudes) farther away from the dip
equator. These locations are: Campo Grande (−20.44º;
54.64ºW, dip latitude: −11◦) and Cachoeira Paulista
(22.6ºS, 45◦W, dip latitude: −16◦). (See also Fig. 1b
of Abdu et al., 2009a). The average �Kp values corre-
sponding to the sorted group of days are also shown in
these panels. We may point out that in the evening and
early night hours (and whenever the F layer height is
> 300 km, in general) the Vz values, calculated here as
dhF/dt from ionogram true heights (hF), do represent
realistic vertical drift (Bittencourt and Abdu, 1981).
Based on the flux tube aligned bubble development the
spread F occurrence at early post sunset local times
(before 20 LT) over Cachoeira Paulista corresponds to
a rather fast vertical bubble rise velocities (>100 m/s)
over the equator. For this case the mean Vz peak val-
ues (Vzp) over Cachimbo (near magnetic equator) in
panel 1 is ∼62 m/s. For a second group of SF events
occurring at and before 22 LT over CP the mean Vzp is
only slightly smaller, being 59 m/s. The results in panel
3 show the case of SF not occurring till midnight over
CP, which signifies that the vertical bubble growth over
the equator did not attain till midnight an apex altitude
of 900 km that is field line mapped to the bottomside F
region over CP. The corresponding bubble rise veloc-
ity did not exceed 40 m/s. The Vzp over Cachimbo for
this case is around 35 m/s. The field line apex height
for Campo Grande bottom-side F region is ∼650 km.
For the cases of post sunset spread F not occurring over
Campo Grande the mean Vzp in panel 4 is 30 m/s which
suggests that bubble vertical growth to ∼650 km could
be possible when the prereversal vertical drift is higher
than this value. For the cases of non occurrence of SF
over the equator the mean Vzp (not shown here) was
just 22 m/s, which can be considered to be the thresh-
old minimum below which bottom-side spread F did
not occur over the equator for this observational inter-
val. We note thus that in statistical terms the average
Vzp presents a trend suggesting its systematic control
on the spread F development, with the lowest Vzp (22
m/s) for the case of SF totally absent to the highest
Vzp (∼60 m/s) for a rapid vertical growth of the bubble
(with rise velocity >100 m/s) over the equator. It is rel-
evant to mention here that threshold conditions on the
evening prereversal vertical drift for UHF and L-band
scintillation occurrence in the Peruvian sector have
been discussed by Anderson et al. (2004). In Fig. 16.2
are shown also the Vz variations over the conjugate

sites of Cachimbo (Campo Grande –20.44º, 54.64ºW;
and Boa Vista 02.81ºN, 60.66ºW, dip latitude: −11◦)
where the Vzp values are significantly smaller than
over equator with a small asymmetry suggesting the
presence of a generally weak trans-equatorial wind in
the F layer bottom-side, which indicate that the con-
trol of the bubble rise velocity by the PRE intensity
shown above is largely unaffected by trans-equatorial
winds.

The degree to which the PRE controls the spread F
intensity is illustrated in Fig. 16.3. These results are
based on Jicamarca radar observations and show the
variation of the PRE vertical drift as a function of the
solar flux index (F10.7) for different degrees of SF
intensity (Chapagain et al., 2009). For the case of weak
spread F (generally confined to the bottom-side) as also
for the plume type spread F (that extends to the top-
side), the vertical drift at the SF onset time, as also the
PRE amplitude, increases with solar flux. Here the SF
intensity is measured in terms of the height extension
of the radar echoes, and it is seen that for any given
solar flux value the vertical drift at the SF onset time
as well as the PRE amplitude is higher for plume type
SF than for weak SF (which is similar to the results
of Fig. 16.2). They also present some degree of sea-
sonal dependence. There is however, a large degree
of scatter in the relationship which points to the pres-
ence of other important coupling processes operating
in the ESF variability which we will be discussing
below.

16.2.1 The Role of Es Layers

Sporadic E layers present in the sunset sector can influ-
ence the development of PRE depending upon the
degree to which the longitudinal gradient in the E layer
conductivity (across the terminator) is modified by the
conductivity distribution in the Es layer. Assuming this
to be uniform in the area of interest it could reduce the
value of SS. �� resulting in a reduction in the inten-
sity of the PRE (Carrasco et al., 2005) which develops
from the E-F region electrical coupling processes men-
tioned before. A reduced PRE could lead to a reduced
SF intensity. Further, an Es layer, present at the feet
of a flux tube of instability growth by R-T mechanism
could cause, through its contribution to the flux tube
integrated conductivity, a reduction of the instability
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Fig. 16.3 Scatter plots of
weak spread F and plume
onset velocities and
corresponding prereversal
drift peaks as a function of
solar flux index (Chapagain
et al., 2009). (Reproduced
with permission of the
American Geophysical
Union)

growth rate thereby inhibiting an SF development.
However, a negative relationship between the Es layer
and the SF, expected on these bases, has not been
observed (see for example, Batista et al., 2008). This
is because the role of Es layer in the SF generation
process through the PRE development is a very com-
plex and interactive one. Abdu et al. (2003b) showed
from analysis of digisonde data over Fortaleza (3.9◦S,
38.45◦W, dip angle: −9◦) , Brazil, that the electric field
vertical structure associated with the PRE can exer-
cise significant influence on the Es layer formation
at these hours. It was shown that Es layer formation
can be disrupted in the vicinity of the dip equator
within about ± 12◦ while it can be enhanced at lati-
tudes farther away within the low latitude limit of the
F layer dynamo influence. In the post sunset plasma
flow vortex pattern that describes the PRE the electric
field is upward in the F layer bottom side where the
plasma flow is westward and it is downward at higher
up altitudes where the plasma flow is eastward, with

the zero electric field at the center of the vortex flow,
occurring near 300 km at around 19 LT (Kudeki and
Bhattacharyya, 1999). It is near this local time that
Es layer disruption/enhancement usually takes place. It
was shown based on model calculation (Carrasco et al.,
2007; Abdu et al., 2003b) that an upward directed
vertical electric field is efficient in disrupting the ion
convergence required for Es layer formation at these
hours, (whereas a downward electric field is expected
to produce an opposite effect). Since the magnetic field
line apex at 300 km (vortex center) maps to conju-
gate E layers at ± 12◦ latitudes the observed Es layer
disruption (enhancement) within (outside) this latitude
limit being associated with the PRE development can
be seen as arising from the vertical electric field struc-
ture of the post sunset plasma flow vortex (see also,
Abdu and Brum, 2009). This aspect of the coupling
process in the SF development needs to be investigated
further for a better understanding and evaluation of the
role of Es layers in the ESF variability.
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16.3 Planetary Wave Effects on PRE
and ESF

Atmosphere–ionosphere coupling driven by upward
propagating waves (vertical coupling) is known to be
an important source of variability in the ionospheric
parameters. The planetary waves (PWs), in particu-
lar, have been observed to play a significant role in
the widely known day-to-day variability of the atmo-
sphere and ionosphere of the equatorial region. PWs
of quasi two-day and 3- to 5-day periodicities in equa-
torial mesospheric winds were reported by Gurubaran
et al. (2001) and Vincent (1993), respectively, and
in mesospheric airglow intensity by Takahashi et al.
(2005). PWs oscillations in different periodicities have
been identified also in the equatorial electrojet current
and ionization anomaly (Forbes and Leveroni, 1992;
Abdu et al., 2006c) equatorial mesopause temperature
and EEJ strength (Vineeth et al., 2007), and equatorial
F layer height and vertical plasma drift (Abdu et al.,
2006c; Takahashi et al., 2005; Fagundes et al., 2005).
Our interest here is on the PWs modulation of the
sunset electrodynamics processes leading to the devel-
opment of the PRE and the post sunset F layer heights
increase that basically control the spread F/plasma
bubble irregularity generation and its day to day vari-
ability. Some evidence for mesosphere–thermopshere
coupling through simultaneous presence of PW oscil-
lations in mesospheric winds and in the prereversal
F layer vertical drift velocity is shown in Fig. 16.4
(Abdu et al., 2006a). The top panel shows the peak
evening F layer vertical drift (Vzp) over the equa-
torial and low latitude sites, Cachimbo and Campo
Grande, respectively, in Brazil, as obtained during an
observational Campaign (COPEX, Abdu et al., 2009a)
in October–December 2002. Their respective wavelet
power spectra are shown in the lower two panels.
The lower most four panels present the wavelet power
spectra of mesospheric zonal and meridional winds
at 95 and 100 km as measured by a meteor radar at
Cachoeira Paulista (22.6ºS, 45◦W; dip angle: –32◦).
We may note oscillation periods in the power spec-
tra, ranging from ∼3 to 7 days, during the interval
from day 305 to day 320, that are common in the
Vzp and mesospheric winds. None of these periodici-
ties in the Vzp or in the mesospheric winds are related
to magnetic or solar flux indices as was verified from
wavelet power spectral analysis of theses indices (not

shown here, but see Abdu et al., 2006a). Therefore the
day-to-day variations in the evening prereversal elec-
tric field do seem to contain a significant contribution
from planetary waves. A wave decomposition analy-
sis for this case showed dominance of 4- to 5-day and
7-day periods in both the Vzp and mesospheric winds
that presented downward phase propagation similar to
that observed by Pancheva et al. (2003) from analysis
of sporadic E layer features and mesospheric winds.

Takahashi et al. (2007) showed that Ultra Fast
Kelvin (UFK) waves trapped in equatorial latitude
propagating from troposphere to ionospheric heights
could cause significant modulation in the mesospheric
winds and post sunset F region parameters, h’F and
foF2. Their findings are based on the results presented
in Fig. 16.5 that show the band-pass filtered wave
oscillations of 3.5-day period in foF2 and h’F over
Fortaleza and in the zonal wind at 90 km over Cariri
(7.4◦S, 36.5◦W). The ionospheric data corresponded
to 21 LT whereas the zonal winds are hourly mean val-
ues. The dominant oscillations in all these parameters
that can be noted around day 66 presented down-
ward phase propagation with vertical wavelength of
∼40 km. From the propagation characteristics of these
waves as diagnosed from measurements at widely sep-
arated longitudes and latitude as described in their
paper Takahashi et al. confirmed the UFK wave char-
acteristics of these oscillations. It should be noted that
the post sunset (21 LT) F layer height is an integrated
effect of the prereversal vertical drift and therefore the
connection between the 21 LT F layer height and the
mesospheric winds in the results by Takahashi et al.
(2007) is a corroboration of the connection between
the PRE and mesospheric winds found by Abdu et al.
(2006a).

These results demonstrate the existence of a strong
vertical coupling through upward propagating plane-
tary waves that results in the day-to-day oscillations in
mesospheric winds, the PRE and post sunset F region
parameters. Since the PWS are not known to prop-
agate to heights beyond the dynamo region, that is
the lower thermosphere, the connection between the
oscillations in the mesospheric and F region param-
eters needs to be understood in terms of a two-stage
process, that is, the dynamic coupling by the PWs
propagating till the E layer heights to be followed by
electrodynamic coupling between the E and F layers.
As explained by Abdu et al. (2006a) the planetary
wave modulation of E layer tidal winds can modify
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Fig. 16.4 (a) Vertical drift velocity (Vzp) variations over CX
and CG for the period October–December 2002; (b) Morlet
wavelet power spectral distribution of Vzp oscillations over the
two stations; (c) wavelet spectral distribution of the daily means
of mesospheric zonal and meridional winds at 100 km over
Cachoeira Paulista (the top two plots) and at 95 km (the bottom
two plots) (Abdu et al., 2006b). (Reproduced with permission of
the American Geophysical Union)

the E layer integrated Pedersen conductivity longitudi-
nal/local time gradient, that is present across the sunset
terminator, which in turn can modulate the intensity of
the PRE.

Fig. 16.5 Amplitude and phase of the 4±1-day filtered oscil-
lations of Fortaleza foF2 (top), h_F (middle), and Cariri zonal
wind at 90 m (bottom) during the period from January 1 to April
30, 2005 (Takahashi et al., 2007)

16.4 Thermospheric Meridional/
Trans-equatorial Winds and ESF
Suppression

There are two main component of the meridional
wind whose coupling with the ionospheric plasma
could control the spread F irregularity development.
These are: (1) trans-equatorial and meridional horizon-
tal winds (2) vertical wind that appears to be part of
an equatorward converging wind. A meridional/trans-
equatorial wind is efficient for interhemispheric trans-
port of F region plasma that produces north-south
asymmetry in the EIA. As a result the field line
integrated conductivity becomes enhanced contribut-
ing to a reduction in the instability linear growth
rate as well as retarding the instability nonlinear
growth to form topside bubble structures as was
shown from model calculations by Maruyama (1988).
The reduction in the linear growth rate by enhanced
field line integrated conductivity can be verified by
expressing the growth rate in terms of flux tube
integrated parameters as given by (Sultan, 1996):
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γFT = �F
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P

(
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− UP
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)
1

LFT
− βFT

(16.2)

Here �E,F
P is the field line integrated conductivi-

ties for the E and F-regions segments of a field line;
UP

FT is the conductivity weighted flux tube integrated
vertical wind; β is the recombination loss rate; νeff is
the effective ion-neutral collision frequency. the sub-
script FT in Eq. (16.2) stands for flux tube integrated
quantity. A trans-equatorial wind causes an uplift of
F region plasma of the upwind hemisphere and there-
fore a reduction in the integrated conductivity which
happens to be smaller than the increase of the inte-
grated conductivity on the downwind hemisphere. This
is due to the unequal molecular ion distribution in the
conjugate F region caused by the wind as explained
by maruyama (1988). Thus there is a net increase in
the field line integrated conductivity, �E,F

P and hence a
decrease in linear growth rate as per the Eq. (16.2).

Kherani et al. (2005) have derived three dimension
growth rate of CII at the equator as follows:

γR = 1

en (1 + ζ )

(
J⊥ · ∇⊥log n + J‖ · ∇‖log n

)
(16.3)

ζ = 1 + σII

σP

k2
ll

k2⊥

where n is the ionospheric number density, (k⊥, k‖)
are the perpendicular and parallel (to the Earth‘s mag-
netic field) wave number associated with density or
wind perturbations, (σP, σ‖) are Pederson and parallel
conductivities in the Ionosphere, (J⊥, J‖) are the per-
pendicular and parallel current densities. Kherani et al.
(2005) have shown that the explicit 3D growth rate
expression (16.3) is equivalent to field-line-integrated
growth rate expression (16.2). In (16.3), J‖ is mainly
driven by a trans-equatorial wind (TEW) and in that
case the second term in (16.3) is always negative
since the parallel density gradient caused by a TEW
is always opposite to the driven parallel current. This
suggests a reduction in the growth of the CII in the
presence of a TEW.

Observational verification of the ESF suppression
by meridional/trans-equatorial winds has met with
varying degree of success (see for example, Mendillo
et al., 2001; Abdu, 2001). A more convincing evidence

on such effect appears to be possible from observa-
tions using ionosondes latitudinally spaced (e. g., Abdu
et al., 2006b), or operated at conjugate low latitude
sites (Abdu et al., 2009a; Saito and Maruyama, 2006).
As an example Fig. 16.6a shows the evening vertical
drift (due to the PRE) over the three COPEX sites
(Abdu et al., 2009a) on three selected days during
October 2002. Over Cachimbo, close to the dip equa-
tor the prereversal drift amplitudes are nearly the same
(64 m/s) on the three evenings. However, plasma bub-
ble development occurred only on two of these evening
(10 and 12 October). This can be verified from the
fact that on both evenings the spread F traces devel-
oped simultaneously over the conjugate sites, Campo
Grande (shown in Fig. 16.6b for 10 October) and Boa
Vista (not shown here), in sequence to its first appear-
ance over the equator, Cachimbo (not shown here). On
both these evenings the amplitude of the PRE at the
conjugate site was nearly equal/very similar indicat-
ing that the trans-equatorial wind was almost absent
in this case. In contrast to this the PRE amplitude on
the evening of 23 October was markedly different at
the two conjugate sites thereby indicating the presence
of significant intensity of trans-equatorial wind, which
was estimated to be ∼25 m/s northward. As a conse-
quence spread F traces did not develop over the two
sites as can be noted in Fig. 16.6b (lower half) shown
for CG with same result for BV (not shown here) (see
Abdu et al., 2009a, for more details). These results
do suggest that the trans-equatorial/meridional winds
contribute to suppress or retard the vertical growth of
plasma bubbles.

The possibility of ESF suppression by meridional
wind was investigated also by determining the mag-
nitude of such wind from hmF2 data using the servo
method proposed by Rishbeth et al. (1978). The
SERVO method works on the premise that the F layer
peak height, in the absence of any vertical transport
by winds or electric field, occurs at a balance height,
h0, where the recombination and diffusion terms bal-
ance. The measured layer peak height, hmF2, could
differ from h0 depending upon the intensity of the
meridional wind and the zonal dynamo electric field
that cause vertical transport of the F region plasma.
Therefore the magnetic meridional wind Umm can be
calculated from the knowledge of h0 and hmF2. The
Umm was calculated for three conditions of the spread
F (SF) occurrence: (1) absence of SF at SL (Sao Luis)
(2.33 S, 44.2 W, dip angle: –0.5◦) an equatorial site
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and CP (Cachoeira Palista) a low latitude site, (2) SF
over SL only, indicating limited or no vertical growth
of bubble, that is, dominantly bottom side SF, and
(3) presence of SF at both SL and CP indicative of
well developed bubbles. The result of the study showed
that the largest Umm in the evening hours occurred
for the case (2) of very limited or no vertical growth
of the bubble over equator even when the prerever-
sal electric field/vertical drift was the same for the
cases (2) and (3) (for details, see Abdu et al., 2006b).
This showed that meridional wind can indeed suppress
the bubble vertical development which is in agree-
ment with the theoretical prediction by Maruyama
(1988). If the Umm considered in this discussion is
part of a TEW the ESF suppression will be effec-
tive independent of its direction, otherwise it needs
to be directed poleward to be effective in suppressing
the ESF.

Using GPS network over Brazilian sector, Muella
et al. (2010) have presented detailed scintillation and
TEC maps in equator-low-latitude ionosphere. They
have observed no scintillation for an asymmetric TEC

distribution across the equator which was considered
as an indication of the presence of TEW. Using expres-
sion (16.3) in (16.1), they have shown that the presence
of TEW leads to the suppression of GPS scintil-
lation or SF provided its magnitude is sufficiently
larger than PRE. In physical terms the presence of a
TEW causes an asymmetry in the equatorial ioniza-
tion anomaly which is accompanied by increased field
line integrated Pederson conductivity. More molecu-
lar ions (O2

+ and NO+) created on the downwind
side of the field line results in enhanced Pederson
conductivity which is not balanced by the conduc-
tivity decrease in the upwind side, thus leading to
a net increase of the field line integrated Pederson
conductivity that can slow down the nonlinear insta-
bility growth to form ESF bubbles (Maruyama,
1988).

The vertical component at equator of a meridional
circulation wind could influence the instability lin-
ear growth rate as per the Eq. (16.2), a downward
(upward) directed wind increasing (decreasing) the
growth rate (see for example, Sekar et al., 1994). The
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Fig. 16.6 (a) Vertical drift velocities over Cachimbo (left
panel), Boa Vista (middle panel) and Campo Grande (right
panel), during three quiet days October 10, 12 and 23 when
they were nearly equal on all the three days during sunset time
over Cachimbo, on 2 days (October 10 and 12) they were com-
parable/symmetric, while on one day (October 23) they were
asymmetric, over the conjugate stations (Abdu et al., 2009b).
(Reproduced with permission of the American Geophysical
Union). (b) The set of 9 panels in the upper half of the figure
shows ionograms at 5-min interval from, 22:35 UT (∼19:00 LT)

till 23:15 UT (∼19:40 LT) on October 10, 2002. Development
of rather intense spread F can be seen being initiated from the
“off-vertical trace” in the 22:50 UT (19:10 LT) ionogram. Well
developed spread F traces continued past the last ionogram pre-
sented here. The lower set of nine panels shows ionograms
similar to above starting at 23:10 UT (19:30 LT) for October 23,
2002. Here no overhead spread F development is noted (Abdu
et al., 2009b). (Reproduced with permission of the American
Geophysical Union)
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Fig. 16.6 (continued)
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possible influence of vertical wind on the development
of bottomside SF has been discussed by Jyoti et al.
(2004).

16.5 Gravity Wave Effects on ESF
Development

Atmospheric gravity waves (GWs) present at the ther-
mospheric and F region heights can originate from
different sources. Of special interest here are those
originating from tropospheric convective sources that
dissipate energy and momentum in E- and F regions
(Fritts et al., 2009; Vadas and Liu, 2009; Chapter 10,
this volume). The vertical coupling process through
gravity waves is believed to contribute to, or influence,
the ESF development and its day-to-day variability in
different ways that can be classified as follows:

(1) Large scale GWs can modulate the post dusk
sector F layer heights through large undulations
in electron density iso-lines whereby the ele-
vated bottom-side density gradient regions become
unstable to GRTI (generalized Rayleigh-Taylor
instability) with large instability growth rates (e.g.,
Kelley et al., 1981);

(2) It is well-known that the background thermo-
spheric zonal wind that turns eastward in the
evening is the major driver of the PRE. A super-
position of this background zonal wind with a
perturbation zonal wind due to GWs can cause
large increase or decrease of the PRE amplitude
depending upon the GW phase that in turn can
lead to enhanced or reduced CII growth rate fac-
tor (Vz/l0). The consequent rise or descent of the
F layer could also enhance or reduce the grav-
itational RTI growth rate factor (g/νil0). A GW
imposed zonal perturbation wind in the post sunset
hours could modify also the wind driven instability
growth rate such as that discussed by Kudeki et al.
(2007);

(3) GWs can seed the instability by providing per-
turbations in the bottom side electron density in
which polarization electric field grows in such a
way that a further growth of a density depletion
contributes to intensify the causative polarization
electric field through a cycle of positive feedback,
constituting the instability growth process.

We will not be discussing in this paper the GW
effects defined in Items 1 and 2. Instead we will focus
on the role of GWs in the direct seeding of the instabil-
ity as defined in Item 3. In order to examine any possi-
ble role of GWs in the initiation of post sunset spread
F/bubble irregularities it is first necessary to look for
precursor signatures in the form of perturbation in the F
layer density or iso-density heights during the evening
hours preceding the spread F onset. We know that the
PRE is the most basic requirement for the post sun-
set spread F to develop in such a way that its intensity
needs to attain a minimum threshold limit for the insta-
bility to grow. For a given back-ground ionosphere-
thermosphere conditions that threshold limit could be
dependent on the intensity of the GW seed perturba-
tion (along with other factors mentioned earlier). We
will present below a case study showing the comple-
mentary roles of the GW precursor and the PRE in
the instability growth leading to spread F develop-
ment. The study is based on an analysis of radar and
digisonde data from a recent SpreadFEx Campaign
conducted in Brazil (Fritts et al., 2008; Abdu et al.,
2009b). Figure 16.7a shows for 23 October 2005 over
Sao Luis the F layer true heights at the plasma frequen-
cies 5, 6, 7 and 8 MHz (obtained from digisonde SAO
explorer), the plasma vertical drift, the F layer height
oscillations for periods less than ∼3 h (over Fortaleza),
and finally the CII (Collisional Interchange Instability)
growth rate factor (Vz/l0 Calculated from the upper
two panels). The top panel is the RTI map of 5-m
plasma structures, from the 30 MHz radar at Sao Luis.
We may note that the irregularity plumes (indicating
topside bubble structure) developed within ∼30 min
after the peak in the Vz which is consistent with the
peak growth rate factor of 5 × 10−3s−1 for this case.
We further note that the precursor perturbations in the
dhF parameter at 5–8 MHz do not clearly indicate the
presence of significant gravity waves (although some
estimation of the GW parameters can be obtained from
them). This contrasts with the results of 24 October
(Fig. 16.7b) that clearly indicate the presence of signif-
icant GWs as can be verified from the downward phase
propagation in the height (dhF) oscillations around
the sunset hours. On this evening topside bubbles
did not develop promptly which can be attributed to
the weaker PRE and lower F layer heights on this
evening (see also, Abdu et al., 2009b). The radar
plume that developed after 2220 UT (1920 LT) was
mostly confined to bottomside. A simulation of the
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CII growth by the Rayleigh-Taylor (R-T) mechanism
was performed that took into account the polarization
electric field development from gravity wave winds
together with the background ionospheric conditions,
such as the prereversal zonal electric field, the F layer
heights and bottomside density gradient, to explain
these results (Abdu et al., 2009b; Kherani et al, 2009).
The simulation that used the back ground ionospheric
conditions of 23 October together with the estimated
GW winds produced an instability polarization elec-
tric linear growth that attained exponential rate within
a short time (<30 min from the instability initiation)
which is consistent with the topside plume structure
that promptly occurred on this evening. When the same

simulation was done for the background conditions of
24 October, but using the GW winds as on 23 October,
the polarization electric field did not begin to grow till
after one hour. However, when the GW winds of 24
October (which was around 3 times larger than that of
the 23 October) was used in the calculation the growth
rate attained significant values (but still at a slower
rate than on 23 October), consistent with the lim-
ited plume growth that was observed. Thus this result
clearly demonstrated the role of GW winds in seed-
ing the Spread F instability process. A few other cases
analyzed also confirmed these results. It should be
pointed out that the amplitude of the PRE in these cases
were relatively smaller (< 25 ms−1) than the usual
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Fig. 16.7 (a) Plots for the
23–24 October 2005. RTI map
of 5-m irregularity
distribution as observed by the
30 MHz radar over Sao Luis
(top panel); F layer true
heights at plasma frequencies
5, 6, 7 and 8 MHz (panel 2
from top); Mean of the drift
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et al., 2009a) (b) Plots similar
to those of Fig. 16.2a, but for
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24–25 October 2005
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Fig. 16.7 (continued)

statistical threshold limit for fully developed plasma
bubbles which has been found to be ∼35 ms−1(in a
study by Abdu et al., 2006b).

16.6 Disturbance Electric Fields
and the ESF

During magnetically disturbed condition the PRE and
hence the ESF can undergo large variations. For exam-
ple, magnetic disturbances can cause their develop-
ment even during seasons when they do not occur
under quiet conditions. Sastri et al. (1997) and Abdu
et al. (2003a) have shown that during June solstice

months when ESF do not normally develop over
Brazilian longitude the electric fields due to mag-
netic disturbances occurring near the sunset sector can
cause its development (see also, Abdu et al., 1995).
On the other hand, the PRE and ESF can be sup-
pressed during the season of their normal development,
when the penetration electric field has westward polar-
ity in the evening (Abdu et al., 2009c). They can be
suppressed also by the disturbance dynamo electric
field that follows the main phase of a storm occur-
ring a few to several hours before the sunset (for
example, Scherliess and Fejer, 1997; Abdu et al.,
1995). Some details of these processes are explained
below.
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Interplanetary and magnetospheric electric fields
penetrate to the ionosphere during magnetic storms.
During the development phase of a storm, under the
Bz south condition and AE activity intensification a
“dawn-dusk” electric field promptly penetrate to equa-
torial latitudes. This under-shielding electric field has
eastward polarity and large intensity in the dusk sec-
tor equatorial ionosphere (Fejer et al., 2008; Richmond
et al., 2003). Correspondingly with the weakening, or
turning north, of the Bz, marking the AE recovery
phase, the over-shielding electric field that penetrate
to the equatorial latitudes, has westward polarity and
large amplitude in the dusk sector. Superposition of an
under-shielding (eastward) electric field (originating
from the storm development) with the PRE can pro-
duce large post sunset eastward electric field/vertical
drift leading to topside bubble development even dur-
ing the season when bubbles do not develop under
normal conditions of the PRE as was shown by Abdu
et al. (2003a). On the other hand the superposition
of an over-shielding (westward) electric field with the
PRE can result in total cancellation of the post sunset
zonal electric field or even result in strong westward
electric field thereby stabilizing the post sunset F layer.
The total suppression of the ESF Bubble development
under such conditions during the epoch of its normal
occurrence has recently been demonstrated by Abdu
et al. (2009c).

In Fig. 16.8 we present examples of the two types
of effects, that is, the enhancement and suppression
of the PRE (and ESF), that occurred on two close by
days during the month of September which is in the
season of ESF occurrence over Brazil. We may note
that on 25 September 2001 when the Bz marginally
turned south starting at ∼20 UT (17 LT) the AE activ-
ity started to increase (top two panels) and the F layer
vertical drift over Fortaleza, an equatorial site, (bottom
panel) as measured by a digisonde (red curve) started
to increase much faster than the normal prereversal ver-
tical drift (blue curve) and attained a peak values of
75 m/s that soon resulted in spread F bubble devel-
opment. Also on this evening the bubble development
occurred at 2140UT/1840LT which is significantly ear-
lier than the typical onset time for this month which
is after 19 LT. In contrast to this on the evening of
23 September the Bz turned north (top panel) coincid-
ing with the AE recovery (panel 3 from top) near 20
UT/17 LT which was followed by total suppression of
the PRE and, hence, in no bubble development. This

was caused by a strong over-shielding electric field of
westward polarity that characterized the storm recov-
ery in the dusk sector. However, on this day enhanced
AE activity had prevailed several hours prior to sunset
suggesting that the presence of a disturbance dynamo
electric field of westward polarity in the evening hours
might also have contributed in some degree to the
observed PRE and ESF suppression. Cases of such
suppressions caused exclusively by the over-shielding
electric field of westward polarity have been discussed
by Abdu et al. (2009c). Eastward over-shielding elec-
tric field that could cause ESF development during pre
midnight hours has been reported in the Indian sector
by Chakrabarty et al. (2006).

16.7 Discussion and Conclusions

We have presented here very briefly the different cou-
pling processes that play varying roles in the devel-
opment of post sunset ESF bubble irregularities. In
efforts to advance our ability to predict the occur-
rence of these irregularities it is important to evaluate
in quantitative terms the contributions arising from
each of these processes in a given observed pattern
of events. A synthesis of their relative role in such a
context is a complex task especially when many or all
of those processes happen to control simultaneously a
given event. However there are situations when some
of these processes will not be important contributor to
the sequences leading to an event. For example, under
verifiably quiet magnetic conditions the role of distur-
bance electric field can be neglected. Similarly during
the equinoctial months and in locations of small mag-
netic declination angle the zonal wind dominates the
equatorial evening hours so that any possible role of
a meridional/trans-equatorial winds in the processes
leading to ESF development can be neglected. The
most important factors that are present in all situa-
tions of the instability processes leading to plasma
bubble growth, irrespective of the location and geo-
physical conditions, are (1) the prereversal vertical
drift that is needed for the post sunset rise of the F
layer, and (2) a precursor perturbation in wind of right
sense arising from gravity waves of appropriate ori-
entation that could provide perturbations in plasma
density and polarization electric field needed for the
initiation of the instability process. The most crucial
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task in synthesizing the causes that lead to an observed
irregularity event therefore consists in evaluating the
contributions from these two factors. In the results pre-
sented in Figs. 16.7a, b and discussed in Section 16.5
it could be noticed that when the F layer height is
larger, as a results of the larger PRE amplitude, and
is followed by ESF bubble development (as on 23
October) the GW amplitude and propagation features
were less clear in the digisonde data, probably because
the density fluctuations and the time resolution were
marginally within the detection limit of the instrument
(as was discussed in detail by Abdu et al., 2009b). On
the other hand, when the PRE amplitude and the F
layer height were smaller (as on 24 October) the pre-
cursor GW oscillations that were required to account
for the CII growth rate (consistent with the irregular-
ity plume of limited vertical extent that appeared in
sequence) were indeed well above the limit of detec-
tion by the Digisonde. In fact an approximate estimate

showed that the amplitude of the GW oscillations in
the latter case was at least 3 times larger than that
in the former case. Here as well as in other few ana-
lyzed examples (not discussed here) we have noted a
tendency for the GW amplitudes as detected by the
digisonde to be more pronounced for the cases of lower
PRE amplitude, and therefore lower evening F layer
heights, than for the cases when the PRE and heights
are larger.

Tropospheric convection is now widely believed to
be the source of GWs that propagate upward dissipat-
ing energy and momentum at F region heights. This
belief is based on theoretical/model calculations on
the upward propagation characteristics of such GWs
(Vadas, 2007; Fritts et al., 2008) as well as from
statistical correlation found between global distribu-
tion of tropospheric active regions, represented by the
ITCZ, and the global ESF occurrence pattern (Rottger,
1981; McClure et al., 1998, Tsunoda, 2010). If this
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tendency for a reduced GW intensity with increasing F
layer height and PRE represents a real trend (which is
being verified from more analysis of the data) it would
offer the following possible scenario of conditions for
the GW propagation into the F layer bottomside. (1)
The tropospheric GWs dissipating energy and momen-
tum in the thermosphere begin loosing intensity with
increasing height in the height region spanned by the
post sunset F layer rise so that a higher (lower) F
layer height would correspond to a lower (higher) GW
intensity; and/or (2) The GWs loose energy by inter-
action with the background zonal wind as shown from
model calculations by Kherani et al. (Chapter 10, this
volume). The back ground zonal wind (which is east-
ward in the evening) is known to drive the PRE so
that a larger (smaller) zonal wind responsible for a
stronger (weaker) PRE could result in higher (smaller)
degree of weakening of the GW amplitude. It is impor-
tant to conduct more studies towards clarifying these
questions.

More systematic measurements of the precursor
gravity waves such as those presented by Abdu et al.
(2009b) would be essential for clarifying any of the
above hypotheses. Improved observational settings
permitting higher temporal resolution and better detec-
tion limits by digisondes or other measurement tech-
niques will be useful for detailed evaluation of the
precursor gravity waves. It may be noted that using
the C/NOFS satellite radio beacon experiment, Thampi
et al. (2009) have detected GW oscillation in the TEC
during the evening hours that were identified as repre-
senting the large scale wave structure earlier discussed
by Tsunoda (2008) as a precondition for spread F
occurrence. It is interesting to note that the scale sizes
of these structures from C/NOFS satellite are compa-
rable to the precursor gravity waves in the bottom-side
F layer that were detected by the Digisonde as reported
by Abdu et al. (2009b).

From the results and their implications discussed
above it would appear that for that case of spread F
irregularities that do not present expressive vertical
development, meaning that they tend to be domi-
nating lower F layer heights (that is, the predomi-
nantly bottom-side events), the GW presence tends
to be more visible at least for diagnostic by digison-
des. More recently cases of possible GW associ-
ation with bottom-side irregularity structures have
been diagnosed also from optical imaging observa-
tions (Takahashi et al., 2010). On the other hand the

well developed bubble type ESF events are those for
which the PRE amplitude /F layer heights are expres-
sively large. Statistically it has been shown that the
PRE vertical drift of at least 35 m/s could lead to well
developed topside bubbles (Abdu et al., 2006b) for the
specific ambient ionospheric conditions studied. These
are also the cases for which the meridional/trans-
equatorial winds, if present, could play important roles
for suppressing their development as was discussed in
Section 4 above. An evaluation of such effect was
possible from latitudinally spaced or conjugate point,
observations by Digisondes as was discussed by Abdu
et al. (2009a). Here again there is need to make quan-
titative assessment of the importance of such winds in
suppressing a bubble instability development against
the role of the prereversl vertical drift to enhance its
growth. In other words, it is important to determine the
magnitude of the meridional/trans-equatorial wind that
could inhibit/limit a given instability growth process
from becoming a well developed bubbles that could
otherwise have resulted from an optimum combina-
tions the PRE intensity and GW winds.

Under magnetically disturbed conditions a synthe-
sis of the contributions to the ESF instability growth
from the different sources becomes less tractable,
obviously so because of the complexity in the back-
ground ionospheric responses to such disturbances.
These responses are characterized by drastic changes
in the zonal electric field and in zonal, as well as
meridional/trans-equatorial, winds, with probably lit-
tle changes in terms of the GW fluxes. At this stage
there exist only some case studies of isolate events of
spread F variability under disturbed conditions such as
those already considered above (see also, Basu et al.,
2010; Li et al., 2010; Tulasi Ram et al., 2008).

The main conclusions from the results and discus-
sion presented above are the following: The nature
of the different coupling processes that control the
ionosphere–thermosphere interaction sequence lead-
ing to the Spread F bubble irregularity develop-
ment is reasonably known. What is lacking in our
understanding concerns the relative dominance of
the different elements of the processes for vary-
ing degrees of the irregularity/instability growth. The
main dynamic/electrodynamic factors as precursors
that determine the development of the ESF/Bubble
irregularities are (1) the prereversal vertical drift and
post sunset F layer rise, (2) a seed perturbation in the
form of gravity waves, (3) integrated conductivity of
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the potentially unstable flux tube, and (4) vertical as
well as horizontal density gradients in the F layer bot-
tomside that are not discussed here. Enhancement of
the flux tube integrated conductivity to limit the spread
F instability nonlinear growth can be caused by merid-
ional or trans-equatorial winds based on analysis of
Digisonde data. The possibility of enhanced conductiv-
ity due to sporadic E layers contributing to such effects
(that is, limiting the ESF growth) cannot be easily ver-
ified due to the interactive processes operating in the
developments of the PRE and Es layer formation (the
Es layer formation is disrupted at the time of the PRE
development of significant amplitude). On a statistical
basis the PRE controls in a systematic way the degree
of the vertical growth, and hence the latitudinal extent,
of the spread F structure. Planetary waves propagating
upward to the dynamo region produces large day-to-
day oscillations in the amplitude of the PRE and hence
in the intensity of the associated ESF events. Large
intensity of evening vertical drift (PRE) (with vertical
drift > 35 m/s) is necessary for well developed spread
F/bubble events to occur. Such cases appear to require
only relatively weaker GW contribution as seed per-
turbation. In order for the PRE with relatively smaller
amplitude to lead to developing bubbles the instabil-
ity growth would need to be enhanced by significant
amplitude of GW seed perturbation such as that are
normally detected by a digisonde. Disturbance elec-
tric fields during magnetically active conditions are an
important source of ESF variability. Further studies
on all aspects of the background conditions control-
ling the ESF variability need to be pursued for a better
understanding of the related coupling processes, key
for improving predictive capability in this field.
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Chapter 17

Influences on the Development of Equatorial Plasma
Bubbles: Insights from a Long-Term Optical Dataset

Jonathan J. Makela and Ethan S. Miller

Abstract We present an analysis of an eight-year
dataset of field-aligned optical images of the low-
latitude, nighttime ionosphere. The duration of this
dataset allows us to study the climatology of iono-
spheric structures, such as equatorial plasma bubbles
(EPBs) and medium-scale traveling ionospheric dis-
turbances (MSTIDs) during both high and low solar
activity. In this chapter, we concentrate on the clima-
tology of EPBs during both high and low solar activity
and a possible linkage between EPBs and MSTIDs
during low solar activity. In contrast to climatologies
derived from forward-scattering (scintillation) mea-
surement techniques and satellite-based in-situ mea-
surements, we do not find a reduction in the occurrence
of EPBs at low solar activities. However, we do find
that EPBs typically occur later in the evening at low
solar activity levels. We also present statistics for the
occurrence of MSTIDs seen to the south of Hawaii dur-
ing low solar activity, which indicate that the increase
in post-midnight, quiet-time EPB occurrence during
low solar activity is accompanied by an increase in
MSTID occurrence.

17.1 Introduction

The Earth’s ionosphere is known to play host to a wide
variety of irregularity processes. These irregularities
can be detrimental to radio wave propagation, as they
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can cause rapid fluctuations in both signal phase and
amplitude. For this reason, understanding when and
where ionospheric irregularities occur has long been
a focus of the Space Weather community. Different
physical processes dominate at different local times,
levels of solar and geomagnetic activity, and locations,
making the study of ionospheric irregularities a rich
field of investigation.

Perhaps the irregularity process with the longest
history, dating back to the 1930s (Booker and Wells,
1938), is the one that has come to be known as equa-
torial spread-F. The first observations were made by
ionosondes, but many other observational modalities
have now been brought to bear on studying this class
of irregularities. Through the collected data, much has
been learned about the conditions conducive to the
development of nighttime equatorial irregularities. In
short, due to the horizontal nature of the magnetic
field and the rapid recombination of the bottomside of
the F layer after sunset, the equatorial ionosphere is
subject to irregularity development through the grav-
itational Rayleigh-Taylor instability (RTI), a mecha-
nism first proposed by Dungey (1956). Although much
progress has been made over the decades, a funda-
mental understanding of the physics governing the
day-to-day variability of this phenomenon is still lack-
ing, and the study of nighttime equatorial irregularities
is still an active research priority of the Space Weather
community.

One of the complicating factors in understanding
the day-to-day variability has been the lack of com-
prehensive, long-term measurements. The need for
long-term measurements arises from the fact that the
irregularity development process depends on factors
that vary as a function of season and solar cycle.
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Additionally, different facets of the physical proper-
ties of the irregularities affect different measurement
techniques. As a result, specific features of equatorial
irregularity climatologies depend on the measurement
technique used to create the climatology. Comparisons
of these differing climatologies can lead to seemingly
contradictory conclusions.

Poleward of the region of the Earth’s iono-
sphere in which equatorial spread-F occurs, a second
class of ionospheric structures commonly referred to
as medium-scale traveling ionospheric disturbances
(MSTIDs), can develop. The Perkins’ instability
(Perkins, 1973) is often cited as the cause of the devel-
opment of MSTIDs, although it does have its short-
comings in describing all of the observed properties
of MSTIDs. Similar to the perturbations that develop
at the magnetic equator, MSTIDs have been observed
by a variety of observational modalities, and a general
consensus has arisen as to the structures’ phenomenol-
ogy and occurrence climatologies (e.g., Garcia et al.,
2000; Shiokawa et al., 2003). However, the fundamen-
tal mechanisms responsible for their generation and
propagation have not been fully clarified.

In this chapter, we contribute an analysis of a nearly
continuous eight-year optical dataset obtained using a
field-aligned imaging system in the mid-Pacific. From
this dataset, we infer the climatology of the occurrence
of equatorial plasma bubbles (EPBs), the optical man-
ifestation of equatorial spread-F. To our knowledge,
this is the most comprehensive dataset of field-aligned
images of EPBs collected to date. Based on the cli-
matology, we suggest and provide evidence of the
influence MSTIDs can have on the development of
EPBs during low solar activity levels. Finally, we dis-
cuss how the climatology of EPBs derived here differs
from previous climatologies constructed from other
observing modalities. These differences highlight the
strengths and limitations of the wide variety of mea-
surement techniques that have been used to study this
phenomenon.

17.2 Data

In order to study differing influences on the develop-
ment of equatorial plasma bubbles (EPBs) during solar
minimum and maximum conditions, we consider an
optical dataset collected in the mid-Pacific beginning

in 2002. The data consist of images of the naturally
occurring 630.0-nm nightglow emission taken with the
Cornell Narrow Field Imager (CNFI). This instrument
was installed at the Maui Space Surveillance Site on
the Haleakala Volcano on Maui, Hawaii (geographic:
20.7◦N, 203.7◦E; geomagnetic: 21.3◦N, 271.4◦E) in
late 2001 by Cornell University and continues to be
operated by Cornell University and the University of
Illinois at Urbana-Champaign.

As described in more detail in Kelley et al. (2002),
CNFI observes towards the southern horizon with a
47◦ field of view in a magnetic field aligned view-
ing geometry first proposed by Tinsley (1982). This
geometry allows for the observation of EPBs with high
spatial resolution, as lines of sight from the imager
are nearly tangent to the magnetic field lines at the
altitude of the peak in the 630.0-nm emission inten-
sity. Images are obtained using 90-s exposures through
a narrowband interference filter (2.0-nm full width,
half maximum) with a sampling time varying from
3 to 9 min, depending on the number of additional
filters used by CNFI in a given observation mode.
As such, CNFI provides excellent observations of the
spatial and temporal dynamics associated with the
development, propagation, and decay of EPBs.

In this study, we make use of the entire dataset of
630.0-nm images obtained by CNFI from 1 January
2002 through 31 December 2009. CNFI operated near
continuously during this period, obtaining images from
astronomical sunset through astronomical sunrise on
a nightly basis. Unlike typical wide-angle imaging
systems, images were obtained when the moon was
above the horizon, as in most seasons the moon is
not in the direct field of view of CNFI. The resulting
images during moon-up periods have increased back-
ground intensities from scattered moonlight, but the
presence, or lack, of ionospheric structure can still be
discerned. Although the dataset provided by CNFI is
nearly continuous, there are several extended periods
during which the instrument was not operational due
to maintenance issues. However, this dataset represents
the largest collection of field-aligned optical images for
studying EPBs obtained to date.

EPBs are, by far, the most prevalent ionospheric
feature seen in the CNFI dataset. Although EPBs can
take on many different, complex forms, their general
morphology is well documented (see Makela 2006
and references therein). The typical EPB appears as
latitudinally-elongated dark regions, extending from
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the magnetic equator at the south of the imager’s
field of view, towards the north. Oftentimes, the EPBs
extend out of the northern field of view of the imager.
During geomagnetically quiet periods, EPBs observed
with CNFI drift from west to east at a velocity on the
order of 100 m/s (Yao and Makela, 2007). This drift
velocity can reduce, or even reverse, during periods of
geomagnetic activity (Sahai et al., 2009). Additionally,
EPBs are aligned with the magnetic meridians, but
eventually tilt to the west with increasing latitude as
the evening progresses (Makela and Kelley, 2003).

Although not as common as EPBs, medium-scale
traveling ionospheric disturbances (MSTIDs) are also
seen in the CNFI dataset. In contrast to the predom-
inately field-aligned EPBs emanating from the mag-
netic equator and drifting to the east, MSTIDs are
aligned at a significant angle from the magnetic merid-
ians and drift to the southwest. They typically drift into
the field of view of CNFI from the north and have
been observed in the CNFI dataset to reach the mag-
netic equator in contrast to results from the Japanese
sector, which suggest a propagation limit of 18◦ in
magnetic latitude (Shiokawa et al., 2002). Due to their
distinct characteristics during geomagnetically quiet
periods, EPBs and MSTIDs are easily distinguished
from one another, as seen in Fig. 17.1. During geo-
magnetic activity, this distinction becomes a bit more
difficult as the morphology of both types of structures

can significantly deviate from their quiet-time patterns
(e.g., Makela et al., 2009).

17.3 Analysis and Results

In order to reduce the large dataset collected by CNFI,
we perform a manual analysis of each night of data.
The images are labeled as one of six categories:
(1) clear; (2) cloudy; (3) EPB; (4) MSTID; (5) simulta-
neous MSTID and EPB; or (6) unusable data. Note that
a clear image refers to an image in which a majority of
the field of view is free from obscuring clouds and nei-
ther EPB nor MSTID structure is observed. An image
is determined to be cloudy if clouds obscure enough of
the sky that it would be difficult to discern whether or
not an EPB or MSTID was present. Unusable data are
typically caused by equipment malfunction (e.g., the
camera shutter not opening) or light contamination in
the environment surrounding CNFI.

Once the entire dataset is labeled in this way, the
labels are further reduced into one-hour bins for each
night of observation. When studying EPBs, if any of
the images taken during a given hour are labeled EPB
or simultaneous MSTID and EPB, the entire bin is
labeled as EPB. If no EPBs are observed in a given
hour, the bin is labeled as clear if more than 25% of the

Fig. 17.1 Example images
obtained by CNFI to study
(a) EPBs and (b) MSTIDs.
The dashed lines indicate
magnetic latitude and
longitude. The arrows
indicate the direction of
structure propagation
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images in that hour were individually labeled as clear
(in the case of studying EPBs, an image showing only
an MSTID is considered to be clear); otherwise, the
hour is labeled as cloudy. Although the clear/cloudy
threshold of 25% is somewhat arbitrary, given the field
of view of CNFI and the typical drift velocity of the
ionospheric structures being considered, we are rea-
sonably confident that, if structure were present in a
given hour, we would observe it given this threshold.
At this point, an hourly bin on a given night is labeled
as clear, cloudy, or EPB. When studying MSTIDs, the
same procedure is followed, with images labeled as
MSTID or simultaneous MSTID and EPB contributing
to the MSTID bins, and EPB-only images considered
to be clear.

We further reduce the labeled and binned data into
a climatology of EPB or MSTID occurrence in two
ways. The procedure is the same for both EPBs and
MSTIDs and follows the methodology previously used
in Makela et al. (2004); for brevity, we will only
describe the procedure in terms of calculating the
climatology of EPBs. The first procedure entails per-
forming a 20-day running filter on the hourly-binned
data, counting the number of EPB bins at a given hour
in the 20 days surrounding a given date and dividing
by the sum of the number of EPB and clear bins at that
hour in the 20-day window. The choice of a 20-day
window was made to balance the conflicting desires
of having a window long enough to have a large num-
ber of bins being considered without being too long
that meaningful trends (e.g., monthly, seasonal) are
smoothed out. The result is an estimate of the occur-
rence probability of EPBs on that date and hour based
upon the occurrence rate of EPBs in the surrounding
dates.

The climatology results compiled in this way are
presented in Fig. 17.2. Confirming the results of our
initial study examining the first 2 years of this data
(Makela et al., 2004), we see a preponderance of EPB
activity during the June through October period, with a
maximum occurrence rate in September. A secondary
maximum is seen in the April through early May
period. This is in general agreement with the estab-
lished understanding of the seasonal/longitudinal EPB
climatologies (e.g., Tsunoda, 1985).

Also, as discussed in Makela et al. (2004), the EPBs
observed from June through August occur later in the
evening and, as seen in individual images (not shown),

many drift into the field of view fully formed, suggest-
ing that they developed to the west of Hawaii. Finally,
it is quite clear from Fig. 17.2 that EPBs are often
observed into the early morning hours, oftentimes until
local sunrise.

In order to study the solar cycle dependence of
the occurrence of EPBs, we reduce the dataset using
a second method that results in monthly occurrence
statistics. Again, treating each labeled and binned
hour as a data point, we count the number of EPB
bins in a given month and divide by the sum of
the number of EPB and clear bins at that hour
in that month. While this methodology results in a
monthly climatology that is, perhaps, easier to com-
pare to monthly climatologies derived from other mea-
surement techniques (e.g., Aarons, 1993), the results
are a bit cruder in terms of being able to tempo-
rally resolve the “spread-F” seasons at the Hawaiian
longitude.

To study the influences of the solar cycle on EPB
development, we further divide the monthly datasets
into periods of high solar activity (HSA; 2002–2004,
inclusive; mean f10.7 = 138.1×10–22 W/m2/Hz) and
low solar activity (LSA; 2007–2009, inclusive; mean
f10.7 = 70.8×10–22 W/m2/Hz). Figure 17.3 presents
the monthly EPB occurrence rate separated into
pre-midnight (Fig. 17.3a; 1900–2300 LT) and post-
midnight (Fig. 17.3b; 0000–0400 LT) time periods.
The bottom panel of each plot gives the total number
of data points (clear or EPB) considered in each bin.

Examining the data from the pre-midnight period
presented in Fig. 17.3a, we note that there is a slight
reduction in EPB occurrence during LSA (15% yearly
occurrence rate) as compared to HSA (23% yearly
occurrence rate). This result is in agreement with previ-
ous studies in the American sector (Sahai et al., 2000).
However, during the main “spread-F season”, there
is still a high incidence of EPBs during LSA (42%
in September). The overall trend in the occurrence
pattern remains the same in the pre-midnight hours
during both HSA and LSA, suggesting that the overar-
ching physical control determining a given longitude’s
spread-F season remains the same under a wide range
of solar activity levels.

Interestingly, the post-midnight data presented in
Fig. 17.3b show an opposite solar cycle effect.
Occurrence rates increase from a 31% yearly occur-
rence during HSA to 43% during LSA. The increase
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Fig. 17.2 20-day occurrence
statistics for EPBs observed
by CNFI from 2002 to 2009

Fig. 17.3 Monthly
occurrence statistics for
(a) the evening and
(b) post-midnight time
periods. Statistics from HSA
(black line, “x” marks) and
LSA (gray line, “o” marks)
are shown. The bottom panels
give the number of hourly-
binned data points that are
included in each monthly
calculation (black: HSA;
gray: LSA)

is most notable in the November through January sol-
stice period as EPBs are a fairly rare occurrence during
HSA (11%) as compared to LSA (33%), although
this increase is more broadly seen from June through
January.

Additional insight into the differences between EPB
occurrence in LSA and HSA can be gleaned from
examining the monthly plots presented in Fig. 17.4.
Here, we have separated the data into hourly bins for
each month and calculated the occurrence rate of EPBs
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Fig. 17.4 Same as Fig. 17.3, except for hourly occurrence statistics organized by months

for LSA and HSA. In months corresponding to the
spread-F season (April; August through October), we
see that during HSA, EPB occurrence peaks early in
the evening, by 2100 or 2200 LT, with EPBs becoming
less likely as time goes on. However, during LSA, the
peak in occurrence shifts dramatically, with the maxi-
mum occurring after local midnight (0100–0200 LT).

Note that the occurrence rates during these months are
roughly comparable for each month in HSA and LSA,
but the peak has shifted 4 h later.

A slightly different trend is seen in June and
July, months in which EPBs were prevalent in the
post-midnight hours during HSA. A similar trend is
seen in these months during LSA, with relatively
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few EPBs observed pre-midnight but many observed
post-midnight. However, the occurrence rate for post-
midnight EPBs during these months is higher dur-
ing LSA.

In November and December, and to a lesser extent
January, months showing the largest increase in EPB
occurrence from HSA to LSA, we see that this increase
is for all times after about 2100 LT, although the
increase is most dramatic in the post-midnight hours.

17.4 Discussion

Several climatological features, as presented above,
deserve additional recognition and discussion. The first
is the transition toward EPB activity later in local
time toward solar minimum. The second is new, recur-
ring (annually, possibly semiannually) peaks in EPB
activity in solstice months after local midnight during
LSA. The third is the departure of the optical EPB
climatology from the collocated L-band scintillation
climatology (not shown) as well as satellite-derived cli-
matologies (e.g., Gentile et al., 2006), which show very
little EPB activity during LSA.

Consider the local time distributions of EPBs pre-
sented in Fig. 17.2. In 2002–2003, the onset of EPBs
is soon after local sunset. In 2007–2009, it is some-
what delayed. Miller et al. (2010), performed a similar
analysis of the CNFI dataset by developing in parallel
a climatology of radar backscatter from the Christmas
Island 50-MHz coherent scatter radar (CXI), which
shares a common magnetic field-of-view with CNFI.
The CXI radar data clearly show a trend of backscat-
ter beginning later in local time with decreasing solar
activity. This feature is probably due to reductions in
the instability growth rate on account of lower F-region
densities and weaker background vertical drifts, shift-
ing the local time of EPB generation to later local
times.

Another feature that emerges in Fig. 17.2 is the dra-
matic increase in post-midnight EPB activity toward
LSA, particularly around the December solstice. Note
that these are not the typical post-midnight events
studied previously (e.g., Aarons, 1993), as they are
not associated with increased geomagnetic activity.
Study of the individual images collected by CNFI
during this period indicates that many of these
post-midnight events were plasma depletions whose

initiation coincided with the passage of an MSTID
(Miller et al., 2009). They hypothesized that, under
low solar activity conditions, the polarization electric
field associated with MSTIDs would drive an E×B
drift which is vertical in the geomagnetic apex frame.
This is similar to the hypothesis of Tsunoda (2007)
that polarization fields associated with sporadic-E lay-
ers drive an E×B drift at the apex. As the MSTID
approaches the magnetic equator, the apex altitude
affected by this vertical drift approaches the bottom-
side and can cause a perturbation to be formed, ini-
tiating the Rayleigh-Taylor instability. The results of
Miller et al. (2010) show that these post-midnight,
quiet-time EPBs are associated with the generation
of fresh 3-m irregularities, causing the backscatter
observed by the CXI coherent scatter radar system,
rather than “fossilized” EPBs drifting into the field of
view of the instruments.

To examine this in more detail, Fig. 17.5 presents
a monthly breakdown of the occurrence of MSTIDs
during LSA. Figure 17.5a shows that pre-midnight
MSTID occurrence is relatively rare (less than 12%
yearly occurrence) in the region south of Hawaii
observed by CNFI. December (21%) and January
(19%) show the highest occurrence rates of pre-
midnight MSTIDs. In the post-midnight timeframe,
illustrated in Fig. 17.5b, MSTID occurrence increases
(31% yearly occurrence). December (57%) and
January (48%) remain the months with the largest
occurrence rate for MSTIDs. However, broad maxi-
mum in the occurrence rates are seen between October
through February (42%) and June through August
(34%).

Previous studies have shown that MSTIDs have sea-
sonal occurrence patterns, with maximum occurrence
during local summer with a smaller peak in local win-
ter over Japan (Shiokawa et al., 2003) and both local
winter (Garcia et al., 2000) and summer (Martinis
et al., 2010) over the Caribbean. The negative correla-
tion of nighttime MSTID occurrence with solar activity
has also been reported by Kotake et al. (2006). All
of this provides more evidence that the increase in
post-midnight, quiet-time EPBs to the south of Hawaii
during LSA is related to the increased occurrence in
MSTIDs in this region.

Figure 17.6 shows two typical examples of the low
solar activity relationship between MSTIDs and EPBs
in the post-midnight period during quiet geomag-
netic conditions. In Fig. 17.6a, from 21 January 2009
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Fig. 17.5 Same as Fig. 17.3
but for the monthly
occurrence rate of MSTIDs.
Only LSA is shown

Fig. 17.6 Two cases of EPBs initiated by MSTIDs in the cen-
tral Pacific during quiet geomagnetic conditions. The CXI radar
beams have been geomagnetically mapped to the same 250-km
altitude as the images of the 630.0-nm airglow emission. Typical
examples are shown from (a) the December solstice period, 21

January (021) 2009, and (b) the June solstice period, 4 July (186)
2009. Dots and arrows indicate the approximate propagation
of points on the MSTIDs (red) and EPBs (green). Notice that
the MSTIDs are not associated with FAI backscatter in the radar
until depletions form. See text for discussion

(Kp < 2), the MSTID structure appears propagating
toward the west-southwest at 2139 LT. As the phase
fronts of the MSTID reach the geomagnetic equator,
EPBs grow (a nascent EPB is indicated with the + mark
at 2241 LT) and drift toward the east. As these EPBs
drift across the north and east beams of the Christmas
Island radar (shown in these figures mapped along the
geomagnetic field lines to the airglow layer) from 2341
to 0205 LT, backscatter is received from 3-m field-
aligned irregularities (FAI) within the EPBs. Note also
the poleward expansion of the EPB between 2341 and
0128 LT; this is clearly an actively developing EPB.

Figure 17.6b illustrates a similar example, except
from the opposite solstice period, 4 July 2008 (Kp < 2),
suggesting that this behavior is not restricted to the

December solstice. Of particular interest to distin-
guishing MSTIDs from EPBs, notice that not only does
the MSTID drift to the southwest, it also is not associ-
ated with radar backscatter at 2247 LT although the
undulations occur on the same field lines observed
by the radar. In this example, an EPB forms within
the east beam of the radar, as suggested by the thin
backscatter layer marked by + at 2354 LT. Again,
the MSTID drifts to the southwest as the EPBs drift
to the east. A more atypical example that highlights
extreme interaction between MSTID and EPB struc-
tures that appear to drive 3-m FAI until local sunrise
was presented by Miller et al. (2009).

Finally, we turn to the overall occurrence of EPBs
at high and low solar activity levels. At HSA, the
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climatology derived here for the Pacific sector agrees
quite well with the climatologies derived by other
methods. However, this is not the case for LSA.
Previous studies based upon forward-scattering (scin-
tillation) measurements (e.g., Aarons, 1993) have
shown a dramatic decrease in the occurrence of scintil-
lations, especially at higher frequencies, as solar activ-
ity levels decrease. For the 2002–2009 time period over
Hawaii, this is confirmed with collocated GPS L1 scin-
tillation measurements (not shown). Similarly, mea-
surements from the Defense Meteorological Satellite
Program (DMSP) satellites between 1989 and 2004
show a drastic decrease in the number of EPBs encoun-
tered at 840 km (Gentile et al., 2006). These two results
seem to be in stark contrast to the results of EPB occur-
rence rates obtained from the ground-based optical
observations presented here, which show very similar
overall occurrence rates of EPBs at HSA and LSA.

Resolving the discrepancy with climatologies based
upon forward scattering is straightforward. It is
well understood that amplitude scintillation strength
depends on the magnitude of electron density gradi-
ents of irregularities at the Fresnel scale (e.g., Yeh
and Liu, 1982) and, thus, strong scintillations require
large background electron densities. During LSA,
the background electron densities are decreased lead-
ing to a reduction of the overall level of activity
for scintillations. Thus, as our climatology presented
here shows, although the underlying EPB structure is
almost equally likely to be present during HSA and
LSA, scintillations will only occur when the electron
density gradients are large enough, a condition more
likely to be satisfied during HSA.

Unlike the forward-scattering measurements, which
rely upon having large background electron densities,
the in-situ measurement made by the DMSP satel-
lites has no such constraint. The in-situ density probe
should register electron density reductions associated
with EPBs regardless of the underlying mean electron
density (assuming it is above the sensitivity thresh-
old of the instrument). In their study, Gentile et al.
(2006) explain the drastic reduction in the number of
EPBs detected by the DMSP satellites during LSA
by suggesting that the differing ionospheric conditions
at LSA limit the number of EPBs that reach DMSP
altitudes at the appropriate local times. The DMSP
satellites fly in a near sun-synchronous orbit and the
satellites used in the Gentile et al. study crossed the
magnetic equator in the early evening hours (between

1900 and 2200 LT). Assuming that EPBs are always
generated near local sunset, this leads to the conclusion
that the vertical growth velocity of EPBs is reduced
at LSA, and thus do not reach the DMSP altitudes
at the correct local times. Alternately, one could con-
clude that EPBs simply do not reach high altitudes
during periods of LSA, as has been reported using
radar (Hysell and Burcham, 2002) and imaging (Sahai
et al., 2000) data.

Using the climatology derived here from ground-
based optical observations, along with the information
on the spatial/temporal dynamics provided by the indi-
vidual images collected by CNFI, we can add new
insight to the discussion of EPB occurrence during
LSA. Our climatology shows that the reduction in bub-
bles observed by the DMSP satellites is most likely due
primarily to a shift in the local time of their occur-
rence, rather than a slowing of the vertical growth
velocity or an overall reduction in their maximum
altitude, although these factors likely also play a con-
tributing role. The field of view of CNFI maps to apex
altitudes from approximately 300 to 1000 km. In our
analysis of the images, any image showing an EPB
was counted as an EPB, regardless of its maximum
altitude. If the vertical growth of EPBs was simply
slower during LSA, but they still occurred early in the
evening, we would observe them during their slowed
growth phase. The data presented in Figs. 17.3 and
17.4 show this is not the case. As discussed above, the
number of EPBs (at any altitude) was reduced at LSA
before local midnight, as compared to HSA. After mid-
night, the number of EPBs increased for LSA. What
this suggests is that the entire generation mechanism
for EPBs is delayed during LSA, and the lack of bub-
bles reaching the DMSP altitude is not just due to a
reduction in the vertical growth velocity of the bubbles
themselves.

This interpretation is confirmed by the 50-MHz
backscatter climatology presented in Miller et al.
(2010) showing that the seasonal peak in the back scat-
ter occurrence rate associated with EPBs shifts from
about 2030 LT in 2003 to 0130 LT in 2008. As with the
optical observations, the radar observations would still
measure coherent backscatter if slowly growing EPBs
were present at lower altitudes earlier in the evening.
The fact that this is not the case suggests that there
is a relationship between the generation time of EPBs
and solar activity level, most likely due to the reduc-
tion in the RTI growth rate caused by the reduction in
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electron density gradients and vertical drift velocities
at low solar activities. This solar cycle dependence of
EPB generation time has also been observed in radar
data collected in the S. American sector (Fejer et al.,
1999; Hysell and Burcham, 2002).

We have not yet performed an analysis of the alti-
tude obtained by individual bubbles for the entire
dataset presented here, and cannot conclusively state
if there is a solar-cycle dependence of the altitudes
obtained by EPBs. This will be the subject of future
work. However, from the data analysis performed to
create the climatology presented here, we can state
anecdotally that EPBs do indeed reach high altitudes
(> 900 km) during LSA. We, therefore, conclude that
the small number of bubbles observed by the DMSP
satellites in the Gentile et al. (2006) study is a result
of the local times of the satellites and the shift to later
local times in the occurrence of EPBs at LSA.

17.5 Conclusions

We have presented an analysis of an eight-year dataset
of field-aligned optical images of the low-latitude,
nighttime ionosphere. From the climatology derived
from these observations we have shown that, for the
Hawaiian sector, equatorial plasma bubbles (EPBs) are
most likely to occur from August through October
and, to a lesser extent, April. In contrast to clima-
tologies derived from forward-scattering (scintillation)
measurement techniques and satellite-based in-situ
measurements, we do not find a drastic reduction in
the occurrence of EPBs at low solar activities. The
reduced occurrence of scintillations with solar activity
is expected, based upon the reduce background elec-
tron density. We find that the EPBs typically occur later
in the evening at low solar activity levels, explaining
the discrepancy with the satellite-derived climatolo-
gies.

In addition, we have presented statistics for the
occurrence of medium-scale traveling ionospheric dis-
turbances (MSTIDs) seen to the south of Hawaii dur-
ing low solar activity. We further develop the hypothe-
sis presented by Miller et al. (2009) that the increase
in post-midnight, quiet-time EPB occurrence during
low solar activity is due to coupling of the electric
fields internal to MSTIDs by showing that the increase
in the post-midnight, quiet-time EPB occurrence

is accompanied by an increase in the number
of MSTID occurrences. Further work, especially
through modeling studies, is needed to confirm this
hypothesis.
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Chapter 18

A Review of the Recent Advances in the Investigation
of Equatorial Spread F and Space Weather Effects over
Indian Sector Using Optical and Other Techniques

R. Sekar and D. Chakrabarty

Abstract Observations using a narrow spectral band
(0.3 nm) airglow photometer with a narrow field-
of-view (3◦) developed recently enabled to capture
the impact of space weather events on neutral air-
glow emission over low latitudes and also opened up
new vistas to characterize different plasma structures
associated with Equatorial Spread F (ESF). Plasma
enhancement structures in buoyancy-dominated alti-
tude region, as predicted by earlier numerical simu-
lation investigation, were identified based on simul-
taneous VHF radar and airglow observations. A few
other varieties of plasma structures that include con-
fined structure in a limited altitude region and fossil
plasma bubbles that became active at a later time,
had been observed. Moreover, it was also shown that
the prompt penetration of interplanetary electric field
(IEF) can trigger ESF during post-sunset hours when
ionospheric condition is not suitable for the occurrence
of ESF. It was also shown that over-shielding effect of
IEF can resurrect a plasma plume from a plasma struc-
ture confined in a narrow altitude region even during
pre-midnight hours. Numerical simulation investiga-
tion confirmed that eastward electric field associated
with over-shielding electric field is necessary but not
sufficient condition for pre-midnight plume event. The
importance of pre-seed to pre-midnight plume event in
the guise of confined ESF structure developed during
post-sunset hours is discussed. An important finding
came up in the form of identifying the response of
thermospheric OI 630.0 nm airglow emission during

R. Sekar (�)
Space and Atmospheric Science Division, Physical Research
Laboratory, Ahmedabad, India
e-mail: rsekar@prl.res.in

nighttime over low latitude corresponding to IEF vari-
ations. It was shown that quasi-periodic fluctuations
(∼0.5 and 1.0 h) in IEF can affect thermospheric air-
glow emission over low latitudes. The importance of
narrow spectral band airglow variations in bringing
out these fluctuations is discussed. Interestingly, these
periodicities were also found in the north-south com-
ponent of nocturnal magnetic field (H) over the entire
Indian sub-continent indicating the current responsi-
ble to be of magnetospheric origin. It was also shown
during another event that while the fast fluctuations
(∼40–45 min) in the vertical drift are governed by
IEF during a storm that encompassed multiple sub-
storms, the slowly varying component of ionospheric
height variations corroborate with the slowly varying
component of the variation in the auroral electrojet
index, AE. The results discussed in this article high-
light the important coupling aspects of ionosphere and
thermosphere during quiet and disturbed space weather
conditions.

18.1 Introduction

Earth’s ionosphere and thermosphere act as a mutually
coupled system and some of the features in one of these
have imprint on the other. This coupling is decided
by the time constant for transfer of momentum and
energy. The time constant is usually larger for the
transfer of momentum from ions to neutral as the ion
densities in the ionosphere are at least less by three
orders of magnitude compared to neutral densities. In
addition to this coupling, the low-latitude ionosphere–
thermosphere system (ITS) is susceptible to forcing
from the magnetosphere via the high-latitude region

251M.A. Abdu, D. Pancheva (eds.), A. Bhattacharyya (Coed.), Aeronomy of the Earth’s Atmosphere and Ionosphere,
IAGA Special Sopron Book Series 2, DOI 10.1007/978-94-007-0326-1_18, © Springer Science+Business Media B.V. 2011
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and also to forcing from the lower atmospheric regions
by means of waves and winds. The characteristic
phenomena of the low latitude ITS like the plasma
fountain, equatorial Spread F (ESF) etc manifest the
underlying complex coupling processes (e.g. see Abdu,
1997). It is, therefore, imperative that observations by
multiple techniques are needed from various vantage
points to address critical scientific issues comprehen-
sively. A number of important results have recently
been obtained from Indian sector that aptly elicit the
critical coupling pertaining to ITS over low latitude
region under magnetically quiet condition and cou-
pling between high and low latitude regions during
disturbed space weather conditions. Keeping in mind
the enormity of the literature available on the coupling
issues of ITS and for the sake of brevity, attempts are
made here to highlight only the results obtained over
Indian zone using multiple techniques.

As mentioned, low latitude ITS exhibit various char-
acteristic processes during day and nighttime. The
post-sunset equatorial ionospheric electrodynamics is
particularly significant as the plasma irregularities
generated by ESF has many crucial ramifications in the
communication, navigation etc. It is now known that
pre-reversal enhancement (PRE) of zonal equatorial
electric field arising due to the F region dynamo mech-
anism (Rishbeth, 1971) at the sunset terminator, plays
a very crucial role in the generation of ESF (Sekar
and Kelley, 1998; Fejer et al., 1999). A well-developed
PRE lifts the equatorial F layer to higher altitudes and
in the presence of rapidly depleting E layer during
post-sunset hours provides the favorable condition for
the seed perturbations at the bottomside to grow non-
linearly and convect upward and eventually cascading
into plasma irregularity structures of wide-range (from
a few hundred kilometers to a few centimeters) of spa-
tial scale sizes. This gives rise to what is known as
ESF because of the spread in the echoes when the
probing radio wave passes through the F region of the
ionosphere. The background conditions that include
the variability in PRE, electron density gradient, peak
height of F layer, neutral winds, E region conductiv-
ity etc. make the occurrence and development of ESF
highly variable in space and time. Moreover, other fac-
tors like prompt penetration and overshielding of inter-
planetary electric fields (IEF), disturbance dynamo
effects etc. also contribute to the occurrence vari-
ability and the development of ESF phenomenon by
modulating the low latitude ionospheric electric field.

The electric fields due to the prompt penetration and
overshielding processes primarily arise owing to the
imbalances between the region 1 (R1) and region 2
(R2) field aligned currents (FAC). R1 FAC lies pole-
ward of the auroral oval and is responsible in mapping
the polar cap voltage drop (the voltage drop IEF gen-
erates across the polar cap region) immediately to the
nightside outer magnetosphere. Under dawn-to-dusk
IEF, the earthward plasma convection is enhanced in
the nightside outer magnetosphere and the magne-
tospheric hot plasma gets deflected by the gradient-
curvature drift resulting in the formation of the ring
current. Strong pressure gradient in the ring current,
thereafter, forms R2 FAC connecting the inner edge of
the ring current with the equatorward edge of the auro-
ral oval. In a steady state, the R2 FAC tends to min-
imize the electric field at low latitudes producing the
shielding effect. However, during intervals when IEF
suddenly turns to dawn-to-dusk direction, the iono-
sphere over low latitudes responds directly to IEF as
the shielding electric field at the inner magnetosphere
gets temporally incapacitated. This is because of the
fact that the shielding effect produced by R2 FAC tends
to lag behind the polar cap electric field variations as
convection requires time to redistribute the magneto-
spheric plasma. This is prompt penetration effect (e.g.
Nishida, 1968; Vasyliunas, 1970; Wolf, 1970, Reddy
et al., 1979; Spiro et al., 1988; Sastri et al., 1992, 1993;
Kikuchi et al., 2000; Chakrabarty et al., 2005; Kelley
et al., 2007). In the overshielding scenario (e.g. Rastogi
and Patel, 1975; Kelley et al., 1979; Chakrabarty et al.,
2006; Ebihara et al., 2008), IEF suddenly reduces or
changes polarity after a sustained dawn-to-dusk con-
dition. This makes the residual inner magnetospheric
shielding field dominant for some time. The magnitude
of the effects of prompt penetration and overshielding
processes crucially depends on the local ionospheric
conditions. Moreover, as the shielding mechanism is
associated with the plasma convection and subsequent
injection of energetic magnetospheric particles in the
ring current, both storm and substorm can contribute
to the electric field perturbations over low latitudes.
While the substorm-related electric fields can per-
sist for 2–3 h (e.g. Sastri, 2002) and overshielding
electric field decays substantially after half an hour
(e.g. Peymirat et al., 2000), prompt penetration events
lasting several hours (e.g. Huang et al., 2005) are
reported. Theoretically predicted shielding time con-
stant of the order ∼20 min (e.g. Senior and Blanc,
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1984) deviates considerably, on many occasions, with
the observations. While the prompt-penetration/over-
shielding effects are almost simultaneously felt over
low latitudes on many occasions, disturbance dynamo
effects are delayed as this effect is associated with
the auroral heating and subsequently modified wind
system (Blanc and Richmond, 1980).

As many of the coupling processes are still not
comprehensively understood, it is difficult to have an
all-inclusive view of the low latitude ionosphere in the
presence and absence of ESF phenomenon. Moreover,
considering the enormity of the work done on the
low latitude ionosphere, it is difficult to cover all
the work in this brief article. Therefore, attempts are
made to narrow down the scope to only the recent
multi-technique investigations of nighttime low lati-
tude ITS in the presence and absence of ESF. Many
important investigations have been carried out from the
Indian region to understand different aspects of ESF
under magnetically quiet (e.g. Raghavarao et al., 1987;
Sridharan et al., 1997; Patra et al., 1995; Devasia et al.,
2002) and disturbed (e.g. Chakrabarty et al., 2006;
Kakad et al., 2007; Tulasi Ram et al., 2008) space
weather conditions. A detailed review of the impor-
tant works on ESF in the recent past from India is
provided in Sekar and Chakrabarty (2008a). However,
using multiple techniques, investigations on night-
time ITS are far from comprehensive. In this chapter,
the recent investigations over Indian zone using VHF
radar, ionosonde, magnetometer and satellite measure-
ments along with thermospheric airglow intensity in a
narrow spectral band are highlighted.

18.2 Motivation for the Co-ordinated
Optical and Radar Investigations

The motivation for the co-ordinated optical and radar
measurements came from the previous attempt to inter-
pret the VHF radar observation of ESF structures using
nonlinear simulation model (Sekar et al., 2001). A
peculiar pattern of VHF return echoes revealed ESF
structure with the bottomside envelope descending
down to upper E region (Patra et al., 1997). In order
to understand this peculiarity, a non-linear numeri-
cal simulation model investigation was carried out
that revealed the importance of more than one mode
as seed perturbations. Results from this simulation

investigation also revealed the presence of down-
drafting plasma enhancements in the altitude region
well beyond 350 km. In order to verify the prediction
of this simulation work and to experimentally establish
the presence of plasma enhancement unequivocally,
VHF radar observation alone was not sufficient as
the signal-to-noise ratio of the return echo is pro-
portional to the square of the fluctuations in electron
densities(�Ne)2 at half the radar wavelength. The indi-
cations for plasma depletion or enhancement can be
obtained from the Doppler velocities of plasma struc-
tures as the depletions, in general, move upward while
the plasma enhancement draft downward. However,
these indications, on occasions, can be misleading as
the depleted structures in decaying phase of ESF were
shown to move downward (Sekar et al., 2007). Thus
the Doppler velocities inside the plasma structures can-
not be used to identify plasma depletion/enhancement
unambiguously. In this connection, the optical obser-
vations on OI airglow emissions (630.0 and 777.4 nm)
are useful. The charge exchange of O+ with O2

followed by the dissociative recombination of the
resultant O2

+ with ambient electron is the principal
source for the nighttime 630.0 nm airglow whose cen-
troid of emission lies between 250 and 300 km. On
the other hand, the radiative recombination of O+ is
responsible for 777.4 nm airglow emission and thus
the centroid of this emission lies at the peak altitude
of F-region of the ionosphere. Thus the intensity of
777.4 nm is proportional to Ne

2 assuming O+ is the
dominant ion at the peak of the F-layer while the
intensity of 630.0 nm is proportional to Ne. Therefore,
the temporal fluctuations in the intensities of these
emission lines (�I630.0 and �I777.4) are proportional
to electron density fluctuations (�Ne). Thus optical
observations of airglow emissions were conducted in
campaign mode from Gadanki (13.5◦N, 79.2◦E dip
lat 6.4◦N) in conjunction with VHF radar during
January–March for past 5 years (2003–2007) and also
during April 2006.

18.3 Experimental Details

The Indian VHF radar, operating at a frequency of
53 MHz, is located at Gadanki. The beam width of the
radar is about 3◦ and a beam transverse to geomagnetic
field is available to probe field-aligned ionospheric
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Table 18.1 Radar
specifications for the
coordinated ESF and airglow
experiments from Gadanki,
India

Location Gadanki (13.5◦N, 79.2◦E, dip lat. 6.4◦N)
Frequency 53 MHz
Beam width (3 dB) ∼3◦
Beam direction 14.8◦N ( for F region studies)
Peak power-aperture product 3 × 1010 Wm2

Antenna 32 × 32, 3 element orthogonal Yagi arrays
Inter-pulse period (IPP) 4 ms
Pulse-width 32 μs
No. of FFT points 256
Range coverage 84–588 km
Range resolution 4.8 km
Velocity range ± 354 ms–1

Velocity resolution 2.76 ms–1

irregularities. This VHF radar is coherent pulsed radar
whose maximum peak power-aperture product can go
up to 3 × 1010 Wm2. The descriptions of this VHF
radar system are discussed in detail by Rao et al.
(1995). The operational specifications of the radar
for the equatorial spread F experiments are given in
Table 18.1.

A multi-wavelength airglow photometer was
designed and fabricated at Physical Research
Laboratory, Ahmedabad. The field of view of
this photometer (3◦) is chosen to coincide with
the beam width of VHF radar. The field-of-view
of the photometer being narrow, plasma structures
are expected to stand out in the intensity variations
more conspicuously. In addition, a temperature-tuned
narrow band (0.3 nm) interference filter is used in
this photometer. As the typical night sky background
intensity closer to 630.0 nm is ∼10 R/nm (Broadfoot
and Kendall, 1968), this photometer enables detection
of intensity fluctuations greater than 3R (1 Rayleigh,
R = 106 photons cm–2s–1ster–1). Therefore, this pho-
tometer is capable of measuring much less intensity
fluctuations than the typical broad-band photometers
wherein filters with band width >1 nm are employed.
The integration time is in general 10 s for most of the
airglow observations and on occasions, observations
with high temporal resolution of 1 s are also obtained.
By operating the photometer in a bi-directional mode
along zonal and vertical directions and using identifi-
able features in the plasma structures, the zonal plasma
drifts were determined. Experimental campaigns were
conducted during January–March 2003–2007 and in
April 2006 as a special campaign mode by operating
simultaneously airglow photometer and VHF radar in
ionospheric mode.

18.4 Results and Discussion

Figure 18.1 depicts composite results obtained from
VHF radar and photometer on an ESF night (left panel)
and non-ESF night (right panel). The figure consists
of range-time-intensity (RTI) maps in Fig. 18.1a, e,
range-time-velocity (RTV) maps in Fig. 18.1b, f that
are obtained from VHF radar observations on an ESF
and a non-ESF night. The HF Radar (ionosonde) data
to monitor the ionospheric layer movement are also
overlaid in one of the subplots of both the panels
(Fig. 18.1c, g). In addition, variations in the vertical
columnar intensities of 630.0 nm (Fig. 18.1c, g) and
777.4 nm (Figs. 18.1d, h) airglow emissions are also
depicted in Fig. 18.1. Temporal variations in 630.0
and 777.4 nm airglow emission intensities reveal small
(∼15 min) and large (∼a few hours) scale fluctua-
tions. The small-scale variations in airglow are absent
on non-ESF nights while the large-scale variations
are present on both ESF and non-ESF nights. The
large-scale variations correspond to the ionospheric
layer movement while the small-scale variations are
identified to be due to plasma structures associated
with ESF. In addition to the commonly observed
plasma depletions (D) with upward movement, the
observation also reveals the presence of plasma
enhancements (E) that move downwards (Sekar et al.,
2004). Some of the plume structures at higher alti-
tudes (∼500 km) are found to be bifurcated similar
to the results obtained by the simulation investiga-
tions of Huba and Joyce (2007). A thin bottomside
spread F layer was noticed at 1915–2000 IST and
during 2100–2200 IST in Fig. 18.1a. It is verified
based on the bi-directional observations (zenith and
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Fig. 18.1 Range-time-intensity (RTI) and range-time-velocity
(RTV) maps on equatorial spread F (ESF) night (left panel) and
non-ESF night (right panel) along with the corresponding emis-
sion intensities in 630.0 and 777.4 nm airglow lines (red curves).

Large time scale variations are found to be anti-correlated with
ionosphere layer height (h’F) variation shown by circles. Plasma
depletions (D) and plasma enhancements (E) are identified using
coordinated measurements (based on Sekar et al., 2004)

45◦ east) of 630.0 nm airglow intensities on this night
that was reported earlier (Sekar et al., 2008), the zonal
plasma drift was eastward at the 630.0 nm emission
altitude region. However, as the F-region was devoid
of ESF structures during these time intervals on this
night, characteristic intensity signatures corresponding
to ESF structures were not obtained in 777.4 nm air-
glow emission. Therefore, the association of this thin
confined ESF structure with shear is not clear based
on the present dataset. Moreover, plasma enhancement
structures in the present case are found to ride over the
plasma depletions. However, isolated structure, pre-
dominantly moving downward barring a small region
wherein the velocities are upward, is also observed
(Sekar et al., 2008). The generation of such isolated
enhancement structure calls for detailed theoretical
investigation.

Figure 18.2 depicts a few examples (Left panel:
February 11, 2004 and Right panel: February 07, 2005)

of ESF structures with wave-like bottom side struc-
tures in addition to the case discussed in Fig. 18.1.
The plumes are found to ride over the bottom side
structures (Fig. 18.2a, e) in these cases. The veloci-
ties (Fig. 18.2b, f) inside the bottom side structures are
predominantly downward and over the plumes are pre-
dominantly upward except at a few times on March
25, 2003 (in Fig. 18.1) and February 11, 2004 (in
Fig. 18.2). The optical measurements corresponding
to these structures are depicted in the lower sub-
plots (Fig. 18.2c, d, g, h) which are useful to identify
nature of plasma structure. As the VHF radar acts
as a slit camera (Woodman and La Hoz, 1976), tem-
porally varying wave-like bottom side structures are
the manifestation of spatial variation of plasma struc-
tures moving into the field of view of VHF radar from
zonal direction. By making use of the estimation of
zonal velocity obtained from the bi-directional optical
observations, the zonal wavelength of the bottom side
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Fig. 18.2 Plasma structures and velocities along with airglow emission intensities are depicted in a sequence similar to Fig. 18.1.
Plumes are found to ride over large scale bottomside structure (based on Sekar et al., 2008)

structure observed on March 25, 2003 was estimated
to be around 600 km. As pointed out by Kelley et al.
(1981), such large bottomside ESF structures are not
uncommon and gravity waves are the probable candi-
dates for seeding such a large bottom side structures.
In contrast to the bottom side wave-like structure
extended over a large altitude region, an undulated
structure confined to a limited altitude (250–300 km)
region without any plume structure was observed
(Fig. 18.3) on March 19, 2004. The first two subplots
in Fig. 18.3 depict the RTI (Fig. 18.3a) and RTV maps
(Fig. 18.3b) on March 19, 2004. The temporal varia-
tions in the 630.0 nm airglow emission intensities over
eastward direction reveal abrupt change around 2015
IST while a similar change occurs only at 2045 over
zenith direction (Fig. 18.3c). This indicates that the

confined structures around 250–300 km altitude region
moved westward. However, the zonal plasma drift
above 250–300 km altitude region is principally gov-
erned by the F-region dynamo during nighttime which
drives the plasma eastward. This is due to the fact
that the F-region dynamo during nighttime is driven
by eastward wind determined by the thermal gradient
in the thermosphere which is directed only eastward
during nighttime. Thus the inference of westward drift
around the emission altitude of 630.0 nm clearly indi-
cates a vertical shear in the zonal plasma drift. This
observation is consistent with the need for the vertical
shear in the zonal plasma drift for the confinement of
ESF structures as shown by Sekar and Kelley (1998).

The background conditions of the ionosphere dur-
ing post-sunset hours are, in general, conducive for
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Fig. 18.3 ESF structure
confined to lower altitude
region along with airglow
observations. This
bi-directional OI 630.0 nm
airglow observation paved
way to identify shear in zonal
plasma flow (refer text for
detail, after Sekar et al., 2008)

the generation of plasma irregularity structures associ-
ated with ESF. A seed perturbation in electron density
under the post- sunset background condition devel-
ops non-linearly into plasma bubbles that manifest as
plasma plumes in VHF radar observations of meter
scale-size plasma irregularity structures. The structures
subsequently decay by midnight hours and remain
weak structure known as “fossil bubbles” which can-
not support meter scale-size irregularities in general.
As the structures are weak they move with the ambient

plasma drift in the eastward (e.g. Bhattacharyya et al.,
2001) and downward directions. The scattering of
radio waves by these “fossil bubbles” was recorded
by scintillation receivers (Basu et al., 1978) and not
recorded by VHF radar. The neutral wind drives sec-
ondary instability structures on the western wall of
these “fossil bubbles” and makes them active with
a weak turbulent structure. The presence of such
“active fossil bubbles” was identified during an occa-
sion (Sekar et al., 2007) using a co-ordinated optical
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and VHF radar observations. Figure 18.4 depicts RTI
and RTV maps as well as range-time-width (RTW)
map (in units of velocity) on April 26–27, 2006 in
Fig. 18.4a–c respectively. Figure 18.4d, e depicts the

variation in 630.0 nm airglow intensity observed from
the radar site at Gadanki and variation in h’F over
Thumba. The ESF structures were weak and less
turbulent (as indicated by the RTI and RTW maps

Fig. 18.4 The plasma
depleted structures moving
downward during the
decaying phase of an ESF
event that are identified as
“active fossil bubbles”. The
range-time-width (RTW) map
enables to determine the
degree of turbulence (after
Sekar et al., 2007)
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respectively) and moved into the vicinity of the VHF
radar field of view during midnight. A few depletions
in airglow intensities (Fig. 18.4d) are unambiguously
identified as plasma depletions as ionospheric layer
height did not change significantly. The optical obser-
vations on this occasion clearly revealed that those
structures are depleted structures and are located on
the western walls of the bubbles. Unlike the nor-
mal plasma bubble, these structures moved predom-
inantly downward (Fig. 18.4b) similar to the “fossil
bubbles”.

As mentioned earlier, the observations were con-
ducted in a campaign mode from Gadanki using air-
glow photometer along with VHF and HF radars.
During these observational periods, most of the nights
were magnetically quiet and a few of them were mag-
netically disturbed. Further, most of the nights, the
observations were marked with presence of ESF while
a few nights without the presence of ESF structures

(for example, February 12 and 20, 2004 in the right
and left panels of Fig. 18.5 respectively). A compari-
son of optical observations made during two non-ESF
nights led to an important result. It is to be noted
here that the VHF radar provides only the structure
and dynamics of E-region irregularities on non-ESF
nights. Comparison of 630.0 nm airglow emission
intensities on a magnetically disturbed non-ESF night
(12 February 2004) with magnetically quiet non-
ESF night (20 February 2004) revealed the pres-
ence of small (∼30 min–1.0 h) scale-size fluctuations
(Fig. 18.5a) during the disturbed night. The resid-
ual fluctuations are found to correlate well with the
variations in the F-layer height on the same night
(Fig. 18.5c). In order to find the reason for the air-
glow fluctuations, interplanetary electric field (IEF)
values are derived from the observations of Advanced
Composition Explorer (ACE) satellite. Propagation
lags are calculated for each datum point (Chakrabarty

Fig. 18.5 The airglow observations on 630.0 nm emission and
ionospheric layer height variations (hpF2) on a magnetically dis-
turbed night (left panel) in comparison with magnetically quiet

night (right panel). Note that ESF (left panel) was not present on
both the nights (based on Chakrabarty et al., 2005)
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et al., 2005) and variation in the lag-corrected dawn-to-
dusk component of IEF (IEFy) is plotted in Fig. 18.6. A
detailed correlation analysis was carried out using this
propagation lag corrected IEF (Fig. 18.6a), ionosphere
layer height variation (Fig. 18.6b) and the fluctua-
tions in 630.0 nm airglow intensities (Fig. 18.6c).
Harmonic analyses (Fig. 18.6d) and cross-spectrum

Fig. 18.6 The Y (dawn-to-dusk component in Geocentric Solar
Ecliptic coordinate system) component of interplanetary elec-
tric field (IEF) as deduced from Advanced Composition Explorer
(ACE) satellite measurement on a magnetically disturbed night
and the similarities in the residual IEFy with the residuals
in ionospheric layer height variations and 630.0 nm airglow
emission intensities. Cross-spectrum analysis between IEFy and
airglow intensities reveals the imprint of 30 and 60 min com-
ponents of IEFy on 630.0 nm airglow over low latitudes (after
Chakrabarty et al., 2005)

analyses (Fig. 18.6e) revealed that certain (∼0.5 and
1.0 h) periodic components in the IEF affect low lat-
itude ionosphere and subsequently affect the airglow
variations (Chakrabarty et al., 2005). In order to ensure
that these fluctuations originated from magnetosphere,
variations in the horizontal component of magnetic
field from four magnetometer stations in the Indian
sector were also examined (Fig. 18.7) for February 12,
2004 (Fig. 18.7a) and February 20, 2004 (Fig. 18.7b).
Same periodicities are also found to be present in
the horizontal magnetic field variations from equa-
tor to a location well beyond the Sq focus on the
magnetically disturbed night in comparison with the
quiet night (Fig. 18.7c). This clearly indicates that the
current responsible for the fluctuations in horizontal

Fig. 18.7 The instantaneous values of horizontal component
(H) of magnetic field over India on a magnetically disturbed
night (12 February, 2004) and quiet night (20 February, 2004).
Spectral components with periodicites 30 min and 60 similar to
IEFy and airglow variations are observed. This observations of
H at the dip equatorial station (Trivandrum, TIR), the interme-
diate stations (Visakhapatanm, VSK and Pondicherry, PND) and
at a station well beyond Sq focus region (Hanle, HAN), reveal
that the current responsible is magnetospheric in origin (after
Chakrabarty et al., 2005)
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component of magnetic field is of magnetospheric
origin. Thus the results from three independent tech-
niques confirmed the effect of IEF on the neutral
airglow emission. Further, Chakrabarty et al. (2005)
estimated the amplitude of these airglow fluctuations
to be 5–10R for a typical nighttime intensity level of
50–100R. The narrow spectral band airglow photome-
ter employed in the present investigations is capable of
detecting intensities greater than 3R unlike the widely
employed broad-band photometers (>1 nm) which can
detect intensities more than 10R. Moreover, as the
field-of-view of the photometer is narrow, small fea-
tures in airglow intensity were not smeared out. Thus
the importance of narrow spectral-band and narrow
field-of-view observations of 630.0 nm airglow is evi-
dent in recording the effects of space weather events
on neutral OI 630.0 nm airglow emission.

The implications of IEF over low-latitude iono-
sphere are multi-fold. Another event, when the prompt
penetration of IEF into the equatorial ionosphere
triggered the development of ESF, was captured by
the radars and airglow photometer (Right panel of
Fig. 18.8). The layer movement of the ionosphere on
January 7, 2005 was found to be downward between
1900 and 2000 IST (Fig. 18.8R2). This condition nor-
mally stabilizes the perturbations in the bottom side
of the ionosphere and therefore, not conducive for
the occurrence of ESF on this night. At that time,
the IEF was shown (Chakrabarty et al., 2006) to
penetrate promptly into the low latitude ionosphere
(Fig. 18.8R1) and the polarity of the zonal electric field
reversed that made the equatorial ionosphere to move
upward (Fig. 18.8R2). As a consequence, the ESF was
found to get triggered around 2040 IST (Fig. 18.8R3).
The linear growth rate calculations were performed
by Chakrabarty et al. (2006) and it was shown that
the growth rate was negative during 1900–2000 IST
which became positive at 2030 IST with the growth
time of about 10 min. The development of ESF, as
recorded by the VHF radar, is consistent with these
calculations. Further, a reversal in the electric field of
the ionosphere was also noticed around 2100 IST (Fig.
18.8R2). The 630.0 nm airglow observations (Fig.
18.8R4) were found to corroborate with the ESF struc-
tures. Bi-directional observations of 630.0 nm (Fig.
18.8R4), as discussed earlier, indicated the presence of
shear in the altitude region of ∼300 km. Thus the ESF
structure during 2040–2140 IST remained confined to
a narrow altitude region without any plume structure

during this time interval. The zonal electric field over
equatorial ionosphere reversed once again around 2200
IST owing to the over-shielding effects of IEF. A
plasma plume was found to get resurrected under the
influence of the eastward electric field associated with
the over-shielding effects of IEF. The optical obser-
vations and the effects of prompt penetration of IEF
in triggering the development of ESF and subsequent
development of plasma plume under the influence of
over-shielding electric fields are described in detail by
Chakrabarty et al. (2006).

It is generally observed that penetration of IEF
into Earth’s ionosphere initiates geomagnetic storm.
It was initially believed that the occurrence of ESF is
inhibited during magnetic storm. Later, by segregating
the ESF events based on their occurrence time, the
post-midnight ESF was found to be triggered by storm
(e.g. Aarons et al., 1980) while the post-sunset ESF
events are found to be correlated with the effects
of magnetic storm on some occasions and not so
on other occasions. Abdu (1997) had suggested
that the triggering or inhibition of ESF depends on
the phase of the magnetic storm. Two contrasting
events exhibiting variabilities in the occurrence of
ESF during magnetic storms are encountered during
the coordinated optical and radar campaign periods
from Gadanki. Comparison of these two storm events
(Fig. 18.8) reveals that the ionospheric electric fields
(Fig. 18.8L2 and R2) reversed its polarity from
westward to eastward around the same local time of
2145 on both the occasions due to the effects of over-
shielding electric field (Fig. 18.8L1 and R1). Further,
the magnitude and the duration of reversal (∼0.5 h) to
eastward direction remained same for both the events.
However, during one of the events, the development
of pre-midnight plume was observed after ∼0.5 h of
the reversal of the electric field from westward to east-
ward (Fig. 18.8R3), while ESF was found to be absent
during the other event (Fig. 18.8L3). The important
difference between the two cases is the reversal of
the polarity of the zonal electric field just after sunset
(2000 h) on the ESF night compared to the non-ESF
event (Fig. 18.8L2 and R2). On a non-ESF night, the
prompt penetration of certain frequency components
of IEF in the equatorial ionosphere is observed with-
out any eastward excursion of the electric field during
1930–2100 h. The development of plasma plume dur-
ing nighttime condition, when the peak height of the
layer is around 350 km, is highly unlikely as revealed
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Fig. 18.8 Comparison of interplanetary, ionospheric electric
fields, development of ESF and 630.0 nm airglow on two mag-
netically disturbed nights. The ESF was found to trigger on
January 7, 2005 due to prompt penetration of IEFy at 2000 IST

over dip equator and a generation of a plume event after 2200
IST was observed. None of these was recorded on 12 February
2004 (after Sekar and Chakrabarty, 2008b)

by earlier simulations (Ossakow et al., 1979; Ossakow,
1981). In order to understand the development of
late night plume event on one of those occasions,
simulations were carried out using a two dimensional
non linear simulation model of ESF (Raghavarao et al.,
1992; Sekar et al., 1994). The model describes the evo-
lution of plasma bubble under perturbed conditions by

solving the basic plasma fluid equations under F region
approximations which reduces them into two coupled
partial differential equations.

∇. (υinN∇�) = B

[
−g + Wyυin +

(
Exo

B
υin

)]
∂N

∂x

(18.1)



18 Advances in the Investigation of Equatorial Spread F and Space Weather Effects 263

∂N

∂t
− ∂

∂x

[(
N

B

) (
Eyo + ∂�

∂y

)]

+ ∂

∂y

[(
N

B

) (
−Exo + ∂�

∂x

)]
= −υRN

(18.2)

In the above equations, N, �, g, νin, Exo, Eyo, νR,
B and Wy represent electron number density, perturba-
tion potential, acceleration due to gravity, ion-neutral
collision frequency, x-component (positive westward)
of background electric field, y-component (positive
upward) of background electric field, recombination
rate, geomagnetic field strength and vertical wind. The
detailed descriptions of this model and the scientific
results obtained from this model are available in the
literature (Sekar et al., 1994; Sekar, 2003; Sekar and
Chakrabarty, 2008b). Thus initial perturbations with
superposition of two modes are taken as follows.

N(x, y) = No(y)[
1 −

[
a1 cos

(
2π

λ1
x

)
+ a2 cos

(
2π

λ2
x

)]] (18.3)

A larger (λ1) wavelength mode of 240 km and
another mode with wavelength (λ2) of 60 km with-
out any phase difference between them are used in
the present investigation. The amplitude of the sec-
ond wavelength mode (a2) is chosen to be ∼5% of the
background electron density and assumed to remain
constant over an entire altitude region. However, the
amplitude of the longer wavelength mode (a1) is var-
ied over a limited altitude region where steep gradient
(small plasma scale length, L) exists to support the
presence of large-scale irregularities developed during
post-sunset hours. In the remaining altitude regions,
the amplitudes are kept constant at a value of 5% of
the background electron density. These aspects are dis-
cussed in detail in Sekar and Chakrabarty (2008b).
As the investigation pertains to pre-midnight (2130–
2200) hours, the altitude profile of electron density was
chosen (Fig. 18.9a) to represent pre-midnight condi-
tion based on the morphological studies of true height
analyses carried out (Chandra et al., 1973) over Indian
zone. Further, to represent the electric field conditions
with and without the effects of over-shielding, the ver-
tical plasma drifts as depicted in Fig. 18.9b are used
as inputs to the model. Figure 18.10 depicts the sim-
ulation outputs for three different initial conditions.

Fig. 18.9 A typical electron density profile during pre-midnight
hours over Indian zone is used as input to the simulation
model. The vertical drifts corresponding to different zonal elec-
tric field conditions are represented in case-I and case-II. Case-I
represents the presence of the eastward electric field due to over-
shielding effect and Case-II represents the absence of such effect
during pre-midnight hours (based on Sekar and Chakrabarty,
2008b)

Each initial condition is defined by the plasma scale
length (L), Height of the F-layer peak, the amplitudes
of both the wavelengths of perturbation (a1 and a2)
and the background electric field (E). Iso-electron den-
sity contours in zonal and vertical plane 2000s after
the initiation of instability process are plotted in each
subplot of Fig. 18.10 for three different initial con-
ditions. The development of plasma bubble during
pre-midnight condition penetrating up to an altitude of
450 km within 2000s, similar to the observation, is not
noticed when the amplitude of large scale perturbation
is only 5% of the ambient plasma density along with
storm-induced eastward electric field (Fig. 18.10a). A
second simulation (Fig. 18.10b) was carried out with
35% amplitude of the ambient plasma density as initial
perturbation for larger wavelength mode and the other
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Fig. 18.10 Non-linear numerical simulation output in the form
of iso-electron density contours for the development of plasma
bubble for initial perturbations of 5, 35, and 35% and in typi-
cal pre-midnight ionospheric conditions. In the first two cases,

eastward electric field (Case-I of Fig. 18.9) is present and in
the last case (Case-II of Fig. 18.9), typical nighttime west-
ward electric field is present (based on Sekar and Chakrabarty,
2008b)
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conditions remaining the same as that of previous one.
The result reveals the development of plasma bubble
extending up to 450 km within 2000s similar to that
of the observations. Thus these results of the simula-
tions emphasize the need for larger amplitude of initial
perturbation in the form of pre-seed for the develop-
ment of plasma plume during pre-midnight hours. A
third simulation (Fig. 18.10c) was carried out with the
same conditions as that of second simulation except
without the effect of over-shielding electric field into
equatorial ionosphere (i.e. usual nighttime westward
electric field as shown in Fig. 18.9). This simulation
reveals that the initial perturbations are mitigated with-
out the formation of plasma bubble. Further multiple
simulations were carried out to quantify the ampli-
tudes of the required amount of pre-seed under varying
initial altitude profiles of electron densities that have

been observed from one night to another. Thus these
simulations reveal that the storm-induced eastward
electric field during nighttime over-dip-equator region
is a necessary but not a sufficient condition for the
development of pre-midnight plume structure. In addi-
tion to the storm-induced eastward electric field, a
pre-seed in varying degrees in a localized altitude
region and a suitable background ionospheric condi-
tion is needed for the development of late night plume
event. The confined ESF irregularities developed
in post-sunset hours are suggested to provide such
large amplitude perturbations during pre-midnight
hours.

As already mentioned, PRE plays a very crucial
role in the generation of ESF. In one peculiar case
(Fig. 18.11), it is found that equatorial F layer con-
tinued its ascent to very high altitude till 2130 h

Fig. 18.11 A case of unusual post-sunset ascent of equatorial
F layer that vary in tandem with the slowly varying compo-
nent of auroral electrojet index, AE. The fast fluctuations are
found to vary in accordance with the fast fluctuations in IEFy
except during the onset of a substorm expansion phase (marked

by hatched box) when drift residuals follow AE residuals. The
variation in the ring current and the 630.0 nm airglow intensity
variation from Waltair (dip lat 10.09◦N) are also shown (based
on Chakrabarty et al., 2008)
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instead of coming down as expected by typical vari-
ation (Fig. 18.11a). Critical inspection revealed that
although the duration is marked by the main phase of
a geomagnetic storm (Fig. 18.11c), the slowly varying
component of ionospheric F layer over dip equator fol-
lowed the slowly varying component in the variation of
the auroral electrojet current (marked by AE indices)
as revealed by Fig. 18.11b. It is interesting to note that
the 630.0 nm airglow intensity variation from a low lat-
itude station also indicated the ascent of F layer during
this time (Fig. 18.11c). Interestingly, it is found that the
small scale fluctuations (∼40–45 min fluctuations) in
the vertical plasma drift (Fig. 18.11d) over dip equator
(derived from the temporal changes in the ionospheric
height) were controlled by IEF during most of the
time (Fig. 18.11e) in this interval except when a sub-
storm is triggered with the reversal in IEF polarity
(over-shielding) as shown in Fig. 18.11f, g. During the
interval (∼30–40 min) when substorm is triggered, the
fluctuations in the ionospheric zonal electric field were
found to be governed by the substorm-related transient
electric field (Chakrabarty et al., 2008). The investi-
gation brought out the distinctive effects of storm and
substorm on the equatorial ionosphere during post-
sunset hours.

18.5 Summary

Co-ordinated multi-technique observations including
narrow-band airglow observations from the low lati-
tude regions in India as well as numerical simulation
investigations bring out the following salient results.

• Experimental evidences are obtained for the pres-
ence of plasma enhancement structures during ESF
as predicted by numerical simulation model.

• “Active Fossil Bubbles” are identified during post-
midnight hours.

• It is shown that IEF affects thermospheric airglow
emission even over low latitude region. Quasi-
periodic variations (0.5 and 1.0 h) in IEF are found
to affect the OI 630.0 nm nighttime airglow emis-
sion over low latitude.

• Similar quasi-periodic (0.5 and 1.0 h) variations
are also found in the nighttime northward magnetic
field variations over the whole Indian subcontinent

implying the currents responsible for this variation
magnetospheric are of origin.

• Prompt penetration of IEF is shown to trigger ESF
during post-sunset hours. Linear growth rate analy-
sis supports the observations.

• Over-shielding effects of IEF is found to be respon-
sible for the resurrection of plasma plume during
pre-midnight hours.

• Numerical simulations elicit that storm-time east-
ward over-shielding electric field is a necessary
but not a sufficient condition for the pre-midnight
resurrection of plasma plume. A large amplitude
pre-seed perturbation is needed. Post-sunset ESF
irregularities in a limited altitude region are sug-
gested as pre-seed perturbation.

• Distinctive effects of IEF and substorm on equa-
torial ionosphere are identified. While the quasi-
periodic (∼40–45 min) fluctuations in the vertical
drift are found to be controlled by IEF, the slowly
varying component of ionospheric height over dip
equator follows the slowly varying component of
auroral electrojet index, AE.
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Chapter 19

Radar and Optical Observations of Irregular Midlatitude
Sporadic E Layers Beneath MSTIDs

David L. Hysell, Tatsuhiro Yokoyama, Elnana Nossa, Russell B. Hedden, Miguel F.
Larsen, John Munro, Steven Smith, Michael P. Sulzer, and Sixto A. González

Abstract An irregular sporadic E ionization layer
was observed by the Arecibo incoherent scatter radar
and a coherent scatter radar imager located on St.
Croix during the passage of an MSTID observed by the
Boston University all-sky camera in 630 nm imagery.
The MSTID in question was not very intense and was
barely detectable in the vertical F region plasma drifts
measured by Arecibo. The intensity of the coherent
scatter from small-scale irregularities in the sporadic
E layer appeared nonetheless to be modulated by the
MSTID and was strongest in the F region airglow
crests, mapped along magnetic field lines to the E
region volume being observed. The coherent scatter
Doppler shifts were highly correlated with altitude dis-
placements in the sporadic E layer, and the sign of
the correlation was controlled by the sign of the back-
ground zonal electric field. The MSTID did not appear
to modulate the morphology of the sporadic E layer
irregularities themselves, which took the form of con-
vective rolls and which drifted with the ambient neutral
wind.

19.1 Introduction

Midlatitude sporadic E ionization layers have been
affecting human activity since the earliest days of
radio and remain an important means of long-
path communications in the HF and VHF bands

D.L. Hysell (�)
Department of Earth and Atmospheric Sciences, Cornell
University, Ithaca, NY 14853, USA
e-mail: dlh37@cornell.edu

(e.g, see reviews by Whitehead, 1972, 1989; Mathews,
1998). Interest in the electrodynamics of the layers
grew in the 1990s after Riggin et al. (1986) and
Yamamoto et al. (1991, 1992) found that they could be
populated by intense, small-scale field-aligned irreg-
ularities (FAIs) and probed using coherent scatter
radar. The echoes have been termed “quasiperiodic”
or QP because of apparent periodicities in range-
time-intensity representations of the observations. The
echoes have since been observed throughout the Asian
and American sectors and over a wide span of lati-
tudes. Rocket experiments have shown that they are
associated with irregular sporadic E layers and accom-
panying, strong polarization electric fields and also
with strong neutral wind shear (e.g. Fukao et al., 1998,
Yamamoto et al., 2005 and references therein). Studies
using radar interferometry and imaging have shown
that the echoes are frequently organized spatially along
frontal structures extending in oblique directions, sep-
arated by a few tens of kilometers, and propagating at
speeds of a few tens of meters per second (e.g. Chu
and Wang, 1997; Hysell and Burcham, 2000, Hysell
et al., 2002b, Saito et al., 2006). More recent stud-
ies incorporating incoherent scatter observations have
also been able to associate the QP echoes with bil-
lowy density irregularities of the kind first observed
at Arecibo by Miller and Smith (1978) and Smith and
Miller (1980) (e.g. Hysell et al., 2004; Larsen et al.,
2007; Hysell et al., 2009) and attributed to neutral
dynamical instability.

The E region structures are also reminiscent of
frontal structures observed in the midlatitude F region
associated with medium scale traveling ionospheric
disturbances (MSTIDs). These structures are aligned
northwest-to-southeast in the northern hemisphere
(southwest-to-northeast in the southern). While they
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have been observed with incoherent scatter radar
(Behnke, 1979) and all-sky imagers (Miller et al.,
1997; Garcia et al , 2000; Otsuka et al 2004), they are
especially vivid in GPS-TEC maps (e.g. Saito et al.,
1998; Tsugawa et al., 2007). Field-aligned irregulari-
ties (FAIs) are also now known to be embedded in the
frontal structures (Fukao et al., 1991; Saito et al., 2002,
2008).

What, if any, is the relationship between patchy
sporadic E layers and QP echoes and MSTIDs and
the F region plasma irregularities within them? While
there are some superficial morphological similarities,
the wavelengths and scale sizes of the E and F region
phenomena are dissimilar, and the occurrence phe-
nomenology is also different.

Experimentally, irregularities in sporadic E lay-
ers have been found to take the form of patchy,
elongated, roll-like deformations. Irregularity fronts
appear to propagate with periods of a few minutes,
wavelengths of a few tens of km, and directions
preferentially toward the southwest or northeast in
the northern hemisphere, although direction can vary
considerably from event to event or even within an
event. The fronts are strongly polarized, presenting
electric fields often large enough to excite Farley-
Buneman instability (Haldoupis and Schlegel, 1994).
FAIs exist throughout the patchy layers even when
the condition for Farley Buneman instability is not
met. It is typical for the irregularities to come in
bursts.

MSTIDs meanwhile exhibit periods of the order
of an hour, wavelengths of hundreds of km, and
propagation speeds of several hundred m/s. They
propagate strictly southwestward in the northern
hemisphere. They are also polarized. Small-scale field-
aligned irregularities have been detected in the troughs
of MSTIDs observed in all-sky imagery (Otsuka et al.,
2009). Observations show E region FAIs occurring on
the same geomagnetic field lines as MSTID wavefronts
observed in airglow and by GPS-TEC (Otsuka et al.,
2007; Saito et al., 2007). Not only the intensity of the
coherent scatter from the FAIs but also the Doppler
shifts have been found to be controlled by the phase of
the MSTID on common magnetic field lines (Otsuka
et al., 2007.) Other, particularly tantalizing experi-
ments have been performed recently in Japan, where
a portable radar was temporarily situated to observe
E region FAIs on the same flux tubes as F region
FAIs seen simultaneously by the MU radar (personal

communication, T. Yokoyama, 2009.) In preliminary
observations, the F region FAIs that appeared gener-
ally formed on geomagnetic field lines with strong E
region FAIs. The reverse was not true. Polarization
electric fields in patchy sporadic E layers were evi-
dently strong enough to create not only E region but
also F region FAIs in the most opportune phase of an
ongoing, strong MSTID. The E and F regions were
the source and load, respectively. The role of any
kind of feedback was not obvious in this preliminary
work.

Analysis of MSTIDs often invoke the mecha-
nism due to Perkins (1973) (see also Miller, 1996;
Hamza, 1999). In this instability, field-aligned slabs
of plasma displaced upward (downward) have reduced
(increased) flux tube integrated Pedersen conductiv-
ities due to the height variation of the ion-neutral
collision frequency. Reduced (increased) Pedersen cur-
rents flow in the slabs as a result. An induced polar-
ization electric field normal to the slabs maintains
a continuous current in that direction. The currents
parallel to the slabs are unmatched, however, and so
the J×B force on the slabs is different in differ-
ent phases of the perturbation. The vertical compo-
nents of the unmatched forces, ((�±E′‖ × B) · ẑ con-
tributes to the force balance that maintains the heights
of the slabs. Here, �± is the flux tube integrated
Pedersen conductivity in upward and downward dis-
placed slabs, E‖′ is the component of the effective
electric field parallel to the slab, E′ = E + u × B,
u is the neutral wind velocity, and ẑ is the verti-
cal direction. The tendency is for upward (down-
ward) displaced slabs to be forced upward (down-
ward) and for instability. The linear, local growth
rate of the instability is proportional to the force
mismatch:

γ =
|E′| cos I

BH
sin(θ − α) sin(α)

where θ and α are the angles the effective electric field
and the wave normal make to the eastward direction,
respectively, in the plane perpendicular to B, I is the
magnetic inclination, and H is the neutral scale height.
The growth rate is intuitive, since (sin(θ − α) selects
the component of the effective electric field parallel
to the slabs and sin(α) selects the vertical component
of the associated J × B force. Growth is fastest when
α = θ/2.
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The strength of the Perkins theory is that it pre-
dicts favored propagation directions. For predomi-
nantly zonal F region winds, the growth rate is max-
imized for southwestward propagation in the northern
hemisphere. The weakness is that the predicted growth
time is very long – hours or more for realistic con-
ditions. Absent extraordinary forcing, Perkins would
seem to be irrelevant. C. E. Seyler (personal commu-
nication) performed an eigen-analysis of electrostatic
waves in the midlatitude ionosphere and reinterpreted
Perkin’s theory this way: while there are no intrin-
sic, fast-growing solutions in the presence of ordinary
background forcing, waves which are not NW-SE
aligned experience rapid damping, regardless of the
driving mechanism.

While some experimental results point to neutral
instability as the source of irregularities in sporadic
E layers, Cosgrove and Tsunoda (2002, 2004) have
attributed them to wind shear-driven Es plasma insta-
bilities. Their mechanism may be viewed as an E
region analog of the Perkins instability. In this case,
slabs of ionization displaced vertically in the vicinity
of the wind shear node will experience different wind
forcing, and the slabs will become polarized to the
extent the current forcing is otherwise divergent. The
vertical component of the polarization electric field
will then drive vertical ion drifts in phase with the
original displacements, and instability results. Tsunoda
(2006) derived an expression for the linear, local
growth rate of the Es layer instability which is formally
similar to that of the Perkins instability, only with the
scale length of the vertical shear replacing the neutral
atmospheric scale height. For zonal wind forcing, this
growth rate is proportional to (cos(α) sin(α) , the for-
mer term selecting the components of the wind parallel
to the wavefronts (which alone cause polarization),
and the latter term selecting the vertical component
of the polarization electric field (which alone leads to
wave growth). Like the Perkins instability, the Es insta-
bility has a favored propagation direction (α = π/4),
although this arises from the assumption of predom-
inantly zonal E region winds, which is typically not
what we observe. Cosgrove (2007a) considered merid-
ional winds, finite layer thickness, and wavelength-
dependent F region loading in a followup analysis of
the instability.

Cosgrove and Tsunoda (2004) have argued that the
growth rate of the Perkins and Es instabilities act-
ing together is larger than that of either one acting

alone. The hypothesis has been tested in a number of
numerical investigations (Cosgrove 2007b; Yokoyama
et al., 2008, 2009). The last of these included rather
exhaustive and well documented runs of a fully three-
dimensional initial value simulation code. The results
are summarized as follows: (1) Strong frontal E region
irregularities (no matter what their source) can most
easily couple to and deform the F region when the
wavefronts are aligned NW-SE. The F region defor-
mations can grow much more rapidly than would be
possible under Perkins instability. However, Perkins
can then sustain and amplify the deformation, once
created. (2) Rotational wind shear in the E region
can cause the E region frontal structures to remain
in phase, or nearly so, with the F region MSTIDs,
thus increasing the coupling efficiency. (3) Large-scale
deformations in the F region conductivity can then
spatially modulate, to some degree, the occurrence
of E region irregularities, potentially explaining QP-
echo clustering and burst timescales. Overall, however,
the E region is the source, and the F region is the
load.

19.2 Observations

Observations of the midlatitude ionosphere were made
between July 17–26, 2009, concentrated in the first
few hours after local sunset. The Arecibo incoherent
scatter radar, lidars, Boston University all-sky imager,
and sounder were involved in the study. Also involved
was the St. Croix 30 MHz coherent scatter radar
imager, which operates remotely and observes field-
aligned plasma density irregularities in the E region
over Puerto Rico (Hysell et al., 2009). The intent of
the study was to identify causal relationships between
large-, intermediate-, and small-scale plasma density
irregularities occurring together in the E and F region.

Strong sporadic E ionization layers were observed
on the evenings of July 17/18, 19/20, and 22/23. The
last of these events was the most long-lived and intense
and was also accompanied by favorable optical condi-
tions, and this Chapter concentrates on that event. The
Es layer in question was already visible in ISR obser-
vations commencing at 1600 LT but intensified at 1800
LT, when the blanketing frequency rose from 3 to over
6 MHz. Between 2000 and 2030 LT, the blanketing fre-
quency fell abruptly from 6 to below 3 MHz, and the
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layer became patchy. The layer maintained a top fre-
quency of 6 MHz until local midnight and dissipated
completely by 0200 LT on July 23. By comparison,
foF2 decreased from about 4.8 to 4.0 MHz between
2030 and 2200 LT.

The Boston University all-sky imager captured red-
and green-line imagery serially from 2000 LT through
0200 LT. The integration time for each line was 90 s,
and the overall cycle time was 212 s. The red-line
observations were dominated by a medium-scale trav-
eling ionospheric disturbance (MSTID) which was
present at the start of observations and persisted
throughout the entire period. A representative image
frame is shown in Fig. 19.1. This image has been
unwarped and projected to a reference altitude of
250 km. The period of the MSTID at this time was
about 20 min, and the wavelength about 275 km,
implying a phase speed of about 230 m/s in the
Earth-fixed frame. The propagation direction var-
ied over time but was always approximately to the
southwest.

Figure 19.2 shows Arecibo incoherent scatter data
from a time preceding the Es layer emergence through
2200 LT, when ISR observations ceased. The data
are plotted here to emphasize the characteristics of

the F region. The top (bottom) two panels show data
from the linefeed (Gregorian) feed systems, which
were run simultaneously and directed vertically (at
15◦ zenith angle). Data were acquired using the coded
long-pulse mode, which ran for 40 s every minute,
and the MRACF seven-frequency mode, which ran
for the remaining 20 s. The incoherent integration
time applied to data from both modes was 10 s. (See
Sulzer, (1986a, b) for a description of these modes.)
Grayscales are a proxy for the relative electron density,
constructed from the first lag of the coded long-pulse
autocorrelation function, corrected for range, normal-
ized to the noise power level, and plotted on an arbi-
trary scale. This proxy measurement is most useful
at night, when the electron and ion temperatures are
equal and the F region temperature is approximately
uniform. Plotted symbols with error bars represent
line-of-sight plasma drifts averaged over the F region.
The plotting convention here is that positive values
denote drifts away from the radar.

The linefeed data in Fig. 19.2 depict a disturbed
F region bottomside, with variations in layer height
tracking the corresponding variations in the corre-
sponding vertical velocity measurement. There is
considerable fine-structure in the vertical drifts, with
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Fig. 19.1 630 nm image of
an MSTID over Arecibo on
23 July, 00:24:49 UT
(UT = LT + 4 hr). The
dimensions of the image are
(1050 km)2 at a reference
altitude of 250 km
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zonal

meridional

Fig. 19.2 Arecibo radar
observations of an irregular
sporadic E ionization layer
beneath and F region
disturbed by an MSTID. Top
panel: relative plasma density
versus range and time as
observed by the
vertically-looking linefeed
system at Arecibo. Second
panel: average line-of-sight F
region plasma drifts observed
by the linefeed. Third panel:
relative plasma density versus
range and time as observed by
the Gregorian feed system,
which was pointed at 15◦
zenith angle. Fourth panel:
average line-of-sight F region
plasma drifts observed by the
Gregorian feed system. The
pointing azimuth is also
indicated here. Fifth panel:
estimates of the zonal and
meridional F region plasma
drift speeds derived from a
regularization procedure

periods between 5 and 60 min. evident. The fine struc-
ture precedes the onset of and is not obviously cor-
related with the occurrence of Es layer irregularities.
Similar remarks hold for the Gregorian system data,
which are more structured still. This is evidence of
significant horizontal heterogeneity in the ionosphere.
Note that the symbols in the fourth panel in the figure
represent the azimuth angle of the Gregorian beam,
which varied between 0 and 360◦ here, such that the
beam pointed northward when the symbols are at either
extreme excursion in the plot.

The bottom panel of Fig. 19.2 shows estimates of
the zonal and meridional horizontal F region plasma
drift speed, derived from the linefeed and Gregorian
datasets using a regularization procedure (see Sulzer
et al. (2005) for details.) These curves reflect zonal and
meridional plasma drift estimates which are consistent
with available data and also maximally smooth in the
sense of the L2 norm of their second temporal deriva-
tives. They are calculated assuming spatial homogene-
ity, which is a necessary if unjustified assumption.
Because of inhomogeneity and the need for significant
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damping in the regularization, fine structure is unre-
solved by the procedure, and only broad trends are
recovered. The curves suggest mainly southeastward
plasma drifts, which are consistent with climatology
for this season and local time.

The 30 MHz St. Croix coherent scatter radar imager
was used to monitor field-aligned plasma density irreg-
ularities (FAIs) in the E region over Arecibo through-
out the experiments. Three-dimensional images of the
radar backscatter from nonthermal 5-m FAIs in the
ionosphere can be constructed with a time resolution
of a few Seconds. Details about the radar and the way
in which spaced-receiver data are processed to produce
the images can be found in Hysell et al. (2009).

Figure 19.3 shows two representative examples of
the results, projected here into two-dimensional plan
view. Patches of color indicate the regions of space
from which backscatter is received. The white contours
are the loci of perpendicularity for the St. Croix radar
site and indicate the altitudes where the Bragg scatter-
ing condition for FAIs is satisfied. Refraction and finite

aspect sensitivity effects permit finite deviations about
the loci. Most of the backscatter shown here arrived
from regions close to the 110 km contour.

Numerous previous measurements of this kind have
shown a tendency for the backscatter to be orga-
nized into wavelike bands propagating most often to
the northeast or southwest. Both the power and the
Doppler shifts have been so organized, suggesting
the propagation of polarized waves in the background
ionization. The period and wavelengths of the waves
has been typically 10 min and 30 km, respectively,
with some variability (See for example Hysell et al.,
2004 and Larsen et al., 2007). This phenomenology
is all but absent in the dataset in question, however.
The upper panel in Fig. 19.3 shows a single exam-
ple when clear wavelike behavior was briefly evident.
The 630 nm airglow imagery at this time showed
the crest of an intense, southwest-propagating MSTID
overhead in the F-region volume connected to the
E region by magnetic field lines. Much more common
was the appearance of disconnected, drifting scattering

Fig. 19.3 Radar images from
0240 and 0142 UT, July 23,
2009, respectively (UT = LT
+ 4 hr.) The brightness, hue,
and saturation of the colors in
the images represent
signal-to-noise ratio on a dB
scale, Doppler velocity, and
spectral width, respectively.
Positive (negative) velocities
imply blue (red) shifts and are
color-coded accordingly
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centers like those shown in the lower panel of Fig. 19.3.
Scattering centers such as these predominated between
2015 and 2200 LT in July 22, exhibiting southeastward
drifts before 2100 LT and southwestward drifts after-
ward. The lifetimes of the scattering centers was no
more than a few minutes before about 2100 LT. After
2100 LT, the lifetimes became considerably longer,
with some sites persisting in the radar imagery for the
entire time it took them to drift from the eastern to the
western edges of the images.

Notice that some of the Doppler shifts measured
approached 250 m/s. This speed is comparable to
the ion acoustic speed for iron ions, and such large
Doppler shifts are therefore possibly indicative of the
presence of Farley Buneman waves in the Es layers.

19.3 Synthesis

Here, we begin to synthesize the results from the ISR,
coherent scatter radar, and 630 nm imager. Figure 19.4
combines 630 nm imager data in the form of a keogram
with a range-time-intensity (RTI) plot of the coherent
scatter radar data, plotted on a common time scale.
The keogram was calculated by integrating the optical
images along diagonal cuts running from northwest to
southeast. There are 1100 distinct diagonal cuts, and
the integrated irradiance for each cut versus time rep-
resents a different row of the keogram. The vertical
extent of the keogram spans 1485 km. MSTIDs propa-
gating to the southwest are clearly revealed as diagonal
traces. The horizontal red line demarks the cut that
passes through the F region volume at 250 km altitude
that maps along magnetic field lines to the E region
directly over Arecibo.

The lower panel of Fig. 19.4 shows a RTI repre-
sentation of the coherent scatter radar data. The color
scheme used for this plot is the same as was used
for the radar images in Fig. 19.3. The range from the
St. Croix radar to the E region over Arecibo is about
240 km and is indicated by the red horizontal line.

The combined datasets indicate a relationship
between the F region MSTIDs and the E region coher-
ent scatter. Specifically, the 20 min MSTID periodicity
appears to be present also in the bursts of coherent
scatter. The cyan vertical lines superimposed on the
figure indicate the times when MSTID nodes intersect
the horizontal red line in the keogram, with reduced

(enhanced) airglow falling on the left (right) side of the
lines by convention. Tracing the lines down to the hor-
izontal red line through the RTI diagram, we can see
that coherent scatter over Arecibo generally occurs to
the right of the intersection point, i.e. in the enhanced
airglow phases of the MSTIDs. The rule has excep-
tions. No MSTID signatures accompany the coherent
scatter observed between 0115 and 0145 UT (2115 and
2145 LT). From Fig. 19.2, however, it is clear that the
F region ascended in this period such that the there
was little ionization left at the 630 nm emission height,
and the keogram consequently shows weak emissions
at this time. Strong backscatter was also observed over
Arecibo at about 0245 UT in the reduced phase of an
MSTID. Otherwise, the correspondence between the
coherent scatter over Arecibo and the F region airglow
on common magnetic field lines is striking.

The phase speeds of the MSTIDs seen in the air-
glow imagery were between 200 and 300 m/s to the
southwest or south-southwest. Meanwhile, the scatter-
ing sites in the coherent scatter radar images move with
velocities of a few tens of m/s at most. They appear
to drift to the southeast before about 0100 UT and to
the southwest or west afterward. They do not them-
selves keep pace or remain in phase with the MSTIDs.
What Fig. 19.4 implies is that the condition for FAI
generation in the E region is locked to the phase of the
F region MSTIDs overhead. The E region scattering
sites themselves are not.

Figure 19.5 shows Arecibo linefeed data, focusing
here on the E region. The grayscales are a proxy mea-
surement for the E region plasma density. Vertically
extended, patchy sporadic E layer irregularities of the
kind first reported by Miller amd Smith (1978) and
Smith Miller (1978) are evident. Their morphology is
suggests convective rolls.

The solid black line shows the coherent scatter
detected by the St. Croix radar at the range to the E
region over Arecibo. The coherent scatter occurred in
six bursts separated by roughly 15–20 min each. The
coherent scatter was clearly initiated with the appear-
ance of the irregular sporadic layers. While a few of
the coherent scatter peaks seem to be associated with
deformations in the sporadic layer, the details in the
coherent scatter do not precisely match the fine struc-
ture of the sporadic E layer. Some convective rolls
appear to give rise to coherent scatter, whereas others
do not. There is no clear 15–20 min periodicity in the
sporadic E layer density morphology, and we cannot
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Fig. 19.4 Coherent scatter range-time-intensity (RTI) map plot-
ted beneath 630 nm imager keogram. The color scales adopted
for the RTI plot are the same as for the radar images in the

previous figure. The horizontal red lines are specific to Arecibo’s
location (see text)

attribute that periodicity in the coherent scatter obser-
vations to the spatio/temporal structure of the layers
themselves.

It is noteworthy that the MSTIDs were present over
Arecibo by 2000 LT, whereas the irregular sporadic E
layers did not appear until about 2015 LT, which was

about the time that the crest of an MSTID propagated
into the F region volume sharing magnetic field lines
with the E layer over Arecibo.

The Doppler shifts of the coherent scatter echoes
turn out to be more closely related to the sporadic
E layer morphology than were the echo intensities
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Fig. 19.5 (Combined
incoherent and coherent
scatter observations. Top
panel: The grayscales
represent plasma density in an
irregular sporadic E layer. The
solid line shows the coherent
scatter signal-to-noise ratio
for the scattering volume
directly over Arecibo detected
by the St. Croix radar. SNR is
plotted on a logarithmic scale
spanning -4–46 dB. The
colored symbols represent the
Doppler shifts of the coherent
scatter echoes on a ±200 m/s
scale (see text). Bottom panel:
vertical F region plasma drifts
derived from incoherent
scatter

themselves. The Doppler shifts of the coherent echoes
received from the scattering volume over St. Croix are
plotted as colored symbols in Fig. 19.5. Red and blue
symbols were plotted according to two different sign
conventions. Where a red (blue) symbol is used, a pos-
itive value implies a red (blue) Doppler shift in the
St. Croix radar data. The former (latter) conven-
tion was applied when the F region was ascending
(descending), according to the data in the lower panel
of Fig. 19.5. The associated zonal ionospheric elec-
tric field is eastward (westward) in each case. Using
this convention, the deflections of the plotted points
become highly correlated with the vertical displace-
ments of the sporadic E layer. The coherent scatter
line-of-sight Doppler shifts are always highly corre-
lated with the vertical Es layer displacements, but the
sign of the correlation depends on the sign of the
background zonal electric field.

Finally, the Doppler shifts also manifest the
15–20 min. periodicity seen in the coherent scatter
intensity in the sense that weak echoes always have
small Doppler shifts. The Doppler shift time history is
effectively modulated by an envelope that has a small
amplitude wherever the backscatter intensity itself
becomes small. The modulation is not particularly
clear in the Doppler data, which are also modulated by
vertical displacements in the Es layer, the background
electric field, and almost certainly by variations in the
E region wind forcing. The modulation is necessarily
present, however.

Figure 19.5 presents a comprehensive analysis of
the incoherent scatter data obtained from the Es layer
using the Gregorian feed system at Arecibo, which was
directed at a 15◦ zenith angle and at a time-varying
azimuth angle. The figure concentrates on the period
between 20 and 22 LT when the Es layer showed
the most vertical development. The layer looks some-
what more structured here than in Fig. 19.5, but this is
just a consequence of azimuth swinging and the addi-
tional conflation of spatio-temporal variations in the
layer.

Linefeed data confirm that the vertical drifts in
the layer were negligible. A weighted-damped least
squares regularization technique was applied to the
Gregorian line-of-sight drift profile measurements in
an attempt to infer the complete zonal (U) and
meridional (V) drift profile components. The pro-
cedure was described by Hysell et al. (2009). It
finds the model profiles that are minimally struc-
tured while remaining consistent with the line-of-sight
measurements in terms of the χ-squared parame-
ter, taking into account the experimental error vari-
ances. Structure here is measured by the global
L2 norm of the combined second derivatives in
space and time. The regularization parameter is set
at the threshold above which χ-squared begins to
increase sharply. The object is to produce find U
and V profiles with no obvious artifacts due to beam
swinging.
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Fig. 19.6 Incoherent scatter observations of the sporadic E
layer obtained with the Gregorian feed system at Arecibo.
Top panel: relative electron density. Second panel: line-of-
sight ion drifts. The dashed line indicates the pointing azimuth

of the feed. Third panel: meridional drift profiles obtained
through a regularization procedure. Fourth panel: zonal drift
profile. Note that the data are plotted against range rather than
altitude

The third and fourth panels of Fig. 19.6 imply
that the ion drifts in the Es layer were mainly south-
ward, switching from southeastward at 2030 LT to
southwestward at 2200 LT. This is consistent with
the apparent drift of the scattering sites seen in
the coherent scatter radar imagery. The drift pro-
files also imply anticyclonic flow with strong shears
and a gradual downward phase propagation with
time. As the ions are still unmagnetized at the alti-
tudes in question, we attribute these effects to neutral
forcing and neutral wind shear. Neutral shear and
dynamical instability is a strong candidate for the
source of free energy responsible for producing the
Es layer irregularities at the scale sizes evident in
Fig. 19.6.

19.4 Summary and Analysis

Irregular, patchy Es layers formed over Arecibo at
about 2015 LT after MSTIDs had been in clear
evidence in red-line imagery for at least 15 min.
The MSTIDs might have been present even earlier,
although we cannot know for certain without daytime
imaging capability. Coherent scatter from sporadic E
layers was observed after the layers ceased to be blan-
keting and instead became structured, showing vertical
development and what appear to have been convec-
tive rolls. Coherent scatter radar imagery suggests that
features in the irregular sporadic E layers drifted with
the lower thermospheric neutral wind. The MSTIDs
propagated to the southwest while the background F
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region plasma drifted to the east or southeast, and so
the former were not merely frozen into the background
flow.

The coherent backscatter intensity was modulated
by the passage of the MSTIDs and was strongest
mainly when the airglow in the F region on common
field lines with the E region scattering volume was
a maximum. The coherent backscatter intensity also
exhibited periodicity that matched the period of the
MSTIDs. The large-scale irregular density features in
the Es layers meanwhile did not exhibit similar peri-
odicity and did not appear to be modulated or by the
MSTIDs. Similarly, the scattering sites seen by radar
imagery did not follow in their motions the phase
propagation of the MSTIDs. Instead, only the condi-
tion for FAI generation appeared to track the MSTIDs.
Likewise, the wavelengths and periods of wavelike fea-
tures sometimes seen in radar images of the Es layers
do not match those of the MSTIDs.

The Doppler shifts of the coherent scatter observed
from St. Croix were correlated with the vertical dis-
placement of the Es layers, and the sign of the corre-
lation coefficient depended on the background zonal
electric field in the ionosphere. The intensity of the
coherent scatter, meanwhile, was not so clearly corre-
lated with individual features in the Es layer ionization;
some features gave rise to stronger coherent scatter
than others. Strong, rotational wind shears accompany
the irregular sporadic E layers as a rule.

Measurements from rockets and earlier radar mea-
surements (see, e.g. Larsen, 2000), including those
from the St. Croix and Arecibo radars (Hysell et al.,
2004; Larsen et al., 2007; Hysell et al., 2009), sug-
gest that the neutral wind profiles are either unstable
or close to instability at the time when the QP echoes
occur. These earlier studies have furthermore shown
evidence for strong coupling between structures in the
neutral flow and associated large-scale structure in the
plasma irregularities. Specifically, the same horizon-
tal structure was found in green-line optical imager
data and in the coherent scatter radar images obtained
with the St. Croix radar during a time when the meso-
spheric emission layer height and the sporadic E layer
height overlapped (and when no noteworthy features
were present in red-line imagery) (Larsen et al., 2007).
Resonant lidar measurements have also shown evi-
dence for the development of neutral uplift at the
altitude of the sporadic E layer prior to the develop-
ment of plasma irregularities generated by that uplift.

In general, the development of the coherent scatter
echoes have been found to be strongly linked to uplift
in sporadic E layers, viz., coherent scatter occurs only
when and where sporadic E layers exhibit uplift and
deformation, as exemplified by Fig. 19.5. The time
sequence of high vertical resolution wind profile esti-
mates from the Arecibo ISR described here suggest
that the neutral flow was either unstable or close to the
instability condition in the Richardson number sense
throughout the time when QP structures were present
in the E region.

Irregular features in Es layers induced by neutral
uplift would behave like dielectric patches in the iono-
sphere. Background electric fields would induce elec-
tric dipoles in the features, causing them to polarize.
Where the conductivity is anisotropic, the tendency
can be for strong polarization electric fields to form
in the direction normal to the magnetic field and the
applied background field (i.e. Shalimov et al., 1998;
St.-Maurice and Hamza, 2001; Hysell and Drexler,
2006; Dimant et al., 2009). The polarization electric
field, in turn, can drive strong Hall current paral-
lel (antiparallel) to the original background electric
field, assuming that the underlying density irregular-
ity is a local enhancement (depletion), and assuming
that this current can close somehow (see below). This
process is responsible for the equatorial electrojet.
Generally speaking, coherent radar echoes from small-
scale irregularities embedded in the medium would
exhibit Doppler shifts consistent with the direction of
the flow of electrons carrying the current.

Given an eastward background zonal electric field,
a coherent scatter radar looking westward should
observe red-shifted echoes from patches of plasma
with locally enhanced Hall conductivities and blue-
shifted echoes from local depletions. The situation
reverses for a westward background field. In view
of the fact that the Hall conductivity increases with
decreasing layer height at 110 km altitude, positive
and negative layer height displacements constitute
negative and positive Hall conductivity perturbations,
respectively. This is consistent with the Doppler shift
behavior shown in Fig. 19.5. We do not expect the
correspondence to be perfect; E region winds also
drive background currents and polarization electric
fields and complicate the picture. Nevertheless, the
correspondence is striking, and we argue that the
irregular Es layer behaved like a corrugated sheet
dielectric.
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However, the analysis by Hysell et al. (2002a)
showed that the aforementioned process is arrested in
the case of electrically isolated E region conductivity
irregularities in which the Hall current cannot close. In
simulation, current closure through the F region was
necessary for large polarization electric fields to form
(larger than the background field) and for large Hall
currents carried by rapidly-moving charge carriers to
flow.

The July, 2009 Arecibo and St. Croix data sug-
gest that the principle coupling between the MSTIDs
and the irregular sporadic E layers was through the
modification of the F region flux-tube-integrated con-
ductivity by the former and the effect this had on
polarization electric field production efficiency in the
latter. The sporadic E layer did not create the MSTID,
and the MSTID did not greatly influence the morphol-
ogy, growth, or motion of the sporadic E layers. While
electric field perturbations associated with the MSTID
must have had some influence on the E region, these
were evidently small compared to the background
field, which clearly dominates the E region drift data in
Fig. 19.2. The fine structure in the E layer polarization
electric fields, which influences the coherent scatter
Doppler shifts, is mainly controlled by the E layer con-
ductivity and the background electric field. However,
the polarization electric fields are broadly modulated
by variations in the F layer conductivity associated
with the MSTID. We see this most clearly not in the
Doppler shifts themselves but in the coherent scatter
echo power. Coherent echoes come from meter-scale
waves driven by strong currents in the Es layers. These
currents and the large polarization electric fields that
drive them can only be maintained when the currents
are allowed to close in the F layer.
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Chapter 20

Instabilities in the Midlatitude Ionosphere in Terms
of E–F Coupling

Tatsuhiro Yokoyama

Abstract There are two intriguing phenomena in
the midlatitude ionosphere: quasi-periodic (QP) radar
echoes associated with a sporadic-E (Es) layer in the
E region and medium-scale traveling ionospheric dis-
turbances (MSTIDs) in the F region, both of which
often show northwest–southeast alignment and prop-
agate southwestward in the Northern Hemisphere. The
Perkins instability in the F region and the Es-layer
instability in the E region can produce the tilted struc-
ture, but the growth rate of the Perkins instability alone
cannot account for the observed MSTIDs. The electro-
dynamical coupling between these instabilities is now
believed to be an important factor for the rapid growth
of MSTIDs. From recent numerical studies, it is found
that the polarization process in the E region is essen-
tial for the full development of MSTIDs as well as for
the seeding of NW-SE perturbation in the F region.
Further observations to identify the cause and effect
of the coupling process are required in the future.

20.1 Introduction

Midlatitude ionosphere has attracted considerable
attention for the past two decades since strong meter-
scale irregularities were detected by the MU radar
(Fukao et al., 1991; Yamamoto et al., 1991). One of the
intriguing phenomena which still remains unresolved
in the nighttime midlatitude ionosphere is so-called
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medium-scale traveling ionospheric disturbances
(MSTIDs). MSTID structure is elongated from north-
west to southeast (from northeast to southwest) and
propagates southwestward (northwestward) in the
Northern (Southern) Hemisphere with a wavelength
of a few hundred kilometers and with a velocity of
approximately 100 m s−1. MSTIDs are mainly caused
by density perturbation in the bottomside F region, and
the horizontal structures have been studied by all-sky
imagers (e.g., Miller et al., 1997) and GPS-TEC
maps (e.g., Saito et al., 1998). Another interesting
phenomenon in the E region is structured coherent
backscatter radar echoes, so-called quasi-periodic
(QP) echoes (Yamamoto et al., 1991). From rocket
and ground-based observations, it has been found out
that the horizontal inhomogeneity of a sporadic-E
(Es) layer is important as a source of QP echoes
(e.g., Yamamoto et al., 2005). However, what causes
the inhomogeneity of an Es layer is not yet clear.
Recently, electrodynamical coupling between the
E and F regions has been considered to be an impor-
tant factor of the generation mechanism of MSTIDs
and QP echoes. It is controlled by electric field map-
ping along geomagnetic field lines so that the electric
field generated in one region can map to the other
region instantaneously. The efficiency of the mapping
is determined by the conductivity ratio, (σ0/σP)1/2,
where σ 0 is the specific or parallel conductivity and σ P

is the Pedersen conductivity (Farley, 1959). Because
the ratio is about 100(1000) in the E(F) region, electric
fields with a few-kilometer scale size in the E region
can map along the magnetic field lines and easily reach
the F-region altitude (Kelley, 1989). In this chapter,
observational, theoretical, and numerical studies of
ionospheric irregularities are reviewed in terms of the
coupling between the E and F regions (E–F coupling).
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20.2 Observations

One clear evidence that the electrodynamical cou-
pling along the magnetic field lines is important is
shown in Fig. 20.1 (Otsuka et al., 2004). MSTIDs
are observed in geomagnetic conjugate hemispheres
simultaneously, and their phases match each other
almost perfectly. Therefore, it is natural to think that
the coupling between the E and F regions should work
in some way because the distance along the magnetic
field lines between the two regions (a few hundred
kilometers) is much shorter than that between the
hemispheres (several thousand kilometers).

It has become a popular topic since several obser-
vational evidences in 1960s and 1970s were revisited

by Tsunoda and Cosgrove (2001). Meanwhile, obser-
vations aiming at an evidence of the E–F coupling
were conducted, and a hypothesis was proposed that
polarization electric fields are set up within Es-layer
patches and map along the magnetic field lines up
to the F region to excite spread F (Haldoupis et al.,
2003; Kelley et al., 2003). Since then, a theory in
terms of the E–F coupling has been established by
Cosgrove and Tsunoda (2004), which is described in
the following section, and several observational evi-
dences have been presented (Saito et al., 2007; Otsuka
et al., 2007, 2008; Swartz et al., 2009). Figure 20.2
shows two-dimensional radar interferometric images
of QP echoes observed with the MU radar (34.9◦N,
136.1◦E) and two-dimensional GPS-TEC perturbation
maps with the superposed images of the QP echoes

Fig. 20.1 Two-dimensional maps of 630-nm airglow intensity observed at Sata and Darwin that are geomagnetic conjugate locations
[After Otsuka et al. (2004)]. (a) Sata. (b) Darwin. (c) Sata (left) and conjugate of Darwin (right)
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Fig. 20.2 Two-dimensional radar interferometric images of QP
echoes observed with the MU radar (top) and two-dimensional
GPS-TEC perturbation maps with the superposed images of the
QP echoes mapped to 300 km altitude along the magnetic field

lines (bottom). The vertical axis of the top panels shows north-
ward distance from the MU radar (from 90 to 205 km), and the
horizontal axis shows zonal distance (from −50 to 25 km) [After
Saito et al. (2007)]

mapped to 300 km altitude along the magnetic field
lines (Saito et al., 2007). The alignment of the QP
echoes is similar to that of the MSTIDs, although the
horizontal scale of the QP echoes is much smaller than
that of MSTIDs. Using the Arecibo incoherent scatter
radar, a patchy Es layer and the structured bottomside
F region were observed simultaneously (Swartz et al.,
2009). It is also shown that the time variation of the
Doppler velocity of QP echoes is correlated with the
MSTID phase pattern (Saito et al., 2007; Otsuka et al.,
2007).

Generally, both MSTID and Es-layer activities are
the highest around summer solstice, but MSTID activ-
ity has a second peak around winter solstice (Kotake
et al., 2006). The correlation between MSTID and
Es-layer activities in summer is shown in Fig. 20.3
(Otsuka et al., 2008). The MSTID activity clearly
shows positive correlation with a critical frequency of
Es layer (foEs) and the difference between a critical
and blanket frequency of Es layer (foEs − fbEs), which

represents inhomogeneity of Es layer. If an Es layer in
the summer hemisphere is assumed to be the source
of MSTIDs, the F region in the winter hemisphere
could also be modulated through the coupling process,
which could produce the second peak of MSTIDs.
However, a conclusive observational evidence has yet
to be obtained to identify the cause and effect of the
coupling process.

20.3 Theory

The generation of MSTIDs has been attributed to the
Perkins instability (Perkins, 1973) because it has been
the only mechanism to explain the peculiar northwest–
southeast (NW–SE) orientation of MSTIDs, which are
not aligned with the magnetic meridian as equatorial
plasma bubbles are. The key idea of the Perkins insta-
bility is as follows. When a current flows along NW-SE
wave fronts, a zonal component of current J produces
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Fig. 20.3 Scatter plots of MSTID activity against foEs (left)
and foEs − fbEs (right) over the same area during May–August
2001. The MSTID activity is defined as the ratio of the standard

deviation of TEC for 1 h within an area bounded by 33.75–
37.80◦N and 137.50–141.55◦E to the average background TEC
value (δI/Ī) [After Otsuka et al. (2008)]

a vertical J × B force. The J × B force either intensi-
fies or damps the perturbation depending on the angles
between a background electric field and a k vector of
the perturbation. That is, if the current flows north-
westward along the wave fronts, the perturbation with
larger conductivity (lower altitude) meets a downward
J × B force which further intensifies the conductiv-
ity perturbation. However, as the growth rate of the
Perkins instability is very small, another mechanism
to reinforce the instability, such as gravity wave seed-
ing (Kelley and Fukao, 1991), is required to account
for the observations. A similar mechanism, called Es-
layer instability, is also proposed where an Es layer
located at a zonal wind shear node is unstable for NW-
SE perturbation (Cosgrove and Tsunoda, 2002). As
the ion-neutral collision frequency is larger than the
ion gyrofrequency in the lower E region (90–120 km),
ions are considered as unmagnetized plasma. Under
the unstable condition, an upward component of polar-
ization electric field is set up in the raised part of the
Es layer, where ions are forced to drift further upward
by the electric field. Because of the similarity of the
Perkins and Es-layer instabilities, the coupling pro-
cess between the E and F regions is proposed, and
it is shown that the coupled system including both
instabilities gives a larger growth rate than either alone
(Cosgrove and Tsunoda, 2004).

In what follows, the growth rates of these instabili-
ties derived by Tsunoda (2006) are presented, and how
the coupling process effectively works on the seed-
ing of MSTIDs is discussed. See Tsunoda (2006) for
the detailed derivation of the growth rates. The growth

rates of the Perkins (γP) and Es-layer (γE) instabilities
are written as

γP = |E0 + UF × B| cos I

BH
sin(θ − α) sinα (20.1)

where E0 is the background electric field, UF is the
F-region neutral wind, B is the geomagnetic field, θ is
the angle between the total effective electric field E0 +
UF × B and the east direction, I is the magnetic inclina-
tion angle, α is the angle between the direction normal
to the frontal structure and the east direction, and H is
the atmospheric scale height and

γE = UE
x cos I

HUρi

(
�

Es
H

�
Es
P +�E

P +�F
P

sinα cosα − 1

)

(20.2)

where UE
x is the zonal wind velocity in the E region,

HU ≡ UE
x (∂UE

x /∂z)−1 is the scale length of the vertical
shear of UE

x , ρi = νin/Ωi where νin is the ion-neutral
collision frequency and Ωi is the ion angular gyrofre-
quency, and �H and �P are the field-line integrated
Hall and Pedersen conductivities in the designated
region, respectively. θ and α are given in the plane
perpendicular to the geomagnetic field. Both instabil-
ities have directional preference, that is, γP depends
on sin(θ − α) sinα with maximum occurring where
α = θ/2 and γE depends on sinα cosα with maximum
occurring where α = 45◦. Including the vertical drift
velocity driven by polarization electric fields generated
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in the coupled region, the growth rates of the coupled
instabilities (γ c

P and γ c
E) become

γ c
P = γP + �

Es
H

�
Es
P +�E

P +�F
P

UE
x cos I

HU
cos2 α (20.3)

γ c
E = γE + |E0 + UF × B| cos I

ρiBH
cos(θ − α) sinα

(20.4)

The second term in Eq. (20.3) comes from the E × B
drift in the F region produced by the E-region polar-
ization electric field which is responsible for γE. This
term depends on cos2 α and is much larger than γP

because HU � H. However, it cannot reach its max-
imum because γE is negative with α = 0◦ so that the
Es-layer instability would be damped. The second term
in Eq. (20.4) comes from the Pedersen drift in the E
region produced by the F-region polarization electric
field which is responsible for γP. This term is small
compared to γE because H � HU , so it does not affect
the directional preference of γE. The derivation of
Eqs. (20.3) and (20.4) is not exactly based on the cou-
pled dynamics but the simple addition of the terms
in the other region. For example, the second term of
Eq. (20.3) does not include the gravity balance at a
new altitude which must be considered in the deriva-
tion of γP. The discrepancy between γ c

P and an actual
growth rate observed in numerical results is shown in
the following section.

20.4 Numerical Studies

The formation of NW-SE structure from random den-
sity perturbation due to the Perkins instability has been
shown by numerical simulations (Kelley and Miller
1997; Zhou et al., 2005; Yokoyama et al., 2008).
Now a full three-dimensional model which can simu-
late the coupling process self-consistently is available
(Yokoyama et al., 2009). Figure 20.4 shows the time
variation of the F-region Pedersen conductance pertur-
bation (integrated along B) in the cases of the Perkins
instability alone and the coupled instability. Plotted
data are taken from the previous studies (Yokoyama
et al., 2008, 2009). The growth of the Perkins insta-
bility alone is very slow as expected from the linear
growth rate and tends to saturate when the ampli-
tude reaches 3–4%. Including the coupling process,

Fig. 20.4 Time variation of the F-region Pedersen conductance
perturbation (integrated along B) in the cases of the Perkins
instability alone and the coupled instability. The dotted lines
represent designated linear growth rates [plotted data are after
Yokoyama et al. (2008, 2009)]

the perturbation grows very rapidly following γ c
P in

the first 100 s because of the polarization electric field
mapped from the E region as predicted by Tsunoda
(2006). However, it starts to saturate and approach
γ c

E after 100 s. γ c
P is no longer available after the

F region is modulated to a certain degree because
the second term of Eq. (20.3) does not include the
gravity balance at a new altitude; the F region raised
by the E-region electric field also undergoes a faster
downward motion due to a lower collision frequency.
Nevertheless, the growth speed of the coupled instabil-
ity is much faster than that of the Perkins instability
alone and comparable to the observed time scale of the
appearance of MSTIDs.

Following the study by Yokoyama et al. (2009), a
new numerical model named Midlatitude Ionosphere
Electrodynamics COupling (MIECO) has recently
been developed in which dipole magnetic field lines are
adopted to study latitudinal dependence of MSTIDs
in a large simulation domain (Yokoyama and Hysell,
2010). As an example of simulation by MIECO, a
rotational wind shear, which has a southward com-
ponent at the center of the Es layer, is applied, and
random density perturbation is applied on an Es layer.
Figure 20.5 shows Hall (Pedersen) conductance vari-
ation integrated along B over the E(F) region and
projected onto an altitude of 102 km (300 km) at
t = 3600 and 7200 s. The NW-SE structure in both
the E and the F regions is clearly formed and prop-
agates southward (southwestward as apparent phase
propagation) with increasing amplitude. Note that the
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Fig. 20.5 Simulation results by MIECO when the rotational
wind shear is applied in the E region. Hall (Pedersen) con-
ductance variation integrated along B over the E(F) region and

projected onto an altitude of 102 km (300 km) at t = 3600 and
7200 s [After Yokoyama and Hysell (2010)]

wake of the propagating NW-SE structure in the F
region tends to be damped after it is decoupled from
the Es layer, even though the unstable condition for
NW-SE perturbation is always satisfied in terms of the

Perkins instability. This suggests that the polarization
process in the E region is essential for the full develop-
ment of MSTIDs as well as for the seeding of NW-SE
perturbation in the F region.
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20.5 Summary

In this chapter, the electrodynamical coupling process
between the E and F regions in the midlatitude iono-
sphere is presented. Several observations imply the
importance of the coupling process for both QP echoes
in the E region and MSTIDs in the F region. The
coupled Perkins and Es-layer instabilities is the most
plausible mechanism of the rapid growth of MSTIDs.
From recent numerical studies, it is found that the
polarization process in the E region is essential for
the full development of MSTIDs as well as for the
seeding of NW-SE perturbation in the F region. The
E–F coupling may also be important in the equatorial
and low-latitude ionosphere in terms of the seeding
of equatorial plasma bubbles. Further observations to
identify the cause and effect of the coupling process
are required in the future.
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Chapter 21

Statistical Study of Medium-Scale Traveling Ionospheric
Disturbances Observed with a GPS Receiver Network
in Japan

Y. Otsuka, N. Kotake, K. Shiokawa, T. Ogawa, T. Tsugawa, and A. Saito

Abstract Using densely spaced GPS receivers in
Japan, we investigated two-dimensional maps of total
electron content (TEC) perturbations with a spatial
resolution of 0.15 × 0.15◦ in longitude and latitude
to reveal the statistical characteristics of medium-
scale traveling ionospheric disturbances (MSTIDs).
We found that MSTIDs can be categorized into
three groups: daytime, nighttime, and dawn and dusk
MSTIDs. Daytime MSTIDs frequently occur in win-
ter and tend to propagate southeastward. We spec-
ulate that daytime MSTIDs are caused by atmo-
spheric gravity waves in the thermosphere. Nighttime
MSTIDs frequently occur in summer and propagate
southwestward. This propagation direction supports
the notion that polarization electric fields could play
an important role in generating nighttime MSTIDs.
Dawn and dusk MSTIDs frequently occur in sum-
mer and propagate eastward and north-northwestward,
respectively.

21.1 Introduction

A medium-scale traveling ionospheric disturbance
(MSTID) is a wavy structure of the plasma den-
sity in the F region, with horizontal scale sizes of
100–500 km (Hunsucker, 1982). MSTIDs have been
observed by using various techniques such as ionoson-
des, HF Doppler sounders, satellite beacons, and

Y. Otsuka (�)
Solar-Terrestrial Environment Laboratory, Nagoya University,
Nagoya, Japan
e-mail: otsuka@stelab.nagoya-u.ac.jp

incoherent scatter radars (Hunsucker, 1982; Hocke
and Schlegel, 1996). The observational results sug-
gest that MSTIDs are caused by atmospheric grav-
ity waves that propagate upward from the lower
atmosphere, or are created in conjunction with auro-
ral activity (Hines, 1960; Hooke, 1968). Recent
novel observations using highly sensitive CCD cam-
eras and dense GPS receiver networks revealed the
two-dimensional horizontal structure of the MSTIDs
(e.g., Mendillo et al., 1997; Saito et al., 1998). By
observing 630-nm airglow with CCD cameras, Garcia
et al. (2000) and Shiokawa et al. (2003a) statistically
investigated the period, phase velocity, and horizon-
tal wavelength of nighttime MSTIDs over Arecibo
(18.3◦N, 66.7◦W) in Puerto Rico and Rikubetsu
(43.5◦N, 143.8◦E) and Shigaraki (34.8◦N, 136.1◦E)
in Japan, respectively. They reported that most night-
time MSTIDs propagate southwestward. Miller et al.
(1997) and Kelley and Miller (1997) pointed out
that this preferred propagation direction cannot be
explained by the classical theory of atmospheric grav-
ity waves alone. Furthermore, they suggested that the
nighttime MSTIDs could be generated by electro-
dynamical forces. The Perkins instability is one of
the possible mechanisms generating the nighttime
MSTIDs, through electro-dynamical processes involv-
ing polarization electric fields (Perkins, 1973). The
preferred alignment (NW-SE) of the MSITD can be
explained by this instability, but not by gravity wave
theories.

Saito et al. (1998) first showed two-dimensional
maps of total electron content (TEC) perturbations
caused by MSTIDs over Japan using a dense global
positioning system (GPS) network, which consisted
of about 1,000 GPS receivers. Kotake et al. (2007)
applied this method to the TEC data obtained from
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350 GPS receivers in Southern California in 2002,
and reported statistical characteristics of the MSTIDs.
The present paper reports, for the first time, statistical
characteristics of the MSTIDs observed with the GPS
network in Japan.

21.2 Data and Method of Analysis

More than 1000 dual-frequency (1.57542 and
1.22760 GHz) GPS receivers have been installed in
Japan by the Geographical Survey Institute. They
provide data of dual frequency GPS signals, including
phase advances and group delays (P-code pseudor-
anges), every 30 s. From the carrier phase advances,
the TEC along a ray path between the GPS satellite
and receiver is accurately obtained, although the level
of the TEC is unknown because of the unknown
initialization constant in phase measurements. This
ambiguity in phase measurements was removed by
using the measured pseudoranges. We obtained the
perturbation component of the TEC, which could be
caused by MSTID, by subtracting the 1-h running
average (average over ±30 min centered on the corre-
sponding data) from the original TEC time series for
each pair of satellites and receivers. The perturbation
component of the TEC includes both temporal and
spatial variations. The TEC data with elevation angles
less than 35◦ were excluded in this study in order to
reduce the effects of the cycle slips and the uncertainty
of location where the TEC is mapped. The TEC per-
turbations so obtained were multiplied by a slant factor
to convert the slant TEC to vertical TEC. The slant
factor S is defined as τ0/ τ1, where τ1 is the length of
the ray path between altitudes of 250 and 450 km and
τ0 is the thickness of the ionosphere (200 km) for the
zenith path. S varies in a rage between 1 and 1.6 when
the satellite elevation angle is larger than 35◦. TECs
were mapped on the ionospheric shell at a 300 km
altitude with a horizontal cell of 0.15◦× 0.15 ◦ in
latitude and longitude in order to distinguish temporal
and spatial variations of TEC. The TEC values within
each horizontal cell were averaged. This method was
the same as that described by Saito et al. (1998).
Figure 21.1 shows a two-dimensional map of the TEC
perturbations which occurred over Japan at 2250 LT
on August 6, 2002. MSTIDs with phase fronts aligned
from NW to SE can be seen on the map.

Fig. 21.1 Two-dimensional map of TEC perturbations
observed with GPS network in Japan at 2250 LT on August 6,
2002

We adopted the method of Kotake et al. (2007) to
identify the TEC perturbations as MSTIDs by using
time sequences of two-dimensional TEC perturbation
maps. Briefly, the direction of the phase front of the
TEC perturbations is determined by eye on the map of
the TEC perturbations every 10 min. Assuming that the
propagation direction of the MSTIDs is perpendicular
to the phase front of the TEC perturbations, we esti-
mate the horizontal wavelength and period of the
MSTIDs using plots of horizontal distance and time
cross-section of the TEC perturbations. The horizon-
tal phase velocity (V) of the MSTIDs is obtained from
V = λ/T, where λ is the horizontal wavelength and
T is the period of the MSTIDs. MSTID parameters
(propagation direction, period, horizontal wavelength,
phase velocity, and amplitude) are measured every
10 min. The MSTIDs are defined as the TEC pertur-
bations that satisfy the following four criteria: (1) the
TEC perturbation has amplitude exceeding 0.2 TECU
(1 TECU = 1016 electrons/m2); (2) the horizontal
wavelength of the TEC perturbations is shorter than
1000 km; (3) the period of the TEC perturbations is
less than 60 min; and (4) the TEC perturbation has
more than two phase fronts and propagates on the
map.
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21.3 Results

We analyzed the TEC data obtained in Japan in
2002. In order to investigate seasonal variations in the
MSTID characteristics, the 1-year interval was divided
into three seasons, namely, summer (May–August),
winter (November–February), and equinox (March,
April, September, and October).

Figure 21.2 shows local time and seasonal varia-
tions of the MSTID occurrence rate in monthly and
hourly bins. We defined the occurrence rate as the ratio
of the time duration of the MSTIDs to the monthly and
hourly observation intervals. From the figure, we find
that the MSTID occurrence rate strongly depends on
the season and local time. A high occurrence rate can
be seen at four regions: dawn (0500–0700 LT) in sum-
mer, daytime (0800–1200 LT) in winter, dusk (1700–
2000 LT) in summer, and nighttime (2100–0300 LT)
in summer. The occurrence rate in the winter daytime
and summer nighttime is the highest and exceeds 40%,
which is approximately twice that at dawn in summer.
For the nighttime MSTID occurrence, a minor peak
can also be seen between November and December.

Figure 21.3 shows the local time variation of the
occurrence rate of the MSTID horizontal propagation
direction over Japan for (a) all seasons, (b) equinoxes,
(c) summer, and (d) winter. The occurrence rate was
defined as the ratio of the time period for the MSTIDs
to the entire observation interval. The azimuth of
the propagation direction was defined as the angle

Fig. 21.2 Local time and seasonal variations in MSTID occur-
rence rate over Japan in 2002

clockwise from geographic north. We classified all the
data into 30◦-interval bins and calculated the occur-
rence rate in each azimuthal bin. From the figure, we
find that the azimuth of the MSTID propagation direc-
tion is a function of local time. The propagation direc-
tion of the dawn MSTIDs, which frequently appear
in summer, is distributed from north-northeast to east-
southeast (from 30◦ to 120◦ in azimuth). The daytime
MSTIDs, which are observed frequently in winter,
propagate mainly southward and southeastward (from
90◦ to 120◦). At dusk, the MSTIDs appear frequently
in summer and propagate mostly north-northwestward
(from 300◦ to 360◦). During the nighttime, most
MSTIDs propagate southwestward (between 210◦ and
270◦). The nighttime MSTIDs are most frequently
observed in summer.

Figure 21.4 shows the occurrence rate of the hori-
zontal wavelength of the MSTIDs observed over Japan
for (a) all seasons, (b) equinoxes, (c) summer, and
(d) winter, respectively. Horizontal wavelengths are
divided into 50-km bins. Most of the horizontal wave-
lengths are between 250 and 450 km in the summer
nighttime, whereas they are between 100 and 350 km
in the winter daytime. On the other hand, the wave-
lengths at dawn in summer are distributed widely, from
200 to 450 km. The wavelengths at dusk in summer are
between 150 and 300 km.

Figure 21.5 shows the local time variation of the
occurrence rate for period for the MSTIDs observed
over Japan for (a) all seasons, (b) equinoxes, (c) sum-
mer, and (d) winter, respectively. All the period data
were divided into 5-min interval bins. Most of the
periods of the nighttime MSTIDs are between 40 and
60 min, which is longer than those of the daytime
MSTIDs, the periods of which are between 20 and
45 min. In summer, the periods of the MSTIDs tend
to be longer at dawn, between 30 and 45 min, than at
dusk, between 25 and 40 min.

Figure 21.6 shows the local time variation of the
occurrence rate of the horizontal phase velocity for (a)
all seasons, (b) equinoxes, (c) summer, and (d) winter,
respectively. The data were divided into 30-m/s bins.
The main distribution of phase velocity is between 60
and 140 m/s in summer nighttime and between 80 and
160 m/s in winter daytime. The phase velocity is found
to be slightly faster in the daytime than nighttime. The
phase velocities of the MSTIDs at dawn are distributed
widely between 100 and 180 m/s, and those at dusk are
distributed between 100 and 120 m/s.
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Fig. 21.3 Local time variation of horizontal propagation direction of MSTIDs observed in Japan for (a) all seasons, (b) equinoxes,
(c) summer, and (d) winter

Fig. 21.4 Local time variation of horizontal wavelength of MSTIDs observed in Japan for (a) all seasons, (b) equinoxes, (c) summer,
and (d) winter

Fig. 21.5 Local time variation of period of MSTIDs observed in Japan for (a) all seasons, (b) equinoxes, (c) summer, and (d) winter

21.4 Discussion

By analyzing the GPS-TEC data within the area
of 124–148◦E and 24–48◦N, we have shown the
seasonal and local time variations of the MSTID

characteristics, such as occurrence rate, propagation
direction, period, horizontal wavelength, and phase
velocity. On the basis of these characteristics, we found
that the MSTIDs over Japan can be classified into
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Fig. 21.6 Local time variation of horizontal phase velocity of MSTIDs observed in Japan for (a) all seasons, (b) equinoxes, (c)
summer, and (d) winter

the following three types: 1) daytime MSTIDs, which
propagate southeastward and more frequently occur in
winter; 2) nighttime MSTIDs, which propagate south-
westward and frequently occur in summer; and 3)
dawn and dusk MSTIDs, which propagate eastward
and northwestward, respectively, and frequently occur
in summer. These characteristics are almost the same
as those observed in Southern California (Kotake et al.,
2007). Previous studies also have noted that the occur-
rence rate and propagation direction of the MSTIDs
depend on season and local time (Jacobson et al., 1995;
Mercier, 1996; Kelley and Miller, 1997). The local
time difference of the MSTID characteristics could
arise from a corresponding difference in the mecha-
nisms causing MSTIDs. In the following subsections,
we discuss the mechanisms causing the MSTIDs in
daytime, nighttime, and dawn/dusk, respectively.

21.4.1 Daytime MSTIDs

Daytime MSTIDs over Japan have a wavelength of
100–350 km and occur frequently in winter. The day-
time MSTIDs mostly propagate south-southeastward.
The seasonal variation of the MSTID occurrence rate
and the horizontal wavelengths are consistent with the
findings from previous studies (Kotake et al., 2006;
Evans et al., 1983; Oliver et al., 1997).

MSTIDs have been considered to be a manifestation
of atmospheric gravity waves (Hines, 1960; Hooke,
1968). The gravity wave is an oscillation of neutral
gases. Through the neutral-ion collisions, ions in the
F region move along the geomagnetic field lines (B),
whereas ion motion across the magnetic field line is

restricted. This directivity of ion mobility causes direc-
tivity in the response of the plasma density variations
to the neutral motion due to the gravity waves. Hooke
(1968) first formulated a linear theory that provides
a reasonable description of the relationship between
plasma density perturbations and neutral wind oscilla-
tion caused by gravity waves. According to his theory,
gravity waves propagating equatorward could cause
larger amplitude of TEC perturbations than gravity
waves propagating toward other directions because a
neutral wind oscillation parallel to the geomagnetic
field is larger for gravity waves propagating equator-
ward than those propagating in other directions. Such
a directivity in the response of the plasma to the gravity
waves could be responsible for the southward tendency
in the propagation direction of the daytime MSTIDs.
Furthermore, an anisotropic frictional ion drag force
could also contribute to the southward tendency of the
daytime MSTID propagation direction (Liu and Yeh,
1969; Kelley and Miller, 1997).

On the basis of these theories, most MSTIDs are
expected to show a tendency to propagate equator-
ward along the magnetic field lines. However, our
statistical results show that MSTIDs propagate south-
southeastward. The daytime MSTIDs observed over
Southern California also tend to propagate southeast-
ward (Kotake et al., 2007). Further investigations are
needed to explain such an eastward shift of the MSTID
propagation direction.

The present results show that daytime MSTIDs
appear frequently in winter. Kotake et al. (2006), who
investigated the TEC perturbations caused by MSTIDs
using GPS networks across the world, showed that
the daytime MSTIDs are active in winter in both
the northern and southern hemispheres. Bristow et al.
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(1996) showed that the occurrence rate of the MSTIDs
observed with the Super Dual Auroral Radar Network
(Super-DARN) is highest in winter and suggested that
this tendency of the MSTIDs to occur in winter can
be attributed to the reflection of gravity waves near
the mesopause. The altitude gradient of the neutral
temperature is steep, especially at high latitudes and
the neutral temperature is low near the mesopause in
summer, such that some of the gravity waves cannot
propagate upward from the middle atmosphere through
the mesopause region. Our results suggest that this
theory could also be applicable to mid-latitudes.

21.4.2 Nighttime MSTIDs

The present study shows that most nighttime MSTIDs
over Japan propagate southwestward. This southwest-
ward tendency is consistent with that obtained from
previous observations in the northern hemisphere using
the GPS-TEC maps over Southern California (Kotake
et al., 2007) and the 630-nm airglow imaging technique
(e.g., Miller et al., 1997; Garcia et al., 2000; Shiokawa
et al., 2003a). In the southern hemisphere, the night-
time MSTIDs have phase fronts aligned in NE to SW
direction (Otsuka et al., 2004; Shiokawa et al., 2005).
The nighttime MSTIDs in both hemispheres have mir-
rored structures connected by the geomagnetic fields.

According to Otsuka et al. (2007, 2009), the NW-SE
phase fronts of the nighttime MSTIDs in the northern
hemisphere can be explained as follows. The field-line-
integrated electric current in the F region, J, is written
as J = �(E + U × B), where � is the field-line-
integrated Pedersen conductivity, E is the background
electric field, and U is the neutral wind velocity.
During the nighttime, E is expected to be smaller
and anti-parallel to U×B, because E is generated by
the F-region dynamo mechanism (Rishbeth, 1971).
Consequently, J probably flows in almost the same
direction as U×B. Since U blows southeastward dur-
ing the nighttime at mid-latitudes (Hedin et al., 1996),
J is northeastward. When a perturbation of � (δ�)
has a structure elongated from NW to SE, J traverses
the δ�. In such case, to maintain a divergence-free J,
a polarization electric field (δE) should be generated
perpendicular to the MSTID phase fronts and the cur-
rent continuity in the perpendicular to the wave vector
requires an equation of �(E + U × B) ·k = (� – δ�)

(E + δE + U × B) k, where k is a unit vector
perpendicular to the phase fronts. Therefore, The δE
is northeastward (southwestward) in the regions of low
(high) �. The δE moves the plasma upward (down-
ward) by E×B drift, causing the plasma density pertur-
bations. This is a possible mechanism for generating
the nighttime MSTIDs with phase fronts elongated
from NW to SE in the northern hemisphere. Magnitude
of the δE is comparable to or lager than that of the
background electric field E (Shiokawa et al., 2003b;
Otsuka et al., 2007). In particular, under the condition
that the wave vector of the δ� lies between the direc-
tion of J and the east, the perturbations in both plasma
density and electric field grow with time through the
Perkins instability (Perkins, 1973). In the daytime,
the δE could be short-circuited by high conductivity
in the E region such that the above mechanism does
not work during the daytime. This might explain why
the NW-SE alignment of MSTID is seen only in the
nighttime.

The above scenario accounts for the NW-SE align-
ment of the MSTID, but cannot explain southwestward
propagation. Garcia et al. (2000) have pointed out that
the propagation velocity of the MSTIDs is not consis-
tent with the background plasma velocity because the
background plasma velocity, which could be caused
by ExB drift, is southeastward and smaller than the
propagation velocity of the MSTIDs. Yokoyama et al.
(2009), who performed three-dimensional simulations
of E and F region instabilities, showed that the
F region structures follow the E region drift such that
the southward component of the rotational wind shear
in the Es layer produces the southwestward propa-
gation of the NW-SE structures in both the E and
F regions. The importance of the electromagnetic cou-
pling processes between the E and F regions for the
generation of the E and F region structures was identi-
fied theoretically by Tsunoda and Cosgrove (2001) and
Cosgrove and Tsunoda (2004). Simultaneous observa-
tions of the MSTID and E region irregularities were
performed using airglow imagers, VHF/HF radars, and
a GPS network (Saito et al., 2007; Otsuka et al., 2007;
Ogawa et al., 2009). Furthermore, by statistically ana-
lyzing GPS-TEC and ionosonde data in Japan, Otsuka
et al. (2008) showed that the MSTID activity is closely
correlated with two Es parameters (foEs and foEs –
fbEs). These observational results also indicate that
MSTID and Es structures could be generated by an
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electro-dynamical coupling process between the E and
F regions.

21.4.3 Dawn and Dusk MSTIDs

Dawn and dusk MSTIDs over Japan occur fre-
quently in summer. The mean propagation direction
of the dawn and dusk MSTIDs is eastward and
north-northwestward, respectively. These features are
consistent with those of the MSTIDs over Southern
California (Kotake et al., 2007). As neutral winds in
the thermosphere are driven by the pressure gradi-
ent of the neutral atmosphere, the neutral winds blow
from the dayside to the nightside, and then westward
at dawn and eastward at dusk. The zonal compo-
nent of the horizontal propagation velocity of the
observed dawn and dusk MSTIDs tends to be opposite
to the direction of the neutral winds. This relationship
between the MSTID propagation direction and back-
ground neutral winds suggests that the wind filtering
mechanism could be operating effectively (Cowling
et al., 1971; Waldock and Jones, 1984). When the hor-
izontal phase velocity of the gravity waves is close
to the background neutral wind velocity (a critical
level), the gravity waves cannot propagate through the
critical level (Bretherton, 1967). The favored azimuth
of the MSTIDs propagation could counter the back-
ground wind. Consequently, the preferred azimuth of
the MSTIDs propagation direction could be eastward
at dawn and westward at dusk.

However, as described above, equatorward-
propagating gravity waves could cause a larger
amplitude of TEC perturbations than gravity waves
propagating in other directions (Hooke, 1970). This
is because the amplitude of the electron density per-
turbations is proportional to the neutral wind velocity
in the direction parallel to the geomagnetic field
lines. Therefore, gravity waves with a large amplitude
of neutral wind perturbations could be needed to
produce the dawn and dusk MSTIDs. Mechanisms
generating such gravity waves with large neutral wind
perturbations have not been clarified as yet.

By analyzing the GPS-TEC data for Japan
and its geomagnetically conjugate point, Australia,
Afraimovich et al. (2009) have pointed out that the
dusk MSTIDs over Japan appear 1.5–3 h before the
evening solar terminator over Japan and when the solar

terminator passes over Australia. On the basis of this
result, they have suggested that MSTIDs are caused
by slow magnetosonic waves. Recently, terminator
waves of neutral density, wind and plasma temperature
have been observed in the morning and evening by
the CHAMP satellite (Forbes et al., 2008; Liu et al.,
2009). These waves have a horizontal wavelength of
∼1,000 km, whereas dawn and dusk MSTIDs observed
by GPS-TEC in Japan have horizontal wavelengths of
150–450 km. The relationship between the termina-
tor waves observed by CHAMP and dawn and dusk
MSTIDs is under investigation.

21.5 Summary

We have investigated the statistical characteristics of
the MSTIDs observed over Japan with densely spaced
GPS receivers, and found that the characteristics of
MSTIDs are different at daytime, nighttime, and dawn
and dusk. The observed characteristics can be summa-
rized as follows:

1. The occurrence rate of daytime MSTIDs is high in
winter and during equinoxes. Most of the daytime
MSTIDs propagate southeastward. Since neutral
wind oscillation parallel to the geomagnetic field
line is larger for gravity waves propagating equa-
torward than for gravity waves propagating in other
directions, equatorward-propagating gravity waves
could cause a larger amplitude of TEC perturba-
tions. Such a directivity in response of the F region
plasma to the gravity waves could be responsible
for the observed southward tendency in the propa-
gation direction. Dumping of the gravity waves due
to ion drag could also contribute to this directivity.

2. The occurrence rate of nighttime MSTIDs has a
peak in summer. Most of the nighttime MSTIDs
propagate southwestward. This result suggests that
electrodynamical forces could play an important
role in generating the nighttime MSTIDs.

3. Dawn and dusk MSTIDs occur frequently in sum-
mer. On average, MSTIDs propagate eastward at
dawn and north-northwestward at dusk. The zonal
component of the horizontal propagation veloc-
ity of these MSTIDs tends to be opposite to
the direction of the background neutral winds.
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This result indicates that these MSTIDs could
be caused by atmospheric gravity waves and that
the wind filtering mechanism could be operating
effectively.

The characteristics of MSTIDs obtained in this
study are consistent with previous observational
results. These findings suggest that the mechanism for
generating MSTIDs depends on the local time.
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Chapter 22

New Aspects of the Coupling Between Thermosphere
and Ionosphere, with Special regards to CHAMP
Mission Results

Hermann Lühr, Huixin Liu, Jeahueng Park, and Sevim Müller

Abstract The recent years have brought enormous
progress in our understanding of the characteristics and
the variability of the thermosphere. This is to a good
part based on the high-resolution measurements of the
accelerometer on board the CHAMP satellite. It sam-
pled the air drag from the solar maximum in 2001
to the minimum in 2009. The thermosphere reacts
quite differently to solar and magnetic forcing. This is
in particular evident when comparing the mass den-
sity on the day and night sides at low latitudes. We
were able to delineate the variations due to solar flux,
season, and magnetic activity. Another important find-
ing is the close relation of thermospheric features to
the geomagnetic field geometry. Examples of this are
the equatorial mass density anomaly, the cusp density
anomaly, and the high-speed wind channel along the
dip equator. None of these phenomena is so far consid-
ered in any of the atmospheric models. Thermospheric
wind is a prime driver for ionospheric dynamics. As
an example we present the F-region dynamo current
system and its variation with local time. This wind-
driven dynamo over the equator is assumed to cause
special ionospheric effects after sunset. Typical post-
sunset features at low latitude are the equatorial plasma
bubbles. Here it is shown that some of these bub-
bles are accompanied by depletions in neutral density.
Neutral depletions can form only when the ion-neutral
friction is high enough. In the pressure balance equa-
tion, the neutral depletions make up a significant part.
The comprehensive set of CHAMP neutral and plasma

H. Lühr (�)
Helmholtz Centre Potsdam, GFZ German Research Centre for
Geosciences, 14473 Potsdam, Germany
e-mail: hluehr@gfz-potsdam.de

measurements enabled us to interpret the ionosphere–
thermosphere as a coupled system.

22.1 Introduction

The high atmospheric layer between about 100 and
1000 km altitude, termed thermosphere, is charac-
terized by strong changes in response to solar and
geomagnetic activity. In particular, during geomag-
netic storms, thermospheric density and composition
experience dramatic changes which are still not fully
understood (see Prölss, 1997). During non-storm times
also, significant variations are observed that await
explanation. Traditionally the atmospheric density was
deduced from orbit changes of spacecraft due to air
drag. But this provided only an average value along the
orbit. It is difficult to derive regional variations from
these data. Later on, satellites carrying mass spectrom-
eters (e.g. ESRO4, AE-E, DE2) provided information
about the thermospheric composition (e.g. Trinks and
von Zahn, 1975). In principle, mass density can be
derived from it, but the sampling is quite sparse. New
opportunities for detailed thermospheric studies arose
with the advent of recent satellites such as CHAMP
and GRACE carrying sensitive tri-axial accelerome-
ters. The continuous and homogeneous data set over
almost one solar cycle enables the investigation of
various aspects of high atmospheric properties.

One important aim is to find a suitable mathematical
formulation that is able to describe the climatologi-
cal properties of the atmosphere. There are different
families of empirical models (e.g. Jacchia, MSIS, JB)
which are based on fitting a set of base functions to
available observations. These models are updated and
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improved, as additional observations become avail-
able. A pending question is how well the base functions
describe the relation between the controlling parame-
ters and the thermospheric response. The controlling
parameters are, for example, the forcing terms such as
solar EUV flux and geomagnetic activity. Also loca-
tion, local time, and season have to be considered
properly. Long-duration mass density data sets may be
used for delineating the various dependences.

Recent satellite observations have provided con-
vincing evidence that certain thermospheric features
are controlled by the geomagnetic field. There are,
for example, the equatorial mass density anomaly
(Liu et al., 2005, 2007) and the cusp-related density
anomaly (Lühr et al., 2004; Rentz and Lühr, 2008).
These and other magnetic field-related phenomena
are not considered by any of the present atmospheric
models. Their properties and generation mechanisms
have to be determined, in order to enable the design
of suitable base functions for implementation in the
models.

The ionosphere is embedded in the thermosphere.
In certain height regions, a strong interaction takes
place between the neutral and ionized particles. This
makes the thermosphere–ionosphere a coupled system.
Many studies in the past have suffered from lack
of simultaneous observations of plasma and neutral
dynamics. Instructive examples of ion-neutral coupling
are the F-region dynamo (Lühr and Maus, 2006) and
the neutral density depletions accompanying equatorial
plasma bubbles (Park et al., 2010).

In the sections to follow we will first introduce the
CHAMP satellite and then describe the approach used
for deriving thermospheric density and wind from the
accelerometer data. Subsequently, quantitative expres-
sions for the dependence of the mass density at 400 km
altitude on external drivers are offered. In Section
22.4 we present examples of thermospheric phenom-
ena controlled by the magnetic field geometry. It is
followed by a description of the typical properties of
the F-region dynamo and of the density depletions
accompanying plasma bubbles. Conclusions round off
this overview article.

22.2 Observation and Data Processing

New opportunities for thermospheric research evolved
from the accelerometer measurements performed by

the satellite CHAMP and GRACE. The long duration
and global coverage of these missions revealed several
new features.

22.2.1 CHAMP Satellite

The CHAMP satellite, launched on 15 July 2000,
cycles the Earth on a near-polar (inclination 87.25◦)
and almost circular orbit at an altitude of about 400 km
(Reigber et al., 2002). The orbit has decayed from
456 km at the beginning of the mission to below
300 km in 2010. The orbital plane precesses through
1 h of local time in 11 days. Thus, it takes 131 days for
CHAMP, when combining ascending and descending
orbital arcs, to cover all local times.

Figure 22.1 shows the arrangement of instruments
on the spacecraft. For the investigation of thermo-
spheric properties we have made intensive use of
the readings taken by the STAR (Space Three-Axes
Accelerometer for Research missions) accelerometer
(ACC) during the years 2002–2005. This instrument
is located at the spacecraft centre of gravity (CoG)
in order to sense properly the non-gravitational forces
acting on the satellite. The insets depict the accelerom-
eter sensor and to the left the proof mass which is
kept freely floating in the cage by electrostatic forces.
Ionospheric properties are derived from the planar
Langmuir probe (PLP). This probe provides readings
of the electron density and the electron temperature.
Electric currents can be sensed by the magnetometers
on board CHAMP. In particular, the fluxgate magne-
tometer (FGM), accommodated on the boom in order
to reduce the influence of the spacecraft noise, is
employed for estimating current density and direction.

22.2.2 Deriving Thermospheric Mass
Density and Wind

The data considered are the pre-processed level-2 ACC
data. These scaled and cleaned data are averages over
10 s, which correspond to a sampling distance of
76 km. Another preparation step is the removal of the
acceleration due to solar radiation pressure.

The deceleration exerted on a satellite when it
travels through the atmosphere can be expressed as

a = −1

2
ρ

Cd

m
AeffV

2v (22.1)
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Fig. 22.1 Schematic
illustration of the CHAMP
satellite and the allocation of
the scientific instruments

where a is the total acceleration due to air drag, ρ is
the local mass density, Cd is the drag coefficient, Aeff is
the effective cross-sectional area in ram direction, m is
the satellite mass, V is the total velocity relative to the
atmosphere, and v is the unit vector of the velocity in
ram direction. (For further details about the quantities
entering Eq. (22.1), see Liu et al., 2005, 2006). Since
all quantities in Eq. (22.1) are known or measured, it
can be solved for ρ, thus providing the thermospheric
mass density along the orbit.

For the estimation of the thermospheric winds, we
make use of the property such that the acceleration
vector a is aligned with the velocity v as reflected in
Eq. (22.1). Under this assumption the components of
the acceleration vector are related to the velocity as
follows (Liu et al., 2006):

ay

ax
= vy

vx
(22.2)

where the x component is aligned with the spacecraft
axis pointing nominally into the along-track direction
and the y component with the cross-track spacecraft
axis. The z component contribution can be ignored
since the accelerations in vertical direction are known
to be very small. From Eq. (22.2) we can deduce the
zonal wind velocity u, since for CHAMP on its near-
polar orbit the cross-track velocity is well aligned with
the east/west direction:

u = vx
ay

ax
− vcor (22.3)

where vx is the orbital velocity (7.6 km/s) and vcor is
the corotation velocity of the atmosphere at CHAMP’s
position. The resulting zonal wind velocity u is thus
given in the frame of an observer at the Earth’s surface.

22.3 Parameterization of Thermospheric
Mass Density

The long and homogeneous series of CHAMP
accelerometer data provides the opportunity to inves-
tigate the dependence of the mass density at an altitude
of around 400 km on the various kinds of drivers. In
a dedicated study, Müller et al. (2009) tried to identify
quantitative relations for the effects on the air densi-
ties. They concentrated their effort on the low-latitude
region (±30◦ lat.) since this provides the largest con-
tribution to satellite air drag. It is known that the solar
extreme ultraviolet (EUV) and the geomagnetic activ-
ity are the main causes for mass density variations. The
sensitivity to these drivers, however, may be dependent
on local time. For this reason the authors performed
the investigations for day- and night-side data sets sep-
arately. As time interval representing the daytime most
suitably, they identified the 10:30 to 16:30 local time
(LT) sector and correspondingly for night-time, they
selected 22:30 to 04:30 LT. The displacement of these
two intervals by 1.5 h from noon and midnight is con-
sistent with the delayed reaction of the thermosphere
to the diurnal variation of solar insulation.
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Fig. 22.2 Correlation between mass densities at 400 km altitude and the solar flux level (P10.7) separately for day and nightsides.
The density readings are longitudinally averaged daily means (adopted from Müller et al., 2009)

As a first step the dependence of the mass density
on the solar EUV flux was determined. The time inter-
val considered was the years 2002–2005, the declining
phase of solar cycle 23. In order not to confuse the solar
with the geomagnetic effect, only data from magnet-
ically quiet days with an activity index Ap < 15 have
been considered. In Fig. 22.2 the relation between the
solar flux, represented by the index P10.7,1 and air den-
sity is shown separately for daytime and night-time. As
can be seen, excellent correlations emerge between the
two quantities over the whole covered solar flux range,
P10.7 = 80–240 sfu, for both time sectors. Motivated
by the high correlation coefficient of 0.9, linear regres-
sion lines were fitted. From the difference in slope of
the regression line, as given in the frames of Fig. 22.2,
we may conclude that the sensitivity of the thermo-
spheric density to solar flux variation is twice as high
on the day side as on the night side. This ratio seems
to be independent of the intensity of solar flux. In
the morning and evening sectors we find intermedi-
ate slopes. All this means is that the response of the
thermosphere to solar flux is local time dependent (and
of course also latitude dependent). For these reasons it
may be questioned whether it is a good idea to make
use of density values obtained from orbital averages,

1P10.7 = 0.5 (F10.7 + F10.7a), where F10.7a is the 81-day
running average of the daily F10.7.

regardless of local time and latitude range, for deter-
mining the thermospheric dependence on solar flux
(e.g. Gou et al., 2008).

Consequently, Müller et al. (2009) investigated also
the dependence of the thermospheric density on geo-
magnetic activity. For this purpose, density readings
from active days with Ap > 15 were selected. In order
to remove the effect of solar flux variations, all density
values were first normalized to a constant flux level
of P10.7 = 130 sfu by making use of the equations
given in the frames of Fig. 22.2. In addition, the authors
allowed for a delayed reaction of the low-latitude ther-
mosphere to magnetic activity of 3 and 4.5 h for the day
side and night side, respectively. As controlling param-
eters the two versions of the 3-hourly magnetic activity
indices Ap and am were tested. The index Ap is the lin-
ear equivalent to the planetary activity index Kp, while
am is an alternative version of Ap. For more details, see
Menvielle and Marchaudon (2007). It turned out that
both indices are suitable, but slightly better results are
obtained when using the am index.

In the case of magnetic activity, Müller et al. (2009)
considered the absolute increase of mass density added
on top of the background. For the correlation the
increases in air density readings were first sorted into
logarithmically spaced am bins. Then the median value
of each bin was used in the analysis. As can be read
from Fig. 22.3, excellent linear correlations emerge
and the regression lines for both day side and night
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–

Fig. 22.3 Dependence of the low-latitude (±30◦ lat.) mass
density on magnetic activity, as represented by the index am.
A linear fit to the medians of each bin was applied (solid lines).
The error bars indicate the standard deviation of the values
within a bin (adopted from Müller et al., 2009)

side are practically identical. Numerical expressions
for the fitted lines are given in Fig. 22.3. Both start
as expected at the origin. Although the spread of the
individual density readings is considerable, on average
we find a linear additive increase in the air density with
magnetic activity, independent of local time.

Another characteristic investigated is the seasonal
variation of the thermospheric density. In order to
delineate the various influences, Müller et al. (2009)

selected only data from magnetically quiet days
(Ap < 15) and normalized the mass density read-
ings to a constant solar flux level of P = 130 sfu
employing again the equations from Fig. 22.2. These
pre-processed CHAMP mass density data of all 4 years
were plotted versus day of year (DoY).

As can be seen in Fig. 22.4, a clear seasonal vari-
ation of the normalized density readings emerges for
both the day side and the night side. Lowest densities
are recorded around June solstice, and peak densi-
ties are found around spring equinox. Data from all 4
years homogeneously support this intra-annual modu-
lation, although the solar and magnetic activities varied
considerable from year to year. Annually harmonic
functions were fitted to the data. Resulting coefficients
are listed in Table 22.1. The seasonal variations are
very similar in shape on the day side and night side, as
can be deduced from the phases. The amplitudes are,
as expected, about twice as large on the day side as on
the night side.

We may conclude from the results obtained by
Müller et al. (2009) that there is a linear dependence
of thermospheric mass density on solar EUV flux. The
coefficient relating these two quantities varies, how-
ever, with local time. At low latitudes it is twice as
high on the day side as on the night side. In con-
trast, magnetic activity causes an additive enhancement
of the mass density on top of the quiet-time density.
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Fig. 22.4 Seasonal variation
of the mass density in the
daytime (a) and night-time
(b) sectors. The solid curves
represent the fitted annual
harmonics functions
(cf. Table 22.1) (adopted from
Müller et al., 2009)
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Table 22.1 Coefficients of the annually harmonic functions.
Prevailing conditions are Ap<15, P10.7=130, h = 400 km. The
uncertainty within a 95% confidence is about 2.4×10−14 and
1.6×10–14 kg/m3 for the amplitudes of all the harmonics on

the day side and night side, respectively. The uncertainty of the
phases (day of peak amplitude) is about ±5 days (from Müller
et al., 2009)

Day side Night side

Amplitude (10–12 kg/m3) Phase (DoY) Amplitude (10–12 kg/m3) Phase (DoY)

Annual 0.77 23 0.45 25
Semi-annual 0.70 97 0.37 96
Ter-annual 0.24 52 0.11 38
Constant 5.57 – 2.72 –
RMSE 0.75 – 0.50 –

The amount of additional density is proportional to the
activity index Ap or am and is the same at all local
times. But the thermospheric response occurs after
slightly different delay times in the different time sec-
tors. The seasonal variation of the mass density can
be described sufficiently well by the annual and semi-
annual harmonics. The amplitude of the ter-annual
does not exceed the uncertainty range. Highest den-
sities are reached during spring equinox (DoY 83)
and lowest values around June solstice (DoY 192).
The ratio between the extremes amounts to 1.63. Both
annual and semi-annual variations, having approxi-
mately the same amplitude, exhibit a minimum around
the middle of the year, thus causing together the deep
July minimum.

An important conclusion from this study is that
the investigated forcings of the thermosphere can be
treated by a linear combination of the different influ-
ences. No non-linear interaction between the drivers
has been identified.

22.4 Magnetic Forcing of the
Thermosphere

In this section the spatial distribution of thermospheric
density and winds is presented when geophysical con-
ditions are constant. Dominating features are the equa-
torial mass density anomaly (EMA) and the fast wind
jet at the dip equator instead of at the geographic
equator.

A survey of the mass density distribution based on
CHAMP measurements was performed by Liu et al.
(2005). It revealed the main characteristics of the
thermosphere, as is shown in Fig. 22.5. For compar-
ison, the lower frame presents the prediction of the
MSIS atmospheric model for the same observational

conditions. Although the gross features agree between
observations and model, there are significant differ-
ences. CHAMP does not detect the largest densities
at sub-solar latitudes but some 20◦ north and south
of it. This effect is best visible when the data are
binned by magnetic latitude. In a dedicated study, Liu
et al. (2007) have investigated the typical characteris-
tics of this equatorial mass density anomaly (EMA).
As shown in Fig. 22.6, two bands of enhanced den-
sity track closely the latitude variations of the magnetic
dip equator. This demonstrates the influence of the
geomagnetic field on the neutral air distribution. The
EMA is predominantly a daytime phenomenon build-
ing up after 09 LT and ceasing shortly before 20 LT.
A hemispheric symmetric distribution of the two den-
sity bulges is observed during equinox months. During
solstices the bulge in the summer hemisphere strongly
dominates and the whole system is displaced by ∼10◦
in latitude towards the summer hemisphere. An inter-
esting feature that suggests a link between the mass
density anomaly and the ionospheric dynamics is the
dependence of the crest-to-trough ratio on the solar
EUV flux level. The basic idea for the generation
mechanism, offered by Liu et al. (2005), is that the
geomagnetic field acts as guiding frame for plasma
motion. Its geometry therefore determines where ion
energy is deposited in the thermosphere. A suit-
able process proposed earlier by Fuller-Rowell et al.
(1997) is chemical heating fuelled by charge exchange
between O+ and O2

+ at E region altitudes. The source
for an enhanced O+ flux could be the equatorial ion-
ization anomaly. A final verification of this suggestion
is, however, still pending. Also note that the neutral
density in Fig. 22.6 is not uniformly distributed in
longitudes. Instead, it maximizes at four longitudes
around –120◦, –20◦, 60◦, and 140◦, forming a wave-
4 structure in the zonal direction. Though out of the
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Fig. 22.5 Latitudinal
distribution of the
thermospheric density (in
10–12 kg/m3) versus local
time, (top panel) CHAMP
observations and (bottom
panel) model predictions. The
data have been sorted by
magnetic latitude (after Fig. 2
of Liu et al., 2005)
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Fig. 22.6 Longitude
distribution of the mass
density (in 10–12 kg/m3) on
the day side. The two bands of
enhanced density track closely
the latitude variation of the
magnetic dip equator
(adjusted from Fig. 2 in Liu
et al., 2007)

scope of the present paper, this zonal structure is an
important feature implying the influence of the upper
thermosphere by upward propagating tidal waves as
discussed in detail in Liu et al. (2009b).

Another example of geomagnetic field-controlled
thermospheric modification is the polar cusp-related
density anomaly (Lühr et al., 2004). Localized density
enhancements are observed rather regularly around
noon at cusp latitudes. The associated upwelling of
air is expected to be caused by a combined action of

soft particle precipitation and small-scale field-aligned
currents. A detailed study of the cusp density
anomalies was performed by Rentz and Lühr
(2008).

The other thermospheric quantity that can be
derived from CHAMP accelerometer measurements
is the zonal wind. In a first global study, Liu et al.
(2006) determined from CHAMP data the diurnal vari-
ation of the wind speed at equatorial latitudes and its
dependence on solar flux level and magnetic activity. A
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comparison with the horizontal wind model (HWM93)
revealed good agreements during night-time but signif-
icant differences during daylight hours. Explanations
for that are still pending.

In a follow-up study, Liu et al. (2009a) considered
the zonal wind distribution at low and mid-latitudes.
Figure 22.7 illustrates the zonal wind distribution in
the frame of magnetic dip latitude versus magnetic
local time in quasi-dipole coordinates. Although some
differences exist (e.g. absolute wind speed and rever-
sal time, which will be discussed in the next section),
both CHAMP and DE-2 observations reveal fairly sim-
ilar wind patterns. The wind at equatorial latitudes
blows eastwards during night and westwards before
afternoon. Towards higher latitude the morning wind
reversal occurs progressively earlier, leading to a pro-
nounced triangle shape in the 2D wind pattern. On
the night side, the wind maximizes at the dip equator,
forming a fast wind jet.

It is important to note that the net wind, a 24-h
average of the wind, is not zero as shown in the right
column of Fig. 22.7. At equatorial and low latitudes,
the net wind is positive. This is the atmospheric super-
rotation, as discussed in Liu et al. (2006). Due to the
magnetic control of the neutral wind, the atmospheric
super-rotation maximizes at the dip equator instead of
at the geographic equator, which is quite different from
that on other planets like Venus.

The fast wind jet is examined from a differ-
ent perspective, as shown in Fig. 22.8. This figure
presents the seasonally averaged zonal wind distribu-
tion during night in the geographic versus geomagnetic
frame. It is seen that the eastward zonal wind blows
strongest along the dip equator, as indicated by the
solid line.

This wind jet along the Earth’s dip equator instead
of at the geographic equator again demonstrates strong
magnetic control of the thermospheric dynamics.
As pointed out in Liu et al. (2009a), the ion drag
is the main factor that shifts the fast wind from the
geographic equator to the dip equator. With the EIA
structure prevailing in the equatorial region, the ion
drag minimizes at the equator, facilitating faster wind
to flow there.

22.5 The F-Region Dynamo

In this section we present an example where the ther-
mosphere is the prime driver for an ionospheric pro-
cess. The concept of a wind-driven dynamo at F-region
altitudes was proposed already several decades ago by
Rishbeth (1971). The first observational evidence of
the generated currents was deduced from Magsat mag-
netic field data (Maeda et al., 1982), but limited to the
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Fig. 22.7 Latitudinal distribution of the thermospheric zonal wind (in m/s) versus local time: (a) CHAMP observations,
(b) Dynamics Explorer 2 observations. The data have been sorted by magnetic latitude (adjusted from Fig. 2 in Liu et al., 2009a)
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Fig. 22.8 Longitudinal
distribution of the zonal wind
speed (in m/s) in the 18–24
LT sector. The channel of
enhanced velocity closely
tracks the latitude variation
of the magnetic dip equator
(adjusted from Fig. 1 in Liu
et al., 2009a)

17–18 LT sector. Only recently, Lühr and Maus (2006)
could deduce the average current distribution for all
local times from CHAMP data.

The principle concept starts off from zonal winds
at F-region heights. The neutral particles try to push
the plasma, due to ion drag, in the same direction. The
Lorentz force deflects ions and electrons into opposite
directions causing at low magnetic latitudes, where the
field lines are almost parallel to the Earth’s surface,
a vertical electric field. This electric field is mapped
along the field lines onto the ionospheric E layers in
both hemispheres driving Hall and Pedersen currents
there. A schematic drawing of the F-region dynamo
concept is shown in Fig. 22.9.

The strength of the electric field E is controlled by
the ratio between the conductances of the F and E
regions. It can be expressed as follows:

E = �F
P

�
E,N
P +�

E,S
P +�F

P

u × B (22.4)

whereΣP
E,N andΣP

E,S are the E region conductances
of the northern and southern hemispheres, ΣP

F is the
flux tube-integrated conductivity in the F region, u is
the zonal wind velocity, and B is the ambient magnetic
field. Highest F-region conductances are expected on
flux tubes containing the equatorial ionisation anomaly
(EIA). A typical location of the EIA at 400 km altitude
is ±15◦ MLat. These flux tubes intersect the E layer at
about ±20◦ MLat.

For the Pedersen current JP in the E layer, we can
write

JP = �E
P E (22.5)

Fig. 22.9 Principle concept of the F-region dynamo. Shown is
the configuration for eastward zonal wind (evening, nighttime
sector)

where E is the sum of E- and F-region electric fields.
When inserting Eq. (22.4) into (22.5) and assuming
the same conductances in both E regions and that the
sum of these conductances is much larger than the flux
tube-integrated conductivity in the F region, which is
reasonable during daytime, we obtain

JP = 1/2 �
F
P[uB]F −�E

P

[
uBz

]E (22.6)

From Eq. (22.6) we see that the sheet current den-
sity in the E region depends on the zonal winds in
the E and F regions. Around noon the zonal winds
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at the two layers have, according to the wind model
HWM07, opposite directions, and the product (uB) is
about five times stronger in the F region than in the E
layer. Thus, JP is the sum of two almost equally strong
contributions from both layers. However, the F-region
dynamo current is only marginally influenced due to
the small E-region field. Therefore the vertical current
JZ over the equator is primarily proportional to the flux
tube-integrated conductivity in the F region.

JZ ≈ �F
P

{
[uB]F − [

uBz
]E

}
(22.7)

Since the E-region contribution is five times smaller,
the F-region dynamo current is practically independent
of E-layer conditions during day time. The vertical
sheet current density JZ can be deduced from the
peak-to-peak variations of the magnetic field east/west
component �By when CHAMP crosses the dip
equator:

JZ = �By/μ0 (22.8)

where μ0 is the permeability of free space. When
inserting Eq. (22.8) into (22.7), all the quantities for
determining the F-region conductance are observed
by CHAMP. A typical value derived around noon is
�P

F = 2S.

The diurnal variation of the vertical current driven
by the F-region dynamo has been deduced from typi-
cal bipolar magnetic field By deflections observed by
CHAMP, as presented in Fig. 1 of Lühr and Maus
(2006). The data considered are averages over the
period August 2000 through October 2004. Only quiet-
time measurements (Kp < 2.3) have been used. This
interval spans the maximum of solar cycle 23 with an
average solar flux level of F10.7=153.

Figure 22.10 shows the vertical current density as
derived when applying Eq. (22.8) to the CHAMP aver-
age magnetic field variations. During the hours around
noon, we find downward-directed currents. This is con-
sistent with a westward zonal wind in that time sector.
The current density goes through a maximum shortly
before 12 LT. This implies that the product, wind
speed times F-region conductance, peaks at that time.
Conversely, maximum upward currents are deduced
after 18 LT coinciding well with peak eastward wind
speeds at that time (cf. Fig. 22.7). Towards later local
times the ionospheric conductance seems to go down
dominating more and more the current density decay.
After midnight, no current can be sensed anymore.
In particular, the conductance of the E region reduces
faster after sunset than that of the F region. Then our
assumption of Eq. (22.6) is no longer valid. In that
case, Eq. (22.4) approaches the relation E = u × B.
This means, the F-region dynamo can be regarded as a
voltage generator during night-time.

Fig. 22.10 Diurnal variation
of the vertical currents driven
by the F-region dynamo.
Plotted is the sheet current
density. Positive values
represent downward flowing
currents
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A particular interesting point is the zero crossing
of the vertical current. This can uniquely be related to
the switch in zonal wind direction from westwards to
eastwards. According to Fig. 22.10, this occurs shortly
after 15 LT. For comparison with wind observations,
we may have a look at Fig. 22.7. The switch in zonal
wind direction is found in the CHAMP data at about
13 and 16 LT in the DE-2 data. This indicates a certain
bias of the CHAMP-derived winds towards a too early
start of the eastward wind, while DE-2 data seem to
favour a later switch. As a consequence of this finding,
it is recommended that the CHAMP-derived winds are
recalibrated and studies performed with the old data set
are revisited. As a benchmark test for the new winds,
the F-region dynamo currents can be used.

22.6 Mass Density Depletions
Accompanying Plasma Bubbles

Another example of close ionosphere–thermosphere
interaction is the synchronous appearance of neu-
tral density depletions (NDDs) with equatorial
plasma bubbles (EPBs) and magnetic field strength

enhancements. Illés-Almár et al. (1998) reported first
about NDDs with scale sizes of 100–200 km. The
authors attributed the occurrence of NDD to the plasma
bubble generation process. This suggestion was sup-
ported by Bencze et al. (2000), who presented three
examples of NDDs collocated with EPBs. This phe-
nomenon has been revisited by Park et al. (2010)
in a statistical study making use of CHAMP obser-
vations over the years 2002–2005. This revealed the
characteristic properties of NDDs.

An example of NDD occurrences is shown in
Fig. 22.11. The two events displayed are bracketed
by dashed lines. In the top panel, displaying the neu-
tral density variations, we see in two cases localized
density depletions. Although not prominent, they are
significant. These events are accompanied by pro-
nounced plasma density depletions (middle panel) and
distinct enhancements of the magnetic field strength
(bottom panel). The relation between plasma density
and magnetic field variations has earlier been inves-
tigated (e.g. Lühr et al., 2003; Stolle et al., 2006).
Here we focus on the relation between NDDs and
EPBs. Within the 4 years under study, we detected 131
events. The global distribution of the event occurrence
rate is shown in Fig. 22.12 separately for the seasons.

Fig. 22.11 Neutral density
depletions accompanying
equatorial plasma bubbles:
(a) neutral mass density
variations, (b) plasma density
measured by planar Langmuir
probe, (c) residual magnetic
field strength variations. The
two examples are bracketed
by dashed lines (after Park
et al., 2010)
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Fig. 22.12 Global
distribution of NDD-to-EPB
ratio separately for the
different seasons (a, b, c).
Panel (d) shows the
NDD-to-EPB ratio as a
function of geomagnetic
latitude and local time (all
seasons) (after Park et al.,
2010)

Typically, less than 30% of the EPBs are accompanied
by NDDs. It is obvious that equinoxes and December
solstice are favourite seasons for the formation of
NDDs. During the months around June solstice, we
detected only three events. Also the longitudinal dis-
tribution is not even. During equinox and December
solstice months, large parts of the Pacific Ocean are
void of events, while around June solstice, NDDs seem
to occur preferably there. From the local time versus
latitude graph we learn that NDDs have highest occur-
rence rates around 21 LT. We find in the CHAMP data
(∼400 km) no secondary occurrence peak past mid-
night, as reported by Bencze et al. (2000). The highest
count rates of NDDs are enCountrytered at magnetic
latitudes between 15◦ and 20◦. This is somewhat pole-
ward of the EPB occurrence peak at 9◦ reported by
Stolle et al. (2006) also based on CHAMP data.

For the generation of the neutral density depletions,
Park et al. (2010) suggest the ion-neutral friction as
the primary coupling process. In the frame of neutral

particles, the plasma momentum equation can be
described by

0 = j × B + ∇ni(Te + Ti)kB − nimiνinvi (22.9)

where j is the current density, B is the ambient mag-
netic field, ni is the ion number density, mi is the
ion mass, Te and Ti are electron and ion tempera-
tures, respectively, kB is the Boltzmann constant, νin

is the ion/neutral collision frequency, and vi is the ion
velocity. The first term on the right side represents
the magnetic force term, the second the plasma pres-
sure gradient and the last the ion-neutral friction. Here
the effect of the gravitational acceleration is neglected.
Similarly, the neutral particle momentum balance is

0 = ∇nnTnkB + nimiνinvi (22.10)

Here the first term on the right side is the neutral
pressure gradient and the second term is the ion-neutral
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friction as above. Merging Eqs. (22.9) and (22.10)
implies that the sum of the three different types of pres-
sure variations (magnetic, plasma, and neutral particle
pressure) vanishes:

�Pm +�Pp +�Pn = 0 (22.11)

Park et al. (2010) have shown that the undula-
tions of the neutral density are caused by the plasma
drift, and the coupling efficiency is determined by the
ion-neutral friction, nimiνin. The ion-neutral collision
frequency can be estimated according to Schunk and
Nagy (2000), νin = 4.45×10−17nn×Ti (s−1), when
assuming the dominant interaction between oxygen
ions and atoms, which is reasonable at CHAMP alti-
tude. The detection threshold for NDDs in CHAMP
data is a mass density of 2.5×10−14 kg/m3. Based on
that value Park et al. (2010) reported that detectable
NDDs can only form when the product of electron
density and neutral mass density, niρ > 15 kg/m6, that
detectable NDDs accompanying EPBs can form. In
Section 22.3, we have shown that the mass density
attains its minimum close to June solstice, and also the
F-region electron density reaches its annual minimum
in the middle of the year (e.g. Rishbeth and Müller-
Wondrag, 2006). For these reasons it is no surprise that
we hardly detected any NDD around June solstice.

Another interesting finding is that NDDs con-
tribute a significant part to the pressure balance. Park
et al. (2010) showed for the two events presented in
Fig. 22.11 that the tiny mass density reduction con-
tributes almost the same amount to the total particle
pressure decrease as the substantial electron density
depletion. This means that we can interpret the mag-
netic field increase within plasma bubbles correctly
only when both the plasma and neutral depletions
are considered. This is of particular interest for mod-
ellers of the core and crustal magnetic field who have
to remove the ionospheric influences from satellite
magnetic field data.

22.7 Conclusions

In this chapter, we have given some insight into the
contributions the CHAMP satellite mission has made
for improving our understanding of the ionosphere–
thermosphere coupling. All the topics addressed show

that the processes in the high atmosphere can be under-
stood properly only when we consider the plasma
and neutral particle dynamics simultaneously. This
statement is not new, but a proper consideration was
mostly hampered by the lack of a complete set of
plasma and neutral quantities observation. The com-
mon approach for mitigating this problem was to
make assumptions about the quantities not observed
or to use models for their determination. A good step
towards a good and simultaneous observational cov-
erage of various ionosphere–thermosphere parameters
was achieved with the CHAMP mission. As expected,
a number of surprises emerged. Among them are the
thermospheric density anomalies which are controlled
by the geometry of the geomagnetic field, e.g., the
cusp-related density anomaly and the equatorial mass
density anomaly. Furthermore, long predicted con-
cepts, such as the F-region dynamo, have now exper-
imentally been confirmed. The data set is available
for a detailed investigation of the F-region dynamo
climatology. This again may yield unexpected results.

For future research, ESA’s Swarm mission is now
in preparation. With the scheduled launch in 2012,
this multi-satellite mission will provide new and
improved observational opportunities. With its suite
of complementary particle and field instruments and
with the specific constellation of three-satellite orbits
so far, untouched ionosphere–thermosphere phenom-
ena can be investigated. Further details about the
Swarm mission can be found at the ESA web site
(http://www.esa.int/esaLP/LPswarm.html).
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Chapter 23

Equatorial Ionization Anomaly: The Role of Thermospheric
Winds and the Effects of the Geomagnetic Field Secular
Variation

Inez S. Batista, Erica M. Diogo, Jonas R. Souza, Mangalathayil Ali Abdu, and Graham
J. Bailey

Abstract The vertical plasma drift is the well known
driver of the equatorial ionization anomaly (EIA). The
latitudinal distribution of ionization in the EIA is deter-
mined also by thermospheric meridional wind whose
precise role can only be evaluated through the use of
theoretical models because it depends not only upon
the local configuration of the wind, but is a complex
function of its distribution along the entire magnetic
field line. Besides, in the Brazilian region, the magnetic
field secular variations are fast enough for their effects
on the ionosphere to be observed in the time span of the
order of a solar cycle. In this work we use the Sheffield
University Plasmasphere-Ionosphere Model (SUPIM)
to investigate the role of the vertical plasma drift, ther-
mospheric meridional wind and of the magnetic field
secular variations in the changing trend of the EIA over
the Brazilian region.

23.1 Introduction

The equatorial ionization anomaly (EIA) is one of the
important features of the equatorial and low-latitude
ionosphere. It is generated by the well known fountain
effect, produced by the upward vertical ExB/B2 plasma
drift that elevates the F-region ionosphere plasma to
higher altitudes over the magnetic equator, followed by
diffusion along the geomagnetic field lines, that moves
the plasma down and away from the equator, forming

I.S. Batista (�)
National Institute for Space Research, São José dos Campos,
SP, Brazil
e-mail: inez@dae.inpe.br

ionization peaks/crests in the subtropics on both sides
of the magnetic equator and an ionization trough over
the dip equator. This configuration can be significantly
modified by the thermospheric meridional wind. The
latitudinal plasma distribution that characterizes the
EIA (a through at the magnetic equator and two crests
at approximately ±15◦ latitude) is well reproduced by
many theoretical models (Hanson and Moffett, 1966;
Anderson, 1973a, b; Balan and Bailey, 1996; Bailey
and Balan, 1996; Bittencourt et al., 2007).

In this work we use the Sheffield University
Plasmasphere-Ionosphere Model (SUPIM) (Bailey and
Selek, 1990; Bailey et al., 1997) to investigate the EIA
response to changes in zonal electric fields and ther-
mospheric winds, and also to investigate the long term
trends in the EIA over the Brazilian region in terms
of how it is connected to the rather rapid secular vari-
ation of the geomagnetic field in the Brazilian sector
as manifested in the peculiar northwestward move-
ment of the geomagnetic equator over northeast Brazil
(Rangarajan and Muniz Barreto, 2000).

The Sheffield University Plasmasphere Ionosphere
Model (Bailey et al., 1993; Bailey and Balan, 1996)
solves the coupled time-dependent equations of the
continuity, momentum, and energy balance along the
geomagnetic field lines and calculates the density,
momentum flux and temperature for electrons and
for the ions O+, He+, N2

+, O2
+, NO+ and N+ (see

also Souza et al., 2000a, b) for applications of the
model to low latitudes over Brazil). In the present
version of the SUPIM, the geomagnetic field is rep-
resented by a tilted centered dipole with the angle
of tilt and the magnetic declination angle given by
the International Geomagnetic Reference Field (IGRF)
model (Maus et al., 2005). The solar flux values used
as input to the SUPIM are derived from the Extreme
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Ultra Violet flux model for Aeronomic Calculations
(EUVAC) (Richards et al., 1994) that gives the EUV
flux at 37 wavelength groups between 50 and 1050 Å.
The flux for the X-rays and Lyman-α (1216 Å) were
taken from the model SOLAR2000 (Tobiska et al.,
2000). The neutral atmosphere parameters were taken
from the model NRLMSISE-00 (Picone et al., 2002)
that gives density and temperature for the neutral con-
stituents He, O, N2, O2, Ar, H, and N. The number
density for the neutral constituent NO was calculated
using the empirical expression given by Mitra (1968)

n(NO) = 4 × 10−1 exp

(−3700

Tn

)
n(O2)

+5 × 10−7n(O).

The neutral wind used as input in the SUPIM model
is given by the empirical model HWM93 (Horizontal
Wind Model) (Hedin et al., 1995) and the vertical drift
at the equatorial F-region is given by the empirical
model from Scherliess and Fejer (1999).

23.2 Effect of the Vertical Drift on the
EIA Development

The vertical ExB plasma drift over the geomagnetic
equator is the main driver of the EIA. The drift is
upward during the day and downward during the night.
Before its evening reversal to downward the drift
undergoes an enhancement, the pre-reversal enhance-
ment (PRE) (see for example Fejer et al., 1989, 1991)
that is responsible for the intensification of the EIA
after sunset and during pre-midnight hours. The degree
of development of the post sunset EIA is directly
related to the amplitude of the PRE. Depending upon
the amplitude of the PRE the effect on the EIA
may last for extended durations, however. In order
to quantify the effect of the PRE amplitude in the
EIA development we have used two drift models,
shown in Fig. 23.1, as inputs to the SUPIM model.
The main difference between the two drift models is
observed around sunset and at nighttime. The pre-
reversal enhancement amplitude in drift model D1 is
much higher than in model D2. Also the enhance-
ment starts much earlier and the reversal occurs later
in model D1 than in model D2. Those differences in

Fig. 23.1 Vertical drift models used as input in the simulations.
Model D1 is representative of high solar activity and Model D2
is representative of low solar activity

the PRE behavior are reflected in the EIA development
as shown in Fig. 23.2.

Figure 23.2 shows the latitude versus height dis-
tribution of the F layer plasma frequencies at 2000
LT (local time) for the September equinox of high
solar activity (left panels) and low solar activity
(right panels). All the results were obtained using the
SUPIM model run for the Brazilian region (45◦W).
Figure 23.2a, c were obtained using the drift model
D1 as input to the SUPIM and Fig. 23.2b, d were
obtained using drift model D2 (note that the plots are in
geographic latitude). At the 45◦W longitude the mag-
netic equator is now located at ∼3◦S. The results for
both high and low solar activity (HSA and LSA) peri-
ods using the drift model D1 (Fig. 23.2a, c) show a
well developed EIA with clear and pronounced den-
sity peaks to the north and south of the equator and
the trough close to the magnetic equator. The peaks
are formed at similar latitudes during HSA and LSA.
The lower intensity of the EIA crest/peak densities
during the LSA period is due to the low background
ionization density that results from lower solar radi-
ation intensity. Comparing the latitudinal distribution
of the F-layer plasma frequencies obtained from the
SUPIM using drift model D1 and D2 it can be noticed
that the reduction of the pre-reversal enhancement in
model D2 by a factor of approximately 4 times (in rela-
tion to the PRE amplitude of model D1) resulted in a
reduction by ∼25 and ∼35% in the average (of the
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Fig. 23.2 Contour maps of the F layer plasma frequency as a
function of geographic latitude and altitude. The results are for
the 45◦W meridian, September equinox, at 2000 LT. Panels (a)
and (b) are the results for high solar activity and panels (c) and

(d) are for low solar activity. Note that the drift model D1 was
used as input for results in panels (a) and (c) and that the drift
model D2 was used for results in panels (b) and (d)

northern and southern crests) peak electron density1

for HSA and LSA, respectively. Correspondingly the
position of the anomaly crest is shifted equatorwards
by around 6◦, the crest-to-trough ratio is significantly
reduced and the vertical extension of the equatorial
anomaly is reduced by approximately 200 km.

23.3 Effect of the Meridional Wind in the
EIA Development

The thermospheric neutral wind has a very important
effect in the final configuration of the EIA. The initial
latitudinal distribution is modified by the neutral-ion
collisional drag that transports the ionization along the
magnetic field lines at the same velocity as that of the

1 The relation between peak electron density and frequency in
given by

N(cm−3) = 1.24 × 104(f (MHz))2

wind component along it. This plasma movement will
result in inter-hemispheric transport of ionization. Also
the ionization moves upwards in the upwind hemi-
sphere and downwards in the downwind hemisphere
of the magnetic field line. This upward (downward)
movement will bring ionization to regions of lower
(higher) atmospheric density and recombination rates.
As a result the EIA will present asymmetric crests with
respect to the magnetic dip equator with unequal val-
ues of electron densities and heights for the F-region
peak. In order to evaluate the effect of the meridional
wind in the equatorial anomaly development we have
run the SUPIM model for September equinox condi-
tions of HSA and LSA. The vertical drift models D1
and D2 (Fig. 23.1) were used as input for the SUPIM
runs for HSA and LSA respectively. The results of the
plasma frequencies outputs from the SUPIM runs at
45◦W longitude for the input winds from HWM are
shown for different local times in Figs. 23.4 and 23.6.
It is important to stress that, in a region with high
magnetic declination as in the present case (magnetic
declination ∼20◦W), the effective meridional wind,
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which is the same as the magnetic meridional wind
along the magnetic field line, has contributions of both
the meridional and the zonal components of the wind.
The effective winds, presented in Figs. 23.3 and 23.5
were calculated using the expression

Ueff = (Uφ cos D + Uθ sin D) cos I

where Uφ is the meridional component of the wind
(positive northward), Uθ is the zonal component of the
wind (positive eastward), D is the magnetic declination
angle and I is the dip angle. According to the above
expression, it can be seen that Ueff is the projection of
the magnetic meridional wind along the magnetic field
line.

Fig. 23.3 Contour maps of effective meridional wind as a function of geographic latitude and altitude at different local times. The
results are for the 45◦W meridian, September equinox, and high solar activity. Positive winds are northward
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For the HSA period (Fig. 23.4) we can observe
that the EIA is well developed during all day hours
and that it is intensified after sunset due to the ver-
tical drift intensification (pre-reversal enhancement).
For the LSA period (Fig. 23.6) no post-sunset enhance-
ment in EIA is observed due to the much less sig-
nificant prereversal enhancement in the vertical drift.
In fact, during the LSA the anomaly intensity steadily
decreases after 1500 LT.

The 1200 LT panel on Fig. 23.4 shows an almost
symmetrical development of the EIA. At the same
local time the effective meridional wind from Fig. 23.3
is northward in the northern hemisphere and southward
(but weak) in the southern hemisphere (diverging wind
at the equator) which results in a downward move-
ment of the ionization (along the magnetic field line)
in both hemispheres. The much higher wind inten-
sity at the northern hemisphere will imply in a more

Fig. 23.4 Contour maps of F layer plasma frequency as a function of geographic latitude and altitude at different local times. The
results are for the 45◦W meridian, September equinox, and high solar activity. Drift model D1 was used as input
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effective downward movement of ionization in that
hemisphere, and a consequent asymmetry in the two
crests of the EIA. This effect will only be seen approx-
imately 3 h later (as seen in the 1500 LT plot) when
the southern crest is more intense (higher density) and
also at slightly higher altitude than the northern crest.
At 1700 LT the wind pattern is again divergent at
the equator, but now the southern hemisphere compo-
nent is a bit more intense than the component at the
northern hemisphere. Approximately 2 h later (as seen
in the 1900 LT plot) the relative behavior observed
before for the crests will reverse, with the northern
crest more intense and at higher altitudes than the
southern crest. The persistent southward wind that is
observed later is the responsible for the strengthening
of the asymmetry observed at later times (probably
due to the recombination effect under the relatively
more persistent southward wind, and hence the down-
ward plasma transport, in the southern hemisphere).
The EIA response to the wind during LSA (Figs. 23.5
and 23.6) is quite similar to that during the HSA.
The asymmetrically divergent wind (stronger at one
hemisphere) will affect the latitudinal distribution of
ionization approximately 2–3 h later.

In order to evaluate the effect of the wind on the
ionization distribution and in producing asymmetric
EIA crests it is necessary to investigate its behav-
ior along the entire field line. Figure 23.7 shows the
net wind integrated between 33◦N and 33◦S latitude
(in arbitrary units) as a function of local time. In
the same figure we show the asymmetry of the EIA
measured as the relative difference in peak electron
density and the layer peak height at the anomaly crests.
The density asymmetry is calculated as the differ-
ence between the peak electron density in the northern
hemisphere crest (NmF2NH) and the peak electron
density in the southern hemisphere crest (NmF2SH),
divided by (NmF2NH) that is, Density Asymmetry =
(NmF2NH - NmF2SH)/NmF2NH. The height asymme-
try is the difference between the peak electron density
height in the northern hemisphere crest (hmF2NH) and
that at the southern hemisphere crest (hmF2SH), that
is, Height Asymmetry = (hmF2NH - hmF2SH). As dis-
cussed before, a northward wind will push the F layer
down in the northern hemisphere and up in the south-
ern hemisphere causing negative height asymmetry.
This is clearly seen in Fig. 23.7 which shows that the
height asymmetry parameter has opposite phase to the
net integrated wind. The response of the F layer height
to the meridional wind is very prompt as can be seen

from Fig. 23.7, in which the zeros at the two param-
eters are very close in time. On the other hand, the
density changes in response to the meridional wind
are seen after 2–3 h, as already pointed out in the
previous discussion. From Fig. 23.7 we can see that
the afternoon reversal of the net integrated wind from
positive (northward) to negative (southward) occurs at
1600 LT, but reversal on the peak density asymmetry is
observed only 2 h later (1800 LT). The maximum neg-
ative (southward) integrated wind occurs at 2100 LT
while the maximum density asymmetry occurs around
midnight. Although most of the time a net transequa-
torial wind (net positive or negative integrated wind)
is present, its effect on the electron density latitudi-
nal distribution is not straightforward as the height
response. The density asymmetry response presents a
time delay which could be caused by the plasma diffu-
sion along the field line that plays an important role in
establishing a new peak density (foF2) in response to
a change in the wind. On the other hand the plasma
transport by meridional/trans-equatorial wind occurs
through (height dependent) collisional effect and there-
fore the F layer height responds promptly to a change
in the wind intensity. Thus the asymmetry in foF2
responds to a change in the meridional/trans-equatorial
wind with a time delay of the order of 2–3 h as seen
in Fig. 23.7 which is comparable with the observa-
tional results over Fortaleza for F layer peak density
response to changes in zonal electric field as reported
earlier by Abdu et al. (1990). On the other hand the
hmF2 presents a prompt/fast response to a change in
the meridional/trans-equatorial wind clearly seen in
the results of Fig. 23.7. Despite of all the aspects dis-
cussed above, the height asymmetry appears to have
a significant effect in the development of the den-
sity asymmetry (with some time delay that depends
on the recombination time constant), at least under the
equinox wind configuration used in the present simula-
tion, in which a net positive (negative) integrated wind
does not necessarily means that a transequatorial wind
is present at the magnetic equator.

23.4 Secular Variation of the
Geomagnetic Field and Its Effect
on the EIA

Over the Brazilian region magnetic field secular vari-
ations are fast enough so that their ionospheric sig-
natures can be observed in the time interval of one
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Fig. 23.5 Contour maps of effective meridional wind as a function of geographic latitude and altitude. The results are for the 45◦W
meridian, September equinox, and low solar activity. Positive winds are northward

or more solar cycles (Abdu et al., 1996). According
to the International Geomagnetic Reference Field
(IGRF) Model (Maus et al., 2005) (the online version
can be found at http://ngdc.noaa.gov/geomagmodels/
struts/calcGridIGRF) the magnetic inclination over
northeast Brazil varies at a rate of 20’ per year, corre-
sponding to an apparent northwestward movement of
the magnetic equator. This peculiarity of the magnetic
equator over Brazil allowed studying long term trends
of the sporadic E (Es) layer behavior (Abdu et al.,

1996) and of the F3 layer occurrence (Batista et al.,
2002) over the Brazilian station Fortaleza (2.8 to 38).
In this work we have used the SUPIM model in order
to investigate to what extent this movement of the geo-
magnetic equator affects the EIA position over the
Brazilian region.

Figures. 23.8 and 23.9 show the distribution of F
region plasma frequency as a function of geographic
latitude and altitude at 1800 LT for the September
equinox of high and low solar activity, respectively,
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Fig. 23.6 Contour maps of F layer plasma frequency as a function of geographic latitude and altitude. The results are for the 45◦W
meridian, September equinox, and low solar activity. Drift model D2 was used as input

at 45◦W longitude. Results in Fig. 23.8 (HSA) were
obtained using the drift model D1 as input for the
SUPIM and those in Fig. 23.9 (LSA) were obtained
using drift model D2.

Results in Fig. 23.8a–c were obtained running the
SUPIM with IGRF inputs for the high solar activ-
ity years 1978, 1989 and 2002, respectively. In order
to ensure that the changes observed from 1 year to
the other were due to the secular variation in the

geomagnetic field alone, all the other input parameters
(such as vertical drift, solar flux, neutral wind, mag-
netic activity, etc.) were kept unchanged from one run
to the other. Figure 23.9a–c are similar to Fig. 23.8a–c
but for the low solar activity years of 1986, 1996 and
2006, respectively.

As we can see from Fig. 23.8, at the 45◦W longi-
tude the crests of the EIA are moving northward (for
reference vertical lines are drawn at the latitudes
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Fig. 23.7 Net wind integrated along the magnetic meridian
(upper panel). EIA crests density asymmetry calculated as
(NmF2NH – NmF2SH)/NmF2NH (middle) and height asymmetry
calculated as (hmF2NH – hmF2SH) (lower panel)

22.5◦S and 8◦N). In the southern hemisphere the posi-
tion of the EIA crest has moved from approximately
25◦S to ∼21◦S between 1978 and 2002 (Fig. 23.8a,
c). Similar variation is also observed in the position
of the northern hemisphere crest, which moved from
∼5.5◦N to ∼10◦N. Figure 23.9 shows the same steady
movement of the EIA crest at both hemispheres as
observed in Fig. 23.8, but for low solar activity. From
the results presented in Figs. 23.8 and 23.9 it was pos-
sible to calculate the rate of change of the geographic
latitude of the EIA crest at the 45◦W longitude merid-
ian. These results are shown in Fig. 23.10 as a linear
fit to the data points corresponding to the EIA crest
position at the southern hemisphere, for high and low
solar activity. The geographic latitude of the EIA crest
varies at a rate of 10’/year and 9.5’/year for the high
and low solar activity periods, respectively. These rates
are very close to the rate of change of the dip equa-
tor at the same meridian that is equal to 11.6’/year,
according to IGRF results. The linear fit to the data
points corresponding to the dip equator position (geo-
graphic latitude) at the 45◦W longitude meridian, for
years 1978, 1984, 1990, 1996, 2002 and 2006, is also
plotted in Fig. 23.10.

23.5 Summary

The effect of the vertical plasma drift and thermo-
spheric wind over the equatorial ionization anomaly

was investigated using the Sheffield University
Plasmasphere-Ionosphere Model. Furthermore, the
effect of the magnetic field secular variations on the
EIA location over the Brazilian region was also inves-
tigated using the SUPIM.

The simulation results show that reducing the PRE
amplitude by a factor of 4 implies in a decrease by ∼25
and ∼35% in the F layer peak density at the EIA crest
during high and low solar activity, respectively. The
position of the anomaly crest is shifted equatorwards
by around 6◦, the crest-to-trough ratio is significantly
reduced and the vertical extension of the equatorial
anomaly is reduced by approximately 200 km.

Thermospheric meridional wind can introduce
asymmetries in height and density of the EIA crests.
The response of the F layer height to the meridional
wind is very fast. A net wind along the magnetic field
line produces an asymmetry in the EIA crest height.
If the net wind is northward (southward), the south-
ern hemisphere crest will be observed at higher (lower)
altitude than the crest at the opposite hemisphere. On
the other hand, the density changes in response to the
meridional wind are not straightforward. They result
of a more complicated process that involves diffusion
and recombination. They seem to occur with a time
delay of 2–3 h (which is similar to the response delay
to electric field changes shown from ionosonde mea-
surements by Abdu et al., 1990). When the F layer
peak heights at EIA crests are at different heights in the
opposite hemispheres, the height dependent collision
factors (together with the diffusion and recombina-
tion processes) could cause density asymmetries at the
crests. This could be the main cause of the delayed
response of the density asymmetry at the EIA crests.
At least under the equinox wind configuration used in
the present simulation, in which a net positive (nega-
tive) integrated wind does not necessarily means that
a transequatorial wind is present at the magnetic equa-
tor, the height asymmetry appears to have a significant
effect in the development of the density asymmetry.

There are some regions of the globe where geo-
magnetic field secular variations are fast enough so
that their ionospheric signatures can be observed in the
time interval of a solar cycle. This is the case with the
northeast region over Brazil where the rate of secular
variation is the largest over the low latitude regions of
the globe. Over the 45◦W meridian (Brazilian region)
the EIA crest position undergoes a steady northward
excursion, closely following the magnetic equator
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Fig. 23.8 Contour maps of the F layer plasma frequency as a
function of geographic latitude and altitude. The results are for
the 45◦W meridian, September equinox, high solar activity, at

1800 LT. Panels (a), (b) and (c) were obtained using IGRF for the
years 1978, 1989 and 2002, respectively. For reference vertical
lines are drawn at 22.5◦S and 8◦N
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Fig. 23.9 Contour maps of the F layer plasma frequency as a
function of geographic latitude and altitude. The results are for
the 45◦W meridian, September equinox, low solar activity, at

1800 LT. Panels (a), (b) and (c) were obtained using IGRF for the
years 1976, 1986 and 2006, respectively. For reference vertical
lines were drawn at 22.5◦S and 8◦N



328 I.S. Batista et al.

Fig. 23.10 Time variation of the geographic latitude of the EIA
crest at the southern hemisphere, over the 45◦W meridian high
solar activity (triangles) and low solar activity (circles). The
time variation of the geomagnetic equator position at the same
longitude is also shown (stars)

displacement. This should be taken into account when
long term trend studies are undertaken using data from
this region.
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Chapter 24

Characteristics of Temperature and Density Structures
in the Equatorial Thermosphere Simulated by a Whole
Atmosphere GCM

Hitoshi Fujiwara, Yasunobu Miyoshi, Hidekatsu Jin, Hiroyuki Shinagawa,
and Kaori Terada

Abstract Numerical simulations of the thermo-
spheric temperature and mass density variations have
been performed with a whole atmosphere general
circulation model (GCM) which includes all the
atmospheric regions: troposphere, stratosphere, meso-
sphere, and thermosphere. The GCM simulations rep-
resent hour-to-hour variations of the thermosphere due
to effects from the lower atmosphere. The GCM also
reproduces some characteristics of the thermospheric
temperature and density structures: e.g., the midnight
temperature maximum (MTM) and midnight density
maximum (MDM) in the equatorial upper thermo-
sphere. The MTMs and MDMs simulated here have
the maximum amplitudes of 73 K and 19%, respec-
tively, which are consistent with previous observations.
The MTMs and MDMs simulated by the GCM also
vary from hour to hour. The amplitude and location of
the MTM depend on UT or longitude. In the dayside
of the low-latitude region, the double-hump structure
of the mass density is also seen in the GCM results.
The lower atmospheric effects on the thermosphere
would be important for generation of the mass density
structure.

24.1 Introduction

In the equatorial thermosphere and ionosphere, there
are peculiar phenomena which result from coupling
between the lower and upper atmospheres through
propagating atmospheric waves and the low inclination

H. Fujiwara (�)
Department of Geophysics, Tohoku University, Sendai, Japan
e-mail: fujiwara@pat.gp.tohoku.ac.jp

of the geomagnetic field. The midnight temperature
maximum (MTM) and the midnight density maxi-
mum (MDM) are such phenomena in the equatorial
thermosphere. The MTM and a related enhancement
of 630 nm airglow emission (e.g., midnight bright-
ness wave: MBW) have been investigated since the
early 1970s or 1960s using photometers, Fabry-Perot
interferometers (FPIs), all-sky camera systems, radars,
and satellites as mentioned by Herrero et al. (1993),
Colerico and Mendillo (2002), Faivre et al. (2006), and
Meriwether et al. (2008).

The MTM is an enhancement in neutral temperature
near local midnight at low latitudes in the upper ther-
mosphere. The previous observations reported that the
amplitude of the MTM was between 40–200 K in the
American sector (e.g., Colerico and Mendillo, 2002,
Faivre et al., 2006) and 80–570 K in the Indian sector
(Rao and Sastri, 1994). The AE-E satellite observa-
tions showed that the MTM amplitude was larger in
summer than in winter and that the MTM occurred
earlier in summer than in winter (Herrero et al., 1983,
1993). These suggest longitudinal and seasonal varia-
tions of the MTM. The solar cycle dependence of the
MTM amplitude seems to be weak (Faivre et al., 2006),
while the MDM observations suggested solar activity
effects on the relative phases of the MDM in solstice
and equinox (Arduini et al., 1997).

The generation of the MTM is considered to be a
result from tidal mode coupling. Mayr et al. (1979)
and Hererro et al. (1983) ascribed the principal impor-
tance for generating the MTM to ion-neutral cou-
pling and the solar EUV-driven neutral wind which
produce semidiurnal variations of the thermospheric
parameters. Fesen et al. (1986) showed importance
of the propagating semidiurnal tide from the lower
atmosphere in the generation of the MTM using
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the Thermosphere Ionosphere General Circulation
Model (TIGCM) developed at the National Center for
Atmospheric Research (NCAR). In addition, Fesen
(1996) concluded that the upward propagating tidal
waves were more important than the ion-neutral cou-
pling for generating the MTM. Although the NCAR
models, which included effects from the upward prop-
agating semidiurnal tides, successfully reproduced the
MTM in simulation results, the amplitudes of the
MTM simulated by the models (∼20 K) were much
smaller than observed ones. This should indicate
importance of additional tidal modes for reproducing
the observed MTM as suggested by Mayr et al. (1979)
and Hererro et al. (1983); namely, the terdiurnal com-
ponent may be important. From the Fourier analysis
of the neutral density data of the Sun Marco 3 and
5 satellites, Arduini et al. (1997) found that the third
and fourth order harmonics were required to reproduce
the MDM observed. Colerico et al. (2006) and Faivre
et al. (2006) also pointed out the importance of terdiur-
nal mode to explain the observed MTM amplitude and
night-to-night variability.

General circulation models (GCMs), which include
all the atmospheric regions, have been developed (e.g.,
Miyoshi and Fujiwara, 2003, 2006, 2008; Akmaev
et al., 2009). The atmospheric tides with various modes
are generated within the models. Recently, Akmaev
et al. (2009) and Fujiwara and Miyoshi (2010) suc-
cessfully simulated the MTM with amplitudes of
50–150 K. Akmaev et al. (2009) showed UT and
longitudinal dependence of the MTM and contribu-
tions of tidal components with wave numbers 2–5 to
generation of the MTM, particularly terdiurnal and
semidiurnal ones. They also reproduced some MTM
features; the tropical MTM peaks earlier and attains
larger magnitudes in summer than in winter. Akmaev
et al. (2009) and Fujiwara and Miyoshi (2010) showed
night-to-night variations of the MTM at low- to mid-
latitudes. In addition, Fujiwara and Miyoshi (2010)
discussed relation between the MTM and the neutral
wind convergence and abatement of the meridional
wind.

In the present study, we investigate temperature
and mass density structures in the equatorial thermo-
sphere, e.g., the MTM and MDM, by using a whole
atmosphere GCM which covers all the atmospheric
regions. In addition, we briefly describe an update and
information regarding our GCM to suggest some chal-
lenges with a way forward for the future.

24.2 A Whole Atmosphere GCM

A whole atmosphere GCM has been developed as an
extension of the middle atmosphere GCM developed
at Kyushu University (Miyahara et al., 1993; Miyoshi,
1999). The GCM was originally developed as a tro-
pospheric GCM at the Japan Meteorological Agency
(Kanamitsu et al., 1983), and developed as a commu-
nity climate model at the University of Tokyo. The
GCM was extended to include the processes of the
middle atmosphere, and then the thermosphere.

The whole atmosphere GCM solves the full non-
linear primitive equations for momentum, thermody-
namics, continuity, and hydrostatics. The continuity
equation of mass mixing ratio for the major species
(N2, O2, and O) is also solved taking into account
the photo-dissociation of O2, oxygen chemistry, and
molecular diffusion. This GCM is a global spectral
model with spatial resolution versions of T21, T42,
and T85 (Miyoshi and Fujiwara, 2008). In this study,
we use the GCM with triangular truncation of T21
which is equivalent to a spatial resolution of 5.6◦
for latitude and longitude. The GCM covers 75 ver-
tical pressure levels (vertical resolution of 0.4 scale
height above the tropopause) and contains all the atmo-
spheric regions from the ground to exobase. The time
step for integrating the equations is 100 s. The cor-
rected centred dipole is assumed to describe the Earth’s
magnetic field. The magnetospheric convection elec-
tric field modeled by Volland (1975) and empirical
ionosphere based on Chiu (1975), Fuller-Rowell and
Evans (1987) are used in the model. The effects of
auroral particle precipitation on heating the neutral
gases are evaluated by using an analytical prescription
into the auroral oval developed by Roble and Ridley
(1987). The magnetospheric convection electric field
and empirical ionosphere are used for calculating Joule
heating and ion-drag force. The details of the GCM
are described in Miyoshi and Fujiwara (2003, 2006,
2008), Fujiwara and Miyoshi (2006), and references
therein.

24.3 Results

In this section, we show some results from simu-
lations with the whole atmosphere GCM. We focus
our attention on temperature and density variations in
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solstice (December) and equinox (March), and their
UT/longitudinal dependences. The solar minimum and
geomagnetically quiet condition is assumed in this
study; we perform numerical simulations in cases of
March 1–31 and December 1–31, assuming that the
cross polar cap potential is 30 kV and the F10.7 index
is 70 × 10–22 W/m2/Hz.

First, we show examples of GCM calculations.
Figure 24.1 represents global distributions of tempera-
ture and horizontal wind at 01:00 UT on December 15
on constant pressure surfaces of about (a) 12, (b) 50,
(c) 89, (d) 134, (e) 180, and (f) 306 km altitudes. The
characteristic features of wind patterns and tempera-
ture structures are seen at each pressure (or altitude)

Fig. 24.1 Global distributions of temperature and horizontal wind at 01:00 UT on December 15 on constant pressure surfaces of
about (a) 12, (b) 50, (c) 89, (d) 134, (e) 180, and (f) 306 km altitudes
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level. Since we focus our attention on the atmospheric
structures/variations in the upper thermosphere, we
show GCM results in the altitude region above about
300 km in what follows.

Figure 24.2 shows global distributions of temper-
ature and horizontal wind at 01:00 UT in December:
(a) monthly average and (b) snapshot on December 15
on a constant pressure surface of about 300 km alti-
tude. Figure 24.2b is the same as Fig. 24.1f except for
the color scale. As mentioned by Fujiwara and Miyoshi
(2010), who showed a 5-day average of GCM results,
the monthly averaged temperature and wind show
smoothed structure, while the snapshot of tempera-
ture and wind distributions have localized structures.
In addition, the minimum and maximum temperatures
are lower (by 26 K) and higher (by 52 K), respec-
tively, in the snapshot case than in the monthly-average
case. Since the amplitude of the diurnal temperature

Fig. 24.2 Global distributions of temperature and horizontal
wind at 01:00 UT in December: (a) monthly average and (b)
snapshot on December 15 on a constant pressure surface of about
300 km altitude

variation is larger in the snapshot case than in the
monthly-average case, the larger amplitude of the
MTM appears in the snapshot case. As Fujiwara and
Miyoshi (2010) showed the MTM amplitudes of 50–
150 K, which are in agreement with previous observa-
tions, the MTM amplitude seen in Fig. 24.2b is 73 K.

Figure 24.3 is the same as Fig. 24.2 except for
March. The minimum and maximum temperatures are
lower (by 7 K) and higher (by 16 K), respectively, in
the snapshot case than in the monthly-average case.
Localized structures are seen in the equatorial region in
the snapshot case although the amplitudes of the local-
ized structures are small. The temperature structures
in the equatorial region are simpler in March than in
December. The MTM amplitude in March (Fig. 24.3b)
is smaller that that in December (Fig. 24.2b); namely,
the MTM amplitude in the equatorial region for the
March case is 45 K.

Fig. 24.3 Same as Fig. 24.2 except for March
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Global distributions of temperature and horizontal
wind in the northern winter solstice at (a) 06:00 UT on
December 22, (b) 12:00 UT on December 22, (c) 18:00
UT on December 22, and (d) 00:00 UT on December
23 are shown in Fig. 24.4. The wind and temperature in
Fig. 24.4 are calculated on a constant pressure surface
of about 309 km altitude. Temperature enhancements
in the night side of the low-latitude region are seen
in each panel. In particular, the MTM is clearly seen
at 12:00 UT (Fig. 24.4b) in this case. Although the
maximum wind velocities are not so different among
the four cases, the temperature ranges are various; e.g.,
506–1004 K at 12:00 (Fig. 24.4b) and 576–972 K at
00:00 UT (Fig. 24.4d).

Figure 24.5 shows global distribution of the neu-
tral mass density at 01:00 UT in December: (a)
monthly average and (b) snapshot on December 15 at
400 km altitude. Although the atmospheric parameters
are calculated on constant pressure surfaces because

of assumption of the hydrostatics, we can infer the
parameters at a specific height from the output data
with the spline interpolation. As seen in Figs. 24.2
and 24.3, localized structures are seen in the snapshot
case (Fig. 24.5b) while the structures are smoothed out
in the monthly average case (Fig 24.5a). The largest
neutral mass density is seen in the dayside of the
low-latitude region. In Fig. 24.5b, the double-hump
structure of the neutral mass density appear at around
–30◦ (southern hemisphere) and the equator (northern
hemisphere). In addition, enhancement of the neutral
mass density is seen in the night side of the equatorial
region (Fig. 24.5b).

Figure 24.6 is the same as Fig. 24.5 except for
March. The density enhancement in the night side of
the low-latitude region is not clearly seen in March
compared to December. The density distribution shows
more symmetric structure about the equator com-
paring to temperature. The double-hump structure

Fig. 24.4 Global distributions of temperature and horizontal wind in the northern winter solstice at (a) 06:00 UT on December 22,
(b) 12:00 UT on December 22, (c) 18:00 UT on December 22, and (d) 00:00 UT on December 23
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Fig. 24.5 Global distribution of the neutral mass density at
01:00 UT in December: (a) monthly average and (b) snapshot on
December 15 at 400 km altitude. Note that the neutral mass den-
sities at specific heights are obtained from the simulation output
data with the spline interpolation

is not clearly seen in March, although the double-
hump structure (or density structure which would be
related to the double- hump one) is slightly seen in
Fig. 24.6b. The global structures of the neutral mass
density are almost the same as those of temperature
(see Figs. 24.2, 24.5, 24.3, and 24.6). The MDM
amplitudes are 13 and 19% in the March (Fig. 24.6b)
and December (Fig. 24.5b) cases, respectively; the
night-time minimum densities are 1.04 × 10–12 and
1.15 × 10−12 kg/m3 in March and December, respec-
tively, and the night-time maximum densities are
1.17 × 10−12 and 1.37 ×10−12 kg/m3 in March and
December, respectively at 2.8o latitude.

24.4 Discussion

The MTM and MDM, which are ones of the character-
istic features of temperature and neutral mass density

Fig. 24.6 Same as Fig. 24.5 except for March

in the low-latitude upper thermosphere, are reproduced
from simulations with a whole atmosphere GCM for a
low solar and geomagnetically quiet condition. Since
the MTM shows significant variation from hour to
hour, the amplitude of the MTM is larger in a snapshot
case than in the monthly average case. In addition, UT
or longitudinal dependence of the MTM appearance is
shown in Fig. 24.4. In December, the MTM seems to
appear clearly during the periods of 14:00–16:00 UT
in the GCM results (not shown here). As shown in
Fig. 24.4, the range of temperature variation (or day-
night temperature difference) changes significantly in
the four cases (00:00, 06:00, 12:00, and 18:00 UT).
Change in the day-night temperature difference and/or
change in baseline of the midnight temperature, which
would be caused by effects from the lower atmosphere,
would contribute to causing the large amplitudes of the
MTM as well as heating due to convergence of winds
and advection.

We obtain global distributions of the neutral mass
density at specific heights from simulation outputs
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with the spline interpolation. The values of the neu-
tral mass density obtained are in the range of previous
observations, e.g., the neutral mass density derived
from the CHAMP observations (Liu et al., 2005).

Enhancement of the neutral mass density is cal-
culated at around the midnight in the low-latitude
region in December (Fig. 24.5b). Arduini et al. (1997)
reported that amplitudes of the midnight density maxi-
mum (MDM), which was obtained from the Sun Marco
3 and 5 satellite observations, were about 10% in sol-
stice and about 20% in equinox at 380 km altitude. The
amplitudes of the MDM in December (Fig. 24.5b) and
March (Fig. 24.6b) are about 19 and 13%, respectively,
at –2.8◦ latitude at 400 km altitude. The values of the
MDM amplitude seem to be almost consistent with
those by Arduini et al. (1997); however, GCM results
show the larger MDM amplitude in December than in
March although results by Arduini et al. (1997) indi-
cated the larger MDM amplitude in equinox than in
solstice. The features of the MDM including this dis-
crepancy should be investigated in more detail in the
future.

Anomalies of the neutral species in the equato-
rial thermosphere were first shown by Philbrick and
McIsaac (1972) and Hedin and Mayr (1973). Liu et al.
(2005) discovered the equatorial neutral mass den-
sity anomaly (or double-hump structure of the neural
mass density) from the CHAMP satellite observations.
The present GCM results also show the double-hump
structure clearly in the December case although the
structure is not clear in the March case (Figs. 24.5b and
24.6b), while Liu et al. (2007) showed that the double-
hump structure is most prominent around equinox
during moderate solar activity periods. Investigation
of this discrepancy between the present GCM simu-
lations and the CHAMP observations should be one
of the most important challenges for understanding
the fundamental structure of the equatorial thermo-
sphere. Liu et al. (2007) pointed out that the large-scale
meridional wind circulation may influence the equato-
rial mass density anomaly (or double-hump structure)
superposed on the ion drag and chemical heating
effects. In addition to effects of the wind circula-
tion, ion drag, and chemical heating, the present GCM
results show importance of effects from the lower
atmosphere to produce the double-hump structure.
In order to understand generation mechanism of the
double-hump structure, we should perform more GCM
simulations under the conditions of strong ion drag and

meridional wind. In addition, we also need a compre-
hensive modeling study which can describe contribu-
tions of the above effects, e.g., meridional wind, ion
drag, lower atmospheric effects, simultaneously. We
are now developing a coupled model of the whole
atmosphere, ionosphere, and ionospheric electrody-
namics. As the first step of the work, we investigated
low-latitude ionospheric variations (e.g., wavenumber-
4 structure) caused by the atmospheric tidal forcings
by using an ionospheric dynamo model with use of
the GCM output data (Jin et al., 2008). The contribu-
tions of the meridional wind, ion-drag force, and the
lower atmospheric effects to formation of the double-
hump structure will be investigated with the coupled
model.

24.5 Conclusions

We have performed numerical simulations with a
whole atmosphere general circulation model (GCM)
which includes all the atmospheric regions for low
solar and geomagnetically quiet condition. The GCM
reproduces characteristic features of wind patterns and
temperature structures from the troposphere to thermo-
sphere.

The midnight temperature maximum (MTM) is
seen in the GCM results. Since the amplitude of the
diurnal temperature variation is larger in the snap-
shot case than in the monthly-average case, the larger
amplitude of the MTM appears in the snapshot case.
The amplitude of the MTM depends on UT or longi-
tude; the maximum amplitude of the MTM is calcu-
lated during 14:00–16:00 UT in the December solstice
case. GCM simulations show that the day-night tem-
perature difference would vary from hour to hour. This
suggests that the baseline of the midnight temperature
would vary from hour to hour and that change in the
day-night temperature difference would contribute to
causing large amplitude MTMs as well as heating due
to convergence of winds and heat advection.

Global distributions of the neutral mass density
at specific heights are obtained from simulation out-
puts with the spline interpolation. The amplitudes of
the midnight density maximum (MDM) (13–19%) are
consistent with those shown by previous observations;
however, GCM results show the larger MDM ampli-
tude in December than in March although results
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by Arduini et al. (1997) indicated the larger MDM
amplitude in equinox than in solstice.

In the dayside of the low-latitude region, the double-
hump structure of the mass density is also seen in
the GCM results; the double-hump structure is clearly
seen in December although the structure is not clear
in March. This GCM result is different from the
CHAMP observations; the double-hump structure is
most prominent around equinox during moderate solar
activity periods (Liu et al., 2007). We will investigate
this discrepancy between the present GCM simula-
tions and the CHAMP observations, which should be
one of the most important challenges for understand-
ing the fundamental structure of the thermospheric
density. The present GCM simulations show that the
large-scale structure of the mass density is similar to
that of temperature. The variation from hour to hour
of the double-hump structure (amplitude and location)
would be also caused by the significant variation of
the temperature which strongly depends on the lower
atmospheric effects.
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Chapter 25

Longitudinal Variations of the Thermospheric Zonal Wind
Induced by Nonmigrating Tides as Observed by CHAMP

Kathrin Häusler and Hermann Lühr

Abstract In July 2000 the very successful German
mini-satellite mission CHAMP, an acronym for
Challenging Minisatellite Payload, was launched. One
of the scientific instruments on board is an accelerome-
ter that allows us to derive the zonal wind at CHAMP’s
altitude (∼ 400 km). Previous to its launch, continu-
ous and globally distributed measurements of the upper
thermospheric wind have been rather sparse. With the
launch of the CHAMP satellite we are now able to
investigate the upper thermospheric zonal wind, and
in particular its longitudinal variability, in a clima-
tological sense. This capability has led to exciting
and unanticipated findings such as the coupling from
the troposphere to the thermosphere via nonmigrating
tides. In this chapter we talk about the longitudinal
variations of the CHAMP zonal wind at equatorial
latitudes. Further, we present the nonmigrating tidal
spectra embedded in the CHAMP zonal wind with spe-
cial emphasis on the eastward propagating diurnal tide
with zonal wavenumber 3 (DE3).

25.1 Introduction

Recently, satellite-borne observations of the geospace
environment revealed exciting results not anticipated
before. A prominent four-peaked longitudinal structure
was identified in various upper atmospheric parame-
ters such as the electron density (e.g., Lin et al., 2007;

K. Häusler (�)
GFZ German Research Centre for Geosciences, Telegrafenberg,
Potsdam, Germany
e-mail: kathrin@gfz-potsdam.de

Lühr et al., 2007), electric field (e.g., Hartman and
Heelis, 2007; Kil et al., 2007), equatorial electrojet
(e.g., England et al., 2006; Lühr et al., 2008) as well as
in ionospheric emissions (Sagawa et al., 2005; Immel
et al., 2006) or in neutral mesosphere lower thermo-
sphere (MLT) temperature (Forbes et al., 2006) and
nitric oxide (Oberheide and Forbes, 2008b). Immel
et al. (2006) were the first to relate nonmigrating tides
of tropospheric origin to the longitudinal observations
aloft.

Within this chapter we report on longitudinal vari-
ations of the upper thermospheric neutral zonal wind
and trace back the likewise observed wave-4 structure
in the zonal wind to the influence of nonmigrating tides
and in particular to the eastward propagating diurnal
tide with zonal wavenumber 3 (DE3).

Our research is based on measurements per-
formed on board the German mini-satellite CHAMP
(Challenging Minisatellite Payload). In July 2000, the
satellite was launched into a quasi circular, near-polar
orbit with an inclination of 87.3◦ and an altitude of
about 450 km. CHAMP precesses through 1 h of local
time (LT) every 11 days, thus taking its daily measure-
ments at a quasi constant local time which is crucial
for our analysis (cf. Section 25.5). Combining the
ascending (northward bound) and descending (south-
ward bound) orbital arcs, a 24 h local time coverage
is obtained after 131 days. For detailed information on
the CHAMP mission the reader is referred to Reigber
et al. (2003, 2005). An illustration of the satellite can
be found in Chapter 22 by Lühr et al. within this
volume (their Fig. 22.1).

The findings of this chapter will bring forth the
influence of atmospheric tides on upper atmospheric
dynamics. Atmospheric tides are persistent global-
scale oscillations in temperature, wind, and density
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with periods that are harmonics of a solar day. One dis-
tinguishes between migrating and nonmigrating tides
(e.g., Chapman and Lindzen, 1970; Forbes, 1995).
Migrating tides have a zonal wavenumber, s, equal
to their frequency in cycles per day. They propagate
westward with a phase speed matching the apparent
motion of the sun and are thus sun-synchronous and
longitude independent. The absorption of solar energy
by tropospheric water vapor as well as stratospheric
ozone are the primary sources of migrating tides in
the lower and middle atmosphere (Oberheide et al.,
2002). Unlike migrating tides, nonmigrating tides are
non-sun-synchronous. The zonal wavenumber, s, does
not equal their frequency in cycles per day and they can
either propagate eastward (s < 0), westward (s > 0)
or remain standing (s = 0). Nonmigrating tides are
excited for instance by zonal asymmetries, i.e. topog-
raphy, land-sea differences, longitude dependences in
absorbing species (Forbes et al., 2003), or by non-
linear interactions between the migrating diurnal tide
and planetary waves (Hagan and Roble, 2001) or grav-
ity waves (McLandress and Ward, 1994). Latent heat
release in the tropical troposphere is another important
source for nonmigrating tides and denotative for the
observed wave-4 structure.

Atmospheric tides can be expressed, in general, in
the form

An,s cos(n�t + sλ− φn,s), (25.1)

where An,s is the amplitude, n denotes the harmonics
of a solar day, � the angular rotation rate of Earth,
t is the universal time, s is the above mentioned zonal
wavenumber, λ the longitude, and φn,s is the phase
(Forbes et al., 2006).

Oscillations with periods of 24 and 12 h are referred
to as diurnal (D) and semidiurnal (S) tides and cor-
respond to n = 1, 2, respectively. Throughout this
Chapter we will use the notation DWs and DEs to
describe westward (W) or eastward (E) propagating
diurnal tides with zonal wavenumber s. For semidi-
urnal tides D will be replaced by S and the standing
oscillations are termed D0 and S0. Stationary plan-
etary waves with zonal wavenumber m are denoted
as SPWm. The phase is defined as the universal time
(UT) when the wave maximum passes the Greenwich
meridian.

The CHAMP satellite, as already mentioned before,
performs its measurements in a quasi constant local
time frame. Hence, Expression (25.1) has to be

converted from universal time to a local time frame.
This is realized by inserting t = tLT − λ/� into
Expression (25.1) changing it to

An,s cos(n�tLT + (s − n)λ− φn,s). (25.2)

Examining Expression (25.2), we find that a wave-4
structure in satellite data cannot be related unambigu-
ously to a certain tidal component. Any values of
s and n leading to |s − n| = 4 are able to generate
it. In other words, the observed wave-4 pattern can
be triggered by a diurnal tide (n = 1) with s = −3
or s = +5, a semidiurnal tide (n = 2) with s = −2 or
s = +6, or by a stationary planetary wave (n = 0) with
s = 4. Table 25.1 summarizes the individual contribu-
tions to the observed wave structures in satellite data
for wavenumbers m = 1, 2, 3, 4. The individual contri-
butions to the observed wave-4 pattern can, however,
be discriminated by their local time evolution. Within
24 h LT, a wave-4 structure caused by DW5 propagates
90◦ to the west while DE3 propagates 90◦ to the east;
SW6 displays a phase shift of 180◦ to the west while
SE2 moves 180◦ to the east; SPW4 shows no phase
shift at all. In order to quantify the oscillations causing
the wave-4 structure, we have to isolate the individual
contributions. This can be done by performing a two-
dimensional (2-D) Fourier transform on the data which
is described in more detail in Section 25.5.

This chapter is organized as follows. Section 25.2
overviews the zonal wind determination from
accelerometer measurements. Section 25.3 presents
the observed longitudinal variations. Section 25.4
reports on the prominent wave-4. Section 25.5 depicts
the tidal spectra and compares the CHAMP results to
TIME-GCM (thermosphere ionosphere mesosphere
electrodynamics general circulation model) simula-
tions and HME (Hough Mode Extension) analysis.
Section 25.6 contains the conclusions.

Table 25.1 The listed diurnal (D) and semidiurnal (S) oscil-
lations propagating either eastward (E) or westward (W) with
a given zonal wavenumber, s, or standing (0) as well as sta-
tionary planetary waves (SPWm) can account for the observed
wave-m structures in satellite data taken at quasi-constant local
time. Adapted from Häusler and Lühr (2009)

Observed Contributing oscillations

Wave-1 → DW2, D0, SW3, SW1, SPW1
Wave-2 → DW3, DE1, SW4, S0, SPW2
Wave-3 → DW4, DE2, SW5, SE1, SPW3
Wave-4 → DW5, DE3, SW6, SE2, SPW4
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25.2 Deriving the Zonal Wind

We use CHAMP accelerometer measurements to cal-
culate the upper thermospheric zonal wind. The raw
accelerometer data have to be carefully preprocessed
before using them for the zonal wind determination.
The preprocessing steps include removing other non-
gravitational forces (i.e., the solar radiation pressure),
corrections using bias and scale factors, and rotation
of the accelerometer measurements into a suitable
coordinate system. It was not possible to calibrate
the CHAMP accelerometer to sufficient precision on
ground. Thus, bias and scale factors were determined
in orbit (Visser and IJssel, 2003). The used coordi-
nate system, also referred to as a Velocity-Nadir (VN)
coordinate system, has its origin at the satellite’s cen-
ter of mass. The x-axis is aligned with the satellites
velocity vector along the nominal orbit, the z-axis
points downward and y is perpendicular to the orbital
plane, completing the right-hand triad. Liu et al. (2006)
describe how to derive the zonal wind velocity, uzonal

(positive towards east), from CHAMP accelerometer
measurements. Thereby, the governing equation is

uzonal = −ay

ax
· vx − vc (25.3)

in which ax and ay are the preprocessed horizon-
tal acceleration components. We neglect the merid-
ional wind component and approximate the along-
track velocity component, vx, with the satellite’s orbital
velocity (7.6 km/s). The approximation is justified con-
sidering the large orbital velocity of the satellite. The
velocity component, vc, is the corotation depending on
height and latitude (vc = �(RE + h)cosθ , where � is
the angular rotation rate of Earth, RE the radius of the
Earth, h the height of CHAMP, and θ the geographic
latitude). After calculating the zonal wind using
Eq. (25.3), the wind readings for each orbit are aver-
aged within two latitude bands of ± 10 deg centered
around the magnetic or geographic equator, respec-
tively. Due to the fact that the equators are crossed
twice with each orbit, we obtain two averaged local
wind readings, un, per orbit which are separated in
local time by 12 h. For our research we use zonal wind
residuals that are free of zonal mean. These residuals,
�un, are obtained by subtracting a zonal mean average
over a day, um, from the local wind reading, un. The
obtained mean-free zonal wind component is used in
our statistical analysis. The readings are sorted for each

month into 3 h local time bins and 24 overlapping lon-
gitude bins of 30◦ width. An estimate of the achieved
precision of a single wind velocity reading derived
from CHAMP measurements is given in the appendix
of Liu et al. (2006). It amounts to about 20 m/s.

25.3 Longitudinal Variation of the
Equatorial Zonal Wind

In this section we will discuss the observed longi-
tudinal variations of the upper thermospheric zonal
wind at magnetic equator latitudes. For our analysis
we used 4 years (corresponding to ∼ 45250 equa-
torial overflights) of CHAMP measurements taken
between 2002–2005. As described in Section 25.2, we
use mean-free zonal winds that were sorted for every
month into local time and longitude bins. Figure 25.1
shows the longitudinal distribution of the zonal delta
wind for the months of March, June, September, and
December for two different local times, namely 06 LT
and 18 LT. The bars attached to the data points give the
standard deviation of the samples within a longitude
bin. They do not reflect the measurements uncer-
tainty but the variability of the prevailing wind. Large
longitudinal variations are observed in the month of
December at 06 LT with eastward directed zonal winds
from 30◦W–165◦E (peaking at 90◦E with 42 m/s)
and westward directed zonal wind residuals for the
remaining longitudes. At 75◦W we find a pronounced
westward wind maximum of −69 m/s. In June we
observe a reversed longitudinal variation of the wind
at 06 LT. While the wind is directed eastward from
150◦W–90◦W, it is directed westward for the other
longitudes interrupted by some brief eastward turn-
ing. For the pronounced western hemispheric wind
maximum we find that it is now directed eastward
(57 m/s) and located at 120◦W. These large scale fea-
tures in the morning hours are almost absent during
the equinox months. These months exhibit more or
less the switch in polarity between the two solstices
as was already pointed out by Häusler et al (2007).
However, when looking at Fig. 25.1 for the month of
September, we find the zonal wind varying harmoni-
cally with longitude exhibiting a four-peaked structure.
This four-peaked longitudinal structure will be dis-
cussed in more detail in the following section. The
observed large-scale longitudinal variations in June
and December are also absent in the evening hours.
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Fig. 25.1 Longitudinal variation of the zonal delta wind at
400 km altitude along the magnetic equator for March, June,
September, and December. The mean zonal wind velocity is

subtracted from each curve. Observations at two different local
times (LT) are shown; black curve: 06 LT, gray curve: 18 LT

The longitudinal variation of the zonal wind for these
2 months at 18 LT is relatively small (cf. Fig. 25.1).

25.4 The Prominent Wave-4

In Section 25.3, we found that the zonal wind is fea-
turing a four-peaked longitudinal structure which is
also termed wave-4. In the course of this section we
will identify the possible reason for this longitudi-
nal pattern. We isolate the single harmonic structure
embedded in the zonal wind by performing a Fourier
transform on the longitude distribution of the zonal
wind residuals obtained in Section 25.2. In order to
calculate the observed wave form of the zonal wind

for a given wavenumber, m, the determined Fourier
coefficients am and bm are employed:

wave - m(λ) = am cos(mλ) + bm sin(mλ), (25.4)

with m = 1, 2, 3, 4. Using Eq. (25.4) for calculating the
longitudinal variation of the wavenumber 4 for each
local time hour, we get the time evolution of the wave-4
signal over the course of 24 h of local time. Häusler
and Lühr (2009) have investigated the annual varia-
tion of the wave-4 structure observed in the CHAMP
zonal wind. Figure 25.2 demonstrates the longitude vs.
local time distribution of the observed wave-4 struc-
ture in the zonal wind for the months of September
and December. While in September the wave-4
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wave-4 structure in the zonal wind [m/s] for September
and December. The black guiding line is indicating a phase

propagation of 90◦ to the east within 24 h LT. Modified version
of Fig. 2 in Häusler and Lühr (2009)
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structure shifts 90◦ to the east within 24 h LT, the
month of December does not show a clear phase prop-
agation at all. The clear 90◦ shift to the east within
24 h LT already highlights the DE3 tide as the likely
driver of the wave-4 pattern (cf. Section 25.1). The
annual variation (not shown) exhibits a maximum in
wave-4 amplitudes for the months of July through
September and a smaller secondary maximum in the
months of March and April (Häusler and Lühr, 2009)
suggesting that DE3 changes through the seasons.

25.5 Nonmigrating Tidal Spectra

As already discussed in Section 25.1, the wavenumber,
m, observed by a satellite moving slowly in local
time can be caused by several tidal components. This
ambiguity can be expressed mathematical (Lühr et al,
2008) as

Am cos(mλ+ ϕ) = an−m cos
{

mλ− πn

12
(LT − tn−m)

}

+ am cos
{

mλ− πn

12
tm

}

+ an+m cos
{

mλ+πn

12
(LT−tn+m)

}
,

(25.5)

where Am is the amplitude of the total m-th harmonic,
λ is the longitude, ϕ a local time dependent phase shift,
n ( = 1,2) denotes harmonics of a day, an−m, am, an+m

are the amplitudes of the various tidal components and
stationary planetary waves, and tn−m, tm, tn+m are the
corresponding phases, i.e. the universal time at which
the maximum is passing the Greenwich meridian.
For the stationary planetary waves they denote the

longitude of the maximum. In cases where the signal
is available from all longitudes and local times,
Eq. (25.5) can be solved analytically for an−m,
am, an+m and tn−m, tm, tn+m by performing a second
Fourier transform for every combination of n and m.
Thus Eq. (25.5) is used to identify all the tidal and
stationary planetary wave contributions that may
be present in the CHAMP zonal wind and which
appear differently in a representation such as depicted
in Fig. 25.2. A 24 h LT coverage is a mandatory
requirement in order to perform the 2-D Fourier
transform. This demand is fairly satisfied for each
month combining 4 years of CHAMP measurements.

Figure 25.3 shows the annual variation of the indi-
vidual tides adding to the wave-4 along the mag-
netic equator according to Table 25.1, namely DW5,
DE3, SW6, SE2, and SPW4. We see that DE3 is the
most striking component throughout the year, and thus
we conclude it is the prime cause for the observed
wave-4 structure as already presumed in Section 25.4.
In correspondence with the seasonal wave-4 variability
discussed in Section 25.4, DE3 exhibits two maxima,
one from July through September and a smaller one
in March and April. The biggest amplitude is obtained
in July with a value of 10.5 m/s followed by 9.6 m/s
in August and September. March and April amplitudes
reach values of 6.7 m/s and 7.2 m/s, respectively. From
December through February, the amplitudes of DE3 do
not exceed 4 m/s and they are comparable in strength
to the other wave-4 constituents. Hence it explains why
during this time of the year no clear phase propagation
of the wave-4 is recognizable (cf. Fig. 25.2). It has to
be noticed that the binning of the zonal wind residuals
into longitude bins of 30◦ width and 3 h LT composites
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to the observed wave-4 structure in the zonal wind along the
magnetic equator versus month of the year. DE3 is the most

prominent component throughout the year and thus responsible
for the observed wave-4 structure. Modified version of Fig. 3 in
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induces a damping on the tidal amplitudes (Häusler
and Lühr, 2009). Running our analyzing routines with
test data sets revealed that the damping is follow-
ing the well-known function x−1 sin x. Considering the
damping due to the longitude bins, we find that x =
π/12,π/6,π/4,π/3 for the wave-1, wave-2, wave-3,
wave-4, respectively. This leads to an underestimation
of the corresponding tides due to the longitude bins by
approximately 1%, 4%, 10%, 17% observed as wave-1,
wave-2, wave-3, and wave-4. Regarding the local time
binning, x = π/8 and π/4 for the diurnal and semidi-
urnal tides yielding to an undervaluation of the diurnal
and semidiurnal tides by 3% and 10%. The total
damping is the product between the two contributions.
Therefore, the diurnal tides observed as wave-1, wave-
2, wave-3, and wave-4 are underestimated by our
approach by 4%, 7%, 13%, and 20%. The semidiurnal
tides observed as wave-1, wave-2, wave-3, and wave-
4 are underestimated by 11%, 14%, 19%, and 26%.
Owing to the fact that the stationary planetary waves
are local time independent, we do not have to consider
the damping due to the LT binning. Hence, the sta-
tionary planetary waves with zonal wavenumber m =
1,2,3,4 are reduced by 1%, 4%, 10%, 17% considering
our analysis approach. The amplitudes reported herein

have been corrected for this effect. Comparing the
annual variation of DE3 at 400 km altitude with the one
for the zonal wind at 100 km altitude (Pedatella et al.,
2008), we find a big resemblance between the two alti-
tudes giving us confidence in the CHAMP results. How
the tidal signature propagates upward will be discussed
later on in this section.

Considering all combinations of m (= 1, 2, 3, 4) and
n (= 1, 2) in Eq. (25.5) and performing the 2-D Fourier
transform yields the diurnal and semidiurnal spectrum
embedded in the zonal wind at CHAMP altitude. For
illustration, the diurnal tidal spectrum of the zonal
wind along the magnetic equator and along the geo-
graphic equator is shown in Fig. 25.4. Notably, the
migrating tide (DW1) is filtered out and hence does not
appear in Fig. 25.4 due to the pre-processing applied to
the wind data. When looking at the diurnal tidal spec-
tra in Fig. 25.4, it may be noted that overall larger
amplitudes are observed along the magnetic equator
(top panel). We find the strongest amplitudes of the
tidal spectrum in December/January for DW2 with
an amplitude of 12.0 m/s and 14.3 m/s, respectively.
Along the geographic equator (bottom panel), the
amplitudes of DW2 for December/January are reduced
to 5.3 m/s and 7.7 m/s, respectively. Another strong
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tidal component observed along the magnetic equa-
tor is the standing diurnal oscillation D0 peaking in
December with an amplitude of 11.3 m/s which almost
vanishes when considered in geographic coordinates.
Currently we do not know whether DW2 and D0 are
generated in situ or whether they propagate upward
from lower altitudes. A puzzling result is revealed for
the annual behavior of the DE2 and DE3 tides within
both coordinate systems. While generally DE3 exhibits
stronger amplitudes when observed in the magnetic
frame, DE2 displays maximum amplitudes in the geo-
graphic reference frame. The generation mechanism is
the same for both tides.

25.5.1 CHAMP/TIME-GCM Tidal
Comparison

For exploring and understanding the open issues of
dynamical coupling between the lower and the upper
atmosphere, we performed a comparison between the
TIME-GCM model and in situ CHAMP observations
concerning tidal signatures. TIME-GCM is a three-
dimensional, time-dependent global grid point model
developed at the National Center for Atmospheric
Research (NCAR). Detailed information on the model
is given by Roble (1995, 1996), Roble and Ridley
(1994), and references therein.

Important to us is the fact that TIME-GCM inher-
ently calculates the atmospheric tides that are excited
by the absorption of ultraviolet and EUV radiation in
the middle and upper atmosphere. Because the model
does not extend to the ground, it cannot account for
tides excited in the troposphere and lower stratosphere
propagating upward into the model domain (Hagan
et al., 2007). For this reason, the TIME-GCM lower
boundary is perturbed with results of the global scale
wave model (GSWM) (Hagan and Roble, 2001) which
can account for tides driven outside the model domain
(e.g. Hagan and Forbes, 2002, 2003).

Modeling studies performed by Hagan et al. (2007,
2009) with the TIME-GCM model revealed that DE3 is
capable of propagating well into the upper atmosphere.
However, an open question was how well TIME-
GCM is performing regarding tidal signatures in the
upper thermosphere. For the comparison between
TIME-GCM and CHAMP, we ran the model for the
15th day of March, July, September, and December

and let it settle to a diurnally reproducible state.
In the beginning, solar minimum conditions were
applied, thus the F10.7 value was set to 75 sfu (sfu =
10−22m−2Hz−1). Here, we want to focus only on DE3
and DE2 since they are excited by latent heat release
in the tropical troposphere. The full comparison can be
found in Häusler et al. (2010).

Figure 25.5 shows the intra-annual variation of the
DE3 and the DE2 tide as observed by CHAMP and
predicted by TIME-GCM. For the CHAMP DE3 and
DE2 tide it is the same intra-annual course already
depicted in Fig. 25.4, lower panel. It is visible that
TIME-GCM exhibits a weakness in simulating the
observed intra-annual variation for both tides. TIME-
GCM predicts DE3 amplitudes of 13.3 m/s for March
and December, 7.2 m/s for June, and the largest ampli-
tude of 17.3 m/s is obtained in September. In contrast,
the corresponding CHAMP DE3 amplitudes are much
smaller. They equal 3.9 m/s in March, 3.8 m/s in
June, 7.7 m/s in September, and 2.5 m/s in December.
However, while TIME-GCM is overestimating the
strength of DE3 at least by a factor of two in all sim-
ulated months, it shows hardly any DE2 contributions,
except for December where TIME-GCM discloses an
amplitude of 9.2 m/s. For all the other months the DE2
amplitudes are below 1.6 m/s. Yet, DE2 dominates the
CHAMP tidal spectrum in the month of June with an
amplitude of 8.8 m/s.

The discrepancies for DE2 between the model
and observations can be attributed to insufficient
lower boundary forcing. The GSWM DE2 amplitudes
reported by Hagan and Forbes (2002) are also com-
paratively weak. Inaccuracies in the model dissipation
schemes could be a factor that leads to the high DE3
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amplitudes in TIME-GCM (Hagan et al., 2009). In
order to overcome these discrepancies, it is planned
to update the TIME-GCM lower boundary conditions.
This will be achieved with new GSWM forcing that is
currently in development.

25.5.2 Troposphere–Thermosphere
Coupling by Nonmigrating Tides

TIME-GCM supports direct DE3 tidal upward prop-
agation from the troposphere into the upper thermo-
sphere (Hagan et al., 2007, 2009). Oberheide and
Forbes (2008a) report that at least 50% of the CHAMP
DE3 tidal signal in the zonal wind can be attributed
to troposphere forcing. For their study, the authors
use a physics-based empirical fit model based on
Hough Mode Extension fits to TIMED (Thermosphere
Ionosphere Mesosphere Energetics and Dynamics)
tides. A classical Hough mode itself represents the
solution of Laplace’s tidal equation in an idealized,
i.e. isothermal, wind- and dissipationless, atmosphere
(e.g., Forbes, 1995). Using their model, Oberheide
and Forbes (2008a) are able to extend TIMED tidal
observations into the upper thermosphere, hence clos-
ing the gap between the MLT and measurements
taken at about 400 km altitude. Revisiting the sub-
ject in a more recent study, Oberheide et al., (2009)
report that within the limits of uncertainties, the DE3
tidal winds at CHAMP altitude are fully attributable

to troposphere forcing. Figure 25.6 shows the good
agreement between CHAMP DE3 zonal wind ampli-
tudes and HME analysis. However, ascribing the
DE3 tidal signal in the zonal wind only to direct
tidal upward propagation raises the question why we
observe stronger DE3 amplitudes in the zonal wind
along the magnetic equator compared to the analysis
along the geographic equator. This challenging result
indicates additional electrodynamical coupling which
still has to be resolved.

Figure 25.6 indicates another interesting result. The
lower panel of Fig. 25.6 depicts the strength of the solar
flux within the 4 years of CHAMP measurements that
coincide with the declining phase of solar cycle 23.
We observe stronger DE3 amplitudes in CHAMP alti-
tude when solar activity is reduced. A dependence of
the upper thermospheric tidal wind signatures on solar
activity was also predicted by TIME-GCM (Häusler
et al., 2010). According to Oberheide et al. (2009), the
increase of DE3 amplitudes with decreasing solar flux
is due to reduced dissipation in the lower thermosphere
during solar minimum conditions.

25.6 Conclusions

The CHAMP mission has contributed significantly
to the understanding of upper thermospheric dynam-
ics. Due to the paucity of available zonal wind
measurements, the unique CHAMP data set has proven

2002.5 2003 2003.5 2004 2004.5 2005 2005.5
0

1

2

3

4

5

6

7

8

A
m

pl
itu

de
 [m

/s
]

2002.5 2003 2003.5 2004 2004.5 2005 2005.5

100

150

200

Year

sf
u

Fig. 25.6 DE3 zonal wind amplitudes from CHAMP (solid)
and from the HME analysis (dash-dotted), averaged between
5◦S and 5◦N. Bottom panel shows the strength of the solar flux

within the 4 years of measurements. Modified version of Fig. 14
in Oberheide et al., (2009)



25 Nonmigrating Tidal Signals in CHAMP Zonal Winds 347

to be a valuable tool for numerous studies. This chapter
aims to highlight the findings accumulated in the
works of Häusler et al. (2007, 2010) and Häusler
and Lühr (2009) concerning the longitudinal variation
of the upper thermospheric zonal wind as observed
by the CHAMP satellite. We show that the observed
four-peaked longitudinal structure is caused by the
nonmigrating DE3 tide propagating from the tro-
posphere into the upper thermosphere. The discov-
ery that tropospheric weather systems in the tropics
have an effect on upper atmospheric dynamics via
troposphere-thermosphere coupling by nonmigrating
tides is an important new consideration for aeron-
omy in these altitudes. For the proper interpretation
of nonmigrating tidal signals in the CHAMP obser-
vations, numerical simulations are needed. The initial
comparison between TIME-GCM predictions and in
situ CHAMP observations is therewith an essential
beginning. Recently, the CHAMP accelerometer data
have been recalibrated and an extended data set of
wind readings is now available starting from June
2001 to August 2010 allowing us to investigate in
more detail the open questions. The upcoming multi-
satellite SWARM mission will likely provide further
beneficial contributions to our understanding of upper
thermospheric dynamics.
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Chapter 26

Causal Link of Longitudinal Plasma Density Structure
to Vertical Plasma Drift and Atmospheric Tides – A Review

Hyosub Kil and Larry J. Paxton

Abstract This chapter reviews recent advances in
our understanding of the characteristics and driving
mechanisms of the longitudinal plasma density struc-
ture in the low-latitude F region. Various ionospheric
observations have shown the development of a longi-
tudinal wave-like pattern in plasma density. Typically,
the wave number-4 (wave-4) pattern is pronounced
during July–September, and the wave-3 pattern is pro-
nounced during December–January. Variation of the
longitudinal plasma density pattern with local time and
season is causally linked to vertical plasma drift in
the F region (or E-region dynamo electric fields). The
wave-4 pattern is of special interest to the ionosphere-
thermosphere community because this phenomenon is
closely associated with the diurnal eastward propa-
gating zonal wave number 3 tide (DE3). This idea
is supported by observations of annual variation of
the DE3 amplitude and diurnal variation of the DE3
phase that are consistent with the annual and diur-
nal variations of the wave-4 patterns in plasma den-
sity and dynamo electric fields. The connection of
the ionospheric wave-3 pattern presumably to the
diurnal eastward propagating zonal wave number 2
tide (DE2) further demonstrates the significant role
of atmospheric tides in the formation of large-scale
ionospheric structures. Formation of the large-scale
longitudinal structures of the ionosphere is attributed
to the modulation of the E-region dynamo electric
fields by atmospheric tides, but recent studies indicate

H. Kil (�)
Applied Physics Laboratory, The Johns Hopkins University,
Laurel, MD 20723, USA
e-mail: hyosub.kil@jhuapl.edu

that the ionosphere and thermosphere can be directly
modulated by the penetration of atmospheric tides into
the F-region height.

26.1 Introduction

Electric fields and neutral winds are the major drivers
of the low-latitude ionospheric morphology (Kelley,
1989). The effects of neutral winds and electric fields
on the ionosphere are sensitive to the geomagnetic field
configuration: magnetic field strength, magnetic decli-
nation, and displacement of the geomagnetic equator
from the geographic equator. Therefore, longitudinal
variation of the plasma density is often understood in
the context of geomagnetic field configuration (e.g.,
West and Heelis, 1996; Su et al., 1997; Thuillier et al.,
2002; Kil et al., 2006; Ren et al., 2009a). However,
the longitudinal wave number three (wave-3) or wave
number four (wave-4) patterns that have been exten-
sively investigated in recent years are not explained
by the geomagnetic field configuration. Atmospheric
tides are recognized as a new source that controls the
large-scale longitudinal variation of the F-region mor-
phology in low latitudes (Sagawa et al., 2005; Immel
et al., 2006).

This chapter reviews recent progress in the study
of longitudinal plasma density structure, especially,
wave-4 pattern. In Section 26.2, characteristics of the
longitudinal plasma density structure are described. In
Section 26.3, we present observations and model sim-
ulation results that demonstrate the causal link of the
longitudinal plasma density structure to the E-region
dynamo electric fields. In Section 26.4, connections
between the dynamo electric fields and atmospheric
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tides are described. In Section 26.5, we describe the
generation mechanism of E-region dynamo electric
fields and explain how tidal winds can longitudinally
modulate the dynamo electric fields. Conclusions are
given in Section 26.6.

26.2 Longitudinal Plasma Density
Structure

The wave-like longitudinal plasma density pattern
was first reported by topside soundings from the
Russian satellite Intercosmos-19 (Kochenova, 1987,
1988; Karpachev, 1988; Benkova et al., 1990).
Intercosmos-19 observed the formation of four peaks
in plasma density (wave-4 pattern in longitude at a
fixed local time) at the magnetic equator (Benkova
et al., 1990). The authors deduced the vertical E × B
drift from the separation of the northern and south-
ern equatorial ionization anomalies (EIAs) and showed
that the equatorial plasma density peaks at the loca-
tions where the vertical E × B drift is minimal.
Formation of the longitudinal wave-4 pattern was also
identified in nightglow observations in late 1960s from
the Orbital Geophysical Observatory (OGO) 4 and 6
(see references cited by Thuillier et al., 2002), but the
focus of the Thuillier et al. was on the hemispheric
asymmetry induced by winds.

Global-scale ionospheric and thermospheric obser-
vations from multiple satellites in the 2000s advanced
our understanding of the characteristics of the longitu-
dinal plasma density structure and its driving mech-
anisms. Study of the ionospheric wave structures in
the 2000s may have arisen from the investigation of
the wave-like longitudinal structure in the equatorial
electrojet (EEJ) by using the magnetometer data from
the Ørsted satellite (Jadhav et al., 2002; Ivers et al.,
2003). Jadhav et al. (2002) suggested atmospheric tides
as one of the possible generation mechanisms of the
longitudinal wave-like structure in the EEJ. The EEJ
is an enhanced eastward current during the daytime in
the equatorial region that is driven by dynamo electric
fields in the E region (e.g., Kelley, 1989). Therefore,
the behavior of the E-region electric fields can be
deduced from the observation of the EEJ. Because the
dynamo electric fields in the E region play a dominant
role in the F-region ionospheric morphology, the EEJ

can be used as an indicator of F-region plasma density
structure.

Sagawa et al. (2005) elaborated on the con-
nection between the ionospheric wave-4 structure
and atmospheric tides. They identified the forma-
tion of the wave-4 pattern in the F-region plasma
density from the optical observation of the night-
time ionosphere by far ultraviolet imager (FUV)
onboard the Imager for Magnetopause-to-Aurora
Global Exploration (IMAGE) satellite. They suggested
that non-migrating atmospheric tides that propagate
from lower altitudes to the E region can modu-
late the E-region dynamo electric field and produce
the observed wave-4 plasma density pattern in the
F region. Immel et al. (2006) and England et al.
(2006a, b) specified that the diurnal eastward propa-
gating zonal wave number 3 tide (DE3) is responsible
for the generation of the ionospheric wave-4 plasma
density structure; DE3 longitudinally modulates the
E-region dynamo and creates the wave-4 plasma den-
sity structure (Immel et al., 2006). DE3 was sug-
gested as the source on the basis of the coincidence
of the crest longitudes of Global Scale Wave Model
(GSWM) (Hagan and Forbes, 2002) during the spring
equinox in 2002 and the observed wave-4 plasma den-
sity patterns by IMAGE/FUV and Global Ultraviolet
Imager (GUVI) onboard the Thermosphere Ionosphere
Mesosphere Energetics and Dynamics (TIMED) satel-
lite. The GSWM DE3 shows a good agreement with
wave-4 plasma density pattern in the spring equinox,
but not in other seasons. In later studies, the connection
of wave-4 plasma density structure with the DE3 was
identified by observations of winds and temperature in
the lower thermosphere.

The wave number in the longitudinal plasma den-
sity structure describes the wave pattern at a fixed local
time. On the other hand, the phase of atmospheric tides
is expressed by the zonal wave number, s (=. . . –2,
–1, 0, 1, 2, . . .), and oscillation frequency in terms
of cycles per solar day, n (= 1 (diurnal), 2 (semidi-
urnal), 3 (terdiurnal), . . .) (e.g., Forbes et al., 2006).
A non-migrating tide appears as a wave number |s−n|
in longitude when it is viewed at a fixed local time. As
an example, DE3 (s = –3, n = 1) has a wave-4 pattern
(|s−n| = 4) at a fixed local time. Note that the wave-
4 pattern can be produced by various tides. Häusler
and Lühr (2009) tabulated the tides that contribute
to various ionospheric longitudinal wave patterns. As
we describe later, the dominant tides that affect the
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ionospheric longitudinal wave structure can be
deduced by examining the amplitudes of tides at the
dynamo region (E region) and the seasonal and diurnal
variations of the tidal amplitude and phase.

The characteristics of the longitudinal plasma den-
sity structure have been identified from various obser-
vations: TIMED/GUVI (Henderson et al., 2005; Kil
et al., 2008; Immel et al., 2006, 2009; England
et al., 2009), IMAGE (Immel et al., 2006), the
first Republic of China satellite (ROCSAT-1) (Kil
et al., 2007, 2008; Oh et al., 2008), the CHAllenging
Minisatellite Payload (CHAMP) satellite (Lühr et al.,
2007; Liu and Watanabe, 2008; Pedatella et al., 2008),
Defense Meteorological Satellite Program (DMSP)
satellites (Kil et al., 2008; Ren et al., 2008), the
global positioning system (GPS) occultation experi-
ment (GOX) onboard the Formosa Satellite Mission
#3/Constellation Observing System for Meteorology,
Ionosphere and Climate (FORMOSAT-3/COSMIC or
F3/C) (Lin et al., 2007a, b), GPS total electron content
(TEC) maps (Wan et al., 2008), and TEC data derived
from the ocean TOPography EXperiment (TOPEX)
(Scherliess et al., 2008). Figure 26.1 presents the

ROCSAT-1 observations of the ionospheric plasma
density in January–February (a) and September–
October (b). The local times are divided into 0800–
0900, 0900–1000, 1000–1100, 1200–1400, 1600–
1800, and 2000–2200 LT from top to bottom. For the
plots, ROCSAT-1 data are processed during the solar
maximum period (1999–2002) for Kp ≤ 3+. ROCSAT-
1’s altitude was 600 km. The longitudinal variation of
the plasma density emerges in the 0800–0900 LT plots
and is fully developed at 1200–1400 LT. The peak-
to-trough variation of the longitudinal wave structure
of the average plasma density within ±20◦ magnetic
latitude is about 40∼50% at 1200–1400 LT in both sea-
sons. Scherliess et al. (2008) reported about 20∼30%
peak-to-trough variation in TEC. Because the ampli-
tude of the variation of the plasma density depends
on the selection of the sampling height, latitude, local
time, etc., the variation of the ROCSAT-1 plasma den-
sity is not directly comparable to the variation of TEC.
The daytime plasma distribution at low latitudes is
symmetric with respect to the magnetic equator. The
seasonal difference in the longitudinal plasma density
structure is clear; the wave-3 pattern is pronounced
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in January–February, and the wave-4 pattern is pro-
nounced in September–October. We note a slight east-
ward shift of the longitudes of the plasma density crests
(or troughs) with an increase of local time in Fig. 26.1b
and this will be discussed later. The seasonal and
diurnal variations of the longitudinal plasma density
structure observed by ROCSAT-1 are consistent with
the TEC observations from TOPEX (Scherliess et al.,
2008) and the ground GPS network (Wan et al., 2008).
The wave structure formed during the day affects the
nighttime plasma density structure, and we can still
trace the wave features at night. The connection among
plasma density, dynamo electric field, and atmospheric
tides may be determined more accurately by using
observations during daytime than at night: (1) the lon-
gitudinal morphology of the pre-reversal enhancement
(PRE) is different from that of daytime vertical E × B
drift, especially during solstices (Fejer et al., 2008; Su
et al., 2008; Kil et al., 2009a); (2) the nighttime plasma
density structure is modified from the daytime plasma
density structure by PRE; (3) the hemispheric com-
ponent of neutral wind modifies the nighttime plasma
density structure.

The longitudinal wave pattern is variable with
the season. Here division of the seasons into three
(equinox, June solstice, and December solstice) or
four (spring equinox, fall equinox, June solstice, and
December solstice) does not precisely describe the
annual variation of the wave pattern. Although the
wave-3 pattern is more pronounced than the wave-
4 pattern in some months (December–January), the
investigation of the characteristics of longitudinal
plasma density structure has focused on the wave-4
pattern. The major reason may be because we have
a better understanding of the source of the wave-4
pattern than that of the wave-3 pattern.

Wan et al. (2008) investigated the annual and local
time variations of the wave-4 longitudinal structure
by using the GPS TEC map data provided by Jet
Propulsion Laboratory. They extracted the wave-4
component from latitudinal mean of the TEC data
within ±30◦ magnetic latitudes during 1998–2007.
Figure 26.2 shows the diurnal and seasonal variations
of the amplitude of the wave-4 component for three
F10.7 conditions: F10.7 < 120 (top), 120 < F10.7
< 160 (middle), and F10.7 > 160 (bottom). Because
the Fourier-filtered wave-4 component repeats in lon-
gitude, the figure shows the result at one longitude
segment (from 45◦W to 45◦E). In the figure, the

wave-4 structure is most pronounced in July–
September and is least developed during December–
February. The wave-4 amplitude shows only a minor
dependence on the solar flux. The annual variation of
the wave-4 amplitude is consistent with ROCSAT-1
observations (Kil et al., 2008). We note the eastward
shift (rightward tilt) of the wave-4 pattern with local
time. The eastward shift of the wave-4 plasma density
pattern is also observed by ROCSAT-1 (Fang et al.,
2009; Ren et al., 2009b). The annual variation of the
wave-4 amplitude and the eastward shift of the wave-4
phase with local time provide useful clues to identi-
fying the connection of plasma density structure with
atmospheric tides.

26.3 Causal Link of the Longitudinal
Density Structure to E-region
Dynamo Electric Field

The climatological model of the equatorial electro-
jet (EEJM-1) was derived from Ørsted, CHAMP, and
SAC-C (Satélite de Aplicaciones Científicas-C) satel-
lite measurements (Alken and Maus, 2007). By using
the EEJM-1 model, Lühr et al. (2008) investigated the
seasonal and local time variations of the wave-4 com-
ponent in the EEJ. Figure 26.3 shows the EEJ patterns
for three seasons: June (left column), September (mid-
dle column), and December (right column). The top
panels show the EEJ peak current density; the mid-
dle panels show the wave-4 component in the EEJ (or
DE3 signal); and the bottom panels show the remain-
ing EEJ after removal of the wave-4 component. The
wave-4 pattern is pronounced in September but is not
well developed in December. The phase of the wave-4
pattern is shifted eastward (tilted rightward) with local
time. The seasonal and diurnal behavior of the wave-4
pattern in the EEJ is consistent with that observed in
the wave-4 pattern in the ionospheric plasma density.
After removal of the wave-4 component in the EEJ
(bottom panels), the wave-3 pattern is dominant in
June and December, and the wave-2 pattern is dom-
inant in September. Therefore, wave-2, wave-3, and
wave-4 patterns are the dominant features in the EEJ.

The long-term (March 1999–June 2004) observa-
tions of ion velocity at low latitudes from ROCSAT-1
(altitude: 600 km; orbital inclination: 35◦) provided a
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Fig. 26.2 Seasonal and local time variations of the wave-4 component in the latitudinal mean of the GPS TEC for three F10.7
conditions (Wan et al., 2008)

unique data source for the development of a high tem-
poral and spatial resolution vertical E × B drift model.
The empirical vertical E × B drift models based on
the ROCSAT-1 data were developed for three sea-
sons – equinox and solstices (Fejer et al., 2008; Kil
et al., 2008). Development of wave-3 or wave-4 plasma
density structure in the morning and their temporal
evolution show a causal link to the empirical verti-
cal E × B drift models. As was described above, the
annual variation of the amplitude of the wave-4 plasma
density pattern is not precisely divided into three or
four seasons. For example, the wave-4 plasma den-
sity pattern is more pronounced in the fall equinox
than in the spring equinox. Kil et al. (2009b) and Ren
et al. (2009b) developed a monthly vertical E × B drift
model based on the ROCSAT-1 data and showed that
the annual variation of the wave-4 amplitude in vertical
E × B drift is consistent with the annual variation of

the wave-4 amplitude in plasma density. DMSP (alti-
tude: 840 km) observations at 0930 LT by Hartman
and Heelis (2007) also identified the development of
the most pronounced wave-4 pattern in vertical E × B
drift in September.

The causal link of the longitudinal plasma density
structures to vertical E × B drift is further evidenced
by model simulations. Oh et al. (2008) produced the
observed wave-4 pattern in plasma density by using the
ROCSAT-1 vertical E × B drift data as an input to the
SAMI2 (Sami2 is Another Model of the Ionosphere
(Huba et al., 2000)) model. Fang et al. (2009) tested
the connection of the annual and diurnal variations
of the wave-4 plasma density structure with vertical
E × B drift by carrying out the global ionosphere
plasmasphere (GIP) model (Millward et al., 2001)
simulations. Figure 26.4 shows the bimonthly wave-4
patterns extracted from the ROCSAT-1 vertical E × B
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Fig. 26.3 Annual and local time variations of the EEJ in June
(left column), September (middle column), and December (right
column). The top panels show the peak EEJ current density. The
middle panels show the wave-4 pattern extracted from the EEJ

peak current density. The bottom panels are the residual of EEJ
current density after removal of the wave-4 component (Lühr
et al., 2008)

drift (top), GIP model plasma density (middle), and
ROCSAT-1 plasma density (bottom). The ROCSAT-
1 vertical E × B drift data were used as an input to
the GIP model. The mean plasma densities between
–20◦N and 20◦N magnetic latitude at 600-km altitude
are used for the wave-4 component in the middle and
bottom panels. Because the wave-4 pattern is peri-
odic in longitude, one cycle of data between 60◦E
and 150◦E longitude is presented. The wave-4 com-
ponent in the vertical E × B drift shows maximum
amplitude in July–October and eastward shift with
local time. Ren et al. (2009b) obtained similar results
from the analysis of the ROCSAT-1 vertical ion drift
data. Similar annual and local time variations of the
wave-4 component are identified in the GIP model
(middle panel) and ROCSAT-1 (bottom panel) plasma
densities, which provides strong evidence that the ver-
tical E × B drift (or E-region dynamo electric field)
during the daytime is responsible for the formation of
the longitudinal wave-4 structure in plasma density.

26.4 Connection Between Ionosphere
and Atmospheric Tides

Atmospheric tides are global-scale oscillations in
atmosphere temperature, wind, and density. The main
tidal source is daily absorption of solar radiation by
water vapor and ozone in the troposphere and strato-
sphere (Lindzen, 1967). Tides propagate into the lower
thermosphere and induce dynamo electric fields in the
E region (Chapman and Lindzen, 1970). Tidal modes
are distinguished by zonal wave number, oscillation
frequency in cycles per day (diurnal, semi-diurnal,
etc.), propagation in zonal direction (eastward or west-
ward). A diurnal migrating (sun-synchronous) tide
generates the dawn-to-dusk electric field in the E
region (e.g., Kelley, 1989; Heelis, 2004). The dawn-
to-dusk electric field drives the diurnal variation of
the F-region plasma drift: upward drift during the
day and downward drift at night (Fejer et al., 1991).
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Fig. 26.4 Annual and local time variations of the wave-4 patterns in ROCSAT-1 vertical E × B (top), GIP model ionospheric
density (middle), and ROCSAT-1 ionospheric density (bottom) (Fang et al., 2009)

Non-migrating tides are excited by longitudinal varia-
tions in water vapor or ozone due to land-sea differ-
ences or topography (Kato et al., 1982; Forbes and
Groves, 1987; Kato, 1989; Forbes et al., 2003). Non-
migrating tides modulate the dawn-to-dusk electric
field driven by the diurnal migrating tide and can pro-
duce the longitudinal wave-like structure in plasma
density or in the E-region dynamo electric field. DE3,
driven by latent heat release associated with tropi-
cal convection in the troposphere (Hagan and Forbes,
2002), is the most likely source of the wave-4 longitu-
dinal modulation of the dynamo electric field because
its amplitude is pronounced in the dynamo region
(E region), peaks near the equator, is symmetric in lati-
tude, and is seasonally variable (Talaat and Lieberman,
1999; Forbes et al., 2006, 2008; Oberheide et al., 2006;
Oberheide and Forbes, 2008a, b).

The annual variation of the amplitude of the DE3
has been investigated by using the following obser-
vation data: horizontal wind measurements from the
High Resolution Doppler Imager (HRDI) and the Wind
Imaging Interferometer (WINDII) onboard the Upper
Atmosphere Research Satellite (UARS) (Talaat and
Lieberman, 1999; Forbes et al., 2003) and from the
TIMED Doppler Interferometer (TIDI) onboard the
TIMED satellite (Oberheide et al., 2006; Oberheide
and Forbes, 2008a; Ren et al., 2010); measurements
of neutral temperature from the Sounding of the
Atmosphere using Broadband Emission Radiometry
(SABER) instrument onboard the TIMED satellite
(Forbes et al., 2008, 2009; Kil et al., 2008; Oberheide
and Forbes, 2008a; England et al., 2009); and neutral
composition data derived from the observations of the
TIMED and Student Nitric Oxide Explorer (SNOE)
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Fig. 26.5 Annual variations of the DE3-wind amplitudes
observed by HRDI and WINDII (Forbes et al., 2003)

satellites (Oberheide and Forbes, 2008b). Figure 26.5
shows the northward (top) and the eastward (bottom)
components of DE3 winds at 95-km altitude derived
from HRDI and WINDII data. The annual variations
of the two wind components are largely different; the
amplitude peaks occur near March and November for
the northward wind and during July–September for
eastward wind. Similar annual variations of the merid-
ional and zonal components of the DE3 winds are
observed by TIMED/TIDI (Oberheide et al., 2006;
Oberheide and Forbes, 2008a).

In addition to the annual variation of the DE3 ampli-
tude, the diurnal variation of the DE3 phase is a useful
indicator of the connection between wave-4 plasma
density structure and DE3. Figure 26.6 shows residual
temperature at 110-km altitude in the equatorial region
extracted from the TIMED/SABER data. TIMED pre-
cesses at a rate such that the local time of the ascending
node covers all local times every 120 days, and the
local time (given on the right axis) varies with day of
year. The development of the wave-4 pattern and its
temporal evolution are dominated by the DE3 compo-
nent. This is determined based on the fact that as local
time progresses (downward) the wave-4 pattern shifts
eastward at a rate of ∼90 deg/24 h LT which is, by def-
inition, the phase shift of a wave-4 structure associated
with DE3. The annual and local time variations in the

DE3 component identified from the measurements of
winds and temperature agree with the observations of
the wave-4 patterns in plasma density, EEJ, and ver-
tical E × B drift. This is why the ionospheric wave-4
structure is attributed to DE3 and not, for example, sta-
tionary planetary wave-4 (s = 4, n = 0,|s − n| = 4 ) that
shows no phase shift.

Although the wave-3 structure has not been stud-
ied as extensively as the wave-4 structure, the wave-3
structure is considered to be produced by a similar pro-
cess: modulation of E-region dynamo electric field by
atmospheric tides. But the wave-3 and wave-4 longi-
tudinal structures of the ionosphere are produced by
different tides. The wave-3 structures in plasma den-
sity, EEJ, and vertical E × B drift are most pronounced
in December– January. The observation of the peak
amplitude of the diurnal eastward propagating zonal
wave number 2 tide (DE2) near December (Forbes
et al., 2008, 2009; Pedatella et al., 2008; England et al.,
2009) indicates that the DE2 is the likely driving mech-
anism behind the wave-3 longitudinal structures of the
ionosphere. Further supporting evidence of the cou-
pling of the ionospheric wave-3 longitudinal structure
to the DE2 may be found by investigating the local
time evolution of the phase in the ionospheric wave-3
structure.

The investigation of the day-to-day variability of the
longitudinal wave structures in the ionosphere is chal-
lenging because a high temporal (a few-hour interval)
and spatial (about 10◦ longitudinal interval) resolu-
tion data set is required on a global scale on a daily
basis. Immel et al. (2009) reported that the ionospheric
wave-4 structure varies over a 30-day period and
has a 6-day periodicity from the analysis of the
TIMED/GUVI data during the 2002 spring equinox.
Because the ionospheric plasma density from GUVI is
available at night and the TIMED orbit precesses, the
authors extracted the periodicity under the assumption
that the daytime ionospheric wave-4 structure is persis-
tent throughout the night. Liu et al. (2010) reported a
5-day periodicity of the wave-4 structure in the F-peak
height from the analysis of the COSMIC data during
August-September 2008. Liu et al. (2010) attributed
the 5-day periodicity to the interaction of DE3 with
a 5-day planetary wave. These recent studies indicate
that some part of the short-term variability of the iono-
sphere can be understood in terms of atmospheric tides.
It remains an open question, whether this behavior is
observed at other times.
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Fig. 26.6 Temperature residuals from 5-day means at 110-km altitude in the equatorial region for the ascending (top) and
descending (bottom) portions of the orbit (Forbes et al., 2006)

26.5 Generation of Dynamo Electric
Fields by Tidal Winds

In this section, we explain how dynamo electric fields
in the E region are generated by tidal winds. Dynamo
electric fields in the E region are mostly inferred
from the measurements of plasma motion in the F
region. In the F region, the gyration frequencies of
ions and electrons are much larger than their colli-
sion frequencies with neutral particles. Under these
conditions, the plasma (ions and electrons together)
moves approximately in the E × B direction, perpen-
dicular to the applied electric field (E) and magnetic
field (B), with the magnitude of E/B. Because the
electrical conductivity in the E region is much larger
than that in the F region during the daytime, electric
fields in the E region control the plasma motion in

the F region and can be deduced from the mea-
surement of plasma motions in the F region (Kelley,
1989).

Electric fields in the low-latitude ionosphere are
driven by collisions of the plasma with neutral par-
ticles (neutral wind dynamo) (Kelley, 1989; Heelis,
2004). Ions and electrons move in different directions
after collision because of the difference of the gyro-
frequency to collision-frequency ratios between ions
and electrons. Then electric currents are generated.
Any divergence in currents induced by temporal and
spatial variations of wind and/or conductivity creates
electric fields. The Earth’s ionosphere is a good electri-
cal conductor. That is, charge neutrality is maintained
on a time scale of τ ≈ εo/σ <∼ 10−6s (εo: permit-
tivity in free space; σ : electrical conductivity). The
time variation of the total charge density (ρc) can be
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Fig. 26.7 Illustration of the generation of electric field in the
ionosphere by the divergence in current density

ignored, on a time scale > ∼10–6 s, in the following
charge conservation equation:

∂ρc

∂t
+ ∇ · J = 0 (26.1)

The electric field in the low-latitude ionosphere is
deduced from the requirement ∇ · J = 0. Figure 26.7
schematically explains this process. The arrows in the
top indicate that the current density (J) is not diver-
gence free (∇ · J �= 0). The gradient in current density
accumulates positive charges at point P and induces
an electric field (E). The currents driven by the elec-
tric field decrease and increase the current density on
the left and right sides of P, respectively, so that the
total current density (Jt = J + σ E) is divergence free
(∇ · Jt = 0). In a simplified model, we ignore the field-
aligned currents (or F region conductivity) because the
conductivity in the E region is much greater than that
in the F region during daytime.

The wind-driven current density in the direction per-
pendicular to the magnetic field is expressed as follows
(Heelis, 2004):

J = σPU × B + σHB × (U × B)/B
= σPU × B + σHBU⊥

(26.2)

Here U is the neutral wind velocity, σP is the
Pedersen conductivity, and σH is the Hall conduc-
tivity. U⊥ is the component of U perpendicular to
the magnetic field. The wind velocity and conduc-
tivity vary spatially and temporarily and, in general,
∇ · J �= 0; an electric field must build up to make
∇ · J = 0. Kil et al. (2007) explained the longitudinal
modulation of the E-region dynamo electric field by
the longitudinal variation of the meridional wind. The
diagram in Figure 26.8 shows a snapshot of the day-
time E region at northern low-middle latitudes. The

Eb

E  + Ep b

UB

Longitude

UxB
Ep

  + + −  − + +

Fig. 26.8 Schematic diagram for the generation of the per-
turbation electric field by meridional winds (Kil et al., 2007)

sinusoidal curve shows the modulation of the north-
ward wind (U) by tides and the vertical arrows indicate
the wind amplitudes. The magnetic field is directed
into the paper. The northward wind drives the Pedersen
current in the U × B direction (westward or dusk-to-
dawn) as indicated by filled horizontal arrows. The
current density is proportional to the wind velocity
and positive and negative charges pile up as shown.
The charge accumulation induces the opposite polar-
ization electric fields (Ep) at the crests and troughs of
the wind field. Addition of Ep to the uniform back-
ground eastward (dawn-to-dusk) electric field (Eb)
results in the longitudinally modulated net electric field
Ep + Eb.

The mechanism described above may not play a
major role in the creation of the ionospheric wave-4
structures because, as we can infer from the annual
variations, the ionospheric wave-4 structures are more
closely connected to DE3 zonal wind than to DE3
meridional wind (see Fig. 26.5). Jin et al. (2008)
explained the modulation of the E-region dynamo
electric field in terms of the DE3 zonal wind. The
diagram in Fig. 26.9 schematically explains this pro-
cess. The sinusoidal curve indicates the modulation
of the tidal winds in the zonal direction in the E
region. As described in Eq. (2), Hall currents (� Jdyn)
flow in the wind direction (Δ un). Positive and nega-
tive charges accumulate in the regions where the tidal
wind converges and diverges, respectively. The polar-
ization electric fields (Δ E) develop and longitudinally
modulate the background electric field (Eo).

Model simulations further support the causal link
between DE3 zonal wind and wave-4 density struc-
ture. Hagan et al. (2007) used the GSWM tidal winds
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Fig. 26.9 Schematic diagram for the generation of the pertur-
bation electric field by zonal winds (Jin et al., 2008)

as inputs to the thermosphere-ionosphere-mesosphere-
electrodynamics general circulation model (TIME-
GCM) and identified the DE3 zonal wind as the cause
of the formation of wave-4 density structure. Using
their own electrodynamics model, Jin et al. (2008)
demonstrated that the wave-4 density structure and its
eastward shift with local time arose from the effects
of DE3 zonal wind. Ren et al. (2010) carried out
the Theoretical Ionospheric Dynamo Model, Institute
of Geology and Geophysics, Chinese Academy of
Sciences, version II (TIDM–IGGCAS–II) model simu-
lations by using the TIMED/TIDI tidal winds as inputs
and showed that the symmetric component of the DE3
zonal wind is responsible for the ionospheric wave-4
structure.

26.6 Conclusions

The longitudinal structure of the plasma density
in the low-latitude F region has been extensively
investigated during the last 5 years by using the
IMAGE, TIMED/GUVI, ROCSAT-1, FORMOSAT-3/
COSMIC, CHAMP, TOPEX, DMSP, and GPS TEC
data. The wave-4 structure in plasma density is dom-
inant in July–September, and the wave-3 structure
is dominant in December–January. The annual and
local time variations of the ionospheric wave-4 pat-
tern and atmospheric tides demonstrate the causal
link between plasma density, daytime vertical E × B
drift (or dynamo electric field in the E region), and
DE3. The annual variation of the amplitudes of the

ionospheric wave-3 pattern and DE2 indicates their
association. Further supporting evidence may be found
by investigating the local time variation of the phase of
the ionospheric wave-3 pattern.

The effect of atmospheric tides on the ionosphere
has been focused on the modulation of the E-region
dynamo electric fields, but the modulation of the iono-
sphere and thermosphere by the direct penetration of
atmospheric tides should be taken into account. The
observations of the longitudinal modulation of the ther-
mosphere (neutral wind and total neutral mass density)
at F-region heights is interpreted as evidence for the
direct penetration of atmospheric tides (Lühr et al.,
2007; Forbes et al., 2009; Häusler and Lühr, 2009;
Liu et al., 2009). Talaat and Lieberman (2010) showed
the propagation of DE3 winds to the F-region height
(250 km) from the measurements of neutral winds by
UARS/WINDII. An important unanswered question
is whether the thermospheric longitudinal structure is
produced by the direct penetration of atmospheric tides
(Forbes et al., 2009; Liu et al., 2009) or by the pre-
existing ionospheric plasma density structure. Model
simulations will provide insight into the role of the
penetration of atmospheric tides and ion drag in the
formation of thermospheric longitudinal structures.
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Chapter 27

Longitudinal Structure of the Mid- and Low-Latitude
Ionosphere Observed by Space-borne GPS Receivers

C.H. Lin, C.H. Chen, H.F. Tsai, C.H. Liu, J.Y. Liu, and Y. Kakinami

Abstract This study presents longitudinal structures
of the mid- and low-latitude ionosphere using the GPS
radio occultation observation on board the COSMIC
satellite mission. The longitudinal structure seen in
the equatorial and low-latitude ionospheric regions
results from modification of the daily dynamo electric
field by upward propagating atmospheric tides that are
generated by latent heat release of the tropical rain-
storms. Changes of the dynamo electric field modify
the equatorial plasma fountain and thereby enhance
the equatorial ionization anomaly (EIA). With capa-
bility of three-dimensional global ionospheric observa-
tion, altitudinal, local time, and monthly variations of
this recent discovered fascinating feature are obtained
for further understanding of the underlying physi-
cal mechanism. Through comparison between elec-
tron densities at various altitudes, the longitudinal
structure is prominently seen at upper part of the
ionosphere. Additionally, COSMIC observations pro-
vide three-dimensional structure of the Weddell Sea
anomaly which is featured by the greater nighttime
electron density than daytime. Not only occurring at
the southern hemisphere near the Weddell Sea region
of the Antarctica, a similar nighttime density enhance-
ment feature is also found in the northern hemisphere
during local summer by COSMIC observations. The
anomalous signatures in both hemispheres share very
similar characteristics in electron density structure, lat-
itudinal distribution, and appearance time. They are,
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therefore, categorized as the mid-latitude summer
nighttime anomaly (MSNA).

27.1 Introduction

To study the longitudinal variation of the ionosphere,
it is desirable to have global observations over oceans
and continents of limited ground-based observation.
The radio occultation (RO) experiment (cf. Hajj et al.,
2000; Schreiner et al., 1999, 2007) of the Constellation
Observing System for Meteorology, Ionosphere, and
Climate (or COSMIC) mission has served the purpose
by providing a great opportunity to monitor the iono-
spheric variations climatologically after binning the
monthly average of the global electron densities (cf.
Lei et al., 2007; Lin et al., 2007a). The constellation
was launched into a circular low-Earth orbit at 01:40
UTC on 15 April 2006 and has collected more than
a million ionospheric electron density profiles around
globe since then. The six microsatellites are close to
each other at the initial parking orbit at a 72◦ incli-
nation angle orbital plane with an altitude of around
500 km after launch. The constellation has now been
deployed to its final mission orbit, having 30◦ sepa-
ration in longitude between each of microsatellites at
around 750–850 km altitude.

In this chapter, observations in 2007 are used to
construct monthly ionospheric maps for studying the
longitudinal structures. Since some satellites were still
in the orbital lifting process and each of the six
micro-satellites locates at different altitude in 2007, the
ionospheric maps presented here are constructed up to
500 km altitude only. Additionally, numerical simula-
tion of the radio occultation inversion has indicated
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that the spherical symmetry assumption of the iono-
sphere made in the RO inversion process would
result in artificial electron density structure in the
E-region below 200 km altitude (Liu et al., 2010; Yue
et al., 2010). To avoid such RO inversion error to
contaminate the ionospheric maps, electron densities
below 200 km altitude are truncated before data bin-
ning. The three-dimensional electron density maps are
constructed by averaging observations during around
40 magnetically quiescent days, i.e. 5 days prior to and
5 days after each month, same as the process described
in Lin et al. (2007a). The maps are binned in the format
of global constant local time in order to study the lon-
gitudinal variations of the ionosphere. The advantage
of the COSMIC observation is that the global electron
density map can be constructed by binning 30∼40-day
data, thereby suitable to study the monthly variations
of the ionosphere.

Two types of the longitudinal variations are demon-
strated by the radio occultation observations. One
of which is the longitudinal variation of the equato-
rial ionosphere resulting from the upward propagating
atmospheric tide. The other is the recently defined mid-
latitude summer nighttime anomaly (MSNA). Both
structures have drawn attentions and been studied
recently by using various ground-based and space-
borne observations. This chapter demonstrates major
features of the two longitudinal structures based
on three-dimensional map constructed by COSMIC
observations in the following sections. The altitude-
latitude information of the electron densities provided
by the COSMIC is helpful for understanding their
underlying physics.

27.2 Atmospheric Tidal Effect to the
Equatorial Ionosphere

Recent satellite observations of the global ionosphere
have shown that the low-latitude and equatorial iono-
sphere reveal a unique longitudinal structure produced
by the atmospheric tides when viewing it in a global
constant local time aspect (Sagawa et al., 2005; Immel
et al., 2006; England et al., 2006; Lin et al., 2007b;
Hagan et al., 2007; Lühr et al., 2008). The latent heat-
ing due to deep tropical convection is considered an
important source for most of the atmospheric tides

that result in longitudinal variability into the upper
atmosphere and low and equatorial regions (Oberheide
et al., 2002; Forbes et al., 2006, 2008; Oberheide and
Forbes, 2008). Modulations of the neutral winds affect
the E-region ionospheric dynamo and subsequently
enhance the equatorial plasma fountain leading to the
stronger equatorial ionization anomaly (EIA).

The most prominent feature of the longitudinal vari-
ation is the wave-4 structure of the EIA crests seen
during equinoctial seasons when viewing the elec-
tron density map in the global constant local time
aspect. Figure 27.1 shows the electron density and
total electron content (TEC) maps, constructed from
COSMIC observations, at global constant local time
of 1600 LT during September 2007. The wave-4
signature is identified in electron density maps at 300,
350 and 400 km altitudes as well as the TEC inte-
grated from 100 to 500 km altitude. The four electron
density/TEC enhancement regions are consistent with
airglow observation of the wave-4 structure (Sagawa
et al., 2005; Immel et al., 2006) located around South
America (–108◦E to –52◦E geographic longitude),
Central Africa (–37◦E to 45◦E), Southeast Asia (70◦E
to 135◦E) and Central Pacific regions (167◦E to –
135◦E). The latitude-altitude slices of the electron
density indicate expanded and contracted EIA crests.
The wave-4 structure of the EIA may result from the
diurnal eastward propagation of wave-3 (DE3) nonmi-
grating tide or other modes of the nonmigrating tide,
such as semidiurnal eastward wave-2 (SE2) and diur-
nal westward wave-5 (DW5) tides (see Forbes et al.,
2008 for details). Among these nonmigrating tides, the
DE3 component has larger amplitude than other tidal
modes (Forbes et al., 2008).

From the latitude-longitude slices shown in
Fig. 27.1, the wave-4 longitudinal structure of the EIA
becomes more discernible as altitude increase. The
structure is better identified at 350 km than that at
300 km altitude. It is due to that the electron density
at the EIA region is not only affected by the strength
of the equatorial plasma fountain effect but also the
meridional neutral wind and the longitudinal effect
due to offset of the magnetic and geographic equator.
Since the plasma fountain can all reach the F-layer
height during most of daytime hours, the resulting
EIA strengths are not well distinguished at F-layer
height during daytime. These combined effects make
it difficult to identify the wave-4 structure from the
NmF2 or electron density around F-layer height of
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Fig. 27.1 Longitudinal wave-4 structure of the equatorial ionosphere observed by the FORMOSAT-3/COSMIC in the three-
dimensional global constant local time map at 1600 LT of September 2007

300 km in every local time. At higher altitude, on the
other hand, the effect of enhanced plasma fountain is
better identified. A good example of this effect can
be found by comparing the altitude-latitude electron
density slices at 15◦E and 45◦E longitude (Fig. 27.1).
The EIAs at 15◦E and 45◦E are located at stronger
and weaker EIA regions, respectively. Although the
EIA feature at 15◦E is greater than that at 45◦E, the
F2-peak density in the northern hemisphere of the
EIA at 45◦E is slightly greater than that at 15◦E. On
the other hand, the electron densities above 400 km
altitude show stronger magnitude at 15◦E than at 45◦E
clearly. The comparison suggests that the strength
of the plasma fountain and the EIA may not simply
be represented by magnitude of NmF2 or electron
density around F-peak. Thus, it is more convenient to
compare densities above 400 km to identify the lon-
gitudinal structure. In this chapter, integrate electron
content between 400 and 450 km altitudes, referred
as TEC(400–450), is used to study the longitudinal
structure produced by the tidal effects.

27.2.1 Monthly Variation of the Tidal
Effect

Figure 27.2 shows the monthly variation of TEC(400–
450) at global constant local time of 1400 LT dur-
ing year 2007. From Fig. 27.2, the 4-peaked struc-
ture becomes clearly identified during June-October.
After October, the 4-peaked structure evolves into
3-peaked structure and reveals prominently during
November-February, although it is less distinguishable
in January. Unlike the clear wave-4 structure shown
during the March equinox of the TOPEX observation
in Scherliess et al. (2008), the longitudinal structure
is blurred during March and April in Fig. 27.2, fol-
lowed by a well defined 3-peaked structure in May.
According to the spectrum analysis of the nonmi-
grating diurnal tide in neutral temperature of Forbes
et al. (2008), the diurnal eastward wave-2 (DE2) non-
migrating tide, corresponding the 3-peaked structure
viewing in global constant local time, often shows
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Fig. 27.2 Monthly variation of the longitudinal variation of the equatorial ionosphere in 2007. Each global constant local time map
at 1400 LT shows the electron content integrated between 400 and 450 km altitudes

stronger amplitude during November-February. The
diurnal eastward wave-3 (DE3) nonmigrating tide, cor-
responding to the 4-peaked structure, is most clearly
seen during June-October period. The monthly vari-
ations of nonmigrating tidal signature in the neutral
temperature shown in Forbes et al. (2008) generally
agree with the COSMIC electron density observations
in Fig. 27.2. It is also shown in Forbes et al. (2008)
that the major dominated tides in March and April are
mixture of the DE1, DE2 and DE3 nonmigrating tides,

while the DE2 tide is sometimes the dominated tide in
May. These dominated nonmigrating tides again agree
with the electron densities during March-May. The less
identifiably longitudinal structure in March and April
may result from mixture of the various tides, while the
3-peaked structure shown in May might come from the
dominated DE2 tide.

A desirable way to analyze the COSMIC obser-
vations for comparison with the neutral temperature
observation of TIMED-SABER satellite (e.g. Forbes
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et al., 2008) is to perform the spectrum analysis
on the electron densities. However, such comparison
may encounter some difficulties as the low-latitude
and equatorial ionospheric densities are not only
affected by the plasma fountain effect but also other
effects and the associated diurnal and seasonal effects.
Nevertheless, a spectral analysis of the COSMIC elec-
tron density at 300 km altitude in year 2007 has been
carried out by Wu et al. (2009) showing the day-to-
day strength of the DE3 tide. The electron density
enhancements result from the DE3 tide in 2007 are
stronger during day-of-year (DOY) 0–50 (∼January
to middle March), 90–180 (∼April to June) and 260–
315 (∼September to middle November) in Wu et al.
(2009). However, the TEC(400–450) shown in this
chapter reveals that the 4-peaked structure is mani-
fest during July-October. The disagreements between
results here and Wu et al. (2008) again suggest that the
ionospheric density may not simply reflect the atmo-
spheric tidal effects, especially at F-layer height of
around 300 km altitude. Therefore, the direct spec-
tral analysis of COSMIC observations may not fully
explain the longitudinal structure.

27.2.2 Diurnal Variation of the Tidal
Effect

The most prominent longitudinal variations shown
in Fig. 27.2 are the wave-4 structure seen in
September and wave-3 structure seen in December.
Figures 27.3 and 27.4 show the diurnal variation of the
TEC(400–450) in September and December, respec-
tively. Figure 27.3 indicates that the wave-4 structure
is seen from 1000 LT to 2200 LT and reveals an east-
ward movement similar to that described in Lin et al.
(2007c), while the wave-3 structure is clearly identi-
fied during 1000–2000 LT in Fig. 27.4. The three peaks
shown in Fig. 27.4 are located at South America-Africa
(–75◦E to 15◦E), India-South Asia (50◦E to 140◦E),
and Central Pacific (160◦E to 135◦E) regions. Unlike
the eastward movement seen in Fig. 27.3, the three
peaks shown in Fig. 27.4 remain their location mostly
during their appearance. Both the wave-4 and wave-
3 structures appear during similar local time period
while the equatorial plasma fountain effect is active.
This result indicates that the longitudinal structure is

formed by modification of the plasma fountain strength
by the upward propagating nonmigrating tide in vari-
ous modes. The COSMIC observed electron densities
provide opportunities for further detailed comparisons
between the ionospheric density structure and the tidal
signatures in the neutral atmosphere to understand
their local time dependences.

In addition to the wave-3 structure, the electron den-
sity enhancements seen between South America and
Antarctica during nighttime hours of 2200–0400 LT
reveal as the most prominent ionospheric structure. It is
the so called Ionospheric Weddell Sea anomaly which
is categorized as part of the mid-latitude summer night-
time anomaly (MSNA) by Thampi et al. (2009) and Lin
et al. (2010) and will be described with more details in
the following section. It is the other type of longitu-
dinal structure that occurs in the mid-latitude region
being observed in detail by the COSMIC mission.

27.3 The Mid-Latitude Summer
Nighttime Anomaly (MSNA)

An anomalous ionospheric feature which occurs
around the Antarctica featured by a greater night-
time (18:00 LT∼02:00 LT) electron density than day-
time (08:00∼18:00 LT) during local summer (around
December solstice) was discovered in late 1950s. This
feature observed by an ionosondes was coined as the
Weddell Sea anomaly (WSA) by the location of its dis-
covery (cf. Bellchambers and Piggott, 1958; Penndorf,
1965;, Dudeney and Piggott, 1978). With increasing
satellite observations nowadays, Horvath and Essex
(2003) observed the spatial extent of the WSA by TEC
observation above oceans using the TOPEX/Poseidon
altimeter soundings. Their result shows that the WSA
is generally situated west of Antarctic Peninsula over
the Bellinghausen Sea, covering a much larger area
than originally expected to confine nearby the Weddell
Sea area.

In addition to two-dimensional TEC observation
of this peculiar nighttime electron density enhance-
ment, the F-layer parameters of the anomaly were
further revealed by using the radio occultation obser-
vation of the COSMIC satellite constellation (Burns
et al., 2008). Later, Lin et al. (2009) showed the
three-dimensional electron density structure of the
WSA during December solstice which is helpful for
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Fig. 27.3 Diurnal variation of wave-4 structure in September 2007. Each global constant local time map shows the electron content
integrated between 400 and 450 km altitudes

understanding of its formation mechanism. The night-
time (2000∼0400 LT) density enhancements shown in
Fig. 27.4 are signatures of the WSA. It starts to develop
at 1800 LT south of the EIA region and becomes
well-developed around midnight. Not only occurring
in the southern hemisphere, Lin et al. (2009) suggests
that a similar-to-WSA-like anomalous electron density
structure, featured by greater nighttime electron den-
sity than that in daytime, also occurs at the northern
hemisphere around June solstice for the first time. The
existence of the anomaly in the northern hemisphere is

further studied by regional radar and beacon receivers
and global satellite observations (Thampi et al., 2009;
Liu et al., 2010). They demonstrate that the anoma-
lous density structures in both northern and southern
hemispheres share a very similar development and
characteristics during evening hours. They suggest that
the anomaly seen in the northern hemisphere during
June solstice and the WSA are basically the same type
of the nighttime density enhancement anomaly and
coin the two anomalies as the mid-latitude summer
nighttime anomaly (MSNA).
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Fig. 27.4 Diurnal variation of wave-4 structure in December 2007. Each global constant local time map shows the electron content
integrated between 400 and 450 km altitudes

Figure 27.5 shows the MSNA signatures in both
northern and southern hemispheres by subtracting the
electron densities at 1400 LT from those at 2200
LT. The MSNA signature, greater nighttime density,
in the northern hemisphere occurs around east coast
of North America-Europe (–60◦E∼60◦E) and Central
Asia-Alaska (90◦E to –120◦E), while it occurs around
South Pacific-South Atlantic oceans (–180◦E to 0◦E)
in the southern hemisphere. The MSNA is likely to
be formed due to the combined effect of the longer

summer sunlight hours and the day-to-night/summer-
to-winter equatorward neutral winds during evening
hours (Dudeney and Piggott, 1978; Horvath and Essex,
2003). The longer sunlight and photo-ionization time
in high geographic latitude region during summer time
produce more electron density and it is later sustained
at higher altitudes by the nighttime equatorward wind.
The latitudes of the MSNA regions are mainly around
±40◦N to ±60◦N, ranging around 45◦∼75◦ dip angles
where the neutral wind effect in moving the plasma
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Fig. 27.5 The MSNA signatures in the northern (Left) and southern (Right) hemispheres by subtracting the electron densities at
1400 LT from those at 2200 LT

upward along the magnetic field line is still effective
(cf. Kohl and King, 1967; Rishbeth and Garriot, 1969).
Such effect produces an electron density enhancement
in the mid-latitude region around ±40◦N to ±60◦N
after 2000 LT as seen in Fig. 27.6.

Based on above reasons, MSNA mainly occurs at
longitudes where the magnetic equator shifts toward
poleward of the summer hemisphere in respect to the
geographic equator. The magnetic declination angle
also plays a role by projecting the geographical zonal
wind into equatorward wind along the field lines (cf.
Jee et al., 2009; Liu et al., 2010; Lin et al., 2010 and
references therein). This effect is most prominently
seen in the southern MSNA region where the east-
ward declination of the magnetic field lines provides

an additional northward/equatorward wind component
in the magnetic meridional plane projected from the
nighttime eastward winds at F-layer height. It results
in a much stronger southern MSNA signature between
South Pacific, South America and Antarctica than
other longitudes of the northern MSNA (Fig. 27.5).

The development of the MSNA in Fig. 27.6 shows
not only the electron density enhancement in mid-
latitude after 2000 LT hour but also the uplift of
the ionospheric layer indicating the equatorward wind
effect. Figure 27.6 also shows that the enhance-
ment occurred mainly between 250 and 350 km alti-
tudes where the recombination loss proceeds much
slower than at the lower altitude. To further inves-
tigate monthly variations of the MSNA, Figs. 27.7
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Fig. 27.6 Two-dimensional electron density slices at –90◦E
geographic longitude from 1800 to 2400 LT in December 2007
showing developments of the MSNA in the southern hemisphere

(or Weddell Sea anomaly). The magnetic equator locates at
approximately –11◦N geographic latitude. This figure is taken
from Lin et al. (2009)

and 27.8 show the local-time plots of the electron
density at locations where the northern (52◦N, 104◦E
in geographic coordinate) and southern (–60◦N, –90◦E
in geographic coordinate) MSNA features are seen
clearly. The MSNA signature appears as low as 250 km
altitude and becomes most prominent at 300 km.
The northern MSNA signature is seen during April-
September (Fig. 27.7), while the southern MSNA sig-
nature appears during September-February (Fig. 27.8).
The MSNA signatures in the both hemispheres exist
up to 450 km altitude according to Figs. 27.7 and 27.8.
The monthly variations of the MSNA indicate that the
previously unexpected nighttime density enhancement
is a general existing mid-latitude feature occurring
during local summer nighttime.

27.4 Summary

In summary, this chapter demonstrates two types of
the ionospheric longitudinal structures in low- and
mid-latitude regions. The longitudinal structure in the

low-latitude region results from the upward propagat-
ing atmospheric tides that modify the ionospheric elec-
trodynamics and affect the equatorial plasma fountain
consequently. The monthly and diurnal observations
provided by the COSMIC ionospheric soundings are
useful to cross compare with the neutral atmospheric
observation of the tidal effects. Additionally, the lon-
gitudinal structure seen in the mid-latitude region, the
MSNA, is now known to exist not only in the south-
ern hemisphere but also the northern hemisphere after
utilizing the COSMIC observations. Results shown in
Figs. 27.7 and 27.8 indicate that the MSNA is a gen-
eral existing mid-latitude ionospheric feature occurring
at local summer nighttime. Furthermore, the altitude-
latitude electron density maps derived from COSMIC
soundings shown in Fig. 27.6 are helpful to understand
the associated formation mechanism.
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Fig. 27.7 Local time variations of the electron density at (52◦N, 104◦E in geographic coordinate) at various altitudes in each month
of 2007. This figure indicates that the northern MSNA occurs from April to September
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Fig. 27.8 Local time variations of the electron density at (–60◦N, –90◦E in geographic coordinate) at various altitudes in each
month of 2007. This figure indicates that the southern MSNA (or the Weddell Sea anomaly) occurs from September to February

References

Bellchambers WH, Piggott WR (1958) Ionospheric measure-
ments made at Halley Bay. Nature 188:1596–1597

Burns AG, Zeng Z, Wang W, Lei J, Solomon SC, Richmond AD,
Killen TL, Kuo Y-H (2008) The behavior of the F2 peak
ionosphere over the South Pacific at dusk during quiet
summer condition from COSMIC data. J Geophys Res
113:A12305. doi:10.1029/2008JA013308

Dudeney JR, Piggot WR (1978) Antarctic ionospheric research.
In: Lanzerotti LJ, Park CG (eds) Upper atmosphere research
in Antarctica. Antarctic Research Series, Washington, DC,
pp 200–235

England SL, Maus S, Immel TJ, Mende SB (2006)
Longitudinal variation of the E-region electric fields
caused by atmospheric tides. Geophys Res Lett 33:L21105.
doi:10.1029/2006GL027465

Forbes JM, Russell J, Miyahara S, Zhang X, Palo S,
Mlynczak M, Mertens CJ, Hagan ME (2006) Troposphere-

thermosphere tidal coupling as measured by the SABER
instrument on TIMED during July –September 2002.
J Geophys Res 111:A10S06. doi:10.1029/2005JA011492

Forbes JM, Zhang X, Palo S, Russell J, Mertens CJ, Mlynczak M
(2008) Tidal variability in the ionospheric dynamo region.
J Geophys Res 113:A02310. doi:10.1029/2007JA012737

Hagan ME, Maute A, Roble RG, Richmond AD, Immel TJ,
England SL (2007) Connections between deep tropical
clouds and the Earth’s ionosphere. Geophys Res Lett
34:L20109. doi:10.1029/2007GL030142

Hajj GA, Lee LC, Pi X, Romans LJ, Schreiner WS,
Straus PR, Wang CM (2000) COSMIC GPS ionospheric
sensing and space weather. Terr Atmos Oceanic Sci 11(1):
235–273

Horvath I, Essex EA (2003) The Weddell sea anomaly observed
with the Topex satellite data. J Atmos Solar-Terr Phys
65;693–706

Immel TJ, Sagawa E, England SL, Henderson SB, Hagan ME,
Mende SB, Frey HU, Swenson CM, Paxton LJ (2006)
Control of equatorial ionospheric morphology by



374 C.H. Lin et al.

atmospheric tides. Geophys Res Lett 33:L15108.
doi:10.1029/2006GL026161

Jee G, Burns AG, Kim Y-H, Wang W (2009) Seasonal and solar
activity variations of the Weddell Sea Anomaly observed in
the TOPEX total electron content measurements. J Geophys
Res 114:A04307. doi:10.1029/2008JA013801

Kohl H, King JW (1967) Atmospheric winds between
100 and 700 km and their effects on the ionosphere.
J Atmos Solar-Terr Phys 29:1045–1062

Lei J, Syndergaard S, Burns AG, Solomon SC, Wang W,
Roble RG, Wu Q et al (2007) Comparison of COSMIC
ionospheric measurements with ground-based observations
and model predictions: preliminary results. J Geophys Res
112:A07308. doi:10.1029/2006JA012240

Lin CH, Liu JY, Cheng CZ, Chen CH, Liu CH, Wang W,
Burns AG, Lei J (2009) Three-dimensional ionospheric
electron density structure of the Weddell Sea Anomaly. J
Geophys Res 114:A02312. doi:10.1029/2008JA013455

Lin CH, Liu JY, Fang TW, Chang PY, Tsai HF, Chen CH,
Hsiao CC (2007a) Motions of the equatorial ioniza-
tion anomaly crests imaged by FORMOSAT-3/COSMIC.
Geophys Res Lett 34:L19101. doi:10.1029/2007GL030741

Lin CH, Wang WB, Hagan ME, Hsiao CC, Immel TJ, Hsu ML,
Liu JY, Paxton LJ, Fang TW, Liu CH (2007b) Plausible effect
of atmospheric tides on the equatorial ionosphere observed
by the FORMOSAT-3/COSMIC: three-dimensional elec-
tron density structures. Geophys Res Lett 34:L11112.
doi:10.1029/2007GL029265

Lin CH, Hsiao CC, Liu JY, Liu CH (2007c) Longitudinal
structure of the equatorial ionosphere: time evolution of
the four-peaked EIA structure. J Geophys Res 112:A12305.
doi:10.1029/2007JA012455

Lin CH, Liu JY, Cheng CZ, Chen CH, Liu CH, Wang W, Burns
AG, Lei J (2009) Three-dimensional ionospheric electron
density structure of the Weddell Sea Anomaly. Geophys Res
Lett 114:A02312. doi:10.1029/2008JA013455

Lin CH, Liu CH, Liu JY, Chen CH, Burns AG, Wang W (2010)
Midlatitude summer nighttime anomaly of the ionospheric
electron density observed by FORMOSAT-3/COSMIC.
J Geophys Res 115:A03308. doi:10.1029/2009JA014084

Liu JY, Lin CY, Lin CH, Tsai HF, Solomon SC, Sun YY, Lee IT,
Schreiner W, Kuo YH (2010) Artificial plasma cave in the
low-latitude ionosphere results from the radio occultation
inversion of the FORMOSAT-3/COSMIC. J Geophys Res
115:A07319. doi:10.1029/2009JA015079

Liu H, Thampi SV, Yamamoto M (2010) Anomalous phase
reversal of the diurnal cycle in the mid-latitude ionosphere. J
Geophys Res 115:A01305. doi:10.1029/2009JA014689

Lühr H, Rother M, Ha¨usler K, Alken P, Maus S (2008) The
influence of nonmigrating tides on the longitudinal varia-
tion of the equatorial electrojet. J Geophys Res 113:A08313.
doi:10.1029/2008JA013064

Oberheide J, Forbes JM (2008) Tidal propagation of deep trop-
ical cloud signatures into the thermosphere from TIMED
observations. Geophys Res Lett 35:L04816. doi:10.1029/
2007GL032397

Oberheide J, Hagan ME, Roble RG, Offermann D (2002)
Sources of nonmigratingtides in the tropical middle atmo-
sphere.J Geophys Res 107(D21):4567. doi:10.1029/2002
JD002220

Penndorf R (1965) The average ionospheric conditions over the
Antarctic. In: Waynick AH (ed) Geomagnetism and aeron-
omy, vol 4. Antarctic Research Series. AGU, Washington,
DC, [pp 1–45

Rishbeth H, Garriott OK (1969) Introduction to ionospheric
physics. Academic, New York, NY

Sagawa E, Immel TJ, Frey HU, Mende SB (2005), Longitudinal
structure of the equatorial anomaly in the nighttime
ionosphere observed by IMAGE/FUV. Geophys Res Lett
110:A11302. doi:10.1029/2004JA010848

Scherliess L, Thompson DC, Schunk RW (2008) Longitudinal
variability of low-latitude total electron content: tidal influ-
ences. J Geophys Res 113:A01311. doi:10.1029/2007JA
012480

Schreiner W, Rocken C, Sokolovskiy S, Syndergaard S, Hunt
D (2007) Estimates of the precision of GPS radio occulta-
tions from the COSMIC/FORMOSAT-3 mission. Geophys
Res Lett 34:L04808. doi:10.1029/2006GL027557

Schreiner WS, Sokolovskiy SV, Rocken C, Hunt DC (1999)
Analysis and validation of GPS/MET radio occultation data
in the ionosphere. Radio Science 34:949–966

Thampi SV, Lin CH, Liu H, Yamamoto M (2009) First tomo-
graphic observations of the Mid-latitude Summer Nighttime
Anomaly (MSNA) over Japan. J Geophys Res 114:A10318.
doi:10.1029/2009JA014439

Wu Q, Solomon SC, Kuo Y-H, Killeen TL, Xu J (2009)
Spectral analysis of ionospheric electron density and meso-
spheric neutral wind diurnal nonmigrating tides observed
by COSMIC and TIMED satellites. Geophys Res Lett
36:L14102. doi:10.1029/2009GL038933

Yue X, Schreiner WS, Lei J, Sokolovskiy SV, Rocken C,
Hunt DC, Kuo Y-H (2010) Error analysis of Abel retrieved
electron density profiles from radio occultation measure-
ments. Ann Geophys 28:217–222



Chapter 28

Ionosphere–Thermosphere Coupling in the Low-Latitude
Region

Shigeto Watanabe and Tsutomu Kondo

Abstract The zonal neutral wind in the thermo-
sphere flows strongly at the Earth’s magnetic dip
equator instead of the geographic equator around 20
magnetic local time (MLT). On the other hand, the fast
zonal plasma drift occurs in the low-latitude F region
of evening ionosphere, but the velocity decreases at
the magnetic dip equator. Therefore, the fast plasma
drift velocity structure forms an arch in the frame of
latitude and altitude in the evening. The fast zonal
neutral wind occurs inside of the arch. Since the
fast zonal plasma drift is strongly associated with
equatorial ionization anomaly (EIA), we suggest that
the ionosphere–thermosphere coupling associated with
F-region dynamo is significantly important in the phe-
nomenology of the low-latitude, F-region ionosphere
and thermosphere. The fast neutral wind occurring
in the evening F region over the magnetic dip equa-
tor may result in atmospheric super-rotation in the
low-latitude thermosphere.

28.1 Introduction

Though the ionization rate is less than 1% in the region
of low-latitude thermosphere, the dynamics of neu-
tral atmosphere is strongly controlled by the plasma.
The coupling process between the neutral atmosphere
and the plasma has been investigated by satellites
such as DE-2 and CHAMP. The observations showed

S. Watanabe (�)
Department of Earth and Planetary Sciences, Hokkaido
University, Hokkaido, Japan
e-mail: shw@ep.sci.hokudai.ac.jp

similar local time variations of plasma drift velocity
and neutral wind (Rishbeth, 1972; Heelis et al., 1974),
atmospheric super-rotation in thermosphere (Coley
and Heelis, 1989), and equatorial temperature and
wind anomaly (ETWA; Raghavarao et al., 1991). From
CHAMP satellite data, Liu et al. (2006, 2007, 2009)
presented results showing that the equatorial zonal
winds of daytime and nighttime upper atmosphere at
∼400 km altitude are significantly influenced by the
solar flux and that the winds show atmospheric super-
rotation in thermosphere depending on the season and
solar flux. From ground-based imager observations of
630 nm airglow by Otsuka et al. (2005), a meso-
scale structure generated by gravity wave was found
at the same time at conjugate points of northern and
southern hemispheres. The result suggested that the
electro-magnetic coupling along magnetic field lines
is significantly important in the thermosphere and the
ionosphere. The NCAR TIE-GCM results indicated
that the coupling between ionospheric plasma and the
eastward neutral wind is strong in the evening at mag-
netic equator (Richmond et al., 1992). Fuller-Rowell
et al. (1997) suggested the importance of chemical
heating in the ETWA region. Maruyama et al. (2003)
indicated the effect of ion drag in processes control-
ling the ETWA. The coupling between the neutral
atmosphere and the ionospheric plasma is a key pro-
cess to understand the dynamics and the structure
of the thermosphere and the ionosphere, but we do
not have enough information on the coupling process
because the direct simultaneous observations of the
neutral atmosphere/plasma and their comparison with
modeling have not yet been performed in detail.

In this chapter, the fast equatorial zonal neutral
winds as measured by the DE-2 satellites are pre-
sented. The winds are compared with plasma drifts and
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electron densities also measured onboard by the DE-
2 satellite. The latitudinal structures of the winds and
plasma drifts are closely associated with the equatorial
ionization anomaly (EIA) (Namba and Maeda, 1939;
Appleton, 1946).

28.2 Data

The inclination of the DE-2 satellite is 90◦. It samples
through all local times every 6 months. The thermo-
spheric zonal neutral wind, the zonal plasma drift,
and the electron density were measured by the WATS
(wind and temperature spectrometer), the RPA (retard-
ing potential analyzer), and the LANG (Langmuir
probe) instruments, respectively, onboard the DE-2
satellite. Note that the detailed descriptions of these
instruments have been given by Spencer et al. (1981),
Hanson et al. (1981), and Krehbiel et al. (1981). The
data presented here covers the altitude range between
300 and 600 km. Since the data are limited in local
time, altitude, latitude, and longitude, we did not inves-
tigate the seasonal dependence in them. Spencer et al.
(1981) have described in detail the derivation proce-
dure and the related errors in the neutral wind data. We
have selected the DE-2 data for the period Aug. 1981–
Feb. 1983 during which the average solar radio flux
value is F10.7=180. Very magnetically active periods

(Kp ≥ 5) were excluded from the data analyzed in this
study.

28.3 Results

The seasonally averaged zonal neutral wind dis-
tributions in the frame of geographic latitude
and longitude are presented in Fig. 28.1 for the
magnetic local time (MLT) intervals 00–04, 04–
08, 08–12, 12–16, 16–20, and 20–24 MLT. The
solid line shows the magnetic dip equator. The
data in each bin are averaged in 5◦ longitude/
latitude and in height range between 300 and 600 km.
The CHAMP satellite results also show similar neu-
tral wind distribution (Liu et al., 2009, Luhr et al.,
Chapter 22, this volume). The fast zonal neutral wind
flows eastward after the evening as can be noted in
the panels (a), (e), and (f). The wind velocity peaks
in the equatorial region and decreases toward higher
latitudes. It is to be noted that the maximum wind
velocity region is aligned with the Earth’s magnetic
dip equator, instead of the geographic equator. The
wind velocity is ∼150 m/s. Both the CHAMP and
DE-2 observations reveal nearly identical latitudinal
pattern. The neutral wind flows westward before noon
as can be noted in the panels (c). The zonal neu-
tral wind at magnetic equator averaged in local time
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Fig. 28.1 Distribution of the seasonally averaged zonal neutral
wind velocity (in unit of ms-1) in the frame of geographic longi-
tude and geographic latitude during periods of (a) 00–04 MLT,
(b) 04–08 MLT, (c) 08–12 MLT, (d) 12–16 MLT, (e) 16–20 MLT,

and (f) 20–24 MLT. Positive is eastward. The solid line indicates
the magnetic dip equator. Note the banded structure along the
magnetic dip equator, where the fastest neutral wind flows after
sunset until morning
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flows eastward. It corresponds to the super-rotation of
atmosphere at the thermospheric heights as also shown
by Liu et al. (2006).

Liu et al. (2009) and Luhr et al. (Chapter 22, this
volume) have presented a comparison of the zonal
neutral wind distributions in the frame of magnetic
dip latitude and magnetic local time as obtained by
the CHAMP and the DE-2 satellites. Although some
differences exist in the mean values of the neutral
wind and also in the local time of its second max-
imum, both the CHAMP and the DE-2 observations
reveal similar neutral wind patterns. As stated before,
the neutral wind flows eastward after noon to morn-
ing and westward before noon in the low-latitude
region. Toward higher latitude, the morning wind
reversal from eastward to westward occurs at earlier
local times (also see Fig. 28.1b and c). The rever-
sal time is ∼2 MLT near ±30◦ latitude. On the night
side, the latitudinal variation of the wind exhibits a
maximum at the magnetic dip equator. This fast neu-
tral wind continues throughout the time of eastward
wind. During 08–16 MLT, both observations show a
minimum westward flow at the magnetic dip equa-
tor (also see Fig. 28.1c, d). There is a good agree-
ment in the features revealed by CHAMP and DE-2
observations.

Figure 28.2 shows the zonal plasma drifts obtained
by the DE-2 satellite in the frame of geomagnetic
local time and latitude (left panel), and in the frame of
geographic longitude and latitude (right panel). Data
in each bin are averaged in 1 h and 1◦ geomag-
netic longitude/latitude. The averaged data correspond

to the altitude range between 300 and 600 km. The
zonal plasma drift velocity indicates symmetric pat-
tern on either side of the magnetic dip equator. It flows
strongly in the low-latitude region. The zonal plasma
drift changes the direction from westward to east-
ward at around 16 MLT. It presents variation similar
to that of the zonal neutral wind. Both zonal neu-
tral wind and zonal plasma drift velocities increase
eastward in the period between 18 and 20 MLT. The
plasma drift velocity reaches ∼100 m/s. However, the
fast zonal neutral wind at around 20 MLT reaches
about 150 m/s. On the other hand, the zonal plasma
drift forms a velocity anomaly from 18 to 20 MLT so
that the velocity trough occurs at magnetic dip equa-
tor and two peaks occur at ±10◦ magnetic latitudes
(see right panel). The zonal plasma drift velocity at
the magnetic dip equator is ∼50 m/s smaller than its
value at ±10◦ magnetic latitudes. The drift velocity
anomaly disappears at around 22 MLT, and then the
plasma flows strongly at magnetic dip equator until the
morning.

Figure 28.3 shows the zonal neutral wind (left), the
zonal plasma drift (middle), and the electron density
(right) observed by the DE-2 satellite in the frame
of magnetic latitude and altitude. The data are also
shown for the local time intervals of 15–18, 18–21, and
21–24 MLT. The data are averaged in bin of 10 km
in altitude and 1◦ in latitude. The zonal neutral wind
flows strongly at magnetic dip equator, and the veloc-
ity increases with increasing altitude at low and middle
latitudes. There is no data beyond 600 km altitude
because of the lack of sensitivity of the WATS (wind
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Solid lines represent geomagnetic field lines. Note that the zonal
plasma drift anomaly (PDA) forms an arch structure during 18–
21 MLT. The PDA occurs just inside of equatorial ionization
anomaly (EIA)

and temperature spectrometer) instrument in the low
neutral density regions. Both the zonal neutral wind
velocity and the zonal plasma drift velocity increase
with increasing magnetic local time in the evening to
midnight. However, the shape of fast zonal plasma
drift velocity is seen as an arch in 18–21 MLT. We
call this feature as zonal plasma drift velocity anomaly
(PDA). Such an anomalous feature does not appear at
the other local times. At altitudes between 300 and
500 km over the magnetic dip equator, the plasma drift
velocity is small. The maximum plasma drift velocity
of ∼100 m/s occurs at ∼600 km altitude over the dip
equator. The latitudinal distribution of the fast zonal
plasma drift is similar to that of the equatorial ioniza-
tion anomaly (EIA), but the faster zonal plasma drift
occurs at lower altitudes than that of EIA, i.e., PDA
is inside of the EIA. Note that the shear in the zonal
plasma drift velocity occurs below 600 km altitude
over the dip equator.

28.4 Discussion

From the above analysis of the DE-2 data, the latitudi-
nal structure of the zonal neutral wind has revealed a
fast zonal neutral wind over the Earth’s magnetic dip
equator which is similar to the results reported from
the CHAMP observations. It is remarkable how sim-
ilar this structure is in the two independent datasets
obtained two decades apart with totally different
instruments. The CHAMP satellite probes the in situ
neutral wind with a tri-axis accelerometer, while the
DE-2 measures the wind with a wind and temperature
spectrometer (WATS). The principles of these instru-
ments are completely different as described in Liu
et al. (2006) and Spencer et al. (1981). Furthermore,
the neutral wind varies significantly by location, sea-
son, and solar and geomagnetic conditions (Liu et al.,
2004, 2006; Oberheide et al., 2006). The consistency
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between the latitudinal structures revealed in the two
datasets is striking. The CHAMP and the DE-2 mea-
surements strongly confirm the existence of a belt of
fast neutral wind and its stable location at the magnetic
dip equator. This fast neutral wind along the Earth’s
magnetic dip equator instead of the geographic equator
demonstrates a strong magnetic control of the ther-
mospheric dynamics. In the upper atmosphere at low
latitudes, the atmospheric pressure gradient is the pri-
mary driver of the neutral wind, with the ion drag being
an important impeding force (Rishbeth, 1972). With
the development of the equatorial ionization anomaly
(EIA) in the equatorial ionosphere usually starting at
∼09 MLT, the plasma density forms a trough at the
magnetic dip equator (Balan et al., 1994; Liu and Wan,
2001). This trough offers lower ion drag, which con-
sequently facilitates faster neutral wind to flow over
the magnetic dip equator (Maruyama et al., 2003).
During the period of 05–08 MLT, however, the EIA
structure disappears and a peak of the plasma den-
sity peak instead of trough forms at the magnetic dip
equator (Lin et al., 2007). This causes the ion drag to
peak at the magnetic dip equator as well, which slows
down the zonal neutral wind considerably. As a result,
the magnetic dip equator becomes a channel of slow
flow instead of fast flow as shown in Fig. 28.1c, d.
The fast neutral wind occurs over the magnetic dip
equator during 16–24 MLT and after 12 MLT (see
Fig. 28.1a, b, e, and f). These observations strongly
suggest the ion drag being the principal cause for shift-
ing the fast zonal neutral wind from the geographic
equator to the magnetic dip equator. Besides the sim-
ilar latitudinal structure revealed by the CHAMP and
the DE-2, we note that an apparent difference is seen in
the occurrence time of the second wind maximum after
midnight (see Liu et al., 2009), Luhr et al. Chapter 22,
this volume). Raghavarao et al. (1991) examined the
latitudinal variation of the wind orbit by orbit instead
of in a statistical manner as we do here. As shown in
Fig. 1 of Raghavarao et al. (1991), for instance, the
neutral wind peak at the dip equator is very prominent
and broad, with a width of about 20◦ in latitude. But
the neutral wind trough near ±25◦ latitude is not clear
as shown in Fig. 28.1e. Furthermore, the location of
the neutral wind trough is expected to be highly vari-
able with local time and season, following that of the
EIA crests. Therefore, it is quite likely that this trough
structure with shallow magnitude has been smeared

out in statistical analysis, as a consequence of combin-
ing the measurements in different season, longitudes,
and local times. The statistical analysis of the DE-2 by
Coley et al. (1994) has revealed no band of slow neutral
wind.

The zonal plasma drift forms a trough at magnetic
dip equator and crests in ±10◦ magnetic latitudes (see
Fig. 28.2), which was already reported by Aggson
et al. (1987). From Jicamarca radar data, Fejer et al.
(1985) showed that the zonal plasma drift increases
with increasing altitude in the F region over the mag-
netic dip equator. However, a 3D structure of the
zonal plasma drift has not been understood in detail.
Figure 28.3 shows for the first time that the fast zonal
neutral wind occurs inside of the region of the fast
zonal plasma drift. The shape of fast zonal plasma drift
in latitude and altitude frames is similar to equatorial
ionization anomaly (EIA). We may call this feature
as the zonal plasma drift velocity anomaly (PDA).
The fast zonal plasma drift is strongly associated with
the EIA development after sunset till midnight. We
suggest that F-region dynamo also contributes to the
generation of the fast zonal neutral wind over the mag-
netic dip equator, and the ionosphere–thermosphere
coupling associated with F-region dynamo is signif-
icantly important in the phenomenology of the low-
latitude, F-region ionosphere and thermosphere. The
fast zonal neutral wind occurring in the evening equa-
torial F region over the magnetic dip equator may
constitute a source of atmospheric super-rotation in the
low-latitude thermosphere.

In summary, the DE-2 results presented here which
is in good agreement with the published CHAMP
results reveal a fast zonal neutral wind at the Earth’s
magnetic dip equator instead of the geographic equa-
tor, demonstrating the strong magnetic control of the
neutral dynamics via ion drag. The fast zonal neutral
wind occurs inside the zonal plasma drift velocity
anomaly (PDA) in the evening hours, and such latitu-
dinal structures in the zonal wind and plasma drifts are
associated with equatorial ionization anomaly (EIA).
This is a strong manifestation of the ionosphere–
thermosphere coupling processes over the low
latitude.
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Chapter 29

A Tutorial Review on Sporadic E Layers

Christos Haldoupis

Abstract The sporadic E layers (Es) form in the
dynamo region of the ionosphere when metallic ions
of meteoric origin are converged vertically in a wind
shear. This paper provides a comprehensive update on
sporadic E, a topic that has been studied for many
years. The aim is to render useful information and
physical understanding for both the general and spe-
cialized reader, and construct an integrated picture
of sporadic E through a critical synthesis of recent
findings. The basic aspects of the layer windshear the-
ory are reviewed and then selected observations are
presented which are tested against the theoretical pre-
dictions. The emphasis is placed on the tidal wind
control of the diurnal and semidiurnal variability and
altitude descent of sporadic E layers. There is now
enough evidence to suggest that mid- and low-latitude
sporadic E is not as “sporadic” as the name implies
but a regularly occurring ionospheric phenomenon.
This suggests that E layer physics could also be incor-
porated in existing atmosphere-ionosphere coupling
models. Furthermore, the present review summarizes
recent findings which provide physical insight into
long-going problems and questions about the seasonal
dependence and the global occurrence of Es. The
experimental results, which are in favor of the wind-
shear theory, imply that the key agents controlling
sporadic E are: tidal wind atmospheric dynamics, the
Earth’s horizontal magnetic field component, and the
meteoric deposition of metallic material in the lower
thermosphere.

C. Haldoupis (�)
Physics Department, University of Crete, Heraklion, Crete,
Greece
e-mail: chald@physics.uoc.gr

29.1 Introduction

The name “sporadic E” and its abbreviation “Es”
refer to a legendary ionospheric phenomenon which is
known since the recording of the first primitive iono-
grams in the early nineteen thirties. It is a generic term
used for the thin layers of enhanced metallic ionization
that form in the E region ionosphere, mostly between
about 95 and 120 km. These can at times become
denser than the normal E layer or even the peak F layer,
thus they may affect HF radio propagation and F region
ionosonde recordings severely and therefore can be of
relevance to space weather.

Sporadic E has been investigated extensively, both
experimentally and theoretically. Albeit the great
majority of the observational studies have been per-
formed with ionosondes, there are also a considerable
number of investigations carried out with incoher-
ent and coherent scatter radars as well as through
probing in-situ with rockets. It is not the purpose of
this paper to critically summarize all these numer-
ous results and the interested reader should consult
past review papers by Whitehead (1989) and Mathews
(1998) and the references cited therein, as well as more
recent publications quoted in the present paper.

The scope here is to provide a tutorial review on
Sporadic E that summarizes our present understanding.
Instead of providing a detailed treatise of the phe-
nomenon and its complexities, we focus here on basic
physical principles and key observational characteris-
tics. An objective is to emphasize a fact that has been
overlooked, that is, sporadic E is not as “sporadic” as
its name implies but rather a regularly occurring phe-
nomenon over a large range of latitudes from a few
degrees off the magnetic equator to the auroral zones.

381M.A. Abdu, D. Pancheva (eds.), A. Bhattacharyya (Coed.), Aeronomy of the Earth’s Atmosphere and Ionosphere,
IAGA Special Sopron Book Series 2, DOI 10.1007/978-94-007-0326-1_29, © Springer Science+Business Media B.V. 2011
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In the following, key theoretical elements which form
the basis of sporadic E understanding are presented,
followed by the presentation and discussion of selected
experimental properties.

29.2 Basic Es Theory and Processes

Here, basics of the midlatitude sporadic E theory
are presented, which are pertinent to the scope of
the present paper and useful in obtaining a clear
physical understanding. The physics of sporadic E
layer formation is described through the Windshear
Theory, first proposed and formulated in the early six-
ties by Whitehead (1961), and Axford (1963), and
since developed further by more authors (e.g., see
Whitehead, 1989). It relies on the idea that thin lay-
ers of ionization can form in the dynamo region of
the ionosphere by vertical ion convergence driven by
vertical shears in the horizontal neutral wind.

This layer-forming process is controlled fully by ion
dynamics, which can be adequately expressed through
a simplified version of the ion momentum equation.
Following Chimonas and Axford (1968) and neglect-
ing pressure gradient (diffusion) forces at E region
heights, gravity, as well as electric field forces at
middle and low latitudes, the equation of ion motion
includes at steady state only the ion-neutral collisional
and geomagnetic Lorentz forces:

mi νi(vi − Un) − e vi × B = 0, (29.1)

where mi and νi are the ion mass and ion-neutral colli-
sion frequency, vi and Un are the ion drift and neutral
wind velocities respectively, e is the electronic charge,
and B the geomagnetic field vector. By adopting a
geomagnetic south, geomagnetic east and vertically
up Cartesian (x,y,z) coordinate system for the north-
ern hemisphere, and using the notations of Mathews
(1998) for the vectors vi (u, v, w), Un (U, V, W) and
B (-BcosI, 0, -BsinI), Eq. (29.1) can be solved for the
(positive upwards) vertical ion drift:

w= (νi
/
ωi) cos I

1 + (νi
/
ωi)2

V + cos I sin I

1 + (νi
/
ωi)2

U = fznV + fmr U.

(29.2)
Here, I denotes the magnetic dip angle while νi/ωi

is the ratio of ion-neutral collision frequency to ion

gyrofrequency, which introduces an altitude depen-
dence through the decrease with altitude of the ion-
neutral collision frequency. The dimensionless param-
eters fzn and fmr represent the zonal and meridional
“ion drift factors”. In deriving Eq. (29.2), it is assumed
that the vertical wind component is negligible, that is,
W ≈ 0, an assumption that is fairly reasonable.

29.2.1 Windshear Ion Convergence
Mechanisms

The first and second terms in the right hand side of
Eq. (29.2) define two processes of vertical ion conver-
gence which associate with the vertical shears in zonal
(V) and meridional wind (U), respectively. The zonal
wind shear mechanism is illustrated in the upper part of
Fig. 29.1. It involves the horizontal component of the
magnetic field BH = BcosI and a vertical wind shear
characterized by a westward wind above and an east-
ward wind below. As the ions drift with the wind to
the west above (east below) with Vwest (Veast) they are
also Lorentz-forced eVwestBH (eVeastBH) to drift down-
wards (upwards), therefore converging at an angle to
the wind shear null, where V = 0, to accumulate and
form a layer. The lower part of Fig. 29.1 sketches
the meridional wind shear mechanism which requires
(for the northern hemisphere) a northward wind above
and a southward wind below. Here, the ions are wind-
driven horizontally while at the same time they are
constrained by the Lorentz force to gyrate about the
inclined magnetic field lines. As a result, the ions
finally move in the direction of the magnetic field with
the wind velocity component UnorthcosI (UsouthcosI)
and therefore converge to the wind shear null at U = 0
to form a layer. Since the electrons are strongly magne-
tized (ωe>>νe), they are not affected directly by neutral
winds. Therefore, in the ion convergence processes
under discussion, the electrons are Coulomb-forced to
follow the ions, moving along the magnetic field lines
to maintain plasma neutrality.

Note that none of the two ion-convergence mecha-
nisms will work well near the magnetic equator where
the magnetic field is fairly horizontal. In the case of
a meridional wind shear, the wind simply moves the
ions along the field lines thus the Lorentz force is zero
and the ions do not move vertically. In the zonal wind
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windshear mechanisms
for vertical ion convergence
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Fig. 29.1 Exemplifying sketches of the zonal (top) and
meridional (bottom) wind shear mechanisms for vertical ion-
convergence into a thin ionization layer forming at the wind
shear velocity null. More details on the two mechanisms are
given in the text

shear process the ions are strongly Lorentz-forced to
move vertically, however they cannot converge into a
layer easily because they are kept near a fixed magnetic
field line by the strongly magnetized electrons, because
the plasma must remain neutral. Also, both windshear
mechanisms do not work efficiently at high magnetic
latitudes (auroral zones). There, the horizontal mag-
netic field component which is involved in the zonal
windshear process is small, whereas for the meridional
windshear process the driving wind component along
the magnetic field is also small. As a result of the afore-
mentioned geometrical constraints, the strongest and
more frequent layers occur at midlatitudes. We note
however that the sporadic E layers seen occasionally
at high latitudes are attributed mostly to the relatively
large auroral electric fields which in this case do enter
also in Eq. (29.1).

Es layers live long times (from a few to many
hours), implying that the windshear ion convergence

process cannot rely on ambient molecular ions which
live short times, because they neutralize quickly (in a
few minutes) through dissociative recombination. To
get around this problem, it was suggested that Es lay-
ers are due to metallic (monoatomic) ions of meteoric
origin undergoing slow radiative recombination which
requires a three body collision. This fact has been
confirmed by rocket and incoherent scatter radar obser-
vations (e.g. see Whitehead, 1989 and Mathews, 1998).
Note that the metallic ion lifetimes range widely with
altitude, from a few days at ∼120 km to a few hours at
∼95 km (MacDougall et al., 2000).

29.2.2 Ion-Convergence Times

The layer-forming efficiency of the zonal and merid-
ional windshear mechanisms at a given altitude differ
because their ion drift factor dependence on νi/ωi

is different. This is illustrated in Fig. 29.2, which
presents the zonal and meridional ion drift factors for
a typical midlatitude location as a function of alti-
tude. The νi/ωi altitude profile used here was taken

Fig. 29.2 Altitude variation of the zonal and meridional
windshear ion drift factors (see Eq. (29.2)) for a typical
midlatitude location. They determine the mechanisms’ layer
forming efficiency at different altitudes. The zonal windshear
ion-convergence dominates below 115 km, at altitudes where the
majority of sporadic E layers are situated
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from Bishop and Earle (2003) and refers to metal-
lic ion plasma with a mean ionic mass 40 AMU. As
seen, both mechanisms are equally effective at around
125 km where νi ∼ ωi, while at lower (upper) alti-
tudes the zonal (meridional) windshear mechanism
becomes dominant. At upper heights the ion-neutral
collision frequency is reduced which makes the ions
more magnetized, therefore the ability of a zonal wind
to move them across the magnetic field is weakened.
On the other hand, the meridional windshear process,
which moves the ions along the inclined magnetic
field direction, works better if the ions are strongly
magnetized therefore it dominates at upper heights
where ωi�νi.

At lower E region heights where collisions are more
frequent, the ions become less magnetized, which
reduces the action of Lorentz force. This affects both
windshear mechanisms but the effect is more severe
in the meridional rather than the zonal windshear pro-
cess. Figure 29.2 shows that the meridional windshear
effects on ion vertical motion become minimal below
∼115 km, thus ion convergence and Es layer forming
at altitudes below 115 km is governed by the vertical
shears in the zonal wind. The latter can still affect the
layers down to altitudes 90 and even 85 km, as sug-
gested by incoherent scatter radar observations of weak
lower altitude Es.

Equation (29.2) can be used to estimate the time
required for ion convergence to cover a vertical dis-
tance �z, as a function of altitude (through the ion-
neutral collision frequency) and neutral wind velocity
for both the zonal and meridional wind shear mecha-
nisms:

tzn = 1 + (νi
/
ωi)2

V(νi
/
ωi) cos I

�z and tmr = 1 + (νi
/
ωi)2

U cos I sin I
�z.

(29.3)

Such estimates are useful in understanding the layer
altitude descent with time, as it will be discussed later.
Figure 29.3 shows estimates of vertical ion conver-
gence times for the same midlatitude location and
the ion-neutral collision frequency profile used in
Fig. 29.2. The ion convergence times were computed
for �z = 1 km, separately for a strong (weak) zonal
and meridional wind components of 100 m/s (10 m/s).
As one may infer, a typical meridional wind of 50
m/s can force the ions to drift 1.0 km vertically in a
few minutes at altitudes above 120 km, whereas below

Fig. 29.3 Ion-convergence time estimates as a function of alti-
tude for the zonal and meridional wind shear mechanisms, com-
puted for strong (solid) and weak (dash) wind driving conditions.
See text for details

100 km this requires times of the order of hours. On
the other hand, a zonal wind is much more efficient in
forcing the ions to move vertically faster at lower alti-
tudes compared to an equally strong meridional wind
there. For example, at 110 km the ions need ∼10 min
to move one kilometer vertically under the forcing of
a 50 m/s zonal wind, but ∼100 min for a meridional
wind of the same magnitude.

It is important to realize that vertical ion-
convergence becomes vertical ion-divergence for a
windshear polarity opposite of that forming a layer. In
this way an existing layer can be broadened and possi-
bly be dissolved by a vertical windshear acting to move
the ions apart, for instance in the case of a wind shear
in which the wind is eastward above and westward
below. Expectedly, the times required for windshear
de-layering are about the same as for layer forming,
which means that the layers can de-form faster (slower)
at the altitudes where they form faster (slower). This
is the reason why Es layers remain fairly stable for
many hours at lower heights, especially below 100 km
where ion-convergence, or divergence, times are long.
On the other hand, at upper heights near 125 to
130 km, layers are more variable and shorter-lived
since ion-convergence (divergence) is much faster
there.
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29.2.3 Plasma Diffusion

A process that acts against ion convergence is ambipo-
lar plasma diffusion. Diffusion is commonly ignored in
the sporadic E forming process because the ambipolar
diffusion coefficient Da = kB(Ti + Te)/miνi is small
at E region altitudes. The role of plasma diffusion
becomes increasingly important at upper E region
altitudes where Da increases because ion-neutral col-
lisions decrease (e.g., Da is ∼1200 m2/s at 150 km as
compared to ∼50 m2/s at 100 km). Ambipolar plasma
diffusion is the physical reason why sporadic E layers
appear to be wider at higher E region altitudes, despite
that meridional wind shear convergence there is more
effective in layer formation (e.g., see Fig. 29.3). This
also explains why strong wind shears in the F region
meridional wind cannot form there narrow layers.

To estimate the importance of plasma diffusion
in the layering process, we follow Axford (1963)
and Kelley (1989) and take a sinusoidal form for a
tidal zonal V = V0 sin (kz z), or meridional U = U0

sin (kz z), wind profile where V0, U0 and kz (=2π /λz)
are the characteristic wind speed amplitudes and the
vertical tidal wavenumber, respectively. Then, plasma
diffusion prevents a layer from forming when the
characteristic diffusion time τD = 1/(k2

z Da) is smaller
than the typical zonal (meridional) windshear plasma
convergence time taken from Eq. (29.3), that is:

τD ≤ 1 + (νi
/
ωi)2

kzV0(νi
/
ωi) sin I

; τD ≤ 1 + (νi
/
ωi)2

kzU0 cos I sin I
.

(29.4)

Figure 29.4 exemplifies the zonal and meridional
wind ion convergence and plasma diffusion times com-
puted as a function of altitude for the same parameters
used in the previous figures, and for wind speed ampli-
tudes V0 = U0 = 25 m/s and a tidal vertical wavelength
of λz = 33 km, which corresponds to the semidiur-
nal S(2,6) tidal mode. In this case, plasma diffusion is
effective in opposing layer forming above ∼140 km
and ∼180 km for the zonal and meridional windshear
processes, respectively. On the other hand, diffusion
times are fairly large at lower altitudes relative to
convergence times there; therefore, correctly, plasma
diffusion becomes unimportant in layer forming at
lower heights, say below 130 to 120 km, where narrow
sporadic E layers are mostly located.

Fig. 29.4 Examples of vertical ion-convergence (or layer-
forming) time estimates at different altitudes for a zonal and
meridional wind (solid lines), as compared to plasma diffusion
times (dashed line) estimated for a semidiurnal tidal wind of ver-
tical wavelength λz = 33 km. Plasma diffusion has little effect in
Es layer forming below about 130 km. See text for more details

29.3 Es Observational Properties
and Interpretations

Here, selected observations that characterize key prop-
erties of sporadic E layers are presented. The emphasis
is placed on incoherent scatter radar measurements,
which show Es to be largely a non-sporadic phe-
nomenon. The processes contributing to short-term Es
variability, and thus to the layer sporadic character,
are discussed only in brief. Recent developments on
two important Es properties, that is, the pronounced
seasonal dependence and the global distribution of spo-
radic E layer occurrence are also summarized. The
results included here are interpreted in the framework
of the windshear theory predictions.

29.3.1 The Non-sporadic Nature
of Sporadic E

The windshear theory suggests that sporadic E is
closely linked to atmospheric dynamics because its for-
mation requires the presence of sheared winds in the
lower thermosphere. Inherently, this implies that Es
possesses a variable but regular character that reflects
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both, the complexity and repeatability of atmospheric
wind and wave dynamics in the MLT (mesosphere –
lower thermosphere) region. This has been confirmed
by incoherent scatter radar (ISR) studies at Arecibo
(Geog. Lat. ∼18◦ N; Magnetic dip ∼50◦). Besides its
advantage in measuring electron density profiles accu-
rately with good time and altitude resolution, it is the
superb sensitivity of ∼500 electrons per cm3 of the
Arecibo ISR which reveals that sporadic E is present
nearly all times, that is, it exhibits a non-sporadic
behavior, in general. The Arecibo ISR studies showed
that there is a well defined tidal variability in sporadic
E, which prompted Mathews (1998) to introduce the
term “tidal ion layers” (TIL) as more appropriate to
“sporadic Es ”.

As discussed by Mathews (1998), the Arecibo ISR
observations revealed that the diurnal and semidiurnal
tides are the main agents that control the formation
and altitude descent of sporadic E layers. This was
recognized to be also true at higher midlatitudes by
Haldoupis et al. (2006) who used a novel method
to identify tidal variations and altitude descent in
ionogram data. On the average, the tidal winds may
dominate and thus govern the diurnal and sub-diurnal
variability and descent of the layers through their ver-
tical wind shears which form and drag the layers
along as they phase speed propagate downwards. The
close connection between Es and tides is to be antici-
pated because, as shown for example by Chapman and
Lindzen (1970) and Forbes et al. (2007), the neutral
winds in the E region are dominated by solar tides. This
setup agrees fairly well with windshear theory, which,
as discussed previously, favors metallic ion layer for-
mation at vertical shear convergence nulls. However,
atmospheric dynamics in the E region can occasionally
become rather complex, which may lead to depar-
tures from the predominant tidal wind pattern (Larsen,
2002).

The term “sporadic” had been labeled at times as
“convenient” and “improper” well before the Arecibo
ISR observations. This happened because it was real-
ized that this term was adopted to a large extent as
a result of an instrumental limitation rather than of
a prominent physical property. The limitation, which
made a variable ionospheric phenomenon appear more
sporadic in occurrence than it actually is, relates with
the fact that the ionosonde electron density measure-
ments are inevitably subject to a sharp lower cutoff
near 2.5×104 cm–3 caused by the instrument’s lowest
transmitted frequency of ∼1.0 to 1.5 MHz. Thus,

whenever the peak electron density in a layer would
decrease below (increase above) the minimum elec-
tron density detected by ionosonde, the layer would
disappear (appear), therefore making its occurrence to
appear sporadic.

Figures 29.5 and 29.6 show Arecibo ISR observa-
tions, presented here in order for the reader to appre-
ciate that Es follows a predictably repeating pattern,
determined by the tidal modes in the lower thermo-
sphere. Figure 29.5 illustrates a prevailing Es tidal
variability both in time and altitude, observed during
6 full days of continuous Arecibo ISR operation. Each
panel corresponds to a 24-h local day and represents a
height-time-intensity (HTI) plot, where the “intensity”
here refers to the logarithm of the (positive) vertical
electron density gradient, log(dNe/dz). This type of dis-
play is quite useful for detecting the altitude location
of Es layers quite accurately during the course of a
24-h local day, and thus is suitable in identifying the
tidal variability and descent of layers with time. As
seen in Fig. 29.5, there is a daily trace pattern that
exhibits iterating characteristics dominated by tidal-
like periodicities. Figure 29.6 presents more typical
Arecibo observations obtained from various radar runs,
each lasting at least two 24-h days. Shown there are
height-time-log(dNe/dz) intensity 24-h local day plots
which illustrate a repeating pattern in sporadic layer
formation and descent.

Inspection of the HTI plots, in both Figs. 29.5 and
29.6, shows that for a given 24-h local day there is
usually a set of 3 different Es traces. These include
a diurnal trace at lower altitudes below about 110 km
and two semidiurnal-like upper altitude traces, a day-
time trace and a less frequent nighttime trace, which
appear at about 140 km prior to noon and midnight,
respectively. The lower altitude diurnal layer trace is
descending with a speed ∼1.0 km/h which agrees
reasonably well with the phase velocity of the theo-
retical diurnal tidal mode S(1,1) which has a vertical
wavelength of ∼28 km and is known to be domi-
nant below 110 km at lower midlatitudes (e.g., see
Harper, 1977). The upper altitude semidiurnal-like lay-
ers descend with speeds of about 2–4 km/h towards
lower heights to often merge there with the slowly
descending diurnal layer below. This repeating Es trace
pattern shows that sporadic E exhibits a well-defined
regularity in both formation and altitude descent, in
response to tidal windshear dynamics.

As mentioned, Figs. 29.5 and 29.6 show a notice-
able difference between the upper altitude semidi-
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Fig. 29.5 Arecibo incoherent scatter radar log(dNe/dz) height-
time-intensity plots measured for six consecutive days, showing
a regular and repeating pattern of sporadic E layer occurrence.
This is characterized by lower and upper E region altitude layers,
which descend in altitude during the course of the day. The lower

altitude layers appear to follow a well-defined diurnal variation
which is apparently controlled by the diurnal tide. The horizontal
axis in each single day plot denotes local time ranging from 0 to
24 hours. The vertical axis in each plot represents height ranging
from 80 to 150 km

Fig. 29.6 Same as Fig. 29.5.
It presents Arecibo ISR
observations of daily sporadic
E trace activity, which shows
a repeating pattern of diurnal
and semidiurnal periodicities
in layer formation and altitude
descent controlled by the
diurnal and semidiurnal tides.
The vertical height-axis in
each plot ranges from 80 to
180 km

urnal layers. That is, the nighttime layer is often
much weaker and less frequent than the daytime one.
This is likely because the tidal windshear associ-
ated with the formation of the daytime semidiurnal
layer collects the metallic ion population produced

by the enhanced meteoric influx during past-midnight
to morning hours and the subsequent photoioniza-
tion of metallic atom deposition. In this way, the
medium is depleted of metallic ions later in the
day, which implies that it may become difficult for
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Fig. 29.7 The three sets of
points represent seasonal
averages for the low altitude
diurnal and the upper altitude
semidiurnal sporadic E layer
daily traces as observed by the
incoherent scatter radar at
Arecibo. The superimposed
lines are windshear theory
numerical simulations for a
diurnal S(1,1) tidal wind
mode with a vertical
wavelength λz = 28 km
(lower altitude line) and a
semidiurnal S(2,6) zonal tidal
wind with λz = 33 km (upper
altitude lines)

the upper nighttime layer to reach always detectable
levels.

The seasonal tidal variability and descent of Es lay-
ers at Arecibo were studied statistically by Christakis
et al. (2009), using for analysis a large ISR data set
of 140 days of radar operation, distributed over several
years and covering evenly all seasons. The key findings
are summarized in Fig. 29.7, which shows the hourly
mean altitude positions of the prevailing diurnal and
semidiurnal Es layers. As seen, there is a three layer
daily pattern prevailing, with some differences, in all
seasons. The solid lines superimposed on top of the
three sets of mean seasonal Es trace points represent
numerical simulations computed form windshear the-
ory (by solving Eq. (29.2)), using a simplified diurnal
or semidiurnal zonal tidal wind of a given amplitude
and vertical wavelength λz. It was found that the S(1,1)
24-h tide with a vertical wavelength λz ∼25 km con-
trols fully the formation and descent of metallic Es
layers at low altitudes below ∼110 km. The higher
altitude layers and their altitude descent was approx-
imately accounted for by using the semidiurnal tidal
mode S(2,6) with λz ∼35 km.

29.3.2 Physical Interpretation

Taking into consideration the observations and the-
oretical predictions discussed previously, a physical
picture emerges which is summarized as follows. First,
let’s take the upper altitude daytime and nighttime

descending layers that are controlled by a semidiurnal
tide. These are associated with the so called inter-
mediate descending layers which often detach from
the F region bottomside (Mathews, 1998). They form
at shear convergence nulls at higher E region alti-
tudes (say, 150–180 km) but they become narrow
only below about 135 km because plasma diffusion,
which counteracts ion-convergence and plasma accu-
mulation, becomes now ineffective below ∼140 km
(see Fig. 29.4).

According to the windshear theory, a layer remains
in a shear convergence null only if it forms fast enough
compared to the time required for the null to phase-
propagate downward a distance equal to the layer’s
width. In the upper E region the layers form rapidly
(see Fig. 29.3) thus they tend to “stick” at a wind
shear convergence null as it moves downwards with
the vertical tidal phase speed. This is manifested by the
steady negative slopes seen in Es traces above about
115 to 120 km (see Figs. 29.5 and 29.6), while below
these heights the situation changes gradually because
ion-neutral collisions become increasingly effective
in opposing/delaying ion convergence. As a result,
layer descent slows down (trace slopes in Fig. 29.5
start curving) because ion convergence time becomes
increasingly larger (see Fig. 29.3), therefore a layer
cannot form fast enough to remain inside a tidal con-
vergence null as it does at upper E region heights.
In fact, the layers lag steadily behind the downward
propagating tidal convergence null, therefore they keep
descending at rates progressively smaller than the
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vertical tidal phase velocity. This slow descent con-
tinues till a divergent tidal node that follows ion
convergence catches up with Es to impose a possi-
ble de-layering effect because the layered ions tend
now to disperse vertically. Depending upon the ampli-
tude and phase velocity of the semidiurnal tide, there
is finally a lower altitude near 110 km at which the
ion neutral collision frequency is high enough to not
allow the 12-h tide to affect the layer. At these altitudes
and below, the semidiurnal tides and their associ-
ated ion convergent (or divergent) wind shears prop-
agate through a stagnating layer without impacting
on it.

The upper altitude semidiurnal tidal layers may
merge with lower altitude metallic ionization to con-
tribute in the formation of the prominent 24-h sporadic
E layer that is controlled by the diurnal S(1,1) tide.
Relative to the semidiurnal tides, the S(1,1) 24-h tide
has larger amplitudes (e.g., see Harper, 1977) and a
shorter vertical wavelength so that it phase-propagates
downwards slower than the 12-h tides, therefore it
provides the time needed to fully control Es layer for-
mation and descent from about 110 km down to 90 km
(see Figs. 29.5 and 29.6). Although, the Es picture can
at a given day become more complicated (see such
days in Figs. 29.5 and 29.6), because of the complexity
of atmospheric dynamics and the confluence of coex-
isting tidal modes, as well as gravity wave and possible
neutral wind instability effects, the overall pattern of
sporadic E formation and descent remains fairly well
defined and predictable.

29.3.3 Non-tidal Es Variability

Close inspection of the daily plots in Figs. 29.5 and
29.6, show that Es traces undergo at times a shorter
term variability, which appears to be more prominent
during nighttime, as manifested by trace (layer) multi-
plicity, disruptions and altitudinal distortions, all con-
stituting departures from a clear diurnal/semidiurnal
picture. This is because of various causes and phys-
ical processes which also enter into action to affect
in a rather unpredicted way the Es layers, contribut-
ing therefore to a “sporadic” character of the phe-
nomenon. One key reason for this is the complex-
ity of atmospheric wave dynamics due to non-linear
interactions that result to additional tidal modes. For

example, Arecibo ISR (e.g. see Mathews, 1998) and
ionosonde studies (e.g., see Haldoupis and Pancheva,
2006) revealed at times also a role for shorter period
tidal modes, such as the quarterdiurnal and terdiurnal
tides, on Es formation and descent. Naturally, it is the
confluence of co-existing tidal modes, having different
amplitudes and phases, which may create at times sig-
nificant discrepancies from the dominant and regular
diurnal and semidiurnal Es pattern.

Ionosonde studies over the last 10 years established
that, in addition to the tides, planetary waves (PW)
also play a role on Es generation which imposes long-
term PW periodicities in the occurrence and inten-
sity of sporadic E layers (e.g., see Haldoupis and
Pancheva, 2002 and more references therein). Further
studies, which involved careful analysis of simultane-
ous ionosonde and MLT neutral wind measurements,
showed that the effect of PW on Es is impacted indi-
rectly rather than directly. This seems to be done
through the diurnal and semidiurnal tides which are
modulated by planetary waves, apparently through a
nonlinear interaction process at altitudes below 100 km
(for details, see Pancheva et al., 2003 and Haldoupis
et al., 2003).

At shorter scales, there exist a spectrum of grav-
ity waves in the lower thermosphere which are also
expected at times to have modulating effects on Es
occurrence and intensity. Djuth et al. (2004) showed
that gravity wave-like perturbations are imbedded in
thermospheric electron density, and that “sets” of
waves separated by 20–60 min can be present prop-
agating rapidly downwards with speeds higher than
say 100 km/h. These short period, large vertical wave-
length gravity waves are weak (∼1–3%) and require
special data filtering methods in order to be identi-
fied, thus very rarely are visible in the type of displays
shown in Figs. 29.5 and 29.6. A rare example of such
a gravity wave set was observed during daytime before
local noon in July 7, 1999, but their layering effect
was weak and thus hardly visible in Fig. 29.5. Traces
of such waves show up more easily in the upper E
region plasma (see Djuth et al., 2004) and have a neg-
ative slope due to downward phase propagation which
curves the traces towards increasing time as the phase
front approaches lower E region heights where ion-
neutral collisions become much more frequent. The
wind shears associated with such waves can affect
at times upper altitude sporadic E layers (e.g., see
Mathews, 1998). Their effect is small below about
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115 km apparently because the waves propagate fast
through a layer, thus there is no time for their wind
shears to impact much of vertical ion convergence or
divergence effects on it.

Finally, there are also other forms of complex
variability in sporadic E which are attributed to
neutral air density and/or plasma instabilities as
well as localized electrodynamic processes. Neutral
instability mechanisms include the wind shear or
Kelvin-Helmholtz and/or neutral convective instabili-
ties which are responsible for short scale overturning
structures such a Kelvin-Helmholtz billows character-
ized by vertical scales of a few kilometers and times
scales of hours (e.g., see Larsen, 2000; Larsen et al.,
2004). Also plasma instabilities, like the two-stream
and gradient-drift instabilities (e.g., see Hysell et al.,
2002) can lead to the generation of medium to short
scale electrostatic plasma irregularities which are field
aligned and can cause strong backscatter of radar sig-
nals incident perpendicular to the earth’s magnetic
field. This is an important topic of sporadic Es plasma
physics and electrodynamics that relates to the turbu-
lent or unstable state of Es plasma, which, however, is
beyond the scope of, and the available space for, the
present paper.

29.3.4 Seasonal Variability

An important property of long-term Es variability
is a well-defined annual Es dependence which is
marked by a pronounced summer maximum. There
exist several statistical studies (e.g., see Whitehead,
1989) which show that Es occurrence and intensity is
marked by a conspicuous maximum which forms dur-
ing June–July and December–January for the northern
and southern hemispheres respectively, that is, around
the northern and southern hemisphere summer sol-
stices. This seasonal Es morphology is inexplicable
from the windshear theory and constitutes for it an seri-
ous weakness. Although there might be some seasonal
differences in the tidal modes involved in Es forma-
tion, there exists no evidence to suggest that something
dramatic is happening in the driving tides during sum-
mer which can account for the conspicuous summer
maximum in occurrence and intensity. The annual Es
dependence attracted considerable attention through
the many years of Es research but, despite the efforts,

no comprehensive explanation emerged until recently,
when long term measurements of the meteoric, and
thus metallic material, deposition in the atmosphere
became available.

The role of metallic ions is recognized as an essen-
tial constituent in layer forming, and often it has been
invoked as one of the reasons contributing to the spo-
radic nature of the phenomenon. Therefore, among
the possibilities proposed for the explanation of Es
summer maximum was also the increase of metal ion
content (Whitehead, 1989). This was logical to con-
sider since sporadic E is due to metallic ions provided
by the atmospheric ablation of meteoroids, therefore
the layer mean electron density (intensity) and occur-
rence are expected to depend directly on metallic
material deposition in the lower thermosphere. The
metallic ion variability as the cause for the Es summer
maximum has been excluded however in earlier studies
on the basis that the meteoric influx was sporadic and
that no evidence existed in favour of a strong seasonal
dependence.

The option of metallic ion seasonal dependence and
its effect on sporadic E occurrence and intensity was
brought up again recently after the publication of a
series of meteor radar measurements in both the north-
ern and southern hemispheres. These studies revealed a
strong seasonal dependence for the daily meteor count
rates which, as in sporadic E, it was marked by a pro-
nounced summer maximum (e.g., see Singer et al.,
2004; Janches et al., 2004; Lau et al., 2006). This
variability was attributed to the fact that the sporadic
meteor radiants are not randomly distributed in the sky
but arrive from well-defined sources located near the
ecliptic plane.

By using some of these meteor measurements, a
recent study by Haldoupis et al. (2007) established
a close correlation between the annual variation of
ionosonde sporadic E layer intensities and meteoric
deposition rates. Figure 29.8, illustrates the good cor-
relation that exists between the mean annual variation
of daily meteor counts measured in northern Europe
over a period of 6 years, and simultaneous foEs daily
means taken from an ionosonde station in the European
midlatitude sector. The quantity foEs is the layer crit-
ical ionosonde frequency which relates approximately
to the maximum electron density Nem through foEs =
9.0 (Nem)1/2 (where Nem is measured in m–3 and foEs
in Hz). Since the occurrence and strength of sporadic
E layers depends directly on the metal ion content,



29 A Tutorial Review on Sporadic E Layers 391

Fig. 29.8 Comparison of the
mean annual variation of daily
mean meteor counts measured
partly in Juliusruh and partly
in Andenes (red line), and
ionosonde foEs statistics
measured by the Athens
ionosonde (38.0◦N) for the
period from September 2000
to December 2005. As seen,
the correlation between
meteor count rates and
sporadic E intensity is fairly
good, suggesting a likely
cause and effect relationship

which apparently is determined by meteoric deposi-
tion, the findings of Haldoupis et al. (2007) offered
for the first time a likely cause-and-effect explana-
tion for the long-going mystery of sporadic E layer
seasonal dependence. This agrees well with the estab-
lished importance of metallic ions in the formation of
sporadic E.

29.3.5 Global Es Occurrence
and Variability

There are several studies on the world-wide distribu-
tion of Sporadic E made in the 70’s and 80’s, which
were based on routine ionosonde observations from as
many locations as possible (see Whitehead, 1989 for
a discussion and references). Although most of these
studies agreed that the strongest and most frequent lay-
ers occur at midlatitudes, their findings differed widely,
a fact that might have been anticipated, given the few
reliable ionosondes that were available at that time
plus their uneven global distribution. Several of the
early studies suggested as a reason for the world-wide
occurrence and intensity of Es the global variability of
the horizontal magnetic field component, H, whereas
others found a small H dependence, or attributed the
Es global distribution to the world-wide thunderstorm
activity. Also there have been findings which contra-
dicted the wind shear theory, for example reports on

strong blanketing sporadic E layers near the magnetic
equator where layer formation is, according to theory,
inhibited. Although there are valuable information in
all these old studies, which are characterized by great
scientific intuition and thoroughness, overall they have
been inconclusive and failed to provide an acceptable
picture on the global distribution of sporadic E and the
physical reasons behind it.

The answer to the problem of Es global distribution
came only recently with the use of a new methodol-
ogy which involved LEO (low earth orbiting) satellite
GPS (global positioning system) occultation measure-
ments that have the advantage of good global coverage
(e.g., see Hocke and Tsuda, 2001). The GPS signals
received at LEO satellites are modified by refrac-
tive index changes in the atmosphere and ionosphere
and their analysis can provide information on vari-
ous atmospheric parameters including electron density
fluctuations. The method has been particularly suitable
for observing GPS signal occultations caused by elec-
tron density perturbations in relation with sporadic E
layers. The analysis of LEO occultation data yields
information on the occurrence of sporadic E with good
spatial (geographic) and altitude resolution. Thus, the
method has been used for measuring the distribution
of sporadic E world-wide (e.g., Hocke et al., 1981; Wu
et al., 2005; Wu, 2006; Arras et al., 2008)

The most complete study to date on the global dis-
tribution of Sporadic E occurrence, which is based on
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Fig. 29.9 Global distribution
of sporadic E layer occurrence
during the (north hemisphere)
four seasons of 1 year
(2006–2007): fall (top left),
winter (top right), spring
(bottom left) and summer
(bottom right), as measured
by GPS radio occultation
methods. See more text for
details. (Figure is published in
Arras et al. (2008) and is
kindly provided by Christina
Arras)

a large data base of GPS radio occultations obtained
with LEO satellites, was made by Arras et al. (2008).
Figure 29.9 (courtesy of Christina Arras) shows the
global distribution of sporadic E during all 4 seasons,
based on a single year of occultation data from three
different LEO satellites, taken between September
2006 and August 2007. As seen, the world-wide dis-
tribution characteristics of sporadic E occurrence have
been depicted quite clearly for all four seasons. The
strong seasonal variability agrees very much with that
discussed in the previous section, that is, sporadic E
exhibits a pronounced summer maximum (right panels
in Fig. 29.9).

As noted by Arras et al. (2008), Fig. 29.9 shows
considerable structure in the global distribution of
Es occurrence characterized by well-defined regions
of maxima and minima. The maxima appear at the
midlatitude zones between about 10 and 60 degrees
geomagnetic latitude. Also seen is a striking reduc-
tion in Es occurrence inside a narrow zone of about
3–5 degrees in latitude centred at the magnetic equa-
tor, which prevails clearly during all seasons. This is
in good agreement with the windshear theory which
inhibits layer formation at small dip angles because
of the unique magnetic filed geometry at the equa-
tor and the need for the plasma to remain neutral, as
discussed before in the theoretical part of this paper.

Also there are deep minima located at high latitudes
where dip angles are larger than 70 to 80 degrees,
which again agrees with the windshear theory, as dis-
cussed earlier in 2.1. Also, as pointed by Arras et al.
(2008), Es occurrence increases at midlatitudes dur-
ing summer solstices with two noticeable exceptions,
that is, two deep minima: one over the south Atlantic
anomaly in the southern hemisphere and the other over
northern America in the northern hemisphere, that is,
at the two midlatitude regions of the globe where the
horizontal magnetic field, H, is strongly reduced. This
points to a decisive role of H in Es formation through
the Lorentz force that drives the ion-convergence in the
zonal windshear mechanism.

To strengthen the importance of this last finding,
Fig. 29.10 is provided that shows the global distribu-
tion of the horizontal magnetic field intensity H, com-
puted from IGRF (international geomagnetic reference
field) at 105 km altitude. A qualitative comparison of
Figs. 29.9 and 29.10 shows that the horizontal mag-
netic field is the main reason behind the world-wide
distribution of sporadic E occurrence at midlatitude,
a result that is in good agreement with windshear
theory. Since H is entering only in the zonal winds-
hear mechanism, the evidence here favors the zonal
windshear process as the main player in Es forming
relative to the meridional windshear. This is logical
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Fig. 29.10 Global map of the horizontal magnetic field compo-
nent H, computed from the international geomagnetic reference
(magnetic) field (IGRF) model. Comparison with Fig. 29.9,
shows that the horizontal magnetic field component H is the key

agent responsible for the global sporadic E occurrence distribu-
tion. This supports the windshear theory and the dominant role
played in Es formation by the vertical shears in the horizontal
zonal wind

to expect because the zonal windshear mechanism
operates more effectively at lower E region heights
where most of sporadic E layers are known to be
situated.

29.4 Summary and Concluding
Comments

The present paper is a tutorial review that provides
a comprehensive update of our present basic knowl-
edge on, and physical understanding of, midlatitude
sporadic E layers (Es). It starts with a description of
the Es windshear theory basics placing the emphasis
on the physical picture defined by the driving forces
and ion-convergence mechanisms of layer forming at
different E region altitudes. Next, key observations are
selected which are presented and discussed, showing
that sporadic E layer formation and altitude descent
are controlled by the vertical wind shears of atmo-
spheric waves in the lower thermosphere. Although
there is a number of parameters involved in sporadic
E layer occurrence and intensity, which all may affect
the overall Es formation and dynamics, the effects of
the diurnal and semidiurnal tides though their vertical
wind shears, remain prominent and are of fundamental
importance.

Provided there is an abundance of metallic ions and
atoms in the lower thermosphere, the close dependence

of sporadic E on tidal wind shears, as the Arecibo
incoherent scatter radar confirms, show that Es is a
variable but a non-sporadic phenomenon. The present
review places an emphasis on the “non-sporadic” char-
acter of sporadic E in order to draw attention to a
fact that has so far been overlooked. That is, the non-
sporadic character of Es is important because it implies
that the physics of Es can be integrated in the exist-
ing atmosphere-ionosphere coupling models. In addi-
tion, the present paper discusses recent observations
which provided long-waited explanations to problems
associated with the seasonal dependence and global
distribution of sporadic E layers. These findings identi-
fied the decisive contributions in sporadic E occurrence
and intensity of the prominent seasonal dependence of
meteoric deposition, and the global variability in the
Earth’s horizontal magnetic field component. These,
along with the diurnal and semidiurnal tides, are the
key agents that control the variability and dynamics of
sporadic E.

The present paper is far from a complete review of a
rather diversified and long-studied subject. A complete
treatise of sporadic E would have required dealing
with additional Es-related processes and properties.
Other than a brief reference to additional phenom-
ena, the present paper does not deal with: (1) short
term and/or quasi-periodic variations in sporadic E
caused, possibly and partly, by gravity waves, and
wind shear Kelvin-Helmholtz type instabilities, (2)
short- and medium-scale electrostatic irregularities and
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plasma instabilities, and (3) electrodynamics and spo-
radic E – spread F coupling processes. All these are
important topics of active and undergoing research.
Also, other than a brief mention, the present paper
did not deal with long-term variability in Es caused
by planetary waves. The latter, which is a relatively
new topic, is hoped to be dealt with in a separate
publication.
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Chapter 30

Long-Term Trends in the Upper Atmosphere – Recent
Progress

Jan Laštovička

Abstract Anthropogenic emissions of greenhouse
gases influence the atmosphere at nearly all altitudes
between ground and space, thus affecting not only life
on the surface, but also the space-based technologi-
cal systems on which we increasingly rely. Long-term
changes and trends in the upper atmosphere (meso-
sphere, thermosphere and ionosphere) are affected
also by other drivers, stratospheric ozone depletion,
changes in atmospheric wave forcing, changes in water
vapour concentration, long-term changes of geomag-
netic activity, and secular changes of Earth’s magnetic
field. The global trend scenario in the upper atmo-
sphere is presented. It forms a consistent pattern of
global change at heights above 50 km. The upper atmo-
sphere is generally cooling and contracting, and related
changes in chemical composition (minor components)
are affecting the ionosphere. A significant progress
reached in the last few years in the three areas, which
did not fit the global scenario of trends in the upper
atmosphere, is described in more detail.

30.1 Introduction

The upper atmosphere is located above an altitude of
about 50 km and consists of the mesosphere, thermo-
sphere and ionosphere, the ionosphere being ionized
part embedded in the mesosphere and particularly
thermosphere. This region is affected by the solar
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Institute of Atmospheric Physics ASCR, 14131 Prague, Czech
Republic
e-mail: jla@ufa.cas.cz

radiation variability and space weather processes like
geomagnetic storms on one hand, and by neutral atmo-
spheric processes and atmospheric waves coming from
below on the other hand. Neither of these natural
drivers is stable and, moreover, the upper atmosphere
is affected also by anthropogenic phenomena and pro-
cesses. Therefore it is not surprising that the upper
atmosphere is changing on both short- and long-term
time scales, most of these changes being quasi-periodic
variability but long-term trends also do occur.

The main driver of long-term trends in the atmo-
sphere as a whole is now the increasing concentration
of greenhouse gases, particularly of CO2. In the tropo-
sphere this increase results in the well-known green-
house warming. However in the upper atmosphere the
infrared radiative cooling by CO2 dominates over the
effect of CO2 trapping of the outgoing longwave radia-
tion, because the CO2 layer in the upper atmosphere is
optically thin for the outgoing longwave radiation and
is also optically thin for the infrared radiation emitted
by CO2. Thus the increasing concentration of green-
house gases results in cooling of the upper atmosphere.
The cooling is expected to result in thermal contraction
of the upper atmosphere and we may expect a signif-
icant decline in thermospheric density at fixed heights
as well as a downward displacement of ionospheric
layers; this was supported already by the first model
studies by Roble and Dickinson (1989), Rishbeth
(1990) and Rishbeth and Roble (1992), which opened
this area of research, and later supported by observa-
tional studies. However, it is necessary to mention that
for some parameters the observational results of vari-
ous authors are controversial and some of them differ
from or are even opposite to model expectations.

Further on we shall deal with one important feature
of the long-term trend in the upper atmosphere, which
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is its long-term non-stability due to changing role of
various trend drivers. Then a global scenario of trends
will briefly be introduced and a recent progress in areas
of problems and contradictions will be summarized.

30.2 What Causes Upper Atmospheric
Trends?

Which agents are the main drivers of the observed
long-term trends? The main driver of the observed
long-term trends in the upper atmosphere is at present
considered to be the increasing concentration of green-
house gases in the atmosphere, which affects the whole
atmosphere from surface up to heights of several hun-
dred kilometres (e.g., Laštovička et al., 2006a), both in
the neutral and ionized component. However, there are
also other drivers of long-term changes and trends in
the upper atmosphere.

In the thermosphere and in the ionized compo-
nent, the ionosphere, several other drivers can play a
role in long-term trends. The solar activity in terms
of variability of the solar radiation absorbed in the
thermosphere and ionizing the ionosphere is rather
decreasing in the second half of the 20th century,
and particularly in the beginning of the 21st century,
which is a tendency opposite to what is requested to
explain the observed ionospheric trends in the E and
F1 regions. Moreover, the effect of solar activity in
terms of solar cycle is carefully removed and/or very
reduced when long-term trends are computed both in
the ionosphere and thermosphere (different corrections
to solar activity is one of the sources of differences
between different trend results in the F2-region param-
eters, foF2 and hmF2). Thus the solar activity itself
has no direct effect on the observed trends. However,
it is necessary to mention that trends may be quan-
titatively different under solar activity maximum and
minimum conditions, which is the case for thermo-
spheric density. Whether it is the case for some other
upper atmospheric and ionospheric variables is one of
topics of the new SCOSTEP project CAWSES-II. This
may be considered as an indirect effect of solar activity
on trends in the thermosphere and ionosphere.

A potentially important driver is geomagnetic activ-
ity and its long-term changes. An increase of geo-
magnetic activity throughout the twentieth century
has been reported (Clilverd et al., 1998; Mursula and

Martini, 2006), even though due to some calibra-
tion/instrumental problems in the 1950s the increase
is probably smaller than thought earlier (e.g., Martini
and Mursula, 2008). However, at present the geo-
magnetic activity is no more increasing. The geo-
magnetic activity changes might be even dominant in
trends in foF2. This is discussed in more detail later.
Laštovička (2005) found that in the 20th century the
role of geomagnetic activity in the observed long-term
trends/changes in the atmosphere-ionosphere system
was decreasing from its beginning towards its end.
Mikhailov and de la Morena (2003) found that trends
in foE were controlled by geomagnetic activity before
about 1970, but not in more recent years. The higher
we go in the ionosphere, the later the geomagnetic con-
trol is lost, as shown in Fig. 30.1 for two European
stations, Slough/Chilton (England) and Rome (Italy).
Decreasing tendency of critical frequencies foE, foF1
and foF2 (i.e. maximum electron densities in the
ionospheric E, F1 and F2 layers) with increasing
geomagnetic activity corresponds to the predominant
effect of geomagnetic storms on the ionosphere and,
therefore, means the geomagnetic activity control. This
is lost around 1970 for foE, in the early 1990s for foF1
and maybe near 2000 for foF2 (more data are need to
confirm it).

Another regionally important factor is the secular
change of the main magnetic field of the Earth, which
forces the International Association of Geomagnetism
and Aeronomy (IAGA) to issue each 5 years a new ref-
erence map of the surface magnetic field. This effect is
insignificant in most regions, but in the equatorial to
mid-latitude southern Atlantic Ocean and in most of
the South America it seems to play a substantial role
in trends in hmF2 and foF2 after model calculations
by Cnossen and Richmond (2008). A physical analy-
sis by Elias (2009) confirms important regional role of
secular changes of the Earth’s magnetic field in long-
term trends in the F2 region; lowering and lifting of
the F2-region peak is induced together with changes
in foF2 depending on season, time and location. The
effect is dominated by changes of inclination and to
some extent also declination of the Earth’s magnetic
field, but changes of field strength can hardly be fully
neglected, as well.

Another possible factor may be a long-term
decrease of thermospheric atomic oxygen concen-
tration, as hypothesised by Danilov (2005). The
most probable origin of this negative trend is the
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Fig. 30.1 Relationships between δfoF2 (top panels), δfoF1 (middle panels) and δfoE (bottom panels), and Ap132 (132-months
smoothed Ap) variations for Slough/Chilton (left panels) and Rome (right panels). After Bremer et al. (2009)

intensification of eddy diffusion. Such intensification
should inevitably lead to a decrease of the atomic
oxygen concentration in the entire atmospheric col-
umn above the E region (Danilov, 2005). However,
this is not generally accepted as an important mech-
anism of global change in the upper atmosphere. Other
until now unknown potential sources of long-term
trends in the thermosphere and ionosphere cannot be
excluded, but if they exist, their role is probably small
or negligible.

At lower heights, in the mesosphere and lower ther-
mosphere (MLT region), the most important additional
driver seems to be the stratospheric ozone deple-
tion and some role may be played by changes in

mesospheric water vapour concentration and in activity
of atmospheric waves coming from below. Figure 30.2
shows the results of model calculations (Akmaev et al.,
2006) of impact of the decreasing ozone and increas-
ing water vapour concentrations on trends in atmo-
spheric density. Maximum effect of the stratospheric
ozone depletion, which amplifies greenhouse thermal
contraction of the upper atmosphere, is simulated at
110 km, i.e. in the lower thermosphere, and it seems to
be detectable well into the thermosphere, at least up to
200 km. Water vapour also seems to enhance the con-
traction of the atmosphere but its role is less important.
This model probably somewhat overestimates trends
in atmospheric density caused by these two drivers but
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Fig. 30.2 Trends in global-mean atmospheric density at 40–
200 km caused by changes of CO2, ozone and water vapour
concentrations over 1980–2000 according to model calculations
by Akmaev et al. (2006)

the existence of some influence of these two drivers is
undisputable. Unfortunately, there is no observational
information about trends in ozone concentration in the
mesosphere and mesopause region, which could affect
trends in various quantities in the mesosphere and
lower thermosphere region, except for the analysis of
ozone data from UARS/HALOE satellite observations,
which provides no detectable trend for sunrise ozone
but a strong negative trend for sunset ozone in a narrow
region near 80 km, in anticorrelation with the water
vapour trends (Marsh et al., 2003). However, due to the
length of the analysed interval and uncertainty in the
present-day water vapour trend, the mesospheric ozone
trend remains uncertain. Further support for the role
of stratospheric ozone in long-term trends in the MLT
region is provided by ionospheric data analyses. An
analysis of long-term variations of the low frequency
reflection height near 81 km and the total ozone con-
tent from Arosa (Switzerland) revealed similarity in
trends in the sense that in the period of the midlatitude
ozone decrease of 1980–1995 the trend in reflection
heights was steeper (Bremer and Peters, 2008). Bremer
(2008) investigated longitudinal variation of deviations
of foE trends and total ozone trends from the zonal
mean trends (ionosondes and ERA40 in 30◦N–75◦N).
He found a clear anticorrelation between deviations of
foE and total ozone trends both for winter and summer
with slight phase shift, and more pronounced effect in
winter. On the other hand, at F1 region heights in foF1

no relation between trends in foF1 and total ozone has
been observed (Bremer, 2008).

Atmospheric waves coming from below appear
to be the main agent responsible for coupling of the
lower atmosphere to the upper atmosphere. Very
little is known about their long-term changes and
trends. However, their trends may partly be caused by
changes in the source region, i.e. in the troposphere
and, therefore, they may differ from the trends in the
upper atmosphere, which are mostly excited in situ.
Portnyagin et al. (2006) and Merzlyakov et al. (2009)
showed that the prevailing wind and semidiurnal tide
in the mesopause region on the Northern Hemisphere
as well as in Antarctica changed the trend (mostly
to opposite one) around 1990. Changing activity of
gravity waves was suggested as possible explanation
(Laštovička et al., 2010) but more data are needed to
test this hypothesis.

Greenhouse gas concentration is steadily and more
or less homogeneously increasing. However, other
drivers change their behaviour both in time and space.
Stratospheric ozone concentration after a period of
depletion reversed trend and began to recover; its
changes are large at high latitudes but almost negligi-
ble at low latitudes. Geomagnetic activity is no more
increasing and its effect is more important at high than
at low latitudes. Secular changes of the main mag-
netic field of the Earth are very regional phenomenon
introducing in various regions even opposite effects on
trends. Therefore we can hardly expect stable, non-
changing trends and stable role of various factors
responsible for trends – they will be changing both with
time and space (location).

What is to be understood under the term trend?
Most authors understand the term “trend” as a “long-
term trend”, i.e. as a long-term tendency of essen-
tially monotonic linear/quasi-linear change, either an
increase or decrease of the values of the studied vari-
able with time. Strictly speaking, trends are often not
quite linear. However, in many cases the linear trend
approximation is sufficient, and in other cases we use
the linear approximation for easier comparison with
trends in other parameters. Since the relative role of
some trend drivers and in some cases even sign of
their effect change with time (e.g. ozone), an over-
all linear trend cannot be stable in time and in reality
a quasi-stable trend should begin and end within a
certain period of time. Such behaviour may be char-
acterized by a sophisticated mathematical curve, but
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may often be approximated by the so-called piecewise
contiguous linear trend model (Weatherhead et al.,
2000; Reinsel et al., 2005), wherein substantially dif-
ferent linear trends are fit to the data within different
time intervals, the latter also being model parameters.
The upper atmospheric and ionospheric linear trends
should be understood in such a way, even though for
some parameters the period of quasi-stable trend may
be identical with or longer than the period of avail-
able data for trend studies, i.e. such trends appear to
be monotonic.

It is also possible to use a different and more
mathematical approach. A true linear trend is located
at infinite period and is not satisfactorily taken into
account in a spectral decomposition. Assuming the
trend is not a small temporal part of a major very
long period cycle or due to some temporally-coincident
stochastic change, then it is possible to decompose
temporally and spectrally the time series to separate the
oscillatory and true trend elements using, for instance,
the wavelet transform technique. However, practical
application of such an approach is limited and has to
be made with care, as the trends have a non-infinite
period limited by the length of the dataset or, which
is more important, the length of the interval of a sta-
ble linear trend is limited and after some time the trend
changes due to change of behaviour of trend drivers, as
it is shown above.

30.3 Global Scenario of Trends

The first global pattern or rather scenario of long-
term trends in the upper atmosphere and ionosphere
has been introduced by Laštovička et al. (2006a,
2008a). The scenario (Fig. 30.3) is formed by trends
in mesospheric temperature (mesospheric cooling and
no trend in mesopause region), electron concentra-
tion in the lower ionosphere below 100 km (increase
at fixed heights), maximum electron concentration
(slight increase) and height of this maximum (sta-
tistically rather insignificant decrease due to coarse
resolution of height measurements by ionosondes) in
the E region, electron concentration in the F1-region
maximum (slight increase), thermospheric neutral
density (moderate decrease) and F2-region ion temper-
ature (some decrease – rather preliminary result – not
shown in Fig. 30.3). All these trends are qualitatively

Fig. 30.3 Scenario of trends in the Earth’s atmosphere. The
atmospheric layers are defined by the temperature profile. The
ionospheric layers are defined by the electron density profile
(midnight at equator). Arrows indicate the direction of change.
Red – warming; blue – cooling; green – no change of tempera-
ture; black – changes in electron density (horizontal) and heights
of ionospheric layers (vertical). After Laštovička et al. (2008a)

mutually consistent and qualitatively agree with model
simulations of consequences of the enhanced green-
house effect, and with the hypothesis of global cooling
and contracting of the upper atmosphere.

The above scenario together with information about
long-term trends in the stratosphere and troposphere
demonstrate that anthropogenic emissions of green-
house gases influence the atmosphere at nearly all
altitudes between ground and space, thus affecting not
only life on the surface, but also the space-based tech-
nological systems on which we increasingly rely. Life
on Earth is more directly affected by climate change
near the surface than in the upper atmosphere, but as
the story of the Earth’s ozone layer illustrates, changes
at higher levels of the atmosphere may be important
as well.

As regards trends in mesospheric temperatures,
Beig et al. (2003) provided a first comprehensive
review of observational and model results for temper-
ature trends in the mesosphere (50–80 km – cooling
by about 2–3 K/decade) and mesopause region (80–
100 km – no significant trend). The comparison of the
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results obtained by different observations distributed
over several decades was complicated. Nevertheless,
there were a number of occasions where the tempera-
ture trend results indicated consistency and some of the
differences were explainable. Beig (2006), Kubicky
et al. (2008), Remsberg (2009) and others made the
results more accurate and removed and/or explained
some discrepancies and thus strengthened the conclu-
sions of Beig et al. (2003). A lack of any significant
temperature trend near the mesopause has been con-
firmed by model simulations (e.g., Garcia et al., 2007).

Trends in the lower ionosphere in older data seem
to be fairly known and understood (Laštovička and
Bremer, 2004) but it is well possible that the change of
ozone trends in the mid-1990s and/or the second half
of the 1990s affected and modified trends in the lower
ionosphere. Unfortunately, there are little data to test
possible change of trends.

Bremer (2008) investigated global trends in foE
based on trends from 71 individual ionosonde sta-
tions worldwide. Positive trends dominate but num-
ber of stations providing negative trends is larger
than negligible. The average trend is +0.013±
0.005 MHz/decade. Trends slightly weaken with
increasing latitude; their longitudinal dependence
seems to be affected, if not determined, by longitu-
dinal dependence of ozone trends. Positive trends in
foE are supported also by model calculations of Qian
et al. (2008, 2009). Differences in trends obtained
from data of individual stations, which do not seem
to be a systematic function of any parameter, prob-
ably reflect long-term data homogeneity problems.
Bremer (2008) also studied trends in hmE, height of
the E-region maximum. The global trend is negative,
−0.29±0.20 km/decade, as an expected consequence
of mesospheric cooling and, thus, of thermal shrinking.
There is rather large scatter of trends obtained from
data of individual stations. This makes the trend some-
what questionable, mainly due to data problems (poor
height resolution of historical measurements).

Bremer (2008) analyzed foF1 in the same way
as foE and obtained from global ionosonde net-
work a weak positive trend, which is only slightly
stronger than that for foE and reaches a value of
0.019±0.011 MHz/year. However, there is one signif-
icant difference between trends in foE and foF1 – no
influence of ozone depletion on trends in foF1 was
found contrary to that in foE trends.

Trends in the thermospheric neutral density are
of high practical importance as they can change

orbital lifetime of both satellites and space debris.
Emmert et al. (2008) analyzed data on satellite drag
of about 5000 space objects, thus their results are
really representative. They essentially confirmed pre-
vious results with only slight quantitative correc-
tions. Thermospheric density trends are clearly neg-
ative, for 400 km typically a decrease by about
1.5–2%/decade for high and medium solar activity,
which becomes much stronger for low solar activ-
ity, up to 5–7%/decade at solar minimum. The reason
is the increasing role of CO2 compared with NO in
radiative cooling of the thermosphere with decreas-
ing solar activity. While the CO2 concentration is
not much dependent on solar cycle, the NO concen-
tration decreases with decreasing solar activity. The
NO concentration has probably little trend (if any) at
these heights, while concentration of CO2 is increas-
ing. Thermospheric density trends at 200–600 km are
similar; they become slightly stronger with increasing
height.

The first paper on long-term trends in F-region ion
temperatures has been published by Holt and Zhang
(2008) based on long-term data on ion temperatures at
350–450 km as measured by incoherent scatter radar
above Millstone Hill. The trend is quite large, a cooling
by 47 K/decade, even though it is substantially less
than the solar cycle effect. Scatter of data is also
quite large but the cooling trend is large enough to
make the cooling itself reliable. The negative trends
in thermospheric ion temperatures and thermospheric
neutral density indicate a negative trend in neutral
temperature, as well.

All the above parameters form a consistent sce-
nario of trends in the upper atmosphere. However,
there are three areas, characterized by key words
F2 region, MLT region dynamics, mesospheric water
vapour, which were found to be not fitting the above
global scenario of long-term trends in the upper atmo-
sphere (Laštovička et al., 2006a, 2008a). The reasons
are either mutually controversial results, or unexpected
changes of trends, or missing observational informa-
tion. Recent progress in solving these open questions
will be summarized in the next Sections.

30.4 F2 Region of the Ionosphere

There are large discrepancies and controversies
between the results of different authors and different
methods as for trends in the F2 region parameters
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foF2, which reflects peak electron density in the F2
region, and hmF2, height of this peak. Laštovička
et al. (2006b) compared the results of different meth-
ods applied to a high-quality test data set (1976–1996,
two comparable solar cycles) from Juliusruh (northern
Germany). It was found that the correction for the solar
cycle effect with F10.7 or E10.7 was evidently bet-
ter than that with R or R12. Various regression-based
methods provided comparable weak negative trends
in foF2. A wavelet-based method as used was found
erroneous (Laštovička et al., 2008b). Also a neural
network-based method (Yue et al., 2006) gave results
comparable with regression-based results (Laštovička
et al., 2008b). Only the foF2 trends derived by
Mikhailov’s method, which uses a special way of elim-
inating geomagnetic activity effects, are substantially
different from other results; however without his spe-
cial elimination of the geomagnetic activity effects, the
results are consistent with others (Laštovička et al.,
2008b). Thus some discrepancies were caused by dif-
ferent corrections for solar (and geomagnetic) activity,
others by different methods applied, but it does not
explain problems in full extent. An important source
of many discrepancies in trend results among various
authors seems to be different data sets, quality of data,
and different analyzed periods. With trends in hmF2
there is one more problem with calculating hmF2
from M(3000)F2 (direct measurements by incoherent
scatters or deduced from digisonde electron density
profiles do not provide sufficiently long and contin-
uous data sets), because various formulas used for
re-calculating are applicable only under some condi-
tions, and under specific conditions different formulas
are the best (McNamara, 2008).

Bencze (2009) introduced a new factor into hmF2
trend investigations. He claims that at stations located
relatively nearby seashore negative trends in hmF2
are observed, whereas well-inland stations reveal more
often positive trends, and that this distribution of
trends is affected essentially by non-migrating tidal
winds.

Another controversy concerns origin of trends in
foF2 and hmF2. The two main candidates are increas-
ing concentration of greenhouse gases and long-term
changes of geomagnetic activity (the role of secular
changes of the Earth’s magnetic field was already dis-
cussed). In the past it was not easy to distinguish
between them, as their effects on trends were in the
same direction over most of the 20th century (but no
more at present).

Based on analyses of foF2 and hmF2 long-term
variations of Eurasian ionosonde stations, the so-
called geomagnetic control concept has been devel-
oped by Mikhailov (2002). According to this concept
the observed long-term variations of electron concen-
tration are mainly controlled by the geomagnetic activ-
ity long-term variations (11-year running mean Ap
indices Ap132 are used). The revealed morphological
pattern can basically be explained by the geomagnetic
storm effect mechanisms. The long-term trend in the
ionosphere might be of geomagnetic origin due to an
increase of geomagnetic activity throughout the 20th
century (Clilverd et al., 1998; Martini and Mursula,
2008). However, this geomagnetic control was valid
only in the past as Fig. 30.1 shows for foF2, where the
geomagnetic control was probably lost near 2000. In
hmF2 the geomagnetic control was lost earlier, in the
first half of the 1970s as it follows from the results of
Mikhailov (2006).

Model calculations of CO2 doubling effect on
the ionosphere (Fig. 30.4) by Qian et al. (2008)
qualitatively explain how such a different behaviour of

Fig. 30.4 Electron density profiles for the base case (2000 –
solid line) and the doubled CO2 case (2100 – dotted line),
under medium solar activity conditions (F10.7 = 150), top
panel. Percentage change of electron density as a consequence
of doubling CO2 concentration, bottom panel. After Qian et al.
(2008)
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foF2 and hmF2 is possible. These calculations confirm
observational findings (Fig. 30.3) of increasing elec-
tron densities at fixed heights in the lower ionosphere,
increasing foE and foF1, and decreasing hmE. They
also show evident decrease of hmF2, while decrease
of foF2 is small (this all agrees with the best quality
observational results), because the cross point between
increasing and decreasing electron densities is only a
little below the height of maximum electron density
in the F2 region. Qian et al. (2009) demonstrated that
these results are typical for daytime, at night the pat-
tern might be different; trends in F2 region parameters
reveal to some extent latitudinal, longitudinal, diurnal,
seasonal and solar cycle variations of trends. Model
results allow simultaneous greenhouse control of trend
in hmF2 (strong greenhouse influence) and geomag-
netic control of trend in foF2 (weak greenhouse influ-
ence); change in foF2 trend around 2000 is associated
with disappearance of positive trend in geomagnetic
activity. Trends in the F2-region are becoming to be
controlled by the greenhouse gas increase and, thus,
consistent with the scenario of trends in the upper
atmosphere (Fig. 30.3).

30.5 Mesosphere and Lower
Thermosphere (MLT) Dynamics

Routine wind measurements in the MLT region at
heights 80–100 km have been carried out for sev-
eral decades, particularly at several stations at north-
ern higher middle latitudes. The most prominent
components of the mid-latitude MLT winds are the
prevailing (mean) winds and the semidiurnal tidal
winds.

Figure 30.5 shows time series of the annual mean
zonal and meridional prevailing winds over Obninsk
(55◦N, 37◦E) and Collm (52◦N, 15◦E). In spite of
differences in the measurement techniques and strong
year-to-year wind variations, the general tendencies in
the climatic MLT wind variations at both stations are
similar. Before 1990 both the annual prevailing zonal
and meridional wind weakened, while after 1990 zonal
wind strengthened and the negative trend in meridional
wind levelled off. Shorter-period wind data series from
some other stations confirm that this change of trend
is characteristic for the whole Northern Hemisphere
mid-latitude belt.

The change of trends around 1990 occurs not
only in the MLT prevailing wind, it occurs also in
the semidiurnal tide. Moreover it occurs also in the
lower stratospheric winds at 100 hPa at 50◦N –70◦N
and in the occurrence frequency of small laminae
in ozone profiles in Europe near 50◦N (Laštovička
et al., 2010), and in the stationary planetary wave
with zonal wavenumber one near 50◦N (Jacobi et al.,
2009). This indicates possibility of changes in trends
in dynamics of the whole northern midlatitude middle
atmosphere.

An important role in dynamics and energy depo-
sition in the MLT region is played by atmospheric
waves. Sources and atmospheric filtering of these
waves might be affected by anthropogenic changes in
the atmosphere. The MLT dynamics is forced through
wave coupling, so trends in the mean circulation may
be indicative of possible long-term trends in wave
activity. The MLT wave activity is excited by wave
sources generally located predominantly in the tro-
posphere and partly stratosphere, therefore its trends
might differ from trends of “in situ” mesospheric
parameters. The wave propagation conditions in the
stratosphere/mesosphere and various interaction pro-
cesses in the MLT region contribute substantially to
resulting MLT wave activity. Usually, wave activity is
divided into three main categories: gravity waves (peri-
ods of tens of minutes to hours), tides with periods of
24 h plus harmonics, and planetary waves of periods of
about 2–30 days.

A negative trend in the semidiurnal tidal winds in
the MLT region seems to cease after the mid 1980s
or 1990 (e.g., Portnyagin et al., 2006), or may even
reverse. The most recent results from Collm, how-
ever, indicate rather negative trend (weakening) of
the semidiurnal tide (with large seasonal variation of
trend) over 1979–2007. More observations are needed.

Information on trends in planetary wave activity
as summarized by Laštovička et al. (2008a) does not
provide clear pattern. The planetary wave activity in
the MLT region seems rather to increase, even though
this increase appears to be intermittent. Jacobi et al.
(2008) report trends in planetary wave activity, which
are highly variable with period range and season, being
generally positive in zonal wind and weaker and neg-
ative in meridional wind, and in total wind being in
average slightly positive. They observed some trends
only for quasi 5-day waves and the overall (2–30 days)
wave activity, while for other period ranges the trends
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Fig. 30.5 MLT annual mean
prevailing winds over
Obninsk (55◦N, 37◦E) and
Collm (52◦N, 15◦E), empty
squares (dashed line) –
Obninsk, empty cubes (dotted
line) – Collm, full cubes (solid
line) – mean values; trend
lines are included; (a) – zonal
component, (b) – meridional
component (Laštovička et al.,
2008a)

are weak if any. The obtained trends are statistically
insignificant except for peak trends in summer for the
quasi 5-day (3–7 days) oscillations.

Results of gravity wave analyses from ground-based
systems can be strongly dependent on system charac-
teristics. The wave periods seen in wind data measured
by MF radars (>10 min), meteor radars (>1 h) and
LF drifts (0.7–3 h) are very different and results are
not simply comparable. Indirect evidence was rather
in favour of some trends in gravity wave activity,
but wind measurements themselves did not reveal a
trend, as summarized by Laštovička et al. (2008a).
Information on trends in the MLT region gravity wave
activity is still very limited. Potential mechanisms of
trends in gravity wave activity may be related either to
changes in middle atmosphere filtering, or to changes
in tropospheric/stratospheric sources like deep tropical

convection or changes of storm tracks at midlatitudes;
the latter may result in regionally/locally different
trends in gravity wave activity even as to sign of trends.

30.6 Mesospheric Water Vapour and
Related Phenomena

According to regular frost point hygrometer balloon-
borne measurements, the water vapour content in the
lower stratosphere was increasing by ∼1%/year over
last 40–45 years of the 20th century (Oltmans et al.,
2000), which was recently corrected to 0.6–0.7%/year
by Scherer et al. (2008).

Measurements of water vapour in the mesosphere
have been available since the early 1990’s from
HALOE and from the WVMS instruments. HALOE
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measurements in the upper mesosphere show that after
almost a full solar cycle there has been an increase in
mesospheric water (Nedoluha et al., 2003); however,
this was not the case for more recent years since
about 1997. More measurements are needed. Similar
to trends in dynamics, trends in water vapour are
largely determined by trends in tropospheric sources
and conditions of upward propagation and, therefore,
can hardly be directly comparable with other trends in
the mesosphere region.

The highest atmospheric clouds, noctilucent clouds
(NLC) appear in extremely cold summer polar
mesopause region at heights of about 82–85 km. Their
appearance is controlled by temperature and water
vapour content. NLCs observed from above by satel-
lites are called polar mesospheric clouds (PMC). Long-
term trends in the occurrence frequency and brightness
of NLCs observed from ground at latitudes below
about 65◦N in Europe do not display a detectable trend
in the NLCs according to Kirkwood et al. (2008).
Satellite observations cover a larger geographical area
and the highest occurrence frequency of PMCs is
around 80◦N. The satellite observations indicate an
increase in PMC occurrence frequency and brightness.
Shettle et al. (2009) analyzed 28 years of satellite
PMC observations for latitudinal bands 50◦–64◦ (NLC
observation latitudes), 64◦–74◦ and 74◦–82◦. They
observed statistically significant increase only in 74◦–
82◦, whereas in 50◦–64◦ it was half in magnitude
and statistically insignificant. At NLC observational
latitudes the PMC trend of Shettle et al. (2009) is
+9.9%/decade, the NLC trend of Kirkwood et al.
(2008) is +4.4%/decade for moderate and bright NLCs
and ∼14%/decade for all NLCs, all trends being sta-
tistically insignificant. This means that the PMC and
NLC trends are comparable and do not differ within
accuracy of their determination in spite of partly dif-
ferent analyzed periods.

What is the cause of PMC trends? There is
no detectable temperature trend in the mesopause
region NLC/PMC heights. Water vapour trends in the
mesopause region are uncertain. Further investigations
are necessary.

30.7 Conclusions

The trend scenario forms a consistent pattern of global
change in the upper atmosphere at heights above

50 km, as illustrated in Fig. 30.3. The upper atmo-
sphere is generally cooling and contracting, and related
changes in chemical composition (minor components)
are affecting the ionosphere. The dominant driver of
long-term trends in the last 3–4 decades is the increas-
ing greenhouse forcing; some role may be played
by anthropogenic changes of the ozone layer (in the
lower part), long-term increase of geomagnetic activ-
ity throughout the 20th century (in the upper part)
and other mentioned factors. As the role of vari-
ous trend drivers changes with time and location, we
can hardly expect stable, non-changing trends and
stable role of various factors responsible for trends
– they will be changing both with time and space
(location).

In the last few years a significant progress was
reached in the three areas, which did not fit the
global scenario of trends in the upper atmosphere.
Discrepancies in the F2 region trends have mostly been
explained/removed and the F2 region is “on the track”
to fit the global scenario. As for mesospheric water
vapour, the discrepancy between NLC and PMC mea-
surements seems to be removed. However it is not
clear what is the origin of PMC trends. Change of
trends in the MLT region winds appears to coincide
with change of trends of some stratospheric parame-
ters, which supports its origin “from below”, probably
via change sin atmospheric waves. However, there was
almost no progress in the area of trends in atmospheric
wave activity, which remains the key open question
of trends in the upper atmosphere. A new question is
emerging – would it be possible to join stratospheric
and upper atmospheric trends into one scenario? These
two questions appear to be the two principal ques-
tions in investigating long-term trends in the upper
atmosphere.
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Laštovička J, Bremer J (2004) An overview of long-term trends
in the lower ionosphere below 120 km. Surv Geophys
25:69–99
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Chapter 31

Parameters of the Ionospheric F2 Layer as a Source
of Information on Trends in Thermospheric Dynamics

Alexey D. Danilov

Abstract The problem of determination of trends
in thermospheric dynamics parameters (horizontal
winds) on the basis of analysis of trends in various
combinations of ionospheric F2-layer parameters is
formulated. The previous attempts of the author in
this direction are briefly described. It is shown that
all studied parameters lead to the same result: after
the “boundary date” (approximately 1980) a system-
atic change in these parameters (a long-term trend) is
observed, this fact manifesting changes in the dynami-
cal regime of the thermosphere because of cooling and
contraction of the entire middle and upper atmosphere.
The results of a search for trends in the hmF2 height for
the moment (T(ss) + 2h) are described. These trends
are found higher than the hmF2 trends obtained ear-
lier by various authors analyzing the hmF2 behavior at
fixed moments of local time.

31.1 Introduction

The problem of long-term trends in parameters of
the middle and upper atmosphere attracts attention of
researchers already during two decades. The cause of
such an attention is evident: reliably detected changes
in the composition and thermal regime of the tropo-
sphere and stratosphere (increase in the amount of
greenhouse gases, decrease in the ozone amount in
the stratosphere) should be manifested in the structure
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Institute of Applied Geophysics, 129128, Moscow, Russia
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and time behavior of the atmospheric layers located
above (mesosphere and thermosphere). The author has
already numerously considered this theme (see, for
example, Danilov, 2002, 2006a), so there is no need
here to describe in detail all the aspects of this compli-
cated problem. We note only that recently a concept of
cooling and contraction of the entire thickness of the
atmosphere from the stratosphere to thermosphere due
to the increase in the greenhouse gases amount (first
of all, SO2) has been formulated (Laštovička et al.,
2008). This concept is based on the group of param-
eters of the middle and upper atmosphere trends of
which were detected fairly reliably. It is important that
trends of all these parameters are qualitatively (and
partly quantitatively) described by current theoretical
models taking into account real current change in the
greenhouse gas amount (for references see Laštovička
et al., 2008). In his recent paper, Laštovička (Chapter
30, this volume) confirmed the principal statements of
the above mentioned concept and presented a series of
new results.

At the same time, Laštovička et al. (2008) did not
include into the list of parameters trends of which are
known and mutually agree in the scope of the above
indicated concept parameters of the ionospheric F2
layer (foF2 and hmF2) and dynamical processes in the
thermosphere and mesosphere. The problem of deter-
mination of trends in the critical frequency and height
of the F2 layer has been numerously considered (see,
for example, review papers by Danilov (2006a) and
Laštovička et al. (2006)), but no consistent picture of
the foF2 and hmF2 trends was obtained. As for trends
in the thermospheric dynamics (horizontal thermo-
spheric winds), the experimental data on this problem
are scarce and controversial (see, for example, Bremer
et al. (1997), Jacobi et al. (2001, 2005), Merzlyakov
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et al. (2008), and Portnyagin et al., (2006)). At the
same time, from the most general consideration, it
is evident that the above indicated cooling and con-
traction of the middle and upper atmosphere should
lead to a redistribution of factors generating winds in
the mesosphere and thermosphere and, therefore, to
substantial changes in the winds themselves.

As far as one can hardly expect in the nearest years
reliable data on trends in the thermospheric dynamics
because of the absence of corresponding long-period
observations of winds, the author (Danilov, 2006b,
2009a–c; Danilov and Vanina-Dart, 2009) undertaken
a series of attempts to estimate (at least qualitatively)
possible trends in the thermospheric winds on the
basis of the analysis of the data on F2-layer parame-
ters, foF2 and hmF2. Such approach seems reasonable
because of two reasons. First, the F2 layer is very
sensitive to changes in thermospheric winds. Second,
there are observations of the F2 layer by the verti-
cal sounding method during a few decades at the vast
global network of stations, whereas the measurements
of thermospheric winds are limited both in time and
space.

The aim of this chapter is a brief description of the
results already published by the author on the trends
in thermospheric dynamics from the ionospheric verti-
cal sounding data and also presentation of new results
aimed to the same direction. The author hope to attract
by this paper attention of specialists who have access
to the vertical sounding data over a few decades to
the problem in question and encourage them to check,
specify, and continue the obtained results using more
complete (and especially covering the recent decade)
sets of ionospheric data.

31.2 Variations in the Correlation
Coefficient Between foF2(Night)
and foF2(Day)

Vanina and Danilov (2006) were the first to find that
there is a significant negative correlation between the
values of foF2 taken for the nighttime (0200 LT)
and daytime (1400 LT) moments of the same day.
The coefficient of this correlation was designated as
R(foF2).

In order to analyze the behavior of any ionospheric
parameter over time at scales of a few decades, one

has to reject the solar activity influence. Looking for
trends of all the parameters considered in this chapter,
we used for this aim a regression dependence relative
to the annual mean value of the solar index F(10.7).
Since it was found that one could expect some trend
after approximately 1980, we used for drawing this
dependence only the data before 1980. Using these
data, we were drawing a regression curve and for each
point were finding the deviation from it: �R(foF2)
= R(foF2)(obs)–R(foF2)(reg), where R(foF2)(obs) and
R(foF2)(reg) are the values of R(foF2) really obtained
and corresponding to the regression line, respectively.
Examples of the dependence of analyzed ionospheric
parameters on the F(10.7) index will be presented
below. Further analysis of all long-term trends was per-
formed for the parameters similar to�R(foF2), that is,
free of solar activity influence.

The minimum of the negative correlation coeffi-
cient R(foF2) falls on spring and in some cases reaches
0.8–0.9 by absolute value. The analysis of the behav-
ior with time of the R(foF2)(min) value at a series of
vertical sounding stations showed that after approxi-
mately 1980 (this moment were called a “boundary
date”) a systematic increase in the absolute value of
R(foF2)(min) is observed (Danilov and Vanina-Dart,
2007).

The author have considered possible processes
leading to the above indicated systematic changes
in R(foF2)(min). Danilov (2006b) and Danilov and
Vanina-Dart (2007) obtained that the increase in
R(foF2)(min) is related to intensification with time
after the “boundary date” of the poleward horizon-
tal wind in the thermosphere or to an increase in its
variability.

31.3 Variations in the foF2(Night)/
foF2(Day) Ratio

In a series of publications of the author (Danilov,
2008a, b, 2009b), trends in the ratio of the critical fre-
quencies foF2 taken for the nighttime (0200 LT) and
daytime (1400 LT) moments of the same day were
considered. The main idea of such approach is that
the daytime values of foF2 almost are not sensitive
to dynamical processes and are governed mainly by
the photochemical processes balance, whereas at night
(because of the absence of ionization by direct solar
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radiation) the impact of dynamical processes (first of
all, the horizontal wind leading to the vertical shift of
the F2 layer) could be quite important.

The analysis of the foF2(02)/foF2(14) value was
performed for the days with Ap < 30. This corre-
sponds to the major part of days except rather strong
geomagnetic disturbances. For details see Danilov
(2009a). Two periods of the year were considered:
January–February and June–July. The rejection of the
dependence of foF2(02)/foF2(14) on solar activity was
performed by the method described above.

The first publications on the analysis of the behavior
of the foF2(02)/foF2(14) ratio (Danilov and Vanina-
Dart, 2007; Danilov, 2008b) showed that after approxi-
mately 1980 (a “boundary date”) a systematic behavior
with time of this ratio (long-term trend) is observed
and the sign of this trend could be both positive and
negative. An example of the foF2(02)/foF2(14) depen-
dence on time is shown in Fig. 31.1. The determination
coefficient R2 shows that according to Fisher F-test,
the statistical significance of the obtained depen-
dence is about 99%. More examples of the change
of foF2(02)/foF2(14) with time could be found in
the above publications. It was found that the above
indicated changes after the “boundary date” are statis-
tically significant with a high level of significance.

1960 1970 1980 1990

–0.04

–0.02

0.00
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0

Fig. 31.1 Dependence of foF(02)/foF(14) on time for Moscow
station

More ionospheric stations of the global network
were analyzed (Danilov, 2009b) and it was found that
the sign of the foF2(02)/foF2(14) trend is governed by
the sign of the magnetic declination D. This made it
possible to conclude that the above indicated trend is
related to the trend in the horizontal zonal wind in
the thermosphere: the eastward wind is intensified with
time.

31.4 Scatter of hmF2 Values

As far as the layer maximum height hmF2 serves
as a main intermediate link in the mechanism of the
influence of the wind regime changes on the electron
concentration in the F2 layer, one would expect that
it should react to changes in the wind regime of the
thermosphere. It has been already indicated above that
the author (Danilov, 2008a, b; Danilov and Vanina-
Dart, 2007) obtained that after some “boundary date”
(1980±2–3 years) there occur systematic changes in
the foF2(night)/ foF2(day) and R(foF2) parameters till
the end of the 1990s (up to the end of the data series
analyzed). If it is so, the value of hmF2 should in
a different way behave in the first years of the time
interval considered (the end of the 1950s–beginning
of the 1960s) and at the end of this interval (the
1990s).

Danilov (2009c) made an attempt to check this
statement. To do that variations from the 1960s to the
1990s of the degree of hmF2 variability, the standard
deviation S(hmF2), were considered.

The monthly median hmF2 data at each considered
station available in the databanks of international cen-
ters for geophysical data were used. Danilov (2009c)
rejected the solar activity effect in the following way.
For the chosen dataset, a dependence of hmF2 on the
F(10.7) solar activity index was drawn. Then a stan-
dard deviation of the hmF2 value from this dependence
S(hmF2) was considered. If we take years in various
intervals of the entire period analyzed, we could find
whether or not the value of S(hmF2) was changing with
time during the recent decades.

An example of such analysis is shown in Fig. 31.2
for Ashkhabad station. For this station, the entire
period 1957–1999 for which the data on hmF2 were
available was split into two approximately equal parts:
1957–1979 and 1980–1999.
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Fig. 31.2 The hmF2 dependence on F(10.7) for two periods for
Ashkhabad station

Points and crosses in Fig. 31.2 present real val-
ues of hmF2 medians for March and 0200 LT time
moment for the first and second indicated above peri-
ods, respectively. Solid and dashed lines present linear
approximations of the hmF2 dependence on F(10.7)
for points and crosses, respectively. The value of the
standard deviation itself is calculated for all points rel-
ative to the solid line and for all crosses relative to the
dashed line.

Even without calculation of the S(hmF2) values, at
a sight at Fig. 31.2 one can see that the character of the
scatter of the points relative to the approximating line
strongly differs for 1957–1979 and 1980–1999. In the
latter case this scatter is much stronger than in the for-
mer one. The S(hmF2) values confirm quantitatively
the picture seen by eyes: the values of S(hmF2) for
Ashkhabad are 7.3 and 25 km for the earlier and later
periods, respectively.

Danilov (2009c) showed that for all the midlatitude
stations studied such a dependence is confirmed: the
S(hmF2) value for the period after 1980 is substantially
higher than for the period before 1980.

The second approach to the analysis of the same
problem was the following (Danilov, 2009c). Out of
the same series of medians for 0200 LT and March,
periods 21 years long were chosen in sequence. Using
the same method, the value of S(hmF2) was calculated
for them and referred to the middle of the interval.

In such way, a continuous series of S(hmF2) values
showing a gradual change in S(hmF2) during the entire
period analyzed was obtained.

Variations of the S(hmF2) values calculated by
this method for three midlatitude stations (Moscow,
Ashkhabad, and Poitiers) are shown in Fig. 31.3. One
can distinctly see that, in spite of some scatter of
the points, on the whole all three stations provide
absolutely similar picture: from 1967 (the 1957–1977
interval) to 1989 (the 1979–1999 interval) the value of
S(hmF2) grows continuously. At that, both the growth
amplitude and the slope of the S(hmF2) dependence on
time are approximately the same for all three stations.
Naturally, this fact increases substantially the statistical
significance of the results obtained.

All the values of S(hmF2) presented above cor-
responded to March and the 0200 LT moment. This
moment was chosen because of the following reasons.
As it has been mentioned above, we are interested, first
of all, in changes in the hmF2 at night, because night-
time values of the electron concentration are more
sensitive to changes in the height of the layer. In all
studies of the behavior of the foF2(night)/foF2(day)
and R(foF2) parameters described above, this
very moment 0200 LT was taken as “night”
because it is the most characteristic for nighttime
conditions.
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Fig. 31.3 Variations of S(hmF2) with years for three stations
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As for the choice of the month, the analysis of the
seasonal behavior of the S(hmF2) showed (Danilov,
2009c) that the effect of S(hmF2) increase from the
earlier period to the later one is observed during the
entire year, being most distinctly pronounced during
the spring.

Danilov (2009) considered the question whether
the detected effect depends on choosing days with
different geomagnetic activity. Several limitations on
geomagnetic activity (Ap < 8, 12, 16, 20 and 30) were
taken and no substantial differences in the behavior
of S(hmF2) at introduction of limitations on Ar were
found. The latter fact manifests independence of the
detected effect on geomagnetic activity.

Danilov (2009c) analyzed the effect in question only
for midlatitude stations (30◦ < ϕ < 60◦). At high lat-
itudes during geomagnetic disturbances winds in the
thermosphere are generated, completely changing the
entire picture of the thermospheric circulation. The
same is true for low latitudes: specific processes (first
of all, variations in electric fields) take part in forma-
tion of the F2 layer and are able to distort completely
the picture of the hmF2 height behavior.

Thus, the results obtained by Danilov (2009c)
show that the scatter of the hmF2 values character-
ized by the S(hmF2) parameter grew substantially
during the period from the 1950s to 1990s. This
result is very important for the concept developed by
the author (see above) that the observed trends of
the foF2(night)/foF2(day) and R(foF2) parameters are
caused by changes during the recent decades in the
system of thermospheric winds. At that, the above indi-
cated changes could be both one-side directed (for
example, a systematic intensification of the meridional
wind to the pole) or having oscillating character (for
example, more frequent changes in the direction of
zonal or meridional wind to the opposite one). Such
changes in parameters of the global circulation could
occur because of changes in the temperature regime
of the thermosphere and middle atmosphere happening
due to the increase of greenhouse gases amount in the
atmosphere (see Chapter 30, this volume; Laštovička
et al., 2008).

One should note that the detected strong increase
in the scatter of the hmF2 values to the 1990s could
significantly contribute to the difficulties in attempts to
reveal long-term trends in hmF2 over the 1950s–1990s
period (see, for example, Bremer, 1998; Marin et al.,
2001; Ulich and Turunen, 1997).

31.5 Behavior of foF2 After Sunset

As far as the role of the dynamics is different at dif-
ferent moments of the day, we undertook an attempt to
analyze variation in the foF2 ratio not for two fixed
moments of local time (as it has been done in the
previous papers, see above) but for 1400 LT and one
of the moments after sunset. The first moment cor-
responded to typical daytime conditions. The second
moment (T(ss)+2h) was chosen on the basis of the fol-
lowing considerations. According to Rishbeth (1998),
the input into foF2 of the vertical drift caused by wind
should be maximal namely in the after-sunset period,
1–2 h after the sunset.

The ratio of the foF2(ss+2) value to the foF2(14)
value was considered. In the same way as in the
previous cases, to reject solar activity effects a depen-
dence of the foF2(ss+2)/ foF2(14) value on the solar
activity index F(10.7) was drawn. An example of
such dependence for Chung-Li station is presented in
Fig. 31.4

The standard deviation S(foF2) of the foF2(ss+2)/
foF2(14) values from the model given by the approx-
imation of the type of Fig. 31.4 for the run-
ning mean 11-year intervals (1958–1968, 1959–
1969, etc.) was calculated, the obtained values
being referred to the middle of the interval (1963,
1964, etc.).
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Fig. 31.4 Dependence of the foF2(ss+2)/foF2(14) ratio on solar
activity index F(10.7)
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Fig. 31.5 Variations in S(foF2) with time

An example of variations in the S(foF2) value with
time for June–July at Sverdlovsk station are shown in
Fig. 31.5. Figure 31.5 presents an example of a picture
close to an “ideal” one. At the first time stage (before
the “boundary date”), the S(foF2) value is small and
almost constant (there is no pronounced behavior with
time). After the “boundary date”, a well pronounced
increase in S(foF2) with time (a positive trend) is
observed. Figure 31.5 shows that the “boundary date”
coincides with the average value (1980) obtained in the
earlier studies of the author.

Not at all stations the picture looks such ideal as in
Fig. 31.5, however on the average the values of S(foF2)
for the period after 1980 are substantially (and statisti-
cally significantly) higher than for the period before
1980. For details of the S(foF2) statistics at various
stations see Danilov and Vanina-Dart (2010).

Now we consider the conclusions following from
the above presented fact. First, it is confirmed that
around 1980 (± 2–3 years) there happens some change
in the regime of the ionosphere: after this “boundary
date” trends in its parameters are observed.

Second, due to the moments taken for the compari-
son of foF2 (see above), it is natural to assume that the
scatter of S(foF2) manifests the behavior of the vertical
drift induced by the horizontal winds in the thermo-
sphere. The obtained result confirms the conclusions
obtained above on the basis of the analysis of variabil-
ity in the F2-layer height (see the previous section).

Both results mean that after the “boundary date” the
wind regime in the thermosphere changes systemati-
cally. This change could, in principle, occur in several
ways. A systematic increase in the wind velocity is
possible. Also possible is its systematic decrease. An
increase in the wind variability (the number of rever-
sals from the given direction to the opposite one) is
possible. In all these cases, both S(foF2) and S(hmF2)
values should increase.

31.6 Behavior of hmF2 After Sunset

The results of two previous sections directly indicate
to changes in the thermospheric wind regime after
the “boundary date”. As far as the wind regime influ-
ences foF2 via the induced drift and the corresponding
change in the layer height, it is natural to expect
changes in the hmF2 value itself.

We performed an analysis of the hmF2 values for
the same moment (T(ss)+2 h), which was considered
in the previous section The absolute values of hmF2
calculated from the foF2 and M3000 values available
in databanks by the Shimazaki (1955) method were
considered. We succeeded in analyzing only a few
midlatitude stations (high-latitude and near-equatorial
stations were not considered due to the reasons pre-
sented above), because the data on M3000 are poorly
presented in the international databanks.

The analysis was performed by the same method as
for other parameters of the F2 layer described above.
The dependence of the hmF2(ss+2) on F(10.7) was
drawn and the time behavior of the smoothed over the
11-year periods values of �hmF2(ss+2) for two peri-
ods of the year (January–February and June–July) was
analyzed.

Examples of the obtained dependencies on time of
the �hmF2(ss+2) values are shown in Figs. 31.6 and
31.7. One can see that, as in the case of other param-
eters considered above, a well pronounced systematic
behavior (trend) with time after the “boundary date”
is observed. The result of consideration of this trend
(the slope of the approximating line k after 1980)
for January–February for all the stations analyzed is
shown in Table 31.1 Similar results are obtained for
June–July.

One can easily see that the method used is sim-
ilar to the method numerously used for looking for
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Fig. 31.7 Behavior of �hmF2(ss+2) with time for Tashkent
station

trends in hmF2 (see, e.g., Bremer, 1998). The differ-
ence (but very important!) is only in the fact that earlier
the values of hmF2 were taken for fixed moment of LT
and the data were averaged over the day and months
of the year. In this case we consider not the formal
time moment (about which the Nature knows nothing),
but the moment related to particular physical process:

Table 31.1 Results for various stations

Station k R2

Ashkhabad –2.3 0.70
Boulder –1.0 0.56
Chang-Li +0.4 0.55
Hobart +1.1 0.83
Irkutsk +0.7 0.98
Juliusruh –1.6 0.74
Kaliningrad –0.7 0.85
Khabarovsk +0.5 0.52
Moscow +2.3 0.89
Slough +0.5 0.84
Sverdlovsk +1.3 0.97
Tashkent +0.3 0.66
Tomsk +0.9 0.87
Wakkanai –0.6 0.94

sunset. Moreover, the summer and winter data are con-
sidered separately. One can see in Figs. 31.6 and 31.7
and Table 31.1 that in all cases a well pronounced
and statistically significant trend in hmF2 after the
“boundary date” is observed. One can also see that
both positive and negative trends are observed.

No regularity in the geographic distribution of pos-
itive and negative trends is found. For 11 stations out
of 14, the signs of the trends in January–February and
June–July are the same. In summer the numbers of
positive and negative trends are equal (7 and 7, respec-
tively). In winter positive trends slightly prevail (9 out
of 14).

31.7 Discussion

Thus, the analysis of time variations of several parame-
ters based on characteristics of the F2 ionospheric layer
(R(foF2), foF2(night)/foF2(day), S(hmF2), S(foF2),
and hmF2(ss+2)) shows that after some “boundary
date” (1980 ± 2–3 years) a systematic change (a trend)
in this parameters with time is observed.

All the parameters were chosen in such a way
that according to the current ideas on the physics
of the F2 layer these parameters should be sensi-
tive to changes in the vertical drift which at middle
latitudes is induced by the horizontal thermospheric
winds. The fact that all the considered parameters
demonstrate statistically significant trends after the
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“boundary date” manifests a systematic change in the
wind regime of the thermosphere after this date. The
analysis of various characteristics makes it possible
to obtain various information on possible trends in
the thermospheric winds. Some data indicate to an
increase in the poleward meridional wind, other data
show an increase in the eastward zonal wind. The
data on S(hmF2) and S(foF2) make is possible to
state only that after approximately 1980 the variabil-
ity of the horizontal wind increased sharply. The data
on hmF2(ss+2) show that the character (and sign) of
trends in thermospheric winds could be different at
different geographic regions.

The question is inevitable, why systematic changes
of all the analyzed parameters begin at about 1980.
We have to confess that we have yet no answer
to this question. However one should note that in
various publications indications to changes in iono-
spheric and thermospheric parameters beginning from
the 1970s are met. Emmert et al. (2001) found sys-
tematic changes in the thermospheric wind parameters
during the previous decades on the basis of measure-
ments by the WINDII device. Portnyagin et al. (2006)
found changes in the prevailing wind in the 1980s.
Mikhailov (2006) found that after approximately 1972
(unlike in the 1940s–1960s) the changes in hmF2 with
time could not be described by the long-term variations
in geomagnetic activity. Bremer (2006) found changes
in the trends in the ionospheric F1 and E layers around
1979.

We consider here in more detail the results of the
analysis of hmF2(ss+2) described in the previous sec-
tion. One of the results is that the obtained trends in
hmF2 are of opposite sign for different ionospheric sta-
tions. At a first sight, an assumption is inevitable that
in different geographic regions changes in the winds
could occur in the opposite direction. However the
changes in the zonal and meridional wind could occur
in a different degree at various places. The influence of
these changes on the vertical drift velocity is also dif-
ferent and depends on the magnetic declination D and
inclination I at the given geographic point. Therefore,
it is evident that effects of drift of opposite sign at
different points (at different stations) could appear at
changes in both zonal and meridional wind in the
same direction at all stations. In other words, different
signs of the hmF2(ss+2) trends do not require obliga-
tory assumption on a “spot-like” character of trends in
each component of the horizontal thermospheric wind.

The “spot-like” structure of the hmF2(ss+2) trends
could manifest a different relation between the input
of trends in the meridional and zonal winds at points
with different values of D and I.

The fact that trends in hmF2(ss+2) have opposite
signs for different stations and even in different seasons
makes it possible to understand why at the approaches
applied earlier (Bremer, 1998; Danilov, 2006a; Ulich
and Turunen, 1997; Marin et al., 2001) no clear and
reliable picture of hmF2 trends was obtained.

Nevertheless, it is reasonable to compare the
hmF2(ss+2) trends obtained in this chapter with the
hmF2 trends obtained earlier by Bremer (1998) and
Danilov (2006a). The comparison shows that the trends
obtained in this chapter are systematically higher than
the trends obtained using fixed LT moments. This is
one more argument in favor of the statement that trends
in hmF2 are caused by changes in dynamical pro-
cesses, so it is correct to look for them not at fixed LT
moments but at moments related to the natural process:
sunset.

It is worth paying attention to the fact that the sign of
the trends obtained in this chapter essentially coincide
with the trends obtained by Bremer (1998) and Danilov
(2006a) earlier.

31.8 Conclusions

The analysis of long-term changes (trends) in a series
of parameters of the ionospheric F2 layer shows that
in the behavior with time of all these parameters a
sharp change in the period around 1980 (called by the
author a “boundary date”) is observed. Those param-
eters are considered which according to the current
ideas should be sensitive to changes in the dynamical
regime (horizontal winds) in the thermosphere.

The obtained result shows that the dynamical
regime of the thermosphere is also changing (which
seems to be inevitable) with the change in the general
state of the atmosphere: with cooling and contrac-
tion of the middle and upper atmosphere due to the
increase in the greenhouse gases amount (Laštovička
et al., 2008). At the same time, the results obtained
in the earlier publications by the author and in this
paper show how the changes in ionospheric parameters
(which are available for much longer period than the
measurements of thermospheric wind) could be used
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for the analysis of the general situation with trends
in the thermospheric dynamics and in its particular
characteristics: velocities of the meridional and zonal
wind.

The fact is found in this paper that trends in the
height of the F2 layer are better pronounced and of
higher magnitude if they are derived not for fixed
moments of local time (as it has been done before) but
for a moment connected to the natural process: sunset.
This fact explains the cause of failures with searches
for the hmF2 trends in a series of earlier publications
of various authors. Moreover, the above indicated fact
shows that (together with possible input from the ther-
mosphere cooling and contraction) the hmF2 trends
should be related to trends in the wind regime of the
thermosphere. Apparently, it is senseless to look for
their relation to aeronomical parameters (the atomic
oxygen concentration, recombination coefficient, etc.)
only. The wind influence on the hmF2 trends makes
it possible to understand different signs of trends for
different stations obtained in this paper and by all the
researchers having tried to derive the hmF2 trends ear-
lier. The difference in the sign of the hmF2 trends is
related, evidently, to the different input of trends in
the zonal and meridional wind at points with different
values of the magnetic declination D and inclination I.
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Chapter 32

Storm-Time Response of the Thermosphere–Ionosphere
System

Timothy J. Fuller-Rowell

Abstract During a geomagnetic storm, the
magnetospheric energy injected into the upper
atmosphere increases by at least an order of magni-
tude, and during these times far exceeds the solar EUV
and UV energy input. The energy is initially deposited
towards higher latitudes where it heats and expands the
thermosphere, increasing temperature and neutral den-
sity. Ionospheric plasma at high latitudes accelerates in
response to the magnetospheric forcing, and through
collisions can drive neutral winds in excess of 1 km/s.
Large scale gravity waves are launched equatorward
preceding a change in global circulation. Upwelling
at high latitude and equatorward winds transport
molecular rich neutral gas towards mid and low lati-
tudes, particularly in the summer hemisphere, where it
speeds up recombination and depletes the ionosphere.
Additional electrodynamic processes, such as prompt
penetration and disturbance dynamo electric fields,
accompany the dynamic response to storms and can
cause a huge redistribution and increase of ionospheric
plasma. The papers following this one will elucidate
many of the details in the storm-time response and
provide a broader perspective.

32.1 Introduction

This chapter will review the upper atmosphere
response to a geomagnetic storm. A storm is driven
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Weather Prediction Center, National Oceanic and Atmospheric
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by the arrival at Earth of a cloud of plasma from
the Sun, such as a coronal mass ejection (CME). The
magnetosphere filters the energy from the solar wind
and interplanetary magnetic field, and modulates the
electrodynamic and particle energy and momentum
that is deposited into the upper atmosphere. The
sequence of neutral temperature, winds, composition,
plasma, and electrodynamic response will be traced
through the history of an event.

We will begin this section by quantifying the energy
sources during a typical geomagnetic storm. We will
then proceed with a review of our understanding of
the response of the upper atmosphere to these types
of injections of energy, and describe the range of
physical processes that follow. Understanding the neu-
tral dynamics, composition, temperature, mass density,
plasma, and electrodynamic response of the upper
atmosphere to geomagnetic storms is a significant
challenge, and is particularly relevant due to the impact
of space weather on operational systems.

32.2 High Latitude Energy Injection

The magnitude of the magnetospheric energy source,
absorbed by the atmosphere, can be surprisingly well
quantified, not because we can estimate the magni-
tude of the energy source itself, but because we can
measure the atmospheric response to a storm. The
energy injection causes a thermal expansion and an
increase in atmospheric density at low Earth orbiting
(LEO) satellite altitudes. For instance, the accelerome-
ter onboard the CHAMP satellite measures the neutral
mass density at around 400 km (see, for example,
Liu and Lühr, 2005). The increase in density is a
good measure of the thermal expansion and hence the

419M.A. Abdu, D. Pancheva (eds.), A. Bhattacharyya (Coed.), Aeronomy of the Earth’s Atmosphere and Ionosphere,
IAGA Special Sopron Book Series 2, DOI 10.1007/978-94-007-0326-1_32, © Springer Science+Business Media B.V. 2011
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energy injection. The upper panel of Fig. 32.1, from
M. Fedrizzi (private communication, 2010) shows a
comparison of CHAMP satellite orbit-averaged neu-
tral mass density with the results of a physical model
numerical simulation for the first 15 days of January
2005. The black and red lines are the orbit averaged
density for CHAMP and the model, respectively.

The model is able to follow the density response
and recovery with quite high fidelity. The agreement
enables the model to be used to estimate the rate
of energy influx from magnetospheric sources. This
example is by no means an extreme period; many
larger events have been observed that could be twice
the magnitude of the event seen on January 7/8th.

Fig. 32.1 The upper panel shows a comparison of CHAMP
neutral density measurements at 400 km altitude with a
numerical simulation for a stormy period in January 2005
(Courtesy of M. Fedrizzi, 2010). The lower panels show, from

top to bottom, estimates of global auroral power, Joule heat-
ing in the Northern and Southern hemispheres, kinetic energy
deposition, and nitric oxide infrared cooling rates
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Figure 32.1 also shows, in the lower panels, the corre-
sponding energy injection that was used in the model,
as well as the NO cooling rates. The second panel
shows the global auroral particle energy. On a quiet
day, auroral precipitation is 10–20 GW, and during the
storm on the 7/8th, it rises to about 200 GW in each
hemisphere. The majority of the energy input, how-
ever, comes in the form of Joule or frictional heating,
and at times exceeds 1000 GW in both the Northern
and Southern hemispheres, shown in the third and
fourth panels, respectively. The total power input there-
fore reaches 2–3 TW, which even for this fairly typical
storm event, is many times the power input from solar
radiation. In addition to Joule heating, kinetic energy
is injected by the action of the J×B force, also known
as ion drag. The fifth panel shows the magnitude of
the global kinetic energy deposition during this event,
which is typically 10–15% of the total Joule heating.
The kinetic energy will itself dissipate in time, over a
period of hours, as viscosity and ion drag convert the
kinetic energy into internal thermal energy of the bulky
neutral gas.

The numerical simulation is from a coupled model
of the thermosphere, ionosphere, plasmasphere, and
electrodynamics (CTIPe; Millward et al., 1996; Fuller-
Rowell et al., 1996a). The magnetospheric energy
input are defined by using the Weimer (2005) high lat-
itude convection electric field model, which is driven
by the solar wind and interplanetary magnetic field
(IMF) parameters, and the auroral precipitation pat-
terns derived from the TIROS/NOAA satellite obser-
vations (Evans et al., 1988). In the same way that the
increase in atmospheric density is driven by Joule and
auroral particle heating, the rapid recovery of neutral
density is a consequence of heat loss processes. One
process is the vertical heat conduction downward to
the colder lower thermosphere, but the more important
time-varying process is the infrared radiative cooling
by nitric oxide (NO). The sixth panel of Fig. 32.1
shows the time history of the global NO radiative cool-
ing, which can vary by an order of magnitude. The
increase comes from two effects: the first is that storm
auroral precipitation increases NO production from
dissociation and ionization of molecular nitrogen; the
second is that O atom vibrational relaxation of excited
NO is temperature dependent. The CTIPe simulation
in Fig. 32.1 uses the time-dependent estimates of NO
from the Marsh et al. (2004) empirical model based on
SNOE data.

32.3 Auroral Heating and Ionization

Auroral precipitation contributes only a modest
10–20% of the energy influx during a geomagnetic
storm, yet it is the auroral displays that are the
visual manifestation of geomagnetic storms. Although
a modest energy source, the auroral ionization provides
the catalyst for the electromagnetic energy transfer.
Auroral precipitation is most effective in increasing
the E-region plasma densities, which produces a peak
of the Pedersen conductivity profile around 125 km
altitude. A doubling of the plasma density doubles
both the conductivity and Joule heating dissipation
from the auroral currents, a contribution to the energy
budget significantly larger than the particle energy
itself.

32.4 Storm Dynamics at High Latitudes

At high latitude, ionospheric plasma responds directly
to the strong magnetospherically imposed electric
fields, which drive ion drifts of many hundreds, if not
thousands, of meters per second. Figure 32.2 shows
the response of the upper atmosphere in the Southern
hemisphere shortly after impact on the magnetosphere
of a coronal mass ejection. On the left side, the vectors
represent plasma drift velocity in the upper thermo-
sphere, where the ion drift motion is close to the E×B
drift velocity, since the collisions with the thermo-
sphere are relatively infrequent. The ion drift exceeds
1500 m/s over wide areas. The color contours repre-
sent plasma density near the F-region peak, close to
300 km altitude. The high latitude plasma densities are
actually depleted by about 30% in spite of the increase
in auroral ionization. The cause of the depletion is
the change in the neutral composition resulting from
the Joule heating, which will be expanded upon later.
Increased up-welling enhances the molecular oxygen
and nitrogen neutral species, compared to atomic oxy-
gen, so there is a significant increase in ionospheric
loss rates.

On the right side of Fig. 32.2, the neutral wind and
temperature response over the same region are shown.
Peak winds during quiet a case (not shown) are around
300 m/s. With the imposition of more intense magneto-
spheric convection, even with the infrequent collisions
at this altitude, there is a sufficient momentum source
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Fig. 32.2 Simulated response
of the F-region plasma drifts
and densities (left) and neutral
winds and temperature (right)
at the peak of the storm event
at 1:30 UT on January 8,
2005, in the Southern
hemisphere. Both represent
the response in the upper
thermosphere at about 300 km
altitude. Peak plasma drift
vectors are ∼1500 m/s on the
left, and peak neutral wind
vectors are ∼750 m/s on the
right

to accelerate the medium close to 800 m/s after 6 h (see
Killeen et al., 1984, 1988; for observations of these
winds). For this Southern hemisphere view, the strong
dusk sector neutral wind vortex is anticlockwise, or
anticyclonic due to the inertial resonance between the
ion and neutral convection (Fuller-Rowell et al., 1984;
Fuller-Rowell, 1995). Overall, the dramatic increase in
Joule heating raises the average temperature at high
latitude by several hundred Kelvin in 6 h. The weaker
cyclonic dawn vortex, which does not resonate with the
plasma motion, is always divergent and tends to form
a cool, low-density core, superimposed on the over-
all increase from Joule heating. The dusk cell in the
quiet case is not strong enough to be divergent; in this
more intense case it is divergent, and so also tends to
form a cold, low-density region at its core (Crowley
et al., 1996), but it is still not as well developed as the
dawn cell. The numerical simulation results depicted
in Fig. 32.2 are taken from a CTIPe simulation.

The right side of Fig. 32.3 shows the wind and
temperature in the lower thermosphere, also for the
Southern hemisphere at 140 km altitude, at the same
storm time as Fig. 32.2. The pattern is similar to that
at 300 km shown on the right side of Fig. 32.2, but
reduced in magnitude. At 140 km altitude, collisions
between the neutrals and ions are more frequent, but
the inertia of the more massive neutral atmosphere
more than outweighs the increased collisional force.
The peak winds at this altitude are about half those
at 300 km, and the balance between the main forces
of inertial, Coriolis, ion drag, and pressure gradients is
different (see Kwak and Richmond, 2007). Forty kilo-
meters lower in altitude, the impact of the ion motion
would be barely discernable.

One hundred and forty kilometers is above the alti-
tude where eddy diffusion tends to mix and damp the
winds, and molecular diffusion is still slow in the dense
lower thermosphere. The momentum in the neutral

Fig. 32.3 Neutral winds in the lower thermosphere at around
140 km altitude at the peak of the storm at 1:30 UT on January
8, 2005, in the Southern hemisphere (right), and at the same UT
as the quiet day preceding the storm (left). Winds in the lower

thermosphere are about half those at 300 km, and are much
slower to recover or dissipate. Peak neutral wind vectors are
∼120 m/s for the quiet case, on the left, and ∼350 m/s for the
active case, on the right
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winds is therefore slow to dissipate; the winds remain
elevated for several hours, at speeds exceeding the
ion drifts driven by the imposed, but waning, electric
field—the so-called flywheel effect (Richmond, 1995;
Richmond and Roble, 1987). The plasma densities
recombine rapidly in this dense chemically controlled
region as auroral precipitation returns to its quiet-time
levels. The elevated winds and the background conduc-
tivity produce a dynamo action, which drives electro-
magnetic energy, or Poynting flux, upward from the
lower thermosphere to the magnetosphere. The total
power is fairly small compared with the downward flux
during the solar-wind driven phase; the impact on the
magnetosphere is likely to be fairly modest.

32.5 Global Dynamics, Temperature,
and Density Response

The dynamic changes during a storm provide the con-
duit for many of the physical processes that ensue
in the upper atmosphere. For instance, the increased
meridional winds at mid latitudes push plasma paral-
lel to the magnetic field to regions of different neutral
composition. The global circulation also carries molec-
ular rich air from the lower thermosphere upwards and
equatorwards, changing the ratio of atomic and molec-
ular neutral species, and changing loss rates for the
ionosphere. The physical processes behind the compo-
sition change are similar to those behind the interhemi-
spheric seasonal circulation driving the global compo-
sition structure. The storm wind system also drives the
“disturbance dynamo,” which through plasma trans-
port modifies the strength and location of the equatorial
ionization anomaly peaks. These electrodynamic pro-
cesses will be elaborated upon by Maruyama et al.
(Chapter 35, this volume).

During geomagnetic storms, the global dynam-
ics of the upper atmosphere changes dramatically
(Buonsanto, 1999; Fuller-Rowell et al., 1994, 1997;
Fejer et al., 2002; Emmert et al., 2001, 2002). The
response is complex even during the simplest of events.
The thermosphere, although thought of as a sluggish
medium, can respond quite quickly (in tens of min-
utes) and can support high-speed, large-scale gravity
waves that propagate globally, initiated by impulsive
forcing at high latitudes (Richmond and Matsushita,
1975). The large-scale waves have typical wavelengths

of 1000 km or more and phase propagation speeds
ranging from 400 to 1000 m/s (Hunsucker, 1982;
Shiokawa et al., 2002). Gravity waves propagate at
close to sound speeds, so waves launched by auro-
ral heating can reach mid latitudes in an hour, and
can reach the equator and penetrate into the oppo-
site hemisphere within 3 h. Waves launched from both
hemispheres interact to form a quite complex wave
train (Shiokawa et al., 2002; Lu et al., 2008), even for
the simplest forcing time histories. Real events with
complex time histories are more difficult to unravel.

Large-scale gravity waves provide the mechanism
for transmitting changes in pressure gradients around
the globe. A new global circulation can therefore be
imposed on the same time-scale as gravity wave prop-
agation; it does not rely on, nor require, the bulk
physical transport of mass by the wind field, which is
typically much slower at mid latitude, 100–200 m/s.

Figure 32.4 shows the change in neutral wind at
mid and low latitudes at 250 km, 3 h into a numerical
simulation of a step-function increase in high-latitude
forcing in the auroral oval (65–75◦ geomagnetic lat-
itude). The wind response is shown within 50◦ lati-
tude of the geographic equator, to allow for a scale
that clearly shows the mid- and low-latitude dynamic
response. Whereas at auroral latitude the peak neu-
tral winds would be approaching 1000 m/s, at mid
and low latitudes the winds are much more modest,
with 100–200 m/s wind surges above the background
circulation. At this time, 3 h into the simulation, the
disturbance winds have reached the equator and are
beginning to penetrate the other hemisphere and inter-
act with the opposing wave front from the other pole.
The arrival of the wave front at the geographic equa-
tor within 3 h indicates a propagation speed of about
700 m/s, in this case. The dependence on longitude, or
local time, is quite prominent with the strongest inten-
sity of propagation in the 100–200◦ longitude sector,
which for the Universal Time of the image (15 UT) is
on the nightside. The peak response appears to be more
dependent on day or night difference, rather than the
longitude sector of the magnetic pole. Stronger night-
side wave propagation can be due to reduced ion drag
(Fuller-Rowell et al., 1994).

A vertical cut through the thermosphere would
reveal a tilted wave front with wave propagating
more slowly at the lower altitudes (Richmond and
Matsushita, 1975). Two hours later in the numeri-
cal simulation, the wave surges penetrate the opposite
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Fig. 32.4 Simulation of the response of the neutral winds at
mid and low latitudes at 250 km altitude, shortly after a sudden
increase in high-latitude Joule heating. The region within 50◦ of
the geographic equator is shown at 15 UT, 3 h after the increase
in high latitude magnetospheric forcing, equivalent to a Kp ∼7.

Wind surges of ∼150 m/s are produced, mainly on the nightside.
0◦ longitude on the left is at 15 LT, 135◦ longitude, near the peak
of the wind surge in both hemispheres, corresponds to midnight
LT

hemisphere and drive poleward winds at mid latitude,
at a time when the high-latitude forcing is still at its
strongest. The complex wave train of equatorward and
poleward winds during geomagnetic disturbances is
a typical characteristic of neutral wind observations
(Shiokawa et al., 2002), and will have a signature in
many of the neutral and plasma parameters.

Observations and model simulations reveal a “slosh-
ing” of winds between hemispheres in response to the
high latitude heating during a storm. The net inte-
grated wind effect is for an increase in the global
circulation from pole to equator in both hemispheres
(Roble, 1977). The change in circulation transports all
neutral parameters including temperature, density, and
species composition. The neutral composition changes
and their impact on the ionosphere will be dealt with
below.

As described in Fig. 32.4, the high latitude mag-
netospheric convection is the main source of the
energy during a storm. The temperature response to
a major storm can raise temperatures in the upper

thermosphere by 500–1000 K, more than doubling the
local internal energy of the system. The increase in
temperature also drives a thermal expansion, which is
seen from observations of the height of the F-region
peak (Fedrizzi et al., 2008), and increases in mass den-
sity at fixed height (see Fig. 32.1). The increase in
density at the source can subsequently be transported
by the horizontal wind field, both from the background
wind field and by increases in the equatorward circula-
tion due to the storm. The prevailing quiet-time circu-
lation is from summer to winter so the storm circula-
tion assists the equatorward transport by the prevailing
wind in the summer hemisphere, and tries to com-
pete in winter (see for example Forbes, 2007; Forbes
et al., 2005; and Sutton et al., 2005). They studied the
evolution of atmospheric density at a constant height
from a fixed local time sector from the CHAMP satel-
lite. The data clearly show the penetration of regions
of increased neutral density from the summer polar
regions, and the lack of such penetration in the winter
hemisphere.
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32.6 Neutral Composition Response

The change in the global circulation induces upwelling
at high latitudes and transport of molecular rich air
(O2, N2) from the mid and lower thermosphere,
upward and equatorward (Rishbeth et al., 1987; Prölss,
1997; Burns et al., 1991). The circulation during pro-
longed storms can transport neutral composition to
low latitudes, which has been observed by space-
based composition measurements (Crowley and Meier,
2008). The same can happen during solstice for even
quite modest storms due to the additional transport by
the prevailing summer to winter circulation (Fuller-
Rowell et al., 1996b).

The region of increased mean molecular mass
during a storm has been termed a “composition
bulge,” which is distinct from the background sea-
sonal/latitudinal structure. The bulge can be trans-
ported by the background and storm-induced wind
fields. The seasonal dependence in the transport of
the composition bulge is depicted in Fig. 32.5. The
equinox case is shown on the left; summer in the
middle; and winter on the right. Each panel shows
a snap-shot from simulations at the three seasons of
the storm-time change in mean molecular mass in the
Northern hemisphere from 10◦ latitude to the pole, at
about 300 km altitude, 6 h after a 12-h storm. The
figure is from numerical simulations using CTIPe in
response to a substantial storm-like increase in high-
latitude Joule heating. The composition change is an
integrated effect of upwelling over the storm period,
which gradually decays as transport by molecular

diffusion tries to restore equilibrium. The diffusion
timescale, however, can be long, typically a day or two.
For reference, a change in mean mass from 19 to 22
atomic mass units (amu) is equivalent to a change in
the proportion of molecular nitrogen from 25 to 50%.
In the middle panel, in summer, the bulge of increased
mean molecular mass (which is also equivalent to a
decrease in the height-integrated ratio of O/N2) has
been transported by the wind field to low latitudes.
In the right panel, for the northern winter solstice, the
composition bulge has been constrained to high lati-
tudes. The left panel for equinox is the intermediate
case.

In summer, the storm-induced circulation augments
the normal seasonal circulation from summer to win-
ter, so the composition disturbance can very easily
be transported to mid and low latitudes. In winter,
the storm circulation competes with the seasonal flow,
so the composition is constrained to high latitudes.
Stronger storms can drive an equatorward circulation
that can overpower the seasonal circulation, but it still
has to compete with the opposing forcing of winds
from the opposite hemisphere. The seasonal effect on
meridional transport can also be modulated by hemi-
spheric asymmetries in the strength of the magneto-
spheric sources themselves. This can arise either from
asymmetries induced by the tilt of the magnetosphere
with respect to the solar wind, or from different iono-
spheric conductivities in the polar region from solar
illumination. Joule heating in the North and South
polar regions are very likely to be different, and to be
further modulated by UT.

Equinox Winter Summer

Fig. 32.5 Numerical simulation of the equatorial extent of the
“composition bulge” at 1200 UT, for equivalent storms in the
Northern hemisphere for equinox (left panel), summer (middle
panel), and winter (right panel). The seasonal circulation assists

the transport to low latitudes in the summer hemisphere and
inhibits the transport in winter. The region shown is from 10◦
latitude to the pole
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The composition bulge theory also predicts a diur-
nal modulation of the storm-time composition change.
In the same way that the seasonal circulation transports
the bulge, the normal background diurnal variation
of the upper thermosphere wind at mid latitude can
influence the bulge. On the dayside, upper thermo-
sphere winds are poleward, responding to the dayside
solar-generated increase in temperature and pressure,
so limiting the equatorward transport. Similarly, on
the nightside, the diurnal equatorward winds assist the
flow to mid and low latitudes. As the globe rotates
the bulge rotates with it, and the transport is diurnally
modulated by this alternating dayside poleward and
nightside equatorward wind field.

32.7 Positive and Negative Ionospheric
Storms

It is well known that changes in neutral composition
can impact the ionosphere by changing the ion loss
rate. A decrease in the O/N2 ratio can cause substantial
decreases in plasma density (Strickland et al., 2001),
often referred to as a “negative phase” ionospheric
storm (Prölss, 1997; Rodger et al., 1989). In spite of
the complexities in the observed response of the iono-
sphere to a geomagnetic storm, systematic features
are apparent. One of the breakthroughs in understand-
ing the storm-time ionosphere came from analysis of
extensive ionospheric observations, and from interpre-
tation of the data by physical models. Figure 32.6,
from Rodger et al. (1989), shows that the storm-time
response of the ionosphere reveals both seasonal and
local-time (LT) dependencies. The figure shows the
diurnal variation of the natural logarithm of the ratio of
the storm to quiet peak F-region plasma density, NmF2.
For reference, a decrease of 0.5 indicates a decrease in
the plasma density by 40%. Rodger et al. demonstrated
that at this southern magnetic mid-latitude station of
Argentine Islands, a consistent local time signature in
the ratio of disturbed to quiet NmF2 existed through-
out the year, with a minimum in the morning hours
around 06 LT and a maximum in the evening around
18 LT. The local-time “ AC ” variation was superim-
posed on a “DC ” shift of the mean level that varied
with season, being most positive in winter (May–July)
and most negative in summer (October–February).
The data support the widely held belief that “positive

Fig. 32.6 The average seasonal and local time variations in
ln(N/N0), at Argentine Islands (65◦S) for 1971–1981 (Courtesy
of A.S. Rodger)

phases” of storms (increases in electron density) are
more likely in winter mid latitudes, and “negative
phases” of storms (decreases in electron density) are
more likely in summer. Field and Rishbeth (1997)
showed that these same characteristics are true for
other longitude sectors. Rodger et al. (1989) stressed
the point that individual storms show large deviations
from the average behavior.
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The response is entirely consistent with numeri-
cal simulations and the discussion above on storm-
time changes in neutral composition. Prölss (1997)
reviewed the evidence that negative storm effects are
due to regions in which the neutral gas composi-
tion is changed—the ratio of molecular gas concen-
tration (N2+O2) to the atomic oxygen concentration
is increased. It is shown above that such a region,
which Fuller-Rowell et al. (1994) called a “composi-
tion bulge” because it represents a region of increased
mean mass, is originally produced through heating,
upwelling, and transport of air by the magnetospheric
energy inputs at auroral latitudes. The likely cause of
the LT variation in the ionosphere, therefore, is simply
the oscillation in latitude of the composition bulge in
response to the diurnally varying winds (Fuller-Rowell
et al., 1994). Skoblin and Förster (1993) also showed a
case where steep gradients in thermospheric composi-
tion could be advected by meridional wind, and cause
a rapid change in plasma content.

Similarly, the seasonal variations in storm-time
mid-latitude plasma density is a consequence of the
summer/winter difference in the global circulation, and
the degree to which composition changes can be trans-
ported to mid latitudes. The seasonal migration of the
bulge is superimposed on the diurnal oscillation.

32.8 Structure in the Plasma Response

Not too many years ago, storm-time ionospheric
changes were typically characterized purely as “pos-
itive” and “negative” phases, as illustrated above. This
characterization was appropriate for the interpretation
of a limited number of point or local measurements
from the few ionosonde stations scattered around the
world and the still fewer number of incoherent scatter
radar facilities. The conventional wisdom was that the
negative phase at mid latitude was a consequence of
neutral composition change (a basic concept that is still
largely accepted). At the same time, the cause of the
large-scale positive phase was still very much open to
question, but was thought to be mainly due to winds or
decreases in mean mass (a tenet now challenged). The
wind effect is the concept whereby the equatorward
winds at mid latitudes, in the presence of an inclined
dipole-like magnetic field, tends to raise the plasma
to regions where there are fewer heavy molecular

neutral species, and hence experience reduced loss
rates. The composition effect is the reverse of the argu-
ment for the negative phase: downwelling at mid or
low latitudes, i.e., a closing of the global circulation,
or Hadley cell, increases the O/N2 ratio and drives
a positive phase. This basic interpretation of obser-
vations is described in the reviews by Prölss (1997),
Fuller-Rowell et al. (1997), and Buonsanto (1999).

Three significant events have altered this perspec-
tive: (1) “Mapping” of the plasma response to storms
is now possible due to the explosion of the number
of ground-based, dual-frequency Global Positioning
System (GPS) observations of total electron content
(TEC) (e.g., Foster et al., 2002; Coster et al., 2003);
(2) The global mapping of neutral composition change
from the GUVI instrument on the TIMED satellite
(Paxton et al., 1999); and (3) The spectacular images
of the plasmasphere from the IMAGE spacecraft
(Goldstein et al., 2003). Figure 32.7, from Foster et al.
(private communication, 2009), shows large increases
in TEC at mid latitudes, including features described
as TEC plasma “bulges” and “SEDs” (storm-enhanced
densities). These features are in addition to the for-
mation of the equatorial ionization anomaly (EIA),
which is the most prominent ionospheric feature dur-
ing quiet geomagnetic activity. The new ground-based
TEC “imaging” capability can follow changes in the
EIA as the storm-time electrodynamics evolves, but
can also reveal these new features, raising new science
questions, and stimulating the introduction of a whole
new vocabulary for ionospheric phenomena.

A dramatic increase in TEC during a storm was
shown by Mannucci et al. (2005); see Fig. 32.8. They
used upward-looking GPS data from the CHAMP
satellite at ∼400 km altitude. The data show a huge
increase in over-the-satellite electron content (OSEC),
which increased at mid latitudes from about 50 to over
300 TEC units (1 TEC unit ≡ 1016 electrons m–2).
At least two mechanisms have been proposed for the
increase. The first, from Foster et al. (private commu-
nication, 2009), suggests that the storm-time electro-
dynamics at low latitudes transport plasma from the
equatorial ionization anomaly towards mid latitudes.
The mechanism relies on the idea that strong polar-
ization electric fields are established as the E region
moves into darkness at either end of an ionospheric
flux tube. The process is also strongly influenced by the
distortion of the Earth’s magnetic field in the American
longitude sector.
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Fig. 32.7 Illustration of the large enhancement (bulge) in TEC
at mid latitudes during a geomagnetic storm and showing the
plume of plasma (SED) connecting the bulge to the high latitudes

(Courtesy of J.C. Foster). The figure covers longitudes from
200◦ to 360◦, which for 1 UT of this figure, covers the range
of LT from 14:20 h to 01:00 h

Fig. 32.8 Order of
magnitude increases in
over-the-satellite electron
content (OSEC) above
400 km during the Halloween
storm as measured by the
CHAMP satellite (Courtesy of
A.J. Mannucci)

The second mechanism suggests that the build up
of plasma at mid latitudes is simply a consequence
of the expansion of the high latitude magnetospheric
convection (Heelis et al., 2009). In the mid-latitude
dusk sector, the expanded two-cell pattern of high lat-
itudes would produce an electric field that is directed

poleward and eastward. The plasma drift from the
poleward field would tend to stagnate the plasma in
local time, holding it in sunlight for longer and allow-
ing plasma densities to build up from solar ionization.
At the same time, because of the more inclined mag-
netic field at mid latitudes, the drift induced by the
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eastward electric field tends to raise the height of the
ionosphere to regions of reduced neutral molecular
species, and hence reduced ion recombination rates,
which also tend to store plasma.

Lei et al. (2008) showed an increase of mid-
latitude TEC during a storm from numerical sim-
ulations of a coupled magnetosphere-ionosphere-
thermosphere model (CMIT). In their simulations,
the increase appeared to arise from an increase in
the equatorial eastward electric field followed by an
increase in the strength of the equatorial ionization
anomaly.

Whatever the mechanism, it is now clear that elec-
trodynamics plays a much more important role in
understanding the storm-time increases in plasma den-
sity at mid latitudes. Before the “imaging” techniques
became widely used, observing the nature of these
more localized (in local time) regions of increase, and
understanding the mechanisms responsible for their
formation, was elusive.

The spatially resolved feature in Fig. 32.7, now
referred to as the storm-enhanced density (SED; Foster
and Rideout, 2005), was originally called the “dusk
effect” by Mendillo et al. (1970) when discovered
in earlier observations. SED is a plume of increased
plasma density that appears to emanate from the mid-
latitude plasma bulge. SEDs are likely to be the iono-
spheric counterpart of the plasmaspheric plumes seen
by the IMAGE satellite; see for example Goldstein
et al. (2005). Foster et al. (2002) traced the expected
field line geometry between the two features, which
indicated the two structures are the respective plasma
signatures at either end of the flux tubes responding to
the same electric field.

The SED feature is likely to be a consequence of
plasma transport by a fairly narrow mid-latitude elec-
tric field structure, now referred to as the sub-auroral
polarization stream (SAPS). SAPS result from a polar-
ization of inner magnetosphere plasma in the dusk
sector during storms (Sazykin et al., 2005). It tends to
form in regions of low E-region conductivity, which
inhibits the closure of magnetosphere currents and
leads to strong polarizing electric fields, often exceed-
ing tens of millivolts per meter. The argument is that
the fast convection from the SAPS picks up plasma
from the bulge and transports it westward and pole-
ward. This plasma can subsequently be carried over
the pole, in the traditional way that a tongue of ion-
ization forms, as dayside plasma is picked up by the

“normal” magnetospheric convection and transported
into the polar cap.

The apparent dichotomy is that the SAPS requires
low conductivity, but is in the vicinity of the high
F-region plasma densities associated with the SED.
The SAPS transport theory for creating a SED is fur-
ther complicated by the fact that when high plasma
velocities flow through the more sluggish neutral
medium, it tends to heat the plasma and increase loss
rates (Schunk et al., 1975). The high velocity plasma
can therefore also be associated with a trough, in direct
contradiction to the appearance of the SED. The details
of the feature have yet to be simulated realistically in a
physical model in order to be able to analyze and test
the theories, and to understand the balance between the
various physical processes.

32.9 Storm-Time Electrodynamics

SAPS is an example of an electrodynamic response to
a geomagnetic storm. Although a distinct mechanism,
it is often combined with the general high-latitude
magnetospheric convection driven by the solar wind
dynamo, so is part of the high latitude source, at least
as far as the thermosphere–ionosphere system is con-
cerned. This of course is an oversimplification, but
it is sometimes difficult to separate the SAPS from
the main solar-wind driven dynamo when the patterns
are complex. The main part of this section, however,
addresses the other two sources of storm-time electro-
dynamics: (a) the “disturbance dynamo” (DD), driven
by the storm-time neutral winds; and (b) the “prompt
penetration” (PP) electric field, driven by the leak-
age of high latitude convection electric fields to low
latitudes. Understanding the balance, separation, and
interaction between this prompt penetration (PP) and
the disturbance dynamo (DD) fields still remains a
challenge (see review by Fuller-Rowell et al., 2008).
Other papers in this section will address this question
further.

Electrodynamics at low latitudes is important
because of the configuration of the magnetic field.
At low latitude the structure of the ionosphere is
strongly controlled by electrodynamics (see review by
Richmond in Chapter 13, this volume). During quiet
times, the electric fields are driven by a combina-
tion of the E- and F-region dynamo processes (Fesen
et al., 2000; Millward et al., 2001; Heelis, 2004). The
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net result at the magnetic equator is eastward electric
fields, or upward plasma drift, during the day, down-
ward drift at night, and a pre-reversal enhancement
(PRE) just after sunset. The upward plasma transport
induced by the electrodynamics on the dayside, gener-
ates the equatorial ionization anomaly (EIA). A strong
PRE after sunset can also raise the ionosphere giv-
ing rise to the Rayleigh-Taylor instability, producing
conditions conducive to the generation of ionospheric
irregularities. The latter are notoriously difficult to
predict on a day-to-day basis.

During geomagnetic storms, the dynamo electric
fields are altered because the normal quiet-day ther-
mospheric neutral winds are disrupted. Blanc and
Richmond (1980) were the first to describe the char-
acteristics of the storm-time disturbance dynamo, and
their results are strongly supported by observations
(Scherliess and Fejer, 1997; Fejer and Emmert, 2003).
The Blanc and Richmond theory relies on the build
up of zonal winds at mid-latitude under the action of
the Coriolis force, in response to the increased equa-
torward winds. The meridional winds are forced by
high latitude heating. The dynamo action of the zonal
winds drives an equatorward Pedersen current. Positive
charge builds up at the equator producing a poleward-
directed electric field, which balances the wind driven
equatorward current. The poleward electric field sub-
sequently drives an eastward Hall current, which cause
positive charge build up at the dusk terminator and
negative charge build up at dawn. The zonal elec-
tric field driven by the disturbance dynamo opposes
the normal dayside eastward, and nightside westward,
quiet-time dynamo electric field and magnetic pertur-
bations. The disturbance dynamo therefore act as a
reverse Sq current vortex, reducing or even reversing
the eastward electric field on the dayside, and reducing
or reversing the normal westward electric field on the
nightside.

Figure 32.9, from N. Maruyama (private communi-
cation, 2009), shows the simulation of the disturbance
dynamo at the magnetic equator for a real event, during
the storm in November 2004. Four days of simula-
tion are presented beginning on November 6th. The
storm had two main driven phases, when the inter-
planetary magnetic field Bz component was directed
strongly southward. The first occurred on November
7th, shown by the orange line, and the second on
November 9th, shown in blue. The dotted curve shows
the normal quiet-day variation from the numerical sim-
ulation. On November 7th the normal downward drift

is reversed to strongly upward in the post-midnight
sector. On November 8th, shown by the green line,
the upward drift begins to abate in this sector, as the
forcing from the first pulse begins to decline. At the
same time, the strength of the pre-reversal enhance-
ment is reduced. On the 9th (blue line), the second
pulse in the solar wind further reduces the pre-reversal
enhancement and a second surge in the upward drift
on the nightside is produced. The basic theory pre-
sented by Blanc and Richmond for the nightside is
consistent with the CTIPe simulation results, but the
three-dimensional model contains significantly more
local time structure. In particular, rather than being
a uniform reduction in the downward plasma drift
on the nightside, the response is much more local-
ized in local time, and even reverses the direction of
the drift to upward in the post-midnight or predawn
sector.

It is interesting to note that one of the docu-
mented storm responses is that irregularities, which
are normally associated with post-sunset enhance-
ment in vertical plasma drift during quiet times, often
appear post-midnight or pre-dawn during a storm.
This is consistent with the results of the numeri-
cal simulation. The height of the ionosphere will be
raised in the pre-dawn sector by the upward drift
leading to conditions that are ripe for the initia-
tion of plasma bubbles, or irregularities, from the
Rayleigh-Taylor instability mechanism. These irregu-
larities cause scintillation in ground-to-satellite radio
signals at a range of wavelengths, including UHF
and GPS L-band frequencies (Basu et al., 1996; Fejer
and Kelley, 1980; Fejer et al., 1999; Groves et al.,
1997).

The other significant feature in the simulations is the
apparent reduction in the magnitude of the pre-reversal
enhancement. Simulations of real events (Maruyama
et al., 2005, 2007) show that this nightside response
is fairly typical, and is in reasonable agreement with
some of the observations of storm time response seen
by the Jicamarca incoherent scatter radar facility on
the magnetic equator in Peru (Fejer and Scherliess,
1997). The response on the dayside is more uniform
with a tendency for reduced upward drift in response
to the storm, which is consistent with the Blanc and
Richmond (1980) theory.

The Blanc and Richmond theory predicts that
the disturbance dynamo is slow to develop, due
to the gradual build up of the zonal winds, and
also slow to abate. An additional mechanism was



32 Storm-Time Response of the Thermosphere–Ionosphere System 431

Fig. 32.9 Simulation of a vertical plasma drift at the magnetic
equator during a real storm covering the period from November
6 to 9, 2004 (Courtesy of N. Maruyama). Four days of simu-
lation are presented beginning on November 6th (purple line).
The storm had two main driven phases, when the interplanetary
magnetic field Bz component was directed strongly southward.
The first occurred on November 7th (orange line), and the sec-
ond on November 9th (blue line). The dotted curve shows the
normal quiet-day variation from the numerical simulation. On

November 7th, the normal downward drift is reversed to strongly
upward in the post-midnight sector. On November 8th, (green
line), the upward drift begins to abate in this sector, as the forc-
ing from the first pulse begins to decline. At the same time,
the strength of the pre-reversal enhancement is reduced. On
November 9th (blue line), the second pulse in the solar wind
further reduces the pre-reversal enhancement and a second surge
in the upward drift on the nightside is produced

mentioned by Blanc and Richmond, and was explored
by Fuller-Rowell et al. (2002) in numerical simula-
tions. The new mechanism appears to provide a means
of generating a disturbance dynamo response about an
hour or two after the onset of a geomagnetic storm.
This second mechanism is driven by the meridional
wind surges that respond within an hour or two of
the high latitude heating (see Fig. 32.4). The mech-
anisms for the rapid disturbance dynamo onset is a
combination of two effects. The first follows the Blanc
and Richmond (1980) theory. The meridional wind
surges in the geographic frame, have components in
both the meridional and zonal magnetic frame. The
zonal component produces the same response as the

Blanc and Richmond theory, except that it does not
require the slow build up of the zonal wind via the
Coriolis force. The second effect arises from a direct
effect of the meridional wind at mid-latitudes. The
dynamo equations in Blanc and Richmond show that
an equatorward wind in the magnetic frame drives an
eastward directed zonal Pedersen current at midlati-
tudes. In both cases, the electrodynamic response is to
the wind surge, which drives the dynamo at midlati-
tudes within 1–2 h of storm onset at high latitudes, and
is experienced at the equator on the same timescale.
Note that the equatorial electrodynamics responds to
this rapid disturbance dynamo effect before the wind
surge itself has reached the equator.
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In addition to the dynamo fields, prompt penetra-
tion electric fields are also a major source of disruption
of the low-latitude ionosphere during geomagnetic
storms. When the high-latitude magnetospheric con-
vection increases, usually associated with a southward
turning of the interplanetary magnetic field (IMF), the
high-latitude electric fields are unshielded as the mag-
netospheric plasma begins to respond. As a result,
the electric fields can penetrate directly to the equa-
tor (Kelley et al., 1979; Spiro et al., 1988; Fejer et al.,
1990).

The observed electrodynamic response can there-
fore be a complex combination of prompt penetration
and disturbance dynamo effects. The empirical model
of Fejer and Scherliess (1997) attempts to separate the
prompt penetration and disturbance dynamo electric
fields using the time history of the AE geomagnetic
index. The results from the Rice magnetospheric con-
vection model (RCM; Sazykin et al., 2005) are in
good agreement with the empirical penetration electric
field model (Fejer and Scherliess, 1997). The mag-
nitude of the penetration fields can be significantly
larger than dynamo fields, but their duration tends to
be shorter, typically lasting less than an hour. There
has been speculation recently that penetration electric
fields can remain unshielded for several hours (Huang
et al., 2005). Care has to be taken, however, not to con-
fuse the penetration fields with the rapid onset dynamo
fields, described above, that can appear within 2 h of an
event and before wave surges have reached the equa-
tor (Fuller-Rowell et al., 2002). Whether of short or
long duration, penetration fields can be intense and
can cause significant redistribution of plasma at low
latitudes.

Penetration electric fields are also generated in
response to a decrease in high-latitude convection with
opposite sign with an increase in convection. The
decrease is often associated with a northward turning
of the IMF. Even though penetration and dynamo fields
can become confused in this over-shielded case, the
Fejer and Scherliess (1997) model is able to separate
the two effects. If the solar wind is highly variable, a
series of prompt penetration electric fields will be ini-
tiated at low latitudes. The penetration field will inter-
fere constructively or destructively with the dynamo
component depending on the particular time history of
the solar wind.

Satellite observations of the dramatic changes that
can occur at low latitude in response to geomagnetic

storms were presented by Basu et al. (2001). They
showed data from the DMSP polar orbiting satellite
at 850 km altitude during the Bastille Day storm in
July 2000 indicating that a wide swath of plasma
had disappeared over tens of degrees in latitude. A
similar event occurred during the March 1989 storm
(Greenspan et al., 1991) when vertical drift measure-
ments exceeded 100 m/s. Modeling this event using the
observed drifts raised the F-region ionosphere to over
800 km (Batista et al., 1991).

This huge restructuring of the ionosphere at low
latitudes, as depicted in the DMSP observations, has
never been successfully modeled. Numerical simula-
tions are able to produce similar effects at 400 km
altitude from the action of the various dynamo pro-
cesses but this in no way compares to the extreme
changes that are observed. The most likely scenario is
that the dynamo and prompt penetration fields are act-
ing together, due to the particular time history of the
solar wind drivers. Coupled physics-based models of
the inner magnetosphere and thermosphere/ionosphere
are currently being developed to simulate the effects
of both dynamo and penetration electric fields during
storms, and their interaction (Maruyama et al., 2005,
2007; Huba et al., 2005). Maruyama et al. (Chapter 35,
this volume) elaborates further on the non-linear inter-
action between “prompt penetration” and “disturbance
dynamo” electric fields.

32.10 Conclusions

This chapter has provided a broad overview of the
many physical processes that operate in the upper
atmosphere during a geomagnetic storm. Subsequent
papers will elaborate on many of the details. It is inter-
esting to note that changes in thermospheric winds
during a storm can be a conduit for many of the global
ionospheric and thermospheric storm-time changes.
For instance, the winds transport the composition
changes that are responsible for much of the large
scale decreases in plasma density during a storm,
and the winds drive at least one component of the
electrodynamic changes that are clearly involved in
the processes leading to some of the large increases
in plasma density at midlatitude. The dynamical and
physical processes involved in the response of the ther-
mosphere to a geomagnetic storm are reasonably well
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understood, and numerical simulations have illustrated
how the complexity of the response is influenced by
interactions among dynamics, composition, and elec-
trodynamics. The energy input to the upper atmosphere
during a large geomagnetic storm completely over-
whelms the solar radiative input. The energy is initially
deposited towards higher latitudes where it heats and
expands the thermosphere, increasing temperature and
neutral density. The impact of the energy injection,
however, is felt by the global system very quickly,
firstly in seconds through prompt penetration of the
high latitude convection, and shortly after by the large-
scale gravity waves that precede the change in global
circulation, composition change, and dynamo effects.
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Chapter 33

Ionosphere Data Assimilation: Problems Associated
with Missing Physics

R.W. Schunk, L. Scherliess, and D.C. Thompson

Abstract Physics-based data assimilation models can
be used for a wide range of applications in space
physics, but as with all models the data assimi-
lation models have limitations. The limitations can
be associated with the data, the assimilation tech-
nique, or the background physics-based model. Here,
we focused on the ionosphere and on elucidating
the problems associated with missing physics in the
background ionosphere model. The study was con-
ducted with the Global Assimilation of Ionospheric
Measurements-Gauss-Markov (GAIM-GM) physics-
based data assimilation model. Simulations relevant
to the low and middle latitude ionosphere were con-
ducted in order to show how missing physics in
the background ionosphere model affects the recon-
structions. The low-latitude simulation involved the
presence of equatorial plasma bubbles and a back-
ground physics-based ionosphere model that does not
self-consistently describe bubbles. This problem, cou-
pled with insufficient data, led to a Gauss-Markov
reconstruction that contained a broad region of rel-
atively low nighttime Total Electron Density (TEC)
values instead of the individual plasma bubbles. The
implications of plasma bubbles for reconstructions
with the GAIM-FP (Full Physics) data assimilation
model, where the electric fields and neutral winds
are determined self-consistently, are noted. The mid-
latitude simulation involved a Gauss-Markov iono-
sphere reconstruction for a geomagnetic storm where
a Storm Enhanced Density (SED) appeared across the
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United States. Again, the background physics-based
model (Ionosphere Forecast Model) could not pro-
duce the SED feature because this model does not take
account of penetrating electric fields. Nevertheless, in
this case there were sufficient data to overcome the
deficiency in the background ionosphere model and the
Gauss-Markov data assimilation reconstruction suc-
cessfully described the SED feature and surrounding
ionosphere.

33.1 Introduction

The ionosphere has been extensively studied for more
than 60 years with a variety of measurement tech-
niques and modeling approaches (cf. Schunk and
Nagy, 2009), and it is now clear that the iono-
sphere is highly dynamic and exhibits a significant
amount of spatial structure. Over the years, numer-
ous modeling schemes have been used to describe
both ionosphere climatology and weather, including
empirical models, parameterized and analytical mod-
els, stand-alone global and regional numerical models,
nested grid numerical models, data-driven numeri-
cal models, and global numerical models that cou-
ple to different regions (thermosphere, plasmasphere,
polar wind, magnetosphere, and lower atmosphere).
Recently, however, ionosphere data assimilation mod-
els have gained prominence because of their ability
to provide both reliable reconstructions of the global
ionosphere and the self-consistent ionospheric drivers
(Schunk et al., 2004a; Scherliess et al., 2004; Bust and
Cowley, 2007; Komjathy et al., 2010). The data assim-
ilation models can be used for both science and appli-
cations, but as with all models the data assimilation
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models have limitations. These can be associated with
the data, the assimilation technique, or the physics-
based model. Here, we focus on elucidating the prob-
lems associated with missing physics in the ionosphere
model coupled with insufficient data. Two examples
are presented that pertain to the middle and low latitude
ionosphere.

33.2 Data Assimilation Models

At Utah State University we developed two data
assimilation models for the ionosphere as part of a
program called Global Assimilation of Ionospheric
Measurements (GAIM). The Gauss-Markov model
(GAIM-GM) uses a physics-based model of the iono-
sphere and a Kalman filter as a basis for assimilating
a diverse set of real-time (or near real-time) measure-
ments (Schunk et al., 2004a, b, 2005a, b; Scherliess
et al., 2004, 2006, 2009, 2010). The physics-based
model is the Ionosphere Forecast Model (IFM), which
is global and covers the E-region, F-region, and top-
side from 90 to 1400 km (Schunk et al., 1997). It
takes account of five ion species (NO+, O2

+, N2
+,

O+, H+). However, the main output of the model is
a 3-dimensional electron density distribution at user
specified times. In GAIM-GM the ionosphere densities
obtained from the IFM constitute the background iono-
sphere density field on which perturbations are super-
imposed based on the available data and their errors.
The GAIM-GM model assimilates bottom-side Ne pro-
files from a variable number of ionosondes, slant TEC
from a variable number of ground-based GPS/TEC
stations, in situ Ne from the DMSP satellites, and line-
of-sight UV emissions measured by satellites. Quality
control algorithms for all of the data types are provided
as an integral part of the model. The GAIM-GM model
takes account of latent data (up to 3 h) and provides
a first attempt at a 24-h forecast. However, realis-
tic ionosphere forecasts require accurate forecasts of
the solar and magnetosphere drivers, which are cur-
rently not possible. The model can be run in a global,
regional, or nested grid mode. The primary output
from GAIM-GM is a time-dependent, 3-dimensional,
global, electron density distribution. Validation stud-
ies have been conducted by USU (Scherliess et al.,
2006; Sojka et al., 2007; Thompson et al., 2006, 2009;
Zhu et al., 2006) and by independent scientists (Decker

and McNamara, 2007; McNamara et al., 2007, 2008;
McDonald et al., 2006) and the model has been shown
to provide reliable ionosphere reconstructions. In addi-
tion, the model has been used both to study ionosphere
decay rates and to drive a global thermosphere model
(Jee et al., 2007, 2008).

The Full Physics model (GAIM-FP) uses a physics-
based model of the ionosphere–plasmasphere system
and a Kalman filter as a basis for assimilating a diverse
set of real-time (or near real-time) measurements
(Schunk et al., 2004b; Scherliess et al., 2004, 2009,
2010). The physics-based model is the Ionosphere–
Plasmasphere Model (IPM), which is global and cov-
ers the E-region, F-region, topside ionosphere and
plasmasphere from 90 to 30,000 km. It takes account
of six ion species (NO+, O2

+, N2
+, O+, H+, He+).

The GAIM-FP model assimilates data via an ensemble
Kalman filter and typically 30 ensemble members are
used. The primary output of the GAIM-FP model is
a time-dependent, 3-dimensional, plasma density dis-
tribution at user specified times. However, the model
also provides quantitative estimates of the accuracy
of the reconstructed plasma densities as well as the
self-consistent drivers of the ionosphere–plasmasphere
system (e.g., neutral winds and electric fields). In
addition, auxiliary parameters are provided, including
NmE, hmE, NmF2, hmF2, slant and vertical TEC. The
GAIM-FP model assimilates bottom-side Ne profiles
from a variable number of ionosondes, slant TEC from
a variable number of ground-based GPS/TEC stations,
in situ Ne from the DMSP satellites, occultation data,
and line-of-sight UV emissions measured by satellites.
The model can be run in a global, regional, or local
mode. Forecasting is accomplished by running the IPM
forward in time from a given GAIM-FP specification
using predictions for the IPM inputs.

33.3 Problems with Missing Physics

There are several problems that need to be addressed in
developing data assimilation models and they include
problems with the data, the assimilation technique, and
the physics-based model. With regard to the data, the
important questions are as follows: (1) Are sufficient
data available? (2) Are different data types available?
(3) What is the quality of the data? and (4) Are error
estimates available? An issue with the Kalman filter
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technique is that a rigorous application of the tech-
nique is not tractable, and therefore, approximations
are needed. For the GAIM data assimilation models,
we have used a reduced state (Scherliess et al., 2004), a
Gauss-Markov (Scherliess et al., 2006), and an ensem-
ble Kalman filter approximation (Scherliess et al.,
2009, 2010). Here, the focus is on the physics-based
model, and in particular, on the problem associated
with missing physics. Two examples are given; one in
which there are insufficient data to overcome the model
deficiency and the other where sufficient data exist to
overcome the model deficiency.

The first example involves the use of the GAIM-
GM model, which is based on a global ionosphere
model (IFM) that does not include the physics needed
to allow for the self-consistent excitation of equato-
rial plasma bubbles. Plasma bubbles are common in
the low-latitude ionosphere at night, particularly at
solar maximum (Schunk and Nagy, 2009). The bubbles
form on the bottom-side of the F-layer as a result of
the Rayleigh-Taylor instability and then drift upwards
and to the east. As a bubble drifts upward and east-
ward, the entire north-south extent of the individual
flux tubes in the bubble becomes depleted, and the
bubble takes the form of a vertically elongated wedge
of depleted plasma that can be hundreds of km wide.
The east-west extent of a disturbed region can be sev-
eral thousand km, with the horizontal distance between
separate bubbles being tens to hundreds of km. The
density depletion in the bubbles is typically about a
factor of 10, but factors of 100 and 1000 are also fairly
common.

To determine the effect of equatorial plasma bubbles
on a data assimilation reconstruction of the ionosphere,
we used the GAIM-GM model with synthetic data
(empirically generated data) so that the bubble effect
could be clearly established. First, the ionosphere–
plasmasphere system was simulated with the IPM for
day 82 in 2004, which yielded global electron densi-
ties as a function of time between 60◦ south and 60◦
north geomagnetic latitudes and at altitudes from 90
to 20,000 km. Next, at a selected time, four plasma
bubbles were imposed on the nighttime IPM Ne dis-
tribution and the bubbles were allowed to co-rotate
with the earth. The plasma depletions in the bubbles
followed the magnetic field lines and the depletions
extended from low altitudes to a specified apex alti-
tude. The depleted regions took the form of vertically
elongated wedges of depleted plasma, as observed (i.e.,

upside-down watermelon slices with a given height
(apex altitude), thickness (zonal extent) and separa-
tion). Figure 33.1 (top panel) shows a snapshot of the
IPM Total Electron Density (TEC) distribution with
the imposed bubbles at 03:00 LT in the American sec-
tor. The four bubbles are similar, with depletions of
a factor of 10, zonal widths of 5◦, apex altitudes of
1500 km, and separations that are approximately equal
to the bubble widths at their northern most extent.

Using the time-dependent IPM Ne distribution that
was modified by the four bubbles, synthetic slant
GPS/TEC measurements were generated from the real
locations of the GPS satellites and from the real loca-
tions of the GPS receivers that were available in 2004.
For illustrative purposes, the synthetic slant TEC was
converted to vertical TEC with an angle factor and
plotted at 350 km, and the results at 03:00 LT are
shown in Fig. 33.1 (middle panel). The synthetic slant
TEC data were assimilated into the GAIM-GM model
for a 24-h period on day 82. During the daytime,
when there were no bubbles, the Gauss-Markov model
successfully reconstructed the ionosphere with the syn-
thetic data that were available (not shown). At night,
however, the presence of equatorial plasma bubbles,
which are not described by the background physics-
based model (IFM), led to an incorrect reconstruction
of the ionosphere (Fig. 33.1, bottom panel). With the
Gauss-Markov model, an overall low-density region
was obtained. If the Full Physics data assimilation
model had been used, the same general Ne distribu-
tion would have been obtained, but the self-consistent
electric fields and neutral winds deduced by the model
would be wrong.

Missing physics in the background physics-based
model may not adversely affect the ionosphere recon-
struction if there are sufficient data. Figure 33.2 shows
such a case. The figure is a snapshot from a regional
run of the Gauss-Markov data assimilation model
for the large geomagnetic storm that occurred on
November 20–21, 2003. Ground GPS/TEC measure-
ments from 332 GPS receivers covering the continental
US and Canada were used in the Gauss-Markov model.
More than 2000 slant TEC values were assimilated
every 15 min. Bottom-side electron density profiles
from the ionosondes at Dyess and Eglin Air Force
bases were also assimilated. Figure 33.2 shows a snap-
shot from the storm simulation at 20 UT on day 324.
The top panel shows a snapshot of the IFM output
(no data assimilation), the middle panel shows the
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Fig. 33.1 Output from a regional run of the Gauss-Markov data
assimilation model. The top panel shows the TEC distribution
obtained from the Ionosphere–Plasmasphere Model (IPM) with
four equatorial plasma bubbles superimposed. The middle panel
shows the synthetic TEC data obtained from the IPM-bubble

output shown in the top panel (slant TEC converted to the
vertical and plotted at 350 km). The bottom panel shows the
reconstructed TEC distribution when the synthetic slant TEC
data are assimilated into the Gauss-Markov data assimilation
model. The results are for day 82 in 2004 at 03:00 LT
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Fig. 33.2 The output from a
regional run of the
Gauss-Markov data
assimilation model for the
geomagnetic storm that
occurred on November 20–21,
2003. The top panel shows the
TEC distribution obtained
from the physics-based IFM
(no data assimilation), the
bottom panel shows the
measured TEC at the 350 km
pierce point (slant TEC
converted to the vertical), and
the middle panel shows the
Gauss-Markov reconstruction,
where the slant TECs are
assimilated into the IFM. The
snapshot is for day 324 in
2003 at 2000 UT

Gauss-Markov TEC reconstruction, and the bottom
panel shows the measured TEC plotted at 350 km
(slant TEC converted to the vertical). Note that the
region of Storm Enhanced Density (SED), which
extends from Florida to the Great Lakes, is clearly
evident in the data and is reproduced by the Gauss-
Markov data assimilation model.

However, the background physics-based model
(IFM) does not display the SED feature and yields TEC
values outside of the SED region that are too high.
This erroneous output is a result of missing physics
in the IFM. Specifically, the SED is a result of high-
latitude electric fields that penetrate to the middle-low
latitude region (Foster et al., 2005; Heelis et al., 2009)
and these penetrating electric fields are not included

in the IFM. Likewise, the neutral atmosphere model
used in the IFM (MSIS; Hedin, 1987) does not prop-
erly describe the large O/N2 depletions that occur in
major magnetic storms, and this is why the TECs
obtained from the IFM are too large. Nevertheless, the
data available for the storm period were sufficient to
overcome the shortcomings in the IFM, and as a conse-
quence, the Gauss-Markov model was able to correctly
reproduce the regional, 3-dimensional, electron density
distribution.
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Chapter 34

Penetration of Magnetospheric Electric Fields to the Low
Latitude Ionosphere During Storm/Substorms

Takashi Kikuchi, Kumiko K. Hashimoto, Atsuki Shinbori, Yuji Tsuji, and Shin-Ichi Watari

Abstract Penetration of the magnetospheric electric
fields to low latitude ionosphere is examined using
magnetometer data from high latitude to the dip equa-
tor during substorms and geomagnetic storms. To
detect the penetration electric fields, we analyzed mag-
netic disturbances at the dip equator, subtracted by
those at low latitude (DP2). During substorm growth
phase, the DP2 currents are enhanced by the dawn-to-
dusk convection electric field, which are supplied by
the Region-1 field-aligned currents (R1 FACs) via the
mid and low latitude ionosphere. On the other hand,
the DP2 currents decrease significantly during the
substorm expansion, superposed by reversed currents
flowing from the R2 FACs. In particular, when the IMF
turns northward during the substorm, the DP2 currents
change to the counterelectrojet (CEJ), i.e., overshield-
ing currents at the dip equator. During the storm main
phase, the DP2 currents are very much intensified by
the enhanced convection electric field. However, the
DP2 currents change to the CEJ at the beginning of the
storm recovery phase. The overshielding electric field
as well as the convection electric field causes dramatic
changes in the low latitude ionosphere.

34.1 Convection Electric Field
and Global DP2 Currents

The magnetospheric convection is generated by the
reconnection between the interplanetary magnetic

T. Kikuchi (�)
Solar-Terrestrial Environment Laboratory, Nagoya University,
464-8601 Nagoya, Aichi, Japan
e-mail: kikuchi@stelab.nagoya-u.ac.jp

field (IMF) and the Earth’s magnetic field at the
magnetopause (Dungey, 1961). Global MHD simula-
tions have provided detailed structures of a dynamo
generating the Region 1 field-aligned currents (R1
FACs), which is located around the cusp where the
solar wind energy is converted to the thermal energy
of high pressure plasma and generates the convection
electric field and the R1 FACs (Tanaka, 1995, 2007;
Siscoe et al., 2000). The R1 FACs flow into/out from
the polar ionosphere in the morning/afternoon sector
(Iijima and Potemra, 1976, 1978).

The convection electric field causes DP2 magnetic
fluctuations at high latitude and dip equator (Nishida
et al., 1966; Nishida, 1968a, b; Kikuchi et al., 1996;
Kobea et al., 1998). The DP2 fluctuations were coher-
ent with variations in the southward IMF, suggesting
direct penetration of the magnetospheric electric field
to the dip equator (Nishida, 1968b). Kikuchi et al.
(1996), as shown in Fig. 34.1, demonstrated that the
DP2 fluctuations observed at afternoon auroral latitude
(Kilpisjarvi) during the growth phase of a substorm
(1200–1400 UT) are coherent with those at mid lat-
itude (Nurmijarvi) and dip equator (Mokolo) with a
correlation coefficient of 0.9 and no time shift greater
than 25 s. During the DP2 fluctuation event, EISCAT
measured the convection electric field and height-
integrated Hall and Pedersen conductivities. The Hall
current calculated from these parameters well agrees
with the DP2 fluctuations at Kilpisjarvi located near
EISCAT. The high coherency between high latitude
and equator implies that the convection electric field
was transmitted to the equator near-instantaneously,
driving the Pedersen current amplified by the Cowling
effect at the dayside dip equator (Hirono, 1952; Baker
and Martyn, 1953). As a result, the DP2 decreases with
decreasing latitude, but increases at the dip equator
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Fig. 34.1 The X-component
at the IMAGE stations,
Kilpisjarvi (65.76◦ CGM Lat),
Nurmijarvi (56.79◦ CGM
Lat), and the H-component at
Laquilla (36.19◦ CGM Lat),
Tamanrasset (5.86◦ CGM Lat)
and Mokolo (–1.5◦ Dip Lat)
for the time interval of 12–16
U T on April 20, 1993. The
dotted lines for the IMAGE
stations indicate the quiet
nighttime level. The data are
multiplied by a factor of 3 for
Nurmijarvi and 6 for the mid
to equatorial latitudes for the
sake of a better comparison of
the wave forms (figure 2 of
Kikuchi et al. (1996),
reproduced by permission of
American Geophysical
Union)

with an equatorial to low latitude amplitude ratio of
4 (Nishida, 1968a). The DP2 is different from the DP1
associated with the auroral electrojet intensified during
the substorm expansion phase (Nishida, 1968a). The
equatorial enhancement of geomagnetic perturbations
is an important feature of the equatorward extension
of ionospheric currents driven by the potential elec-
tric field in the polar ionosphere. Thus, the equatorial
DP2 is connected with the R1 FACs via the Pedersen
currents at mid and low latitude (Kikuchi et al., 1996).

The diurnal magnetic variation at the geomag-
netic equator is often depressed substantially dur-
ing disturbed periods (Matsushita and Balsley, 1972;
Onwumechilli et al., 1973; Kikuchi et al., 1996).
Matsushita and Balsley (1972) critically discussed that
the DP2 fluctuations should be measured negatively
from the quiettime level. However, the DP2 should be
measured positively from the smoothed diurnal varia-
tion, because of the high coherency between the high

latitude and equator with time shift of 2 min (Nishida,
1968b) and 25 s (Kikuchi et al., 1996). The depression
of the diurnal variation may be caused by a westward
electric field due to the disturbance dynamo (Blanc and
Richmond, 1980).

34.2 Overshielding Electric Field and CEJ

The enhanced convection electric field drives an earth-
ward motion of plasma in the plasmasheet, generating
a partial ring current and the Region-2 field-aligned
currents (R2 FACs) in the inner magnetosphere. The
R2 FACs build up an electric field in the ionosphere
with an opposite direction to that of the convection
electric field at mid and low latitudes (Vasyliunas,
1972; Jaggi and Wolf, 1973; Southwood, 1977; Senior
and Blanc, 1984). The R2 FACs provide a northward
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electric field at auroral latitude and southward electric
field at mid latitude in the afternoon sector. As a result,
the eastward auroral electrojet intensifies, but the east-
ward current reduces at subauroral-mid latitudes. In
other words, the electric field associated with the R2
FACs tends to cancel the convection electric field, i.e.,
shielding works at lower latitude. The time constant of
the shielding has been estimated as 17–20 min from the
magnetometer observations (Somayajulu et al., 1987;
Kikuchi et al., 2000) and 20–30 min from the theo-
retical calculations (Senior and Blanc, 1984; Peymirat
et al., 2000).

When the convection electric field reduces abruptly
because of the northward turning of the IMF, the
electric field reverses its direction at mid-equatorial lat-
itudes. The reversal of the penetrated electric field was
observed by the Jicamarca incoherent scatter radar at
the equator, which was identified as the overshielding
electric field (Kelley et al., 1979; Gonzales et al., 1979;
Fejer et al., 1979). The reversed current at the equa-
tor appears as the counter-electrojet (CEJ) (Rastogi
and Patel, 1975; Rastogi, 1977, 1997; Kobea et al.,
2000; Kikuchi et al., 2000, 2003). The equatorial
CEJ is connected with the R2 FACs via the auroral
ionosphere.

34.3 DP2 Currents and CEJ During
Substorms

The substorm growth phase is initiated by the south-
ward turning of the IMF, which causes DP2 currents
in the ionosphere (Iijima and Nagata, 1972; Nishida
and Kamide, 1983; Kamide et al., 1996). Kikuchi et al.
(1996, 2000) demonstrated that the eastward iono-
spheric currents increased at auroral-mid latitudes in
the afternoon sector, coherently with an enhancement
of the EEJ during the substorm growth phase (1200–
1400 UT, Fig. 34.1). However, the coherency between
the auroral (Kilpisjarvi) and mid latitude (Nurmijarvi)
broke down during the substorm expansion phase
(1400–1510 UT, Fig. 34.1). Figure 34.2 shows the
height-integrated Hall (solid curve in the upper panel)
and Pedersen (dotted curve) conductivities, northward
(solid curve in the middle panel) and eastward (dot-
ted curve) electric fields measured by EISCAT, and
the X-component magnetic field at Nurmijarvi mea-
sured from the quiettime diurnal variation during the

growth phase (DP2 in the upper panel) and expan-
sion phase of the substorm (Kikuchi et al., 2000).
Under an assumption that the convection electric field
at EISCAT penetrated to Nurmijarvi with geometrical
attenuation (factor = 0.4) and the R2 FACs developed
between the two latitudes and increased/decreased the
electric field at the auroral/mid latitude, the convec-
tion and shielding electric fields are derived from these
parameters. Figure 34.3 (upper panel) shows the con-
vection electric field, E1 (solid line) and shielding elec-
tric field, E2 (dashed line) at auroral latitude (EISCAT).
The shielding electric field is in the same direction
as the convection electric field, intensifying the elec-
tric field at auroral latitude. Figure 34.3 (lower panel)
shows that the convection electric field decreases to be
E1 × 0.4 at mid latitude (Nurmijarvi) because of the
geometrical attenuation, while the shielding electric
field is –E2 with an opposite direction to the con-
vection electric field. During the growth phase before
14 UT, the convection electric field is dominant, but
the shielding electric field increased significantly dur-
ing the expansion phase after 1400 UT. Thus, the
shielding electric field reduces the electric field at mid
latitude, causing the overshielding when E2 is greater
than E1 × 0.4 at around 1430 UT (Fig. 34.3, lower
panel). As a result, the equatorial CEJ occurred, caus-
ing an equatorial enhancement of the negative bay at
the dayside dip equator, Mokolo (Fig. 34.1). It is to be
noted that the shielding electric field, i.e., the R2 FACs
started to increase at around the onset of the substorm
and continued growing during the expansion phase.
When the IMF turned northward during the expansion
phase, the well-grown R2 FACs cause a large ampli-
tude CEJ (Kikuchi et al., 2003). Figure 34.4 shows a
schematic diagram of the current circuit between the
inner magnetosphere and the ionosphere at the day-
side dip equator during the period of overshielding in
substorm expansion phase. The R2 FACs and the equa-
torial CEJ are connected by the Pedersen current at mid
and low latitudes.

34.4 DP2 Currents and CEJ During
Geomagnetic Storms

During the storm main phase, intense dawn-to-
dusk electric field is generated deep inside the
magnetosphere, which would cause equatorward shift
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Fig. 34.2 The Hall and
Pedersen conductivities
(upper panel), NS and EW
components of the electric
field (middle panel) observed
by EISCAT (66.16◦ CGM
Lat), and the X component
magnetic field at Nurmijarvi
measured from the quiettime
level. The correlation
coefficients, r(E–X), are
calculated between the NS
electric field at EISCAT and
X-component at Nurmijarvi
during the growth phase
(DP2) and expansion phase of
the substorm. (figure 6 of
Kikuchi et al. (2000),
reproduced by permission of
American Geophysical
Union)

of auroral electrojet to mid latitude (Feldstein et al.,
1997). The stormtime electric field penetrated to the
inner magnetosphere as observed by CRRES and
Akebono satellites at L = 2–6 (Wygant et al., 1998;
Burke et al., 1998; Shinbori et al., 2005), driving the
storm ring current. Shinbori et al. (2005) demonstrated
temporal variations of the convection electric field at a
distance of 2–5 Re during the main phase of the major
storm on March 13, 1989, with maximum magnitude
of 46 mV/m.

Wilson et al. (2001) demonstrated that the DP2 cur-
rents developed at mid latitude during a geomagnetic
storm, when a significant electric field was detected
by CRRES inside the ring current. They suggested
that the electric field associated with the DP2 currents
might have contributed to the development of the storm
ring current. The convection electric field further pen-
etrates to the equatorial ionosphere, driving the DP2
currents and intensifying the equatorial EEJ (Tsurutani
et al., 2004; Huang et al., 2005; Kikuchi et al.,
2008a, b).

Kikuchi et al. (2008a) analyzed a geomagnetic
storm recorded at the dayside dip equator, Yap (YAP,
–0.3◦ GM Lat), off equator, Guam (GAM, 4.89◦ GM
Lat) and low latitude, Okinawa (OKI, 14.47◦ GM Lat)
as shown in Fig. 34.5. The temporal variations at OKI
indicate those of the ring current, which developed
immediately after the storm sudden commencement
(SC) because of the strong southward IMF. The storm
at YAP, on the other hand, increased considerably for
more than 1 h during the main phase, while decreased
considerably during the recovery phase. As a result, the
geomagnetic storm was enhanced at the equator with
an equatorial to low latitude amplitude ratio of 2.7.
Rastogi (2004) demonstrated that the magnitude of the
geomagnetic storm was significantly enhanced at the
dayside dip equator, which was attributed to the CEJ
caused by the northward turning of the IMF. Kikuchi
et al. (2008a) pointed out that the geomagnetic storm
was enhanced by a combined effect of the DP2 currents
during the main phase and the CEJ during the recovery
phase.
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Fig. 34.3 Estimated electric
fields associated with the R1
and R2 FACs at EISCAT (E1,
E2) and at Nurmijärvi
(E1×0.4, –E2) during the
growth (DP2) and expansion
phases of the substorm,
deduced from the electric field
measured by EISCAT and the
X-component magnetic field
at Nurmijärvi (Fig. 34.2).
(figure 8 of Kikuchi et al.
(2000), reproduced by
permission of American
Geophysical Union)

Difference between YAP and OKI provides us with
DP2/CEJ during the storm, which is shown in the
bottom panel of Fig. 34.6 together with contours of
westward auroral electrojet derived from the IMAGE
magnetometer data at the dawn sector (upper panel).
The DP2 currents are remarkably enhanced during the
main phase (02–04 UT), but it changes to CEJ during
the recovery phase (04–07 UT). The auroral electro-
jet developed during the main phase at mid latitude
(57◦ CGM Lat), but it shifted poleward rapidly to the
normal auroral latitude (67◦ CGM Lat) at the begin-
ning of the recovery phase. Huang et al. (2005) pointed
out that the convection electric field continued to pen-
etrate to low latitude for many hours during the whole
period of storm main phase. This tendency is observed
in Fig. 34.6, but the DP2 started to decrease at 0250
UT, indicating that the shielding became effective in
late main phase (Kikuchi et al., 2008a). The AEJ was
intensified over 0240–0340 UT with a peak at 0310
UT, when the equatorial DP2 was decreasing its inten-
sity. The distinct temporal behavior at the two latitude

regions implies development of the R2 FACs below
55◦ CGM Lat, which intensifies/reduces the electric
field at auroral/lower latitude. Because of the develop-
ing R2 FACs, overshielding occurred at the beginning
of storm recovery phase, when the convection electric
field decreased because of a decrease in the southward
IMF (Kikuchi et al., 2008a). The overshielding elec-
tric field responsible for the CEJ would be transmitted
to the inner magnetosphere, where the ring current
must have ceased developing because of the reversed
electric field. The reversed electric field was observed
by CRRES during the storm recovery phase (Wygant
et al., 1998). These observations imply that the electric
field associated with the DP2 currents contributes to
the ring current development, while the overshielding
electric field may contribute to the decay of the ring
current.

The stormtime current circuits are composed of
the R1 FAC-DP2 during the main phase and the R2
FAC-CEJ during the recovery phase, which are sim-
ilar to those of the substorm growth and expansion
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R1 FACs Generator in the 
Dayside Outer Magnetosphere

Equatorial
Counter-Electrojet

Partial Ring Current

R2 FACs
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12 MLT

Hall Current

Reversed Ionospheric
Currents at Mid-latitudes

Eastward Electrojet (DP1)

R2 FACs Generator in the 
Nightside Inner Magnetosphere

Fig. 34.4 Schematic diagram of the current system in the mag-
netosphere and ionosphere during the substorm. The R1 and R2
FACs flow into the equatorial ionosphere through the polar iono-
sphere, resulting in the equatorial DP2 during the growth phase,

while the equatorial CEJ appears during the expansion phase.
The diagram is pertinent to the equatorial CEJ. (figure 11 of
Kikuchi et al. (2003), reproduced by permission of American
Geophysical Union)

Fig. 34.5 H-component
magnetic fields recorded at
low latitude, Okinawa (OKI,
14.47◦ GML), and near the
dip equator, Guam (GAM,
4.89◦ GM Lat), and Yap
(YAP, –0.3◦ GM Lat) during
the storm on November 6,
2001. The stations were
located at around noon when
the storm started (MLT=
UT+9). (figure 6 of Kikuchi
et al. (2008a), reproduced by
permission of American
Geophysical Union)
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Fig. 34.6 (Upper panel):
Contour map of the magnetic
disturbances caused by the
westward electrojet at
auroral – mid latitudes in the
dawn sector derived from the
IMAGE magnetometer array
data. (Lower panel): Magnetic
deflections caused by
storm-time ionospheric
currents at YAP obtained by
subtracting magnetic
disturbances at OKI after
eliminating quiettime diurnal
variations on November 4,
2001. The magnetic
disturbance at OKI is used to
eliminate effects of the
magnetospheric currents.
(figure 8 of Kikuchi et al.
(2008a), reproduced by
permission of American
Geophysical Union)

phases, respectively. Kikuchi et al. (2008b) confirmed
the current circuits of the main and recovery phases,
by analyzing two other storm events with different
conditions of the IMF. The rapid poleward shift of
the auroral electrojet was commonly observed in the
three events, which must be related to reconfigura-
tion of the magnetosphere during substorms. The role
of the substorm in the evolution of the geomagnetic
storm remains a crucial issue in the storm-substorm
relationship.

It should be noted that the CEJ was observed even
during the storm main phase. Fejer et al. (2007) indi-
cated that the electric field at the equator was opposite
in direction to that of the convection electric field on

both the day- and night-sides for the storm event on
November 10, 2004. On the other hand, the electric
field was the normal convection electric field during
the storm main phase on November 9, 2004. The dis-
turbance dynamo caused by the thermospheric wind
(Blanc and Richmond, 1980) must have been activated
by the first storm, of which electric field overcame
the convection electric field in main phase of the sec-
ond storm. It should be reminded that the disturbance
dynamo starts to work with a time lag of several hours
from the beginning of storm and continues to work for
a long time, say, 10 h (Fejer and Scherliess, 1997).
The overshielding electric field is caused by the R2
FACs flowing into the auroral ionosphere, while the
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disturbance dynamo works in the mid latitude ther-
mosphere. Latitude and local time distribution of the
ionospheric electric field will enable us to distin-
guish the overshielding electric field from that of the
disturbance dynamo.

34.5 Electric Field Transmission
Mechanism

The near-instantaneous transmission of the convec-
tion electric field to the equator was first suggested
by Araki (1977), based on his finding of the simulta-
neous onset of the preliminary reverse impulse (PRI)
of SCs at high latitude and dip equator with a tempo-
ral resolution of 10 s. The ionospheric current pattern
of the PRI is about the same as that of the DP2
(Nagata and Abe, 1955; Nishida et al., 1966), driven
by a dusk-to-dawn electric field. The PRI electric field
was directly observed by HF Doppler measurements
as a downward/upward motion of low latitude iono-
sphere on the day/nightside (Kikuchi et al., 1985). The

PRI electric field is a potential electric field same as
the DP2, propagating near-instantaneously to low lat-
itude within 10 s (Kikuchi, 1986). The simultaneity
within 10 s is explained by means of the TM0 mode
wave propagating at the speed of light in the Earth-
ionosphere waveguide (Kikuchi et al., 1978; Kikuchi
and Araki, 1979).

Figure 34.7 shows a schematic diagram of the
three-layered Earth-ionosphere waveguide where a
downward FAC is given at one end of the waveg-
uide (Kikuchi, 2005). The electric field carried along
the FAC is subject to reflection at the ionosphere.
However, a fraction of the electric field is transmitted
into the Earth-ionosphere waveguide, providing a ver-
tical electric field, Ez below the ionosphere. The verti-
cal electric field excites the TM0 mode wave, which
propagates horizontally (x-direction) at the speed of
light, accompanying a magnetic field, Hy transverse
to the propagation plane. Thus, the Poynting flux, Sx

composed of Ez and Hy is transmitted to low latitude
(x-direction). The TM0 mode wave accompanies elec-
tric currents in the ionosphere and at the surface of
the ground, which are connected by the displacement

Field-aligned
current

Hy

Fully ionized magnetosphere

SxEz

TM0 wave front current

B0

Ez

Hy

Fully ionized magnetosphere

Sz

Conducting ionosphere

Perfectly conducting ground

y

z

x

Fig. 34.7 Three-layered Earth-ionosphere waveguide com-
posed of the magnetosphere, ionosphere and neutral atmosphere
terminated by the perfectly conducting ground. The TM0 mode
wave propagates in x-direction in the waveguide, character-
ized by the magnetic field, Hy, transverse to the propaga-
tion plane (x–z plane) and vertical electric field, Ez, in the
plane. The TM0 mode wave carries electric currents in the

ionosphere and on the ground, connected by the displacement
current at the wave front. The Poynting flux, Sx, composed of
Ez and Hy transmits horizontally to low latitude (x-direction). A
fraction of energy, Sz, escapes vertically into the ionosphere and
the magnetosphere, which will cause quick response of the low
latitude ionosphere and prompt development of the electric field
in the inner magnetosphere
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current at the wave front. The TM0 mode wave is
applied not only to the short-term electric field of the
PRI, but also to long lasting electric fields of the DP2
and storm/substorms, because the TM0 mode wave has
no lower cutoff frequency (Kikuchi and Araki, 1979).

A fraction of the Poynting flux is transmitted from
the ionosphere to the inner magnetosphere as shown in
Fig. 34.7, causing attenuation of the TM0 mode wave.
However, the attenuation is much less than that of the
geometrical attenuation due to the finite size of the
polar cap electric field even under the nighttime iono-
spheric condition (Kikuchi and Araki, 1979; Kikuchi,
2005). Under a daytime ionospheric condition with
high ionospheric conductance to Alfven conductance
ratio (>10), the electric field associated with the iono-
spheric current is transmitted by the Alfven wave
upward along the field lines with no appreciable atten-
uation. The polarization current at the wave front of
the Alfven wave exerts a J × B force on plasma in the
F-region ionosphere and in the inner magnetosphere.
This results in the coherent variations in the ground
magnetic field and in the F-region ionosphere at the
geomagnetic equator, as observed by the HF Doppler
measurements (Abdu et al., 1998) and by the Jicamarca
incoherent scatter radar (Kikuchi et al., 2003). The
upward transmission of the Poynting flux would cause
the quick development of the electric field in the
inner magnetosphere (Nishimura et al., 2009), ring cur-
rent (Hashimoto et al., 2002), plasmasheet thinning
(Hashimoto and Kikuchi, 2005), and reconfiguration
of the plasmapause (Murakami et al., 2007).

34.6 Conclusion

1. The convection electric field is transmitted by the
Alfven wave from the dynamo in the outer magne-
tosphere to the polar ionosphere, accompanying the
Region-1 field-aligned currents and driving the DP2
currents composed of ionospheric Hall currents at
high latitude and the Pedersen currents amplified by
the Cowling effect at the dip equator.

2. The convection electric field is transmitted to
low latitude near-instantaneously, resulting in high
coherency of the DP2 fluctuations and simultane-
ous enhancement of the equatorial electrojet during
storm/substorms.

3. The electric field associated with the DP2 currents
is transmitted into the F-region ionosphere and into
the inner magnetosphere, causing quick response
of the low latitude ionosphere and ring current
development during storm/substorms.

4. The overshielding electric field due to the Region-2
field-aligned currents causes reversal of the iono-
spheric currents at mid latitude and the counterelec-
trojet at the dip equator during substorm expansion
phase and storm recovery phase.

5. The TM0 mode wave propagating at the speed
of light in the Earth-ionosphere waveguide car-
ries the polar electric field to low latitude near-
instantaneously and further into the inner magne-
tosphere with a time delay no greater than the
propagation time of the Alfven wave.
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Chapter 35

Modeling the Storm Time Electrodynamics

Naomi Maruyama, Timothy J. Fuller-Rowell, Mihail V. Codrescu, David Anderson,
Arthur D. Richmond, Astrid Maute, Stanislav Sazykin, Frank R. Toffoletto, Robert
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Abstract A model that electrodynamically couples
inner magnetosphere, ionosphere, plasmasphere, ther-
mosphere, and electrodynamics has been developed
and is used to separate sources of the storm time elec-
tric fields between the magnetospheric, ionospheric,
and thermospheric processes and to investigate their
nonlinear interactions. The two sources of the electric-
field disturbances, prompt penetration (PP) and dis-
turbance dynamo (DD), have been identified in the
coupled model results. Furthermore, the results sug-
gest that the sources of variability in storm time
electric fields are associated with the nonlinear inter-
action between the PP and DD, such that the response
depends on the preconditioning of the coupled sys-
tem. The preconditioning in this study is caused by
the fact that the magnetosphere, ionosphere, and ther-
mosphere respond to external forcing as a coupled
system. The results clearly demonstrate the need for
a fully coupled model of magnetosphere–ionosphere–
thermosphere, in order to determine the precondition-
ing effect.

35.1 Introduction

Ionospheric currents and electric fields at middle and
low latitudes are significantly disturbed due to the
magnetosphere–ionosphere–thermosphere interactions

N. Maruyama (�)
Cooperative Institute for Research in Environmental Sciences,
Space Weather Prediction Center, University of Colorado,
Boulder, CO, USA; Space Weather Prediction Center, National
Oceanic and Atmospheric Administration, Boulder, CO, USA
e-mail: Naomi.maruyama@noaa.gov

during geomagnetic storms. The basic mechanisms of
generating the storm time electric fields have been rec-
ognized for many years: prompt penetration (PP) and
disturbance dynamo (DD). The magnetometer mea-
surements by work of Nishida (1968) reported that the
solar wind-induced electric fields could penetrate deep
into the inner magnetosphere, and even further down
to the magnetic equator. The relationship between
rapid changes in Interplanetary Magnetic Field (IMF)
Bz and nearly simultaneous short-lived electric field
in the ionosphere has been studied for many years
(e.g., Kelley et al., 1979). The Region-2 field-aligned
currents (FACs) respond to an enhancement of the
polar cap potential (PCP) and tend to generate electric
fields that cancel the polar cap electric field, a process
known as shielding (e.g., Jaggi and Wolf, 1973). The
PP timescale is defined from the enhancement of the
PCP until the time when the shielding has established,
ranging from 5 to 300 min. Conversely, overshield-
ing happens when the IMF Bz turns northward (e.g.,
Kelley et al., 1979). It produces the reversed electric
field at the magnetic equator, with the timescale of
10–60 min (e.g., Spiro et al., 1988; Peymirat et al.,
2000). Shielding efficiency is a key to determining the
PP timescale. The shielding time constant depends on
plasmasheet (PS) conditions and ionospheric conduc-
tivities (e.g., Jaggi and Wolf, 1973; Wolf et al., 1982;
Senior and Blanc, 1984; Spiro et al., 1988; Peymirat
et al., 2000; Garner, 2003). In addition, magneto-
spheric reconfiguration effect has also been suggested
to impact the PP process (Fejer et al., 1990; Wolf et al.,
2007), as well as the PCP changes. The reconfigura-
tion of the magnetospheric magnetic field in a period of
dramatic geomagnetic quieting consequently results in
tailward motion of the nightside shielding layer caused
by a dusk-to-dawn (eastward) potential electric field
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near the inner edge of the PS. The eastward potential
field penetrates to the ionosphere.

On the other hand, the original DD mechanism sug-
gested by Blanc and Richmond (1980) has timescales
of about 6 h and longer. The westward wind is built
up, through conservation of angular momentum, by
the initial equatorward motion driven by an enhanced
energy deposition into the high latitude ionosphere and
thermosphere. An additional, relatively fast timescale
of 2–3 h was reported by Scherliess and Fejer (1997),
and the mechanism is attributed to an equatorward
surge of the neutral wind (Fuller-Rowell et al., 2002,
2008). The response observed after 24 h is attributed
to a combined effect of neutral wind and ionospheric
conductivity caused by the neutral composition effect
(Scherliess and Fejer, 1997).

Recent observations during super storms have
suggested that magnitudes and timescales of the
disturbance electric fields can be highly variable (Fejer
et al., 2007). In spite of our knowledge of the basic
mechanisms, we still cannot fully interpret the individ-
ual observations and identify the relative contribution
of the two sources, which is essential for prediction.
One of the challenges in understanding the response
of the storm time electric fields is our insufficient
understanding of the storm time electrodynamics,
including the magnetosphere–ionosphere coupling,
its consequences on the ionosphere–thermosphere,
and the feedback between the magnetosphere and
ionosphere–thermosphere. An attempt to separate out
the two disturbance sources in the observations has
been made by considering the different timescales.
Spiro et al. (1988) suggested the fossil wind mech-
anism to explain the extremely long overshielding
timescale estimated from the observation, while Fejer
et al. (1990) suggested the magnetospheric reconfig-
uration effect. Fejer and Scherliess (1997) developed
an empirical model to separate out the two processes
based on the previous knowledge about the different
timescales. Richmond et al. (2003) examined the fossil
wind concept using Magnetosphere-Thermosphere-
Ionosphere-Electrodynamics General Circulation
Model (MTIEGCM). Maruyama et al. (2005) sug-
gested a possible interaction and feedback between PP
and DD. The comparison between the model results
and observations indicated that the interaction seems
to become stronger more significant for super storms
(Maruyama et al., 2007).

Physics-based modeling has been a useful approach
to combine the two different processes, with an

attempt to predict equatorial electric field. Forbes
and Harel (1989) incorporated analytical neutral
winds into Rice Convection Model (RCM). Peymirat
et al. (1998) has developed MTIEGCM. Huba et al.
(2005) has coupled SAMI3 and RCM. Coupled
Magnetosphere–Ionosphere–Thermosphere (CMIT)
model (Wang et al., 2004; Wiltberger et al., 2004) has
been developed by coupling Lyon–Fedder–Mobary
(LFM) global MHD model and Thermosphere–
Ionosphere Nested Grid (TING) model. Maruyama
et al. (2005, 2007) combined the separate electric field
components from the RCM as the source of PP and
the Coupled Thermosphere Ionosphere Plasmasphere
Electrodynamics (CTIPe) model, which simulates DD
to interpret the observed equatorial electric field.

The purpose of this study is to address the fol-
lowing problems: (1) identifying/separating out the
dominant drivers of the storm time electric field and
their timescales, including separating the contribution
from magnetospheric (penetration), ionospheric (con-
ductance), and thermospheric (neutral wind dynamo)
sources; (2) exploring possible feedback processes
between PP and DD and evaluate their nonlinear inter-
actions that can explain the variability of the storm
time electric fields. In order to address the questions,
a self-consistently coupled model of the inner mag-
netosphere, ionosphere, plasmasphere, thermosphere
and electrodynamics system has been developed to
take into account all the physical processes required
to address the possible feedback processes between PP
and DD.

In this chapter, we show that the two sources
of the storm time electric field: PP and DD have
been identified in the results from the coupled model.
Furthermore, our model results demonstrate that the
sources of variabilities in the storm time electric fields
are associated with the nonlinear interaction between
PP and DD.

35.2 Coupled Model Descriptions

35.2.1 The Coupled RCM–CTIPe Model

The model describes the electrodynamic coupling
and interactions and feedback between the inner
magnetosphere and the thermosphere–ionosphere–
plasmasphere system and, therefore, is a unique
and adequate tool for our study. The coupled model
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is composed of three well developed and tested
physical models: (1) the Coupled Thermosphere-
Ionosphere-Plasmasphere-Electrodynamics (CTIPe)
model (Millward et al., 2001; Fuller-Rowell et al.,
2002); (2) the Rice Convection Model (RCM) (Wolf
et al., 1983; Toffoletto et al., 2003); (3) the Global
electrodynamic solver based on the National Center
for Atmospheric Research Thermosphere–Ionosphere
Electrodynamics GCM (NCAR-TIEGCM) (Richmond
et al., 1992). The core part of the first two models has
not been modified associated with coupling except
that the potential solvers in both models have been
replaced by the new global electrodynamic solver.
Self-consistency in the coupling between RCM and
CTIPe has been accomplished by using a common
electrodynamic solver so that the same global electric
fields are used in both models. In this section, we
focus on briefly describing the electrodynamic solver
and its interfaces with RCM and CTIPe.

The global potential solver solves the electrostatic
electrodynamic equations, in a realistic magnetic field
through the use of Magnetic Apex coordinates, under
the assumption that the field lines are equipotential
(Richmond, 1995). At low and middle latitudes, hemi-
spheric symmetry of the electric potential is assumed
and therefore the electrodynamic equation is only
solved in one hemisphere, satisfying the assumption of
equipotential field lines. The solver takes into account
several inputs from both RCM and CTIPe, in order
to accomplish the electrodynamic coupling and accu-
rately describe the storm time electric field.

The distribution of high-latitude FACs is the pri-
mary parameter of the RCM used in the potential
solver at every time step of RCM (typically 1–5 s).
This FAC distribution contains the information about
the inner magnetosphere concerning under- or over-
shielding and provides the necessary timescales for the
PP field and the shielding process from the reconfigu-
ration of magnetospheric plasma in response to given
electric and magnetic fields.

The global ionospheric conductivity and neutral
wind are calculated from CTIPe with a cadence of
1 min, and both are used in the potential solver. The
time-dependent distributions of these two parameters
are crucial in producing the DD field. Furthermore,
it is important to ensure that the PP process responds
to storm time changes in ionospheric conductivity and
neutral winds.

The potential needs to be specified at the high lat-
itude boundary of the RCM computational domain;

poleward of this boundary the RCM FACs are not
available to solve the potential self-consistently. In
this study, we specify the boundary potential using
the analytical model of Heelis et al. (1982) driven by
the PCP. The equatorward and poleward movement of
the boundary is prescribed using a time varying mag-
netospheric magnetic field model (e.g., Tsyganenko
et al., 2003). The potential solver has been modified
to accommodate the temporal and spatial variations of
the boundary. Furthermore, the latitude grid spacing
we use is finer than that used in the standard TIEGCM,
in order to capture the full structure of the FACs and to
ensure numerical stability.

35.2.2 Model Input Parameters

A generic double storm was investigated in order to
investigate possible feedback processes between PP
and DD. In the first storm (Storm A) the PCP increases
at 3UT from 25 to 150 kV over a period of 20 min,
remains at this level for 6 h, and returns to the back-
ground level (25 kV) over another 20 min. Storm B
begins at 15UT, 12 h after the start of Storm A with
the same intensity and duration. The auroral precipita-
tion level is based on Fuller-Rowell and Evans (1987).
The solar activity index during this interval was set to
F10.7 = 150 × 10–22 W m–2 Hz–1. A spring equinox
condition was selected. The description of the upward
propagating tides at the lower boundary of the ther-
mosphere model is given by Millward et al. (2001),
as was also used in Maruyama et al. (2005, 2007).
RCM input parameters including PS boundary condi-
tions and magnetospheric magnetic fields were fixed in
time to simplify the problem in the complex coupled
system. The PS density and temperature at the RCM
high-latitude boundary are set to the values of 0.4 cm–3

and 5000 eV, respectively, to describe statistically aver-
aged values for the PS moments at ∼13 Re at midnight
(Huang and Frank, 1986, 1994).

35.3 Results and Discussion

35.3.1 Identification of the Two Sources
of the Storm Time Electric Fields

We have been able to identify the two sources of the
disturbed electric fields in the coupled model results.
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Fig. 35.1 Eastward electric field [mV/m] at the magnetic equa-
tor as a function of MLT at various times: (a) 3.5UT, 0.5 h from
commencement of Storm A; (b) 4.5UT, 1.5 h after Storm A com-
mencement; (c) 5.5UT, 2.5 h after Storm A commencement. The
red solid curves show the storm simulation, whereas the blue

solid lines show the quiet time simulation in which the PCP value
is kept constant at 25 kV for the entire simulation period. The
corresponding field for Storm B starting at 15UT is plotted by
the red dashed curves for comparison. The blue dashed curves
show the quiet time reference for Storm B

Figure 35.1 shows examples of the eastward elec-
tric field at the magnetic equator obtained from the
coupled model results. PP features are dominant in
Fig. 35.1a, where the response of the electric field to
the generic storm is shown by the red solid line, 0.5 h
after the PCP enhancement of Storm A (3.5UT). A
reference quiet simulation is shown by the blue solid
line, for which the PCP was held constant at 25 kV.
The PP features can be identified as an enhancement
of the eastward electric field during the day and in the
evening, whereas during the night, the PP effect causes
an enhancement of the westward field. The PP features
are qualitatively consistent with those from previous
studies (e.g., Spiro et al., 1988). In Fig. 35.1b, 1.5 h
after the PCP enhancement (4.5UT, red solid line), the
PP effect is decaying as the shielding becomes estab-
lished. The timescale of the PP response is, in general,
consistent with previous studies (e.g., Spiro et al.,
1988; Sazykin, 2000). The PP effect tends to persist
longer near sunrise and sunset since the enhancement
of the PP effect near the terminators mostly due to
the conductivity gradient between day and night. On
the other hand, the DD features become dominant in
Fig. 35.1c, 2.5 h after the PCP enhancement (5.5UT,

red solid line). The DD features can be identified as a
reduction of the daytime eastward field and develop-
ment of a more-eastward field in the central nighttime
hours. The qualitative features and the timescale of
the rapid DD response, which was around 2.5 h in
this study, are roughly consistent with previous stud-
ies (e.g., Fuller-Rowell et al., 2002; Maruyama et al.,
2005, 2007). The PP effect causes positive poten-
tial at dawn and negative at dusk at the equator, the
same as at high latitude. In contrast, in Fig. 35.1c, the
nighttime disturbed neutral winds produce an equator-
ward dynamo current. The current tends to charge the
low latitude ionosphere positively around midnight,
which can lead to a reduction or reversal of the quiet
time field. The features are consistent with Blanc and
Richmond (1980) and Richmond et al. (2003). The
balance between the two processes determines the net
equatorial electric field.

The response of the eastward electric field to Storm
B (red dashed lines) basically shows the same quali-
tative features as those of Storm A (red solid lines),
but the magnitudes of the disturbed electric field are
smaller in Fig. 35.1a and b. Furthermore, in Fig. 35.1c,
development of the more-eastward field in the central
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nighttime hours becomes much more prominent. Note
that difference between the blue solid and dashed lines
reflects the longitudinal differences in the quiet time
electric field, which is much smaller than the differ-
ence of the storm time fields between Storms A (red
solid lines) and B (red dashed lines), respectively. In
the next section, the difference of the disturbed fields
between Storms A and B is examined in further detail.

35.3.2 Nonlinear Interactions Between
PP and DD

Figure 35.2 shows a comparison of the disturbed east-
ward electric fields at 11 MLT between Storm A, start-
ing at 3UT (Fig. 35.2a), and Storm B, starting at 15UT
(Fig. 35.2b). The comparison clearly demonstrates that
the storm time fields give different responses to the
same magnitude and duration of the PCP enhance-
ments depending on the previous conditions of the
system. The differences in the disturbed fields between
Storms A and B are summarized as follows: (1) the
magnitude of the disturbed field at Storm B is smaller
than that of Storm A; (2) the disturbed field at Storm
B decays faster than that of Storm A. The values of the
disturbed fields go negative at low latitudes at Storm
B (Fig. 35.2b) after 45 min; (3) the latitude profiles of
the disturbed fields at Storm B are modified from those
of Storm A. In other words, Storm A shows a grad-
ual profiles from mid to low latitude, whereas Storm
B displays steeper profiles at mid latitude and a rela-
tively flat profiles toward low latitude. The results from
the coupled model suggest that the differences between
Storms A and B are attributed to a nonlinear interaction

between PP and DD. In the following sections, we
attempt to address what physical processes are respon-
sible for the differences of the disturbed fields between
Storms A and B.

35.3.3 Preconditioning of the Inner
Magnetosphere

Our results demonstrate that the magnetospheric con-
ditions are significantly different between Storm A
(Fig. 35.3a) and Storm B (Fig. 35.3b). The plasma
pressure (P) in the inner magnetosphere becomes
larger and is distributed more earthward in Storm
B since the ring currents have been injected by the
strong convection electric field during Storm A that
occurred 12 h earlier. The applied cross-tail electric
field moves the PS edge sunward, causing a partial
westward ring across nightside. The cross-tail dawn to
dusk electric field charges the dusk side of PS edge
positively and the dawn side negatively, both in the
magnetospheric equatorial plane and in the ionosphere.
Furthermore, the ring current pressure distribution has
become more symmetrical in Storm B. Toffoletto et al.
(2003) pointed out three mechanisms to symmetrize
the pressure distribution: (1) lack of fresh injection,
(2) trapping of already injected particles on closed tra-
jectories as the convection strength decreases, and (3)
charge-exchange loss with a characteristic lifetime of
many hours. Furthermore, the second-from-left plots
in Fig. 35.3a, b show a form of the adiabatic pres-
sure invariant, PV5/3, extending to lower L values in
Storm B, where P is thermodynamic pressure and V
is the flux tube volume (as described in equation (5)
of Toffoletto et al. (2003)). Shielding efficiency in the

Fig. 35.2 Comparison of the
temporal evolutions (every
10 min) of the latitude profiles
of the disturbed eastward
electric fields [mV/m] at 11
MLT in the first 60 min
between Storm A starting at
3UT (a); and Storm B starting
at 15UT (b)
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Fig. 35.3 Comparison of the
RCM parameters in the GSM
X–Y (equatorial) plane
between Storm A at 3.67UT
(a); and Storm B at 15.67UT
(b). Color contour plots show
plasma sheet particle pressure
(P) [nPa], PV5/3

[nPa(RE/nT)5/3], Birkeland
current into the ionosphere
(positive earthward, both
hemispheres together) (JBIRK)
[μA/m2], and ionospheric
electrostatic potential in the
rotating frame mapped out to
the magnetospheric equatorial
plane (Pot) [kV]. Contour
lines show the same
electrostatic potential. The
Sun is to the left

RCM increases with increasing PV5/3 (Wolf et al.,
2007). Accordingly, the field-aligned (Birkeland) cur-
rents (JBIRK) calculated from the pressure gradient via
the so-called Vasyliunas equation (Vasyliunas, 1970)
are distributed more earthward in Storm B, due to the
fact that PV5/3 is directly related to the Birkeland cur-
rents (e.g., Garner, 2003). The currents play a crucial
role in the electrodynamic coupling between the mag-
netosphere and ionosphere: the Region-2 Birkeland
currents flow upward from the dawn side ionosphere
near the inner edge of the PS and downward into the
dusk side. They tend to shield the near-Earth region
from the dawn–dusk convection field by creating an
opposing dusk–dawn polarization electric field in the
inner magnetosphere. The electric potential distribu-
tion (without the corotation potential) shown in the
right plots of Fig. 35.3 (Pot) indicates a stronger shield-
ing generated in Storm B, especially pronounced from
the dusk to midnight sector, whereas in Storm A, a

weak asymmetric ring current is unable to provide effi-
cient shielding of the low latitude ionosphere. As a
consequence, the response of the daytime electric field
becomes smaller in Storm B. Our results suggest that
the preceding period of the enhanced convection elec-
tric field provides a stronger and quicker shielding on
the dayside at lower L values in Storm B even though
the magnitude and duration of the PCP enhancements
are identical between Storms A and B.

Note that both the PS parameters and the magneto-
spheric configuration were fixed in time for these mod-
eled storms. Although we expect that results would
be modified if the PS parameters and magnetospheric
configuration vary with time as both have a significant
impact on the shielding efficiency (e.g., Spiro et al.,
1988; Fejer et al., 1990), such investigation is beyond
the scope of this study. Furthermore, our study focuses
on the PP response of the distributed electric field in
the undershielding condition when the convection field
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suddenly increases due to a southward turning of the
IMF. It would make an interesting study to evaluate
the impact of the previous storm activity on the over-
shielding condition when the convection field suddenly
decreases due to a northward turning of the IMF.

35.3.4 Residual Disturbance Dynamo
Effect

The preceding period of the enhanced convection elec-
tric field disturbs not only the inner magnetosphere but
also the ionosphere and thermosphere. Huang et al.
(2005) showed that the DD effects take days to die
away completely as the disturbance winds tend to per-
sist after the geomagnetic activity ceases. Our results
suggest that the differences of the disturbed electric
fields between Storms A and B are caused by the
residual DD effect of Storm A as well as the pre-
conditioning of the inner magnetosphere as explained
in the previous section. In this section, we discuss
another important role played by the redistribution of
the global ionospheric conductivity as well as the dis-
turbance winds in determining the DD process, since
it is the conductivity-weighted winds that largely drive
the ionospheric wind dynamo.

We found a significant modification mainly in
the Pedersen conductivity distribution in Storm B
(Fig. 35.4a) as compared to that of Storm A

(Fig. 35.4b), whereas the Hall conductivity does not
seem to change very much (not shown here). This indi-
cates that the modification to the ionospheric conduc-
tivity is mainly caused by the transport of ionospheric
plasma in the F-region. Note that the oval-shaped area
around 60◦ magnetic latitude, saturated with white
color, is associated with the auroral conductance, and
here we mainly focus on features equatorward of the
auroral oval. Strong electric fields generated during
magnetic storms, such as including the PP and Sub-
Auroral Polarization Stream (SAPS) electric fields,
tend to reduce the ionospheric electron density above
∼160 km. Stronger electric fields generate more fric-
tional heating due to relative motions of charged
particles to neutral species, resulting in an increase
in the ion temperature. The elevated ion tempera-
ture, in turn, accelerates the recombination chemical
reactions between atomic oxygen ions with molecular
neutral species (N2 + O+ → NO+ + N; O2 + O+ →
O2

+ + O), whose chemical reaction rates depend on the
ion and neutral temperatures and, relative drift veloci-
ties between ionized and neutral species (e.g., Torr and
Torr, 1979; Millward et al., 1996). On the other hand,
the storm time neutral winds driven by the Joule heat-
ing deposited into the high-latitude upper atmosphere
and ion-drag acceleration lifts the ionospheric plas-
mas up to a higher altitude where the recombination
is slower, resulting in a modification to height profiles
of the ionospheric conductivity. Note that the thermal

Fig. 35.4 Comparison of the response of the ionospheric
Pedersen conductance (sum of the two hemispheres) between
Storm A at 4UT (a) and Storm B at 16UT (b). The differences

between the storm and quiet values normalized by the quiet time
values are plotted
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expansion process in the storm time upper atmosphere
itself can also contribute to lifting the ionospheric
layer to higher altitude as well. On the nightside, at
latitudes around 50 (add a symbol of degree) and
lower, there are differences between the two storms not
only in magnitude but also in sign. During Storm A,
the ionospheric conductivity generally decreases (red)
as compared to that of the quiet time as shown in
Fig. 35.4a due to the effect of the storm time electric
field, whereas in Storm B, the conductivity increases
(blue) as compared to that of the quiet time as shown
in Fig. 35.4b due to the disturbed neutral wind effect.

Storm time changes of both conductivity and wind
are responsible for the residual DD effect. Our results
suggest that the residual DD effect as well as the
preconditioning of the inner magnetosphere produce
stronger and quicker shielding. Our simulations sup-
port the prediction by Richmond et al. (2003) that
storm time neutral winds tend to enhance steady-state
shielding, by reducing the net electric field that pen-
etrates to middle and low latitudes. We find that the
disturbed electric fields at Storm B in the simula-
tion with the neutral wind show smaller magnitudes
and faster decay than those without the neutral wind
(results not shown). On the other hand, the modified
latitudinal profiles are mainly caused by the residual
DD effect, including the fact that the values of the
disturbed fields go negative at low latitudes in after
45 min Fig. 35.2b. A more detailed quantification of
the relative importance between the ionospheric con-
ductivity and neutral wind in determining the residual
DD effect is beyond the scope of this study. An inter-
esting question remains to be solved as to whether
the preconditioned magnetosphere or the residual DD
effect plays a dominant role in increasing the shielding
efficiency.

In this chapter, we mainly focused on the qualita-
tive evaluation of the impact of the preconditioning
of the coupled system in just a single, idealized storm
case. More comprehensive studies with a quantitative
approach would be required including various inten-
sities and durations of the PCP enhancement as well
as the temporal variations of the PS parameters and
magnetospheric configuration and real storm events,
until we would be able to draw a more generalized
conclusion in evaluating the feedback effect of the
ionospheric conductivity and neutral wind on the PP
and shielding processes.

35.4 Conclusions

We have developed a model that electrodynamically
couples inner magnetosphere, ionosphere, plasmas-
phere, thermosphere, and electrodynamics in a self-
consistent manner, in order to separate out sources
of the storm time electric fields between the magne-
tospheric, ionospheric, and thermospheric processes
and to evaluate their nonlinear interactions associ-
ated with changes in magnetospheric plasma density,
ionospheric conductivity, and neutral wind. The two
sources of the storm time electric field, prompt pen-
etration (PP) and disturbance dynamo (DD), have
been identified in the coupled model results, as well
as the realistic inner magnetosphere shielding pro-
cess. Furthermore, our results demonstrate that the
sources of variability in storm time electric fields are
associated with the nonlinear interaction between the
PP and DD, such that the response depends on the
preconditioning of the coupled system. The precon-
ditioning of the system in this study is caused as a
consequence of the response of the magnetosphere,
ionosphere, and thermosphere to external forcing. The
results clearly demonstrate the need for a fully cou-
pled magnetosphere–ionosphere–thermosphere model,
in order to determine the preconditioning effect. Our
study suggests that an appreciation and quantitative
evaluation of the variabilities associated with the inter-
action are vital in interpreting the observations.
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Chapter 36

A Physical Mechanism of Positive Ionospheric Storms

Nanan Balan and Graham J. Bailey

Abstract A physical mechanism of the positive
ionospheric storms at low and mid latitudes reported
recently is reviewed, and comapred with the positive
ionospheric storms observed during a super storm. In
addition, the possible variations of the mechanism with
the strength of the equatorward winds, intensity of
prompt penetration electric field (PPEF), local time
and season are discussed. According to the mecha-
nism, the mechanical effects of the equatorward wind
(1) reduce (or stop) the downward diffusion of plasma
along the geomagnetic field lines, (2) raise the iono-
sphere to high altitudes of reduced chemical loss,
and hence (3) accumulate the plasma at altitudes near
and above the ionospheric peak centered at ±15◦–
30◦ magnetic latitudes. The daytime eastward PPEF,
if occurs, also shifts the EIA crests to higher than nor-
mal latitudes. The positive ionospheric storms are most
likely in the longitudes of morning-noon onset of the
geomagnetic storms. The mechanism agrees with the
positive ionospheric storms observed during the super
storm of 07–08 November 2004.

36.1 Introduction

Following geomagnetic storms the ionospheric density
often increases very much above its average quiet-
time level, which are known as positive ionospheric
storms. It is important to monitor the occurrence
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Control and Systems Engineering, University of Sheffield,
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e-mail: B.Nanan@sheffield.ac.uk

of the positive storms and understand their physical
mechanisms because these storms can cause serious
problems in satellite navigation and telecommunica-
tion. Thanks to the works of a number of scientists
it is known that ionospheric electric fields and ther-
mospheric neutral winds (and waves) are involved in
producing positive ionospheric storms (e.g., Matuura,
1972; Mendillo and Klobuchar, 1975; Reddy et al.,
1990; Rishbeth, 1991; Batista et al., 1991; Prolss,
1995; Sastri et al., 2000; Abdu et al., 2006; Maruyama
et al., 2007; Zhao et al., 2008; Shiokawa et al.,
2008).

Recently Kelley et al. (2004) and Tsurutani et al.
(2004) suggested that a strong eastward prompt pene-
tration electric field (PPEF) in the presence of daytime
production of ionization can strengthen the equato-
rial plasma fountain (e.g., Hanson and Moffett, 1966;
Balan and Bailey, 1995) to a super plasma foun-
tain, which, in turn, can lead to positive ionospheric
storms at mid latitudes. However, modeling studies
later showed that a daytime eastward PPEF event
on its own is unlikely to produce positive iono-
spheric storms, and the nature of the ionospheric
storms depends on the state of the thermosphere. The
studies suggest that an equatorward neutral wind is
required to produce positive ionospheric storms (e.g.,
Werner et al., 1999; Lin et al., 2005; Vijaya Lekshmi
et al., 2007; Lu et al., 2008; Balan et al., 2009a).
Quite recently, we explained a physical mechanism
of how the equatorward wind produces positive iono-
spheric storms at low and mid latitudes (Balan et al.,
2009b).

In this chapter we review the physical mechanism.
The mechanism is based on the theoretical model-
ing and basic principles during the super geomagnetic
storm of 08 November 2004. Repeated eastward PPEF
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events occurred during the main phase of the storm
in Japan-Australian longitudes which were in daytime
during the main phase. The ionospheric observations
also show the presence of equatorward neutral winds
developed during the long-lasting (18 h) initial phase
of the super storm.

The geomagnetic storm, and the storm-time elec-
tric fields, neutral winds and neutral densities required
for the model calculations are described in Section
36.2. The relative effects of the electric fields and
neutral winds on producing the positive ionospheric
storms are evaluated using the Sheffield University
Plasmasphere Ionosphere Model (SUPIM) (Bailey and
Balan, 1996) described in Section 36.3. The model
results (Section 36.4) reveal that it is the mechanical
effects of the storm-time equatorward neutral winds
that drive the positive ionospheric storms. Basic prin-
ciples are then used to explain how the mechanical
effects of the winds drive the positive storms (Section
36.5). The mechanism is tested using the storm-time
ionospheric data in Section 36.6. The possible varia-
tions of the mechanism are discussed in Section 36.7,
with conclusions in Section 36.8.

36.2 Geomagnetic Storm and Data

The super geomagnetic storm of 07–08 November
2004 occurred during the passage of a strong CME (or
solar storm). As shown in Fig. 36.1 (panel a) the solar
storm (at ACE spacecraft) undergoes several dynamic
pressure pulses with the pressure reaching up to 60 nP
and velocity (panel b) reaching up to 750 km s−1. The
super geomagnetic storm (panel d) starts with the sud-
den commencement (SC) at the arrival of the first solar
storm pressure pulse at 03:00 UT on 07 November.
The main phase (MP) of the storm starts at 21:00 UT
on 07 November and maximum main phase (Dst =
−373 nT) occurs at around 06:00 UT on 08 November
when Kp (Fig. 36.1, panel e) reaches 9−. IMF Bz
(panel c) remains strongly southward during the main
phase (21:00–06:00 UT), with large fluctuations at the
beginning. That caused repeated occurrence of east-
ward PPEF during the morning-noon (06:00–15:00
LT) main phase in Japan-Australian longitudes (Fejer
et al., 2007). The super storm also has an unusually
long (18 h) initial phase (panel d) during which storm-
time equatorward neutral wind and hence westward
electric fields developed.

36.2.1 Storm-Time Electric Fields

The storm-time equatorial electrojet index EEJ(storm)
has been used as a measure of the equatorial east-west
electric fields (e.g., Alex et al., 1986). The electro-
jet index (not shown) is obtained from the horizontal
component (H-component) of the geomagnetic field at
the equatorial station Yap (9.30◦N, 138.5◦E, 0.30◦ dip
latitude) and low latitude station Okinawa (26.75◦N,
128.22◦E, 26.75◦N magnetic latitude) in nearly same
longitudes. The EEJ(storm) converted to the equiva-
lent vertical E×B drift (Balan et al., 2009b) during the
morning-noon MP (06:00–14:00 LT, 21:00–05:00 UT)
is shown in Fig. 36.2 (panel a, thick curve). The drift
velocity undergoes three strong upward events cen-
tered at around 23:30 UT, 01:00 UT and 03:00 UT, and
three downward events centered at 22:30 UT, 00:15
UT and 01:30 UT. The upward and downward events
last approximately 1–2 h, and correspond respectively
to eastward PPEFs and westward electric fields dur-
ing the morning-noon MP. The drift velocities during
the remaining period on the storm day are assumed to
be equal, to the quiet-day values (thin curve, panel a),
following Fejer et al. (2007).

36.2.2 Storm-Time Neutral Winds

The magnetic meridional wind velocities are obtained
from HWM91 (Hedin et al., 1991). The wind veloci-
ties given by HWM for the storm conditions are found
to be inadequate. The storm-time winds are therefore
obtained from those for quiet (Ap = 4) conditions.
The quiet-time winds during 06–18 LT are multiplied
by −1.5 for latitudes >30◦N, −0.75 for latitude 15◦N,
−0.25 for latitude 7◦N and 0 for latitude 0◦N; and
interpolations are used for the latitudes in between.
The resulting winds are used in both hemispheres.
A sample latitude variation of the resulting effective
magnetic meridional wind velocity at 13.5 LT (end
of eastward PPEF) at 350 km altitude is shown in
Fig. 36.2 (panel b). The wind is equatorward in both
hemispheres.

36.2.3 Neutral Densities

The neutral densities are from MSIS (Hedin, 1987).
The quiet-time (Ap = 4) neutral densities are used
in the model calculations not to mix the mechanical
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effects of the storm-time equatorward (or upwelling)
winds with its chemical effect. The chemical effect
of the upwelling winds can decrease the [O]/[N2]
ratio at mid latitudes and hence reduce the positive
ionospheric storms at these latitudes. However, as
discussed in Section 36.5, the chemical effect of the
wind becomes less effective once the mechanical
effects get the dominance.

36.2.4 Storm-Time Ionospheric Data

The ionospheric data to be used to verify the phys-
ical mechanism include electron density (Ne), peak
electron density (Nmax), peak height (hmax) and total
electron content (GPS-TEC) in Japan-Australian lon-
gitudes (120◦E–150◦E). The Nmax and hmax are
obtained from the ionosondes in the Japan-Australian
longitudes, and GPS-TEC in the same longitude is
obtained using GEONET (Otsuka et al., 2002). The Ne
data at ≈400 km height is obtained from the CHAMP
satellite (Reigber et al., 2002; Liu et al., 2007).

36.3 Model and Inputs

The physics based model SUPIM (Bailey and Balan,
1996) is used for the calculations. The model solves
the coupled time-dependent equations of continuity,
momentum and energy for the electrons and ions (O+,
H+, He+, N+

2 , NO+, and O+
2 ) along closed eccentric-

dipole geomagnetic field lines. For this study, 165 field
lines with apex altitude distributed from 150 km to
12000 km are used, with apex intervals of 10 km up
to 400 km and 25 km from 400 to 1000 km. The calcu-
lations are for the Japan-Australian longitude (135◦E)
for day number 312 (November 8) under medium solar
activity (F10.7 = 105).

The model inputs are the east-west electric field (or
vertical E×B drift), neutral densities and neutral winds
(described in Section 36.2). The E×B drift (Fig. 36.2,
panel a) is applied to all field lines and hence to
all altitudes and latitudes. The model results are pre-
sented (Section 36.4) for one combination of the model
inputs (Fig. 36.2). Other combinations of the inputs
can also produce similar results. No data-model com-
parisons are attempted because the measured values of
the model inputs are not available.

36.4 Model Results

To evaluate the relative effects of the electrodynamic
drift and neutral wind, the model calculations are car-
ried out (1) with drift and no wind, and (2) with drift
and wind. In each case, the model calculations are per-
formed at 15-min intervals, with the local time of the
calculations coinciding with that of the inputs. The cal-
culations are continued for several consecutive 24-h
periods (calculation days) until the day-to-day changes
in the model outputs are negligible. The model out-
puts from the final day’s calculations are used for the
study.

36.4.1 Effect of Electric Field

Figure 36.3 shows the altitude-latitude variation of the
model electron density at 13:30 LT (end of PPEF)
obtained from the calculations using the storm-time
E×B drift (Fig. 36.2) with no neutral wind. As shown
by Fig. 36.3, the storm-time E×B drift shifts the
equatorial ionization anomaly (EIA) crests to about
±35◦ latitudes. However, the EIA crests are lower
in altitude by about 50 km and its electron density
is smaller compared to the EIA obtained using the
quiet-time E×B drift (Balan et al., 2009b). This result
(Fig. 36.3) suggests that daytime eastward PPEF on its
own can produce only negative effects in electron den-
sity at low and mid latitudes though it can shift the
EIA crests to higher than normal latitudes. The EIA
becomes weak because as the crests shift to higher
latitudes they encounter regions where geomagnetic
field lines are more inclined and hence plasma gets
lost by downward diffusion to low altitudes of heavy
chemical loss.

36.4.2 Effects of Neutral Wind

A second set of calculations is carried out using
the storm-time E×B drift and storm-time winds
(Fig. 36.2); quiet-time MSIS is also used (as for
Fig. 36.3) so that only the mechanical effects of
the equatorward winds become effective. As shown
by Fig. 36.4 (similar to Fig. 36.3) the equatorward
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winds raise the ionosphere in altitude and increase
the electron density at low and mid latitudes, except
around the equator. The EIA crests (Fig. 36.4) occur
at around ±30◦ latitudes, they raise by over 100 km

and their density increases by over 150% (compared to
Fig. 36.3). Hence the mechanical effects of the equa-
torward winds accumulate the plasma at altitudes near
and above an elevated ionosphere and produce positive
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ionospheric storms. How the winds accumulate the
plasma are explained further using basic principles in
the next section.

36.5 Physical Mechanism

The equatorward winds accumulate the plasma by
(1) raising the ionospheric height and (2) reducing
(or stopping or reversing) the downward diffusion of
plasma (due to gravity and pressure gradient) along
the geomagnetic field lines. These mechanical effects
are explained using Fig. 36.5. Two latitude variations
of the horizontal effective magnetic meridional equa-
torward wind of velocity U are shown in panel a;
solid curve represents typical winds during geomag-
netic storms, and dashed curve represents an extreme
case; the maximum of U (assumed 100 m s−1) varies
with the intensity of the storms (e.g., Rishbeth, 1991;
Fuller Rowell et al., 1994; Prolss, 1995). The two sets
of solid and dashed curves (1 and 2) in panel b show
the latitude variations of the mechanical effects of U.

The equatorward wind of velocity U drives the iono-
spheric plasma up the field lines with a velocity U cosI
of which the vertical component is U cosI sinI, with
I being dip angle. This velocity raises the ionosphere
to altitudes of reduced chemical loss and hence accu-
mulates plasma. Roughly, the ionospheric peak rises
vertically by Δh ≈ (Hp/Dp)U cosI sinI where Hp is
scale height and Dp is diffusion coefficient. This height
rise can maximize at (±45◦) dip latitudes as shown by
the variations of U cosI sinI in panel b (curves 1). The
downward plasma velocity along the field lines due to
diffusion is V‖ = −(Dp/n)(dn/dh + n/Hp)sinI where
n is plasma density. The upward wind velocity along
the field lines (=U cosI) reduces (or stops or reverses)
the downward diffusion velocity, and hence turns the
plasma flux vectors toward the equator (Balan et al.,
2009b) and accumulates the plasma. This effect can
maximize at low-mid to equatorial latitudes (curves 2,
panel b).

The plasma gets accumulated centered at those lati-
tudes where the two mechanical effects (1 and 2) opti-
mize. As shown by the sum of the modulus of U cosI
and U cosI sinI (panel c), the two effects can optimize
at ≈±30◦–50◦ magnetic dip angles (≈±15◦–30◦ mag-
netic latitudes) for typical to extreme variations of the
equatorward winds; however, the two terms involving
UcosI and U cosI sinI cannot be added directly for

vector reasons. The mechanical effects of the equator-
ward winds can therefore produce positive ionospheric
storms by accumulating the plasma at altitudes near
and above the ionospheric peak centered at ±15◦–30◦
magnetic latitudes. The eastward PPEF, if occurs, also
shifts the EIA crests to higher than normal latitudes.

36.5.1 Local Time Dependence

The occurrence of ionospehric storms depend on the
local time of onset of geomagnetic storms because
(1) the speed of the equatorward winds and their
equatorward extend vary with ionospheric density (or
ion-drag) and (2) thermosphere becomes richer and
richer in N2 as time progresses from the onset of the
storms. The positive ionospheric storms are most likely
in the longitudes of morning-noon onset of the geo-
magnetic storms; in these longitudes the mechanical
effects of the wind together with ionization produc-
tion can largely exceed the chemical effect of the wind.
Once the mechanical effects get the dominance and
equatorward winds continue to flow the positive iono-
spheric storms can exist for long periods because then
the plasma is accumulated at higher altitudes where
the chemical effect becomes less effective. In the lon-
gitudes of afternoon-evening storm onsets, there can
be initial positive ionospheric storms followed by neg-
ative storms. In the longitudes of nighttime (up to
about 03:00 LT) onsets, positive ionospheric storms
are unlikely, and there can be large negative iono-
spheric storms extending to the next one to 3 days (e.g.,
Rishbeth, 1991; Prolss, 1995).

36.5.2 Seasonal Dependence

The occurrence of ionospheric storms also depends on
season through the background thermospheric com-
position. The background composition is such that
the [O]/[N2] ratio at any thermospheric pressure (or
height) level is greater in winter than in summer, with
equinox falling in-between. When geomagnetic storms
occur in this background, positive ionospheric storms
are most probable in winter and least probable in
summer.
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36.6 Verification of Mechanism

Figure 36.6 (panels a and b) compares the Nmax
variations from 00:00 UT on 07 November to 09:00
UT on 09 November 2004 (solid curves) with the
seven quiet-day averages prior to the storm (dashed
curves). The data shown are from the mid latitude sta-
tions Brisbane (153.17◦E, 27.5◦S; 36.7◦S magnetic)
in Australia and Kokubunji (139.5◦E, 35.7◦N; 26.8◦N
magnetic) in Japan. The Nmax shows strong positive
ionospheric storms on 08 November in both hemi-
spheres (panels a and b), starting at sunrise which
happens to be at MP onset (21:00 UT, 06:00 LT).

The GPS-TEC (panel c) also shows strong positive
ionospheric storms starting from the MP onset at sun-
rise. However, the eastward PPEF events occurred
later (from 23:00 LT, compare Figs. 36.2 and 36.6).
Figure 36.6 also shows that, unlike Nmax and TEC,
hmax starts increasing well before the MP onset. The
observations (Fig. 36.6) therefore seem to confirm that
the (1) eastward PPEF (Fig. 36.2) is not involved in
initiating the positive storms, (2) storm-time equator-
ward neutral winds raised the mid latitude ionosphere
in both hemispheres before sunrise, and (3) by sunrise
the wind initiated the positive ionospheric storms in
Nmax and TEC.
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Figure 36.7 compares the latitude variations of
the electron density Ne near 400 km height obtained
from the CHAMP satellite during the super storm
(thick curves 1) with those during a quiet period
(06 November, thin curves 2). The variations are for
the equatorial crossing times of the satellite before MP
onset (panel a, 17:21 UT on 07 November), early MP
(panel b, 21:56 UT), during MP (panel c, 02:35 UT on
08 November) and after MP (panel d, 15:34 UT on 08
November). The crossing times in UT (UT1 for storm
and UT2 for quiet) are given in the top axes. The cor-
responding magnetic local times (MLT1 and MLT2)
and geographic longitudes (GLOG1 and GLOG2) are
noted in the bottom axes. The data during the storm
period and quiet period are for nearly same MLTs.

As shown by panel a, the electron density before
the MP onset (thick curve) is two to four times greater

than that during the corresponding quiet period (thin
curve) at mid and low latitudes down to about ±20◦.
With the progress of time the density increases fur-
ther and extends to cover the equatorial latitudes also
(panel b). These observations (panels a and b), which
are before the start of the eastward PPEF events, also
indicate that the storm-time equatorward neutral winds
initiated the positive ionospheric storms. The satellite
pass in panel c is during the third eastward PPEF event
(Fig. 36.2, panel a) and close to Japan-Australian lon-
gitudes. The satellite detected strong EIA, the crests
shift to higher latitudes by about 10◦ compared to the
quiet-time EIA, and the crests become strong at the
expense of equatorial ionization as expected from the
super plasma fountain in the presence of equatorward
neutral winds (Balan et al., 2009a). The crests become
sharp and strong because of plasma convergence, with
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Fig. 36.7 Latitude variations of the electron density Ne near
400 km height obtained from the CHAMP satellite during
the super storm (thick curves 1) and during quiet periods (06
November, thin curves 2). The variations are shown at the equa-
torial crossing times of the satellite before MP onset (panel a,
17:21 UT on 07 November), early MP (panel b, 21:56 UT on
07 November), during MP (panel c, 02:35 UT on 08 November)

and after MP (panel d, 15:34 UT on 08 November). The satel-
lite crossing times in UT (UT1 for storm and UT2 for quiet)
are given in the top axes. The corresponding magnetic local
times (MLT1 and MLT2) and geographic longitudes (GLOG1
and GLOG2) are noted in the bottom axes. Positive latitude is
North

the super fountain driving the plasma poleward and
wind driving the plasma equatorward. As shown by
panel d, the nearly symmetric strong EIA contin-
ues until after the following midnight. The observa-
tions (Figs. 36.6 and 36.7) agree with the physical
mechanism.

36.7 Discussion of Physical Mechanism

According to the physical mechanism, equatorward
neutral winds are required to produce positive iono-
spheric storms. The positive storms are expected to
start equatorward of the auroral oval and move toward
lower latitudes with the equatorward propagation of
the winds. If the winds reach low and equatorial
latitudes, then the positive ionospheric storms can be
strong and centered at ≈±15◦–30◦ magnetic latitudes.

The eastward PPEF, if occurs, also shifts the EIA
crests to higher than normal latitudes. The convergence
of the plasma then can cause positive ionospheric
storms centered at latitudes poleward of the quiet-time
EIA crests as has been observed during super geo-
magnetic storms (e.g., present paper; Tsurutani et al.,
2004). However, the equatorward winds alone during
super storms are expected to produce stronger positive
ionospheric storms extending more to lower latitudes
than together with eastward PPEF. The TADs (e.g.,
Shiokawa et al., 2008) can contribute similar mechan-
ical effects as the equatorward winds. The storm-time
changes of the other parameters involved in the height
rise and diffusion velocity (Section 36.5) can also
affect the ionospheric storms.

If eastward PPEF occurs during daytime before the
development of storm-time equatorward winds, then
there can be negative effects in electron density at low
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and mid latitudes because the usual daytime neutral
wind is poleward. However, if eastward PPEF occurs
in the evening (around the pre-reversal enhancement
of the eastward electric field), it may lead to positive
storms originating from the equator even before the
development of storm-time equatorward winds. That
is because, the normal neutral wind usually changes
from poleward to equatorward before evening. Weak
daytime eastward PPEF may also produce weak pos-
itive storms at low latitudes even in the absence of
equatorward neutral winds, provided the EIA crests do
not shift beyond about 20◦ magnetic dip angles where
plasma diffusion becomes strong.

As shown in Fig. 36.5, both mechanical effects
of the equatorward wind are significant at subauroral
latitueds. These effects can therefore strengthen the
positive ionospheric storms at these latitudes, which
are interpreted in terms of the equatorward expansion
of convection electric fields (e.g., Foster, 1993; Heelis
et al., 2009). The effect of the equatorward wind to
reduce diffusion (through U cosI) can be significant to
maximum at the equator (panel b, Fig. 36.5) provided
U is not zero. Due to this effect, a daytime westward
electric field and equatorward winds and /or waves can
produce positive ionospheric storms at low latitudes.
The chemical effect of the downwelling equatorward
wind that increases the [O] / [N2] ratio at low latitudes
(e.g., Roble et al., 1982) can also contribute to the pos-
itive ionospheric storms at low latitudes (e.g., Burns
et al., 1995; Vijaya Lekshmi et al., 2007).

36.8 Conclusions

A physical mechanism of positive ionospheric storms
at low and mid latitudes reported recently has been
reviewed. According to the mechanism, an equator-
ward neutral wind is required. The mechanical effects
of the wind reduce (or stop) the downward diffu-
sion of plasma along the geomagnetic field lines, raise
the ionosphere to high altitudes of reduced chemical
loss, and hence produce positive ionospheric storms
centered at ≈±15◦–30◦ magnetic latitudes. The day-
time eastward PPEF, if occurs, also shifts the EIA
crests to higher than normal latitudes. The positive
ionospheric storms are most likely in the longitude
of the morning-noon onset of geomagnetic storms.
The physical mechanism agrees with the ionospheric

storms observed in Japan-Australian longitudes during
the super storm of 07–08 November 2004. The pos-
sible variations of the physical mechanism have been
discussed.
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