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The International Economic
Association

A non-profit organization with purely scientific aims, the International
Economic Association (IEA) was founded in 1950. It is a federation of
some 60 national economic associations in all parts of the world. Its
basic purpose is the development of economics as an intellectual disci-
pline, recognizing a diversity of problems, systems and values in the
world and taking note of methodological diversities.

The IEA has, since its creation, sought to fulfil that purpose by pro-
moting mutual understanding among economists through the organi-
zation of scientific meetings and common research programmes, and
by means of publications on problems of fundamental as well as
current importance. Deriving from its long concern to assure profes-
sional contacts between East and West and North and South, the IEA
pays special attention to issues of economies in systemic transition and
in the course of development. During its 50 years of existence, it has
organized more than 100 round-table conferences for specialists on
topics ranging from fundamental theories to methods and tools of
analysis and major problems of the present-day world. Participation in
round tables is at the invitation of a specialist programme committee,
but 13 triennial World Congresses have regularly attracted the partici-
pation of individual economists from all over the world.

The Association is governed by a Council, comprising representatives
of all member associations, and by a 15-member Executive Committee
which is elected by the Council. The Executive Committee (2002–05)
at the time of the publication of this volume was:

President: Professor Janos Kornai, Hungary
President-elect: Professor Guillermo Calvo, Chile
Vice-President: Professor Bina Agarwal, India
Treasurer: Professor Jacob Frenkel, Israel
Past President: Professor Robert Solow, USA
Other members: Professor Maria Augusztinovics, Hungary

Professor Eliana Cardoso, Brazil
Professor Eduardo Engel, USA
Professor Heba Handoussa, Egypt
Professor Michael Hoel, Norway
Professor Jean-Jacques Laffont, France
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Professor Andreu Mas Colell, Spain
Professor Kotaro Suzumura, Japan
Professor Alessandro Vercelli, Italy

Advisers: Professor Fiorella Padoa Schioppa, Italy
Professor Vitor Constancio, Portugal

Secretary-General: Professor Jean-Paul Fitoussi, France
General Editor: Professor Michael Kaser, UK

Sir Austin Robinson was an active Adviser on the publication of IEA
Conference proceedings from 1954 until his final short illness in 1993.

The Association has also been fortunate in having secured many out-
standing economists to serve as President:

Gottfried Haberler (1950–53), Howard S. Ellis (1953–56), Erik Lindahl
(1956–59), E.A.G. Robinson (1959–62), Ugo Papi (1962–65), Paul A.
Samuelson (1965–68). Erik Lundberg (1968–71), Fritz Machlup
(1971–74), Edmund Malinvaud (1974–77), Shigeto Tsuru (1977–80),
Victor L. Urquidi (1980–83), Kenneth J. Arrow (1983–86), Amartya Sen
(1986–89), Anthony B. Atkinson (1989–92), Michael Bruno (1992–95),
Jacques Drèze (1995–99) and Robert Solow (1999–2002).

The activities of the Association are mainly funded from the sub-
scriptions of members and grants from a number of organizations,
including continuing support from UNESCO, through the
International Social Science Council.
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The Global Development Network

The Global Development Network (GDN) was inaugurated at the First
Annual Global Development Conference held in Bonn in December
1999 with the objective of generating, sharing, and applying multidis-
ciplinary knowledge for the purpose of development. GDN is an evolv-
ing network of research and policy institutes working together to
address problems of national and regional development. Launched in
1999 by the World Bank, GDN became independent in 2001.

GDN is global:

• Supports multidisciplinary research in social sciences and mobilizes
resources worldwide

• Produces policy-relevant knowledge on a global scale
• Promotes application of global knowledge through its local ‘rein-

vention’

GDN is a network:

• Links research institutes from more than 100 countries and 10
regions of the world

• Coordinates research and strengthens partnerships worldwide
• Facilitates knowledge-sharing among researchers and policy-makers
• Promotes multidisciplinary collaboration

GDN is for development:

• Builds research capacity for development and alleviation of poverty
• Fosters research in developing/transitional countries
• Disseminates development knowledge to the public and policy-

makers
• Bridges the gap between ideas and policies

Governance

Since December 2000, GDN has had its own governance statement and
governing body, consisting of 17 members from around the world. The
members represent the research community in different regions of the
world, various social science disciplines, and professional international
associations. Lal Jayawardena, the South Asian representative from Sri
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Lanka, chairs the governing body. GDN activities are open to practi-
tioners in all social sciences. Governing body members are:

Lal Jayawardena (Chair) Social Scientists Association, Colombo, Sri
Lanka

Bina Agarwal International Economic Association, New
Delhi, India

Richard Cooper Harvard University, Cambridge, USA
Vittorio Corbo Universidad Catolica de Chile, Santiago,

Chile
Ulrich Hiemenz OECD Development Centre, Paris, France
Inge Kaul United Nations Development Programme,

New York, USA
Jan Kmenta Charles University, Prague, Czech Republic
Kyung Tae Lee Korea Institute for International Economic

Policy, Seoul, Korea
Samir Makdisi American University of Beirut, Beirut,

Lebanon
Krzysztof Palecki International Political Science Association,

Kraków, Poland
Sujata Patel International Sociological Association,

Pune, India
Guillermo Perry World Bank, Bogota, Colombia
Victor Polterovich Russian Academy of Sciences, Moscow,

Russia
Hoda Rashad Social Research Center, American University

in Cairo, Cairo, Egypt
Akilagpa Sawyerr Association of African Universities, Accra,

Ghana
Diane Stone University of Warwick, Coventry, UK 
Shujiro Urata Waseda University, Tokyo, Japan
Lyn Squire Director, Global Development Network 

Regional partners

Region Network Location

Asia/Pacific GDN-Japan Tokyo, Japan

East Asia East Asian Development Singapore
Network (EADN)
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Eastern Europe Center for Economic Prague, Czech 
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Foreword

Anyone who has ever given or attended a public lecture knows that the
statement ‘X needs no introduction’ is invariably followed by an intro-
duction. My problem here is rather different. This potentially impor-
tant book could use any one of several kinds of introduction. The
question is which kind should I try to provide?

The main chapters are themselves summaries, so trying to summa-
rize each of them would verge on pointlessness. Lyn Squire and Gary
McMahon already describe the much larger project of which this book
is a partial record, so there is no need to go over that ground either. I
can afford to be idiosyncratic. So I shall offer a handful of comments
inspired by the project and the book, the sort of thoughts that might
naturally come from an economist who has participated peripherally
in the project, through the International Economic Association, and
whose professional interests are related to economic development
though certainly not centred there.

It is worth emphasizing that the project is a coordinated enterprise of
the Global Development Network, which is itself a sort of federation of
Regional Development Networks, which are themselves much like federa-
tions of independent research institutes in many countries. Many serious
economists in the development world are focusing their combined and
organized efforts on what is pretty clearly the most important economic
issue facing us all, everywhere: how to understand the poverty of poor
countries, and by implication how to improve what is not a pretty situa-
tion. Nor is that situation getting better by itself: in Lant Pritchett’s
pungent phase, when you compare the poor countries with OECD coun-
tries, what you see is ‘divergence, big time’. Understanding comes first,
because logically it should come first, and also because the authors of the
study are research economists first and foremost.

That shows itself right away in the particular set of headings under
which the work was organized: the macroeconomic sources of growth,
the microeconomics of growth, markets, and political economy. That
classification rests on an analytical structure that is missing from most
popular and political discussion.

The treatment of the sources of economic growth uses a standard
common framework. To my way of thinking, however, this choice
should not be viewed as intending to shoehorn all poor, developing
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countries into a single, tight model (and least of all into a model that
was originally devised to apply to an advanced capitalist industrial
economy). In this context, the standard approach represents an
accounting framework rather than an equilibrium model.

The accounting-framework view has the merit of directing attention
to the underlying data, especially those on physical and human capital.
No doubt there are issues of ‘measurement’ to be settled, but there are
even more important conceptual matters to be straightened out.
Physical capital can be wasted in foolish uses, or rendered unproductive
by the absence of complementary inputs. In the case of human capital,
almost universally we measure schooling or school expenditures. Both
of these are inputs into the production of human capital, rather than
human capital itself. Most of us know from personal experience that
some hours of schooling produce less human capital than others. Some
more direct measure of the accumulation of productive human capital,
if it were available, might resolve some puzzles about the role of educa-
tion and training in the economic growth of poor countries.

The accounting framework has the additional advantage that it facili-
tates the process of looking at similarities and differences across regions
and, eventually, across individual countries. The logic of such compar-
isons does not lead inevitably to routine cross-country regressions. It
seems reasonable to me to look for whatever intuitively relevant charac-
teristics fast-growing countries have in common, and similarly for slow-
growing countries. (It might be better to think of rich and poor countries
instead.) However, either kind of descriptive exercise falls short of regard-
ing each country as a point on a function, differing from other countries
only in the values of a small number of variables (including 0–1 variables
of course). This project proposes to use comparisons in a better way
through more extensive and intensive country-by-country analysis.

It is important to take anomalies seriously. If one or two countries
have all the variables right (or wrong) and still grow slowly (or rapidly),
it is a mistake just to say: Oh well, this must be a bad (or good) draw
from some distribution of luck. National economies observed over
decades are not a sample from some meaningful probability distribu-
tion. Careful study of an anomaly can lead to real insight about devel-
opment. If you assemble a Christmas toy according to the instructions
and still it does not work, yes, it may merely be a defective item. Yet,
we all know from experience that it is a good idea to go over the
process carefully, trying to discover just why the toy does not work.

One function of ‘sources of growth’ analysis for a single country is to
give some estimate of what is physically-technically feasible, as a bench-
mark against which to consider what has been politically-economically
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achieved or achievable. In interpreting the results, one should keep in
mind that poor countries are usually not at the known technological
frontier, even leaving aside questions of allocative inefficiency.

Poor countries are not usually in the position of an OECD country,
not knowing what technological possibilities will be available 10 years
from now. The poor country is more likely plotting a path toward an
already thinkable state of affairs. This will require the adoption of more
advanced but existing technology, the acquisition of the physical and
human capital required to exploit it, and perhaps the creation of neces-
sary social and institutional infrastructure.

I think it may be a wasteful detour to frame this problem in terms of
‘growth’. The poor country is trying to get from an observable here to a
clearly imaginable there, from a lower to a higher level of technology
and productivity. Of course, if it succeeds it will grow in the course of
getting from here to there, but this is not at all steady-state growth,
and not even quite what academic growth theory is about. Clarity
might be served if there were more talk about growth in this context.

In logical order, the next step is probably the microeconomics of
growth. Economists are trained to be methodological individualists.
The emphasis here is on ‘methodological’. I am talking about the pre-
sumption that whatever happens in an economy happens because
some individual agents take some specific actions, and therefore a full
understanding rests on understanding why those persons or families or
firms or governments did those things. This has nothing to do with the
quite different belief that individual agents either act or should act for
narrow private motives, constrained only by technology and enforced
laws (that is, to maximize a personal utility subject only to a budget
constraint). A methodological individualist is free to believe that what
agents do is in some respects socially determined and departs from
mere individualistic self-interest.

Microeconomic institutions represent another dimension along
which regional or national (or local) economies can differ from one
another. Probably the key question here is the nature of the incentives
provided to individual agents by various legal, customary or other rules
of the game. Since it is the actions of individual agents that generate
national economic outcomes, it is important to know how their per-
ceived environment leads individual agents to act. This is not necessar-
ily a simple, straightforward matter. Here are a couple of examples that
occur to a non-specialist economist. 

One would not be surprised to find that imperfections and asymme-
tries of information are as significant in developing economies as they
are in developed ones. It also seems likely that the variety of institutions
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and customs could imply that such imperfections appear in different
contexts and function in different ways in economies at differing stages
of development. Hence, they may give rise to different strategies for
adapting to information failures, and therefore to different incentives.

Analogously, exposure to risk is ubiquitous, and possibly more dan-
gerous in poor societies than in rich ones. Context and history provide
a wide variety of institutions and transactions for insuring against risk
or otherwise dealing with it. Once again the incentives presented to
agents will depend on the possibilities available to them and on the
attitudes they have learned.

The presence of corruption – public and private – and the ways in
which it operates will also affect incentives and therefore actions.
Outside economic observers usually praise ‘entrepreneurship’ and
those who exercise it as agents of development, but under some cir-
cumstances entrepreneurship may tend to be directed toward swin-
dling, extortion and violently enforced monopoly. Presumably it is a
matter of the incentives presented by local institutions and historically
determined attitudes. Is criminal entrepreneurship better than no
entrepreneurship at all? One hopes that there are other alternatives, at
any stage of development. The point that I am trying to make is that
the microeconomics of growth and development is much more than
the application of lessons learned in Marshall.

The importance of foreign direct investment and the role of multina-
tional corporations play a role here as well as in any calculation of the
sources of growth. The question of incentives is two-sided. One has to
ask: what are the incentives that local institutions and regulations
provide for multinational corporations and other foreign investors?
But one also has to ask: what do the incentives that local institutions
and regulations provide for multinational corporations and other
foreign investors and corporations do to the incentives of local agents?

Markets are not the only mechanism by which individual agents
interact, but they are probably the most important. The nature of those
markets – intensity of competition, ubiquity of information, disparities
of power, enforcement of rules – is an important source of incentives
to the individual agents themselves. The same factors govern the
efficiency with which markets transmit individual incentives into out-
comes, and into incentives from other agents; hence the importance of
distortions, delays and biases.

The possible variety of market arrangements is staggering. There are
retail markets to analyse, labour markets, markets for intermediate inputs,
credit markets, housing markets, the market for land, each capable of dif-
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ferent institutional arrangements with different implications for incen-
tives, behaviour and outcomes. A market may be characterized by more
than just the conditions of entry and the degree of monopoly. Market
institutions create certain shared expectations about behaviour, which
have to be taken into account in understanding the relation between
institutions and outcomes: efficiency, equity, linkage with other markets.

Apart from this interplay among markets, incentives and outcomes,
any plan of reform in the interests of development will need to figure
out how to proceed through interrelated markets, and how to use the
institutions that are already there.

The last broad topic is the political economy of development and
growth. There is more than one possible interpretation of the ancient
phase ‘political economy’. I take it that we want to study such ques-
tions as: what groups in a particular country will gain most from devel-
opment and can probably be counted on to support it? What groups
are likely to be damaged, at least in the short run and maybe longer,
and will probably oppose it? In other words, what are the main con-
stituencies for and against development? What might be done to com-
pensate the losers without endangering development itself? Which
reforms are politically feasible at the start of the process, and which
might become feasible later on? The answers to questions like these
will surely depend on preexisting history and institutions in each
country and region, so the country studies will play the essential role.

It is not the task of this book to design and urge development pro-
grammes, but it could mark the beginning of an important discussion of
economically and politically feasible development programmes (or at
least of useful steps toward development). It is an important and special
characteristic of this project that it is in the hands of trained research
economists, mainly from the developing countries themselves. The hope
is that the network structure will encourage and foster both interna-
tional comparisons and international collaboration in research with con-
sequent exchange of ideas, methods and results. This is only the first of
what we all hope will be a series of collaborative studies of development
economics in all its variety. It is a privilege for me and for the
International Economic Association to be connected with it.

Massachusetts Institute of Technology ROBERT M. SOLOW
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1
Explaining Growth: A Global
Research Project
Gary McMahon and Lyn Squire

1 Introduction

The Global Research Project ‘Explaining Growth’ is an attempt to
compile the most comprehensive assessment of growth in developing
and transition countries. Supported by the Global Development
Network (GDN) – an independent association of research and policy
institutes whose goal is to generate, share, and apply to policy multi-
disciplinary knowledge for the purpose of development – it is an inte-
grated yet decentralized project, designed by and for people from every
corner of the globe.1

The focus on growth does not imply the old mistake of seeing
economic wealth as the ultimate measure of well-being. Rather, the
project takes the view that growth provides the opportunity to use
resources well – while stagnation or deterioration robs countries of the
power to act. The project also recognizes that there are many paths
toward growth, some leading to dead-ends and others ever onwards to
sustainable prosperity for all. A thorough understanding of the history
of growth points the way forward.

Designed in two phases, the first phase has sought to review and dis-
cover broad similarities and comparable experiences in each of six
regions spanning the developing world.2 These reviews provide the
framework for the second phase of the project, in-depth country case
studies of growth. This volume bridges the two phases. It summarizes
the main results of the regional analyses and in doing so sets the stage
for the country studies. 

Similar to the entire volume, this introductory chapter has two main
objectives. In a very summary form, it reaches back to bring out the
most important results of the first phase of the project. At the same
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time it points the way forward to the country studies in the second
phase of the project. However, rather than simply summarize the
results of the other chapters, a simple discriminant analysis (described
in detail in section 4) is used to illustrate and emphasize two main
lessons of the regional thematic studies. First, although cross-country
sources of growth studies can point the way to important determinants
of growth, they are not very adept at catching the key interactions
between variables that can be critical for sustained growth to occur.
Second, and consequently, countries with similar values of key vari-
ables often have quite different growth records. The regional thematic
studies show that there are stories at the level of micro behaviour,
markets and political economy that can help explain these divergent
results. However, the precise nature and relative importance of the
underlying relationships can only be determined at the level of the
individual countries. 

The organization of this chapter is as follows. The next section con-
tains a description of the project and the organization of this volume.
Section 3 highlights the key results of the other chapters, and in
section 4 the discriminant analysis and the data are described with the
empirical results being presented in section 5. The last section contains
conclusions and lessons for the country studies in the second phase of
the project arising from the regional thematic studies and this volume.

2 Project description and organization of the volume

As noted above, there are two phases to this project, with this volume
being the bridge between them. The first (completed) phase consisted
of thematic papers undertaken at the regional level; the second, which
began in early 2001, consists of approximately 70 country studies.

Phase 1: regional reviews

Each of the regional reviews encompassed four themes. The first
focused on sources and determinants of aggregate growth and sought to
deliver to country case study authors a summary of cross-country
growth analysis. The second turned to the role of markets in
influencing economic growth. Authors explored the functioning of key
markets – especially those for labour and capital – and assessed the
he extent to which they have hampered or contributed to growth per-
formance. The third examined the performance of microeconomic agents
in the growth process, focusing particularly on households and enter-
prises, and covering such issues as household saving and spending on
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education, and firm and farm investment and productivity growth.
The fourth looked at the political economy of growth. Certain policies
undoubtedly constitute an important source of variation in growth
experiences, and the papers on the political economy of growth inves-
tigated why countries pursued the particular policies that they did,
sometimes even in the face of evidence of their failure.

With the objective of providing a framework for the country studies,
the regional thematic research drew heavily on the existing empirical
literature to support findings and, depending on data, used a long his-
torical perspective of 30 to 50 years to inform a close look at more
recent events and prospects for the future. A considerable effort went
into interpretation, providing vehicles that help the country authors to
explain growth in the context of specific countries by pointing to areas
warranting additional work, as well as indicating countries that in
some respect present a unique issue or problem that warrants separate
analysis.

Over 40 authors drawn from all six regions participated in the first
phase of the project. The authors worked together and with eminent
economists as resource persons designated to provide technical
assistance to the researchers.3 The final step for the thematic papers
took place in June 2000 in Prague when the International Economic
Association undertook an independent review of the thematic papers
prior to publication.

Phase 2: country studies

Phase two of the project turns from broad regional themes to the in-
depth analysis of the particular experiences of about 70 countries.
Given the four themes of the regional reviews, the authors of the
country studies will explore how each theme played out over a nation’s
history. Thus, the authors will substantiate general conclusions with
real instances, while adding a necessary degree of nuance. In some
cases, authors will explore circumstances that led to experiences sub-
stantially different from prevailing regional events. This sharper look at
particular examples will inform a fresh look at the regional themes.

The authors divide the years from approximately 1950–2000 into dif-
ferent periods, each of which is distinguished by an important turning
point in the country’s growth history. For example, a major policy
shift or large natural resource discovery may have set a country off on
to a different growth pattern, both quantitatively and qualitatively. For
each period, the authors will present the initial conditions, including
the institutional and policy heritage and political interest groups. Then
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they will undertake an analysis of: the behaviour of agents and their
behaviour with respect to any exogenous or endogenous shocks; the
interaction between the behaviour of agents and policy and institu-
tional changes; the growth outcome of each period and any important
changes in institutions, policies and political interest groups; and any
important changes in other indicators of development, such as
poverty, income distribution, health, education and the environment.

Authors then outline the main conclusions of the results of the period
analysis, emphasizing the factors of production that were most impor-
tant for explaining aggregate growth, and the policies and institutions
that helped or hindered the accumulation or efficient use of these factors
of production. Prospects for aggregate growth in the country and policy
and institutional recommendations will be discussed. Finally, authors
will explain how their results shed light on the issues highlighted in the
thematic overview studies, as discussed in this volume. From the conclu-
sions of the 70 or so country studies will emerge a new synthesis that
revisits and deepens the comparative assessment of growth begun by the
thematic papers. Such a synthesis will greatly enrich an already compre-
hensive global account of economic growth.

Organization of this volume

This volume takes stock of the project at its mid-point. Each of the four
central chapters deals with one of the four themes covered in the
regional studies. Their purpose is to look at the results of the first phase
by theme across regions. As such they make an independent contribu-
tion in their own right by drawing out cross-regional similarities and
differences. The final chapter is an attempt to alert the country authors
to issues that may have been missed or underemphasized in phase 1. 

3 Key results of thematic chapters

As noted above, studies were undertaken in each region on four differ-
ent aspects of growth. Chapters 2 to 5 in this volume analyse sources
of growth, microeconomic agents and growth, markets and growth,
and the political economy of growth, respectively, both by reference to
the general literature on the subject and by placing the results of the
regional thematic papers in the context of this literature. Chapter 6
then steps back and raises fundamental questions about current think-
ing regarding growth and about some of the empirical methods used in
the literature in general and in some of the thematic papers prepared
for this project. The questions lend further justification to both the

4 Explaining Growth: A Global Research Project



effort in the thematic studies to go beyond simple cross-country regres-
sions and growth accounting, and to the focus in phase 2 on country
studies. In this section the key arguments and results of each of these
chapters will be presented. These are not meant to be a summary of the
chapters but only a guide to readers on the nature of the discussions to
be encountered.

Sources of growth

The authors (Soludo and Kim) of this chapter begin by noting: 

The goal of this chapter is to illuminate the state of play by summa-
rizing what we know, what we don’t know and what we should
know about the sources of growth in developing regions in the last 
40 years. … Our key finding is that the literature has come a long
way to underscore some of the growth fundamentals consistent
with our educated guesses. However, we admit that the largely unre-
solved issues tend to raise more questions than answers. (p. 33) 

In much of the rest of the chapter they give evidence supporting this
statement.

In the next section on growth accounting, they examine the debate
of capital accumulation versus total factor productivity (TFP) growth as
driving long-run growth. While they give evidence for both views, they
emphasize that the data and methodological problems are generally
too serious to give too much credence to the results. They do note that
there is evidence supporting the fact that regions with higher capital
accumulation also had higher TFP growth, a finding which if generally
true could put an end to an increasingly contentious debate.

Next, they evaluate the cross-country ‘regression-based’ approaches
to decomposing the sources of growth. On the positive side, they find
that the same things tend to matter in different regions – initial condi-
tions, savings and investment in human and physical capital, popula-
tion growth, adequate macroeconomic policy, openness to trade,
private-sector orientation, adequate governance and institutional
quality, and size and composition of government expenditure.
Moreover, after liberalization the same variables tend to be important
for transition economies as for developing countries. The problem is
that there is a sense that everything is important, which is not very
useful to the policy-maker. Finally, with respect to methodological
issues, they say: ‘A huge research agenda on the methodology of cross-
national regressions is yet to begin’ (p. 67).
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In their conclusions they point towards the importance of context-
specific analysis and country case studies. Sources of growth analysis
can only take us so far, and this type of analysis may well have already
reached the point of strong diminishing returns.

Microeconomic agents and growth

The focus of this chapter is the micro behaviour of two types of agents
– households and firms. The authors Guriev and Salehi-Isfahani discuss
behavioural differences across regions and countries in the way that
micro agents save, invest, innovate and accumulate human capital.

The strongest result arising from the analysis of households is that
the movement from a strategy based on high fertility and low
human capital accumulation to one centred on low fertility and high
levels of human capital is crucial for economic growth. The authors
analyse different aspects of this problem, with the key result that
households will continue with a high fertility, low human-capital
strategy as long as either the risks of its alternatives are perceived to
be too high or the returns to risk management are too low.
Moreover, the structures of the markets and institutions in which the
households must function will often determine the types of risks
that can be avoided or adequately managed. In sum, very different
strategies are followed in different regions and countries due to
different risk–reward trade-offs.

The discussion of firm behaviour also focuses on strategies to reduce
risk, many of which seem inefficient without a clear understanding of
the market and institutional structure in which firms find themselves.
However, the importance of rent-seeking – both by firms and the preda-
tory actions of others on firms’ profits – takes centre-stage in the analy-
sis. Small firms are often unable to prosper and grow due to the
payments owners must make to bureaucrats and criminals. Large firms
are often resistant to restructuring as they are loath to give up the subsi-
dies, cheap credit and other advantages that they have become depen-
dent on. As is clear from the case of the transition countries, society
gains little or nothing from privatization if soft budget constraints exist.
There must be incentives to restructure, and strategies that have centred
on openness and foreign competition seem the most useful, as long as
they are accompanied by a functioning infrastructure.

An important question left open in this chapter is whether micro
agents cause markets to change in response to their behaviour, or is it
that changing market (or institutional) structures cause micro behav-
iour to change. Of course, if markets and institutions lead the way, it
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usually means that there must be changes in the micro behaviour of a
third group of agents – that is, politicians and government officials.

Markets and growth

Analytically, this chapter is divided into two parts. In the first part the
authors Jurajda and Mitchell discuss the effects of various types of
markets – financial, labour, natural resource, and product – on growth.
The analysis of each market is undertaken in three dimensions: infra-
structure (including factors such as laws and courts); price wedges or
distortions; and participants. In the second part of the chapter, the
authors summarize the findings of the regional papers by presenting
four stylized growth scenarios, each relevant for some regions of the
world: (1) importance of openness policies; (2) market flexibility in
response to major shocks; (3) influence of high natural-resource
endowments; and (4) consistently low growth.

A strong message coming from this chapter is that reforming a dis-
torted market will usually not lead to increased efficiency and growth if
the supporting infrastructure does not exist or if the distortions created
strong rent-collecting interests. For example, opening up the economy
to international trade is unlikely to attract significant investment if the
physical infrastructure, such as roads and electric power, or the legal
infrastructure, such as contract enforcement and general law and
order, are highly deficient. The varied experience of the transition
economies – most of which opened up significantly – strongly supports
this argument.

Similarly, if the market distortion has existed for some time, the
holders of the rents that it generated are going to be very reluctant to give
them up and are likely to behave in a manner to thwart the intentions of
the reform. The latter result is particularly true if the distortion, as is often
the case, was put in place to protect a state-owned enterprise. Moreover,
reform in one market can face indirect vested interests when its success
depends on flexibility in another market. For example, the opening up of
a product market to increase efficiency will generally have unsatisfactory
results if existing laws and regulations make it very difficult to shed or
reallocate labour. In general, it is important to analyse who the rent-
seeking participants are, how their rent-seeking behaviour manifests itself,
and how they are likely to react if challenged with reforms.

The importance of factor reallocation is emphasized strongly in the
chapter. Economies that do well over the long term are usually those
that can reallocate factors in the face of major or minor shocks, and it
is essential to understand what allows a system to do so. Of course, the
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ability to reallocate factors is often strongly linked to the inability of
various groups of participants to protect themselves from shocks at the
expense of society as a whole. Moreover, reallocation will often depend
on the supporting infrastructure. For example, in many transition
countries the reallocation of labour has been made considerably more
difficult by the lack of a mortgage market in housing. More generally,
the authors believe that the ability of the labour market to efficiently
allocate human capital is often as important as the ability of society to
create human capital. One of the strongest empirical points of the
regional studies is that many countries that have devoted large
amounts of resources to creating human capital have had poor or
mediocre growth performances. However, there is a dearth of research
on how labour markets allocate this human capital.

Finally, in many cases it is not clear whether it is lack of market devel-
opment or poor initial conditions that is the primary brake on growth.
For example, the initial conditions in much of Sub-Saharan Africa may
have been so poor as to make market development extremely difficult.
Hence, the low growth found in many of these countries may be due
more to the profoundly difficult conditions in which these economies
found themselves as much as to inadequate market development.

Political economy of growth

The key question addressed in this chapter by Castanheira and
Esfahani is why governments undertake and persist with policies that
are inefficient for long-run growth. While ruling politicians usually
want control over larger rents, some seem to totally ignore the negative
externalities that they can have on growth, but others place a greater
emphasis on increasing the size of the pie. The authors try to explain
these different results, but even more so they stress how little there is
that we are sure of, and how much more work needs to be done. They
present a methodology whose core idea is that:

Sub-optimal growth outcomes are the results of contracting prob-
lems among the players in an economy. Inefficiency may arise when
policy-makers represent only narrow interests, cannot commit the
government to constrained sets of future actions, or fail to coordi-
nate themselves and the groups that they represent. (p. 201)

Their work focuses on the institutions necessary for effective reform
and the reasons that these institutions do not develop. While they do not
ignore the importance of interest groups on the existence and persistence
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of inefficient policies, they put as much stress on (a) the types of interest
groups that form in different situations, (b) the persistence of inefficient
policies due to institutional structures that do not permit effective reform,
and (c) the persistence of inefficient institutions.

Similarly, when the authors examine the relationship between differ-
ent forms of government and growth or inequality and growth, they
find that there are few generalities that can be made. It is necessary to
look at the underlying institutions in the democracy or in the country
trying to undertake redistribution. They note the need for much more
work on how political and economic inequality interact, and why
redistribution works in some countries but not in others.

Finally, the authors note the wide variation across countries. They
indicate the results of some country studies but note that except in a
couple of cases there is little comparability across countries. Hence,
there is a need for more studies in which similar methodologies are
used. In their chapter they give guidance on the ingredients of such a
methodology.

Concluding chapter

The author of the concluding chapter does not attempt to summarize
the other chapters in this volume but rather to point out possible ways
that the country studies in phase 2 could move forward. He breaks up
his presentation into two sections. In the first he examines the validity
of a number of answers that economists think they know about
growth. In the second he warns about areas where the country-study
researchers may focus their attention on the object rather than the
reason it is as it is (which he colourfully depicts as examining the place
where the tyre is flat rather than trying to find the hole).

In both sections a constant theme is that generalities about growth –
especially those based on cross-country regressions – are not going to
bring us very far. More in-depth studies of the experiences of individ-
ual countries are necessary for understanding the growth process as
well as making realistic policy recommendations. For example, in the
section on ‘received wisdom’, the author points out that there is
nothing new in the new growth theory’s emphasis on education and
human capital. Development economists had seen education as a key
to economic growth since at least the 1950s. However, he points out
that what is new is that no-one can statistically find a strong link
between investments in education and the growth records of countries.
Nevertheless, he does not give up on education; what is needed is a
new type of analysis, one that can only be done at the country level:
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The country case studies need to go beyond ‘education is good’ to
understand how quality of learning, demand for educated labour,
and government policies (including hiring policies) interact to
determine the impact of education on growth. (p. 217)

Similarly, the author stresses the need for country case studies when
looking at diverse topics such as political economy, institutions and
policies themselves. Researchers have a strong tendency to look at
institutions or at policies as if they mattered in themselves. However,
he points out that it is the performance of institutions and how poli-
cies become actions that are the key issues. A researcher will be able to
say little about a country’s growth history simply by looking at the
existing set of institutions and economic policies in a country. The
reality is that countries with very similar institutions and very similar
policies have very different experiences and results.

In the conclusion he notes that every country study will not be able
to deal with all of the outstanding issues on growth. Nevertheless, by
focusing on a subset of these concerns, each one will help to advance
our understanding of the complexities of the growth process.

4 Discriminant analysis: methodology and data

The analysis employed in this chapter demonstrates the central
message of this research: growth is a complex process that can occur in
different ways at different times. Attempts to identify ‘the’ factors
leading to growth, useful though they may be, can never tell the full
story for all or even most countries. To show this we use simple dis-
criminant analysis to identify the factors that on average distinguish
high-growth countries from low-growth countries. This mirrors the
approach of the regional reviews in that it focuses on groups of coun-
tries, though not necessarily geographic regions. At the same time, it
identifies countries that have many of the factors associated with high
growth and yet do not manage to achieve it. It also identifies countries
that have many of the factors associated with low growth and yet
achieve high growth. These errors of classification raise questions that
can only be answered through the country studies. 

Rules, exceptions and interdependencies 

As Lucas (1988) argued in his Marshall Lectures, explaining growth
must be an important priority. The power of compound growth and
the observed variation in growth rates have tremendous consequences:
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for example, Botswana’s GDP per capita grew at an annual rate of 
6.8 per cent a year for the 30 years 1969 to 1998 and as a result,
average incomes increased sevenfold. In nearby Zimbabwe, the per
capita growth rate was only 0.4 per cent implying a negligible increase
of 13 per cent in average incomes over the entire period. The difference
is startling. Moreover, well over 20 countries in the developing world
actually saw GDP per capita decline. In the worst case, the Democratic
Republic of Congo saw GDP per capita decline at an annual rate of 
3.9 per cent, and the citizens of that country saw their incomes decline
by over 75 per cent from the beginning to the end of the period.
Explaining these differences commands our attention.

The economics profession has responded with a major empirical
assault. Excellent surveys of the by-now vast empirical literature on the
determinants of growth include Barro (1997), Sala-i-Martin (1997) and
Aghion and Howitt (1998). Much of this work employs two techniques:
growth accounting and cross-country regressions. Given this vast effort,
why have we undertaken yet another project on the same issue? The
answer comes in two parts. First, while our project does make use of
growth accounting and cross-country regressions, the thematic papers
of the first phase take other approaches as well in an attempt to provide
a richer understanding of growth. For example, growth accounting and
cross-country regressions say nothing about the political environment
governing the choice of policies that in turn influence growth rates. Yet
this was the focus of one of our four themes. Second, phase 2 of the
project will take us into the details of specific countries, something that
growth accounting and cross-country regressions typically fail to
address. This chapter focuses on the importance of conducting analysis
at the level of individual countries.

To begin, consider one of the ‘rules’ that typically emerges from
both growth accounting and cross-country regressions. A common
finding in the literature is the importance of factor accumulation, in
particular physical capital accumulation.4 The same result emerged
from the regional reviews conducted for this study. For instance, in
Hahn and Kim (2000), physical capital accumulation, openness and
institutional quality seem to play a major role in economic growth in
East Asia. Though not as important as in East Asia, results for South
Asia in Guha-Khasnobis and Bari (2000) also highlighted capital accu-
mulation. In searching for an explanation of the relatively slower
African growth, O’Connell and Ndulu (2000) point to the relatively
slow accumulation of capital, low growth in total factor productivity
and pressures from high population growth rates.
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This and similar evidence, then, points to the accumulation of physi-
cal capital as one of the key determinants of growth. Nevertheless, it is
very easy to point to well-known exceptions to this ‘rule’. For example,
Gabon’s investment rate has averaged 35.5 per cent of GDP for the same
30 years examined above, and yet its GDP per capita has increased at the
extraordinarily low level of 0.2 per cent a year. Pakistan, on the other
hand, with a relatively modest investment rate of 17.7 per cent has seen
its GDP per capita increase at a very respectable 2.8 per cent a year. This
is of course an obvious point, but its implications have not been actively
pursued. Here we consider an explanation based on interdependencies
and thresholds. Growth may require the simultaneous presence of
several factors because of powerful interdependencies among determi-
nants, and the power of any single determinant then becomes context-
specific. And growth may require that key determinants exceed certain
critical levels or thresholds before the interdependencies exert a powerful
influence on growth.

A great deal happens between the act of investing and the moment
that new output is created. Investment has to be allocated to different
purposes, other factors of production have to be combined with
capital, and the environment must be sufficiently stable and free of dis-
ruption, external shocks, war, and so on. In other words, the output
yielded by a unit of investment depends on a whole slew of factors.
Investment interacts with these other factors and it is the interaction
that determines the final outcome. Thus, any assessment has to allow
for the interdependencies that determine whether investment pro-
motes rapid growth or a waste of resources. In the extreme, invest-
ment’s yield is context-specific. Indeed, different sets of interdependent
variables might be perfectly capable of generating growth. The regional
reviews can be viewed as a partial attempt to place the analysis in a
more uniform context precisely by analysing each region separately.
The use of regions as the domain of analysis presumably helps control
for a range of institutional and cultural factors that differ sharply
across regions. Whether this is a useful device is an issue to which we
will return.

While cross-country regressions can deal with context-dependence or
interdependencies through the use of interactive terms, the scope for
doing so is limited. Typically, the standard growth studies assume that
the marginal impact of an explanatory variable is independent of the
value of other variables. This assumption abstracts from context-depen-
dence. In addition, these studies also assume that the marginal impact
of an explanatory variable is independent of the value of that variable.

12 Explaining Growth: A Global Research Project



Thus, they also ignore the possibility of non-linearities in the growth
relationships. Yet a factor’s ability to generate significant interdepen-
dencies might depend entirely on reaching a critical level. For example,
a high degree of literacy and a well-developed legal system may be
necessary before the full potential benefit of a given level of invest-
ment is realized. Furthermore, the benefit may only manifest itself
when investment also exceeds a certain threshold.

To provide a straightforward link between the regionally based
analysis of the thematic papers and the country studies, this chapter
employs a simple discriminant analysis that identifies interdependen-
cies and thresholds. It simultaneously points to common patterns and
highlights outliers. Some recent work covering these concepts – thresh-
olds and interdependencies – includes Ghosh and Wolf (1998), Easterly
(1994), and Azariadis and Drazen (1990).

Growth performance

We seek to explain the long-run growth performance of as many devel-
oping countries as possible, and to that end we categorize 83 develop-
ing countries according to their long-run growth experience. We use
the least-squares growth rate to represent the average per capita GDP
growth rate measured in local currency units for each country for the
31-year period 1968–1998.5 Using these rates relative to the average
growth rate for high-income OECD countries (2.1 per cent for the 
31 years), we identify three types of growth experience – high, medium
and low. Table 1.1 shows the categories of countries sorted by their
least-square growth rates.

The high-growth category consists of countries whose average
growth rate is at least equal to the mean of the OECD countries. The
observed period average growth rates for these countries range between
2.1 and 6.9 per cent with a group average growth rate of 4 per cent for
the 31 years. Countries whose mean growth rate lies farthest below
that of the OECD countries form the low-growth performance cate-
gory. Their average growth rates fall within the range of –3.9 to 0.2 per
cent with a group average growth rate of –0.9 per cent for the 31 years.
The rest, with average growth rates ranging between 0.3 and 2.0 per
cent, constitute the medium-growth performance countries. Their
group average is 1.1 per cent. 

Analytical method

The analytical method employed is the classification tree analysis à la
Breiman et al. (1984). This approach, as mentioned earlier, is a subtle
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form of discriminant analysis that sets a sequence of rules for classify-
ing a binary dependent variable on the basis of a set of explanatory
variables. The objective of the method is to determine the set of rules
that captures a discriminant variable and a threshold, permitting the
best sorting of the dependent variable into its two constituent groups,
high and low-growth.

There are two stages to the classification tree procedure – growing
and pruning. In the growing stage, the algorithm splits the sample of
observations into two sub-samples at each branch of the tree. Each
split of the sample is predicated on a threshold value of one of the
explanatory variables. Suppose, for example, that in all countries
falling into the high-growth group, the average investment rate is
above 22 per cent, while in all countries falling in the low-growth
group, the average investment is below 22 per cent. In this case, average
investment rates below 22 per cent imply low growth becomes the rule that
discriminates between the two groups and the resulting decision tree
would have a single branching with two nodes. The algorithm chooses
the explanatory variable and the threshold that best divides the
sample.

In practice, such discriminating rules are rarely perfect and most
have associated errors. For instance, if a tree splits on investment, there
may be some low-growth countries with high investment rates and
some high-growth countries with low investment rates. Hence, the
algorithm must search for the variable and its associated threshold
value that minimize the weighted sum of the two types of errors and
thus best distinguishes between the high and low-growth observations.
In growing trees, weights are assigned to these errors a priori. In this
analysis, the two types of errors are assigned equal weights. By design,
as the tree grows, any additional sub-branch reduces the overall
classification error.

In the pruning stage, a cost is imposed on the splits as the tree grows.
This cost serves as a penalty that helps promote parsimony in the
process. The algorithm prunes away a branch if the reduction in the
error rate becomes less than the penalty imposed at that branch. This
process resembles the adjusted R-squared criterion that penalizes for
additional variables used to try and improve the explanatory power of
a multiple regression model. In general, the classification tree method
will result in sub-samples of countries being categorized by different
variables. In the context of this study, these various categorizations
(and mis-categorizations) will help to show the context-specificity of
the growth path of individual countries.
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Data

The data used in the analysis are obtained primarily from the growth
database compiled by the World Bank. The dependent variable is a
binary variable set equal to 1 for countries identified as high-growth
performing, and 0 for those that are identified as low-growth perform-
ing. The explanatory variables are broadly categorized into four groups:
exogenous variables, intermediate inputs, policy variables, and institu-
tional variables.6 Some of these are further sorted into sub-categories;
for instance, exogenous factors are variables that proxy for initial con-
ditions, demographic characteristics and external shocks. Policy vari-
ables are those that illustrate macroeconomic and trade openness
policies. See Table 1.2 for a detailed description of the data. All of these
variables are observed commonly in the thematic papers and are
broadly in consonance with those widely employed in the growth liter-
ature. The benchmark case (Figure 1.1) focuses on high- and low-
growth performing countries, using 31-year average data for the
variables. Institutional variables are initially omitted from the analysis
because they are available only in the latter half of the period but are
included in the sensitivity analysis. 

The discriminant analysis identifies the investment share of GDP as
the explanatory variable that has the highest discriminatory power, a
result that is similar to the findings of the thematic papers as well as
other growth studies. The threshold value of investment that separates
high and low growth is 22 per cent.7 According to the analysis, the
probability of obtaining high growth is far greater for countries that
meet the threshold value of investment (81 per cent) compared to
countries that do not (13 per cent). However, high investment by itself
does not necessarily lead to superior growth, and low investment does
not necessarily condemn a country to low growth. For example, unless
there is low inflation (which could be interpreted as a proxy for good
macroeconomic management), high investment often does not result
in high growth. Conversely, a high growth rate in the labour force
compensates for low investment. These results demonstrate the impor-
tance of the coexistence of certain explanatory variables that meet
threshold criteria in achieving a status of high-growth performance.8

Thus, the analysis yields four groups of countries and three thresh-
olds. In one group of high-growth countries, the critical interdepen-
dency is between investment, with a threshold of 22 per cent, and
inflation, with a threshold of 18.5 per cent. The other group of high-
growth countries does not achieve the threshold for investment but
this is compensated by growth in the labour force above the threshold
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Table 1.2 Description of explanatory variables

Variables Data description Source

I Exogenous variables
a Initial conditions

1 Initial income 1968 GDP per capita in local WDI 99 (SIMA)
currency

2 Initial life Years of life expectancy at WDI 99 (SIMA)
expectancy birth in 1967

3 Initial human  Average secondary years of 
capital stock schooling in total population Barro and Lee

aged 25 or over in 1970 (1994)

b Demographics
4 Age-dependency Ratio of population below 15 WDI 99 (SIMA)

ratio or above 65 to population 
between 15 and 65

5 Growth in Difference between average WDI 99 (SIMA)
potential labour growth rate of population of 
force labour force aged 15–65 and 

average growth rate of total 
population

c External shocks
6 Terms-of-trade Terms of trade volatility – Growth data base

shock 5 years standard deviation of 
terms of trade

7 Trading partner Average weighted growth of Growth database
growth GDP per capita for country 

trading partners – weights 
defined as partner’s share in 
total (import + export)

II Immediate inputs
8 Physical capital Average ratio of gross domestic WDI 99 (SIMA)

accumulation investment to GDP
9 Human capital Average secondary years of Barro and Lee

schooling in total population (1994)
aged 25 or over

III Policy variables
a Macroeconomic policy

10 Inflation rate Average change in the CPI Growth database
index

11 Black-market Ratio of parallel exchange Growth database
premium rate to official exchange rate

12 Exchange-rate Ratio of real exchange rate to Growth database
overvaluation overvaluation index



of 0.23 per cent. Of the two groups of low-growth countries, one
fails to meet the threshold for investment and the threshold for
growth in the labour force. And the other, although meeting the
threshold for investment, is plagued by inflation above the critical
level of 18.5 per cent.

These three variables successfully classify 25 of the 26 high-growth
countries and 23 of the 28 low-growth countries. This of course reflects
our focus on two clearly separated groups. Later, we will examine how
these few variables fare when we apply them to the medium-growth
countries. Nevertheless, even with the current focus, further investiga-
tion is required for the six misclassified countries. For example, among
the high-growth countries, Israel meets the investment threshold but is
well-above the threshold for inflation. Israel is apparently able to grow
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Table 1.2 Description of explanatory variables–continued

Variables Data description Source

13 External debt Ratio of total external debt Growth database
position outstanding to GDP

14 Financial Ratio of M2 to GDP Growth database
deepening

b Openness
15 Trade/GDP Ratio of total exports and Growth database

imports to GDP
16 Sachs and Index of dummy variables set Sachs and Warner 

Warner’s to 1 if country is open to (1995)
openness trade and 0 otherwise

IV Institutional variables ICRG dataset, 
Knack and Keefer 
(1996)

17 Government Measured on scale (0–6), 
corruption index lower values implying high 

level of corruption
18 Bureaucratic Measured on scale (0–6), 

quality index lower values implying poor 
quality

19 Rule of law index Measured on scale (0–6), 
lower values implying low 
regards for rule of law

20 Risk of repudiation Measured on scale (0–10), 
of contracts index lower values implying high 

risk
21 Risk of Measured on scale (0–10), 

expropriation lower values implying 
index high risk



rapidly despite a high rate of inflation. And among the low-growth
countries, Gabon meets the investment threshold as well as the
inflation threshold and yet experienced low growth. These ‘outliers’
clearly indicate the importance of country-specific analysis.

Sensitivity analysis

We subject the benchmark results to two sensitivity tests. The first uses
decades as the unit of observation rather than 31 years. Investment
and inflation still emerge as the key variables discriminating high-
growth countries from low-growth ones. The only new variable of
importance is growth of trading partners. Several countries that failed
on the investment criterion in this medium-run analysis have high

20 Explaining Growth: A Global Research Project

Figure 1.1 Benchmark case: high vs low-growth performance (institutional
variables excluded)
Note: Values in parenthesis are probability of high growth, conditional on being at the
current node.



growth rates over the decade if their main trading partners had high
growth.

In the second test we introduce the institutional variables. Recall
that these variables only cover the second half of the 31 years. We are
assuming therefore that the values observed in the second half of the
period hold for the entire period. Proceeding on this basis, risk of
expropriation emerges as the key discriminant between high and low
growth. Risk of expropriation may be interpreted as a prerequisite for a
high rate of investment, and indeed the two variables are highly corre-
lated with a correlation coefficient of 0.7. In fact, 70 per cent of the
countries overlap when the sample is divided along either investment
or risk of expropriation. 

In addition, investment and inflation rates remain important
explanatory variables even with institutional variables included. That
is, for countries that failed the risk of expropriation threshold, if they
met the investment and inflation thresholds they still had a 91 per
cent chance of being in the high-growth group (see Figure 1.2). 

Investment and growth mismatches

One of the main themes of this chapter is that while cross-country
analysis can help point to the right direction when trying to under-
stand determinants of growth, for many countries it is necessary to
take a more in-depth look at its history and experience. In this section
we elaborate on this point by examining more closely two of the mis-
matches found among the high- and low-growth countries that have
been the focus of this chapter. Then we turn to the medium-growth
countries and see whether their collective experience throws any addi-
tional light on the issues.

High-growth and low-growth countries

Clearly countries can have high growth with relatively low investment
if there is an abundance of something else or a number of other things.
For example, from 1968–98, Pakistan averaged per capita GDP growth
of 2.8 per cent despite an investment share of only 17.7 per cent of
GDP. However, the productivity of investment over this period was
high at about 15.7 per cent. Of course, the important question is why
was this productivity so high. Part of the answer to this question can
be found by looking at distinct sub-periods. For example, GDP per
capita growth for Pakistan was only 0.4 per cent from 1971–77, but 
4.5 per cent from 1980–85 and 2.1 per cent from 1991–98. In fact,
greater economic growth took place in precisely the periods when the

Gary McMahon and Lyn Squire 21



22 Explaining Growth: A Global Research Project

Figure 1.2 High vs low-growth performance (institutional variables included)
Note: Values in parenthesis are probability of high growth, conditional on being at the
current node. Node 1 – risk of expropriation is measured on scale (0–10), lower values
imply high risk.



Government of Pakistan undertook reforms to encourage the private
sector and foreign investment. Of course, other governments have done
the same with less successful growth results or, in the case of many East
Asian countries, with much more investment. More in-depth analysis is
needed to understand why the investment response of the reforms in
Pakistan was so tepid in quantity but outstanding in quality.

At the other extreme is a country such as Jamaica, which experienced
negative per capita GDP growth for the period 1968–98, despite a high
level of investment averaging 26 per cent of GDP. Again, it is helpful to
look at sub-periods. From 1961–72, annual per capita GDP growth in
Jamaica was 4.6 per cent. The oil shock came in 1973, along with a series
of policy responses, from which Jamaica has never really recovered. The
immediate response to the shock was to shift large parts of the economy
to the public sector, the result of which was average annual per capita
GDP growth of –4.4 per cent from 1973–80. Then, very similar to
Pakistan, the (new) government undertook a series of reforms in the
early and mid-1980s to encourage the private sector and foreign invest-
ment. However, despite an annual increase of per capita GDP of 4.1 per
cent from 1985–90, in the 1990s the economy once more slid into reces-
sion, despite very high levels of investment. An important question that
needs to be addressed in the case of Jamaica is whether the reforms were
inadequate or whether important complementary ‘inputs’ for growth
were lacking. Indeed, it is not clear why the level of investment contin-
ued to be so high despite its low productivity. There are likely issues of
both composition and quality that need to be examined here.

Medium-growth countries

How does the analysis above and in the preceding section fit the
medium-growth group? If we apply the preceding results to the
medium-growth countries, we find that 10 of them – Algeria, Congo
Republic, Costa Rica, Honduras, Mexico, Morocco, Papua New Guinea,
Paraguay, Philippines, and Trinidad and Tobago – achieve the thresh-
old value for investment that should put them in the high-growth cat-
egory. Moreover, except for Mexico, they all meet the threshold
criterion for inflation. Despite their stable macroeconomic environ-
ment, as evidenced by low inflation, relatively high levels of invest-
ment are not being translated into rapid growth in these nine
countries. Also, among the 10 countries, only two – Algeria and the
Congo Republic – fail to meet the threshold for the terms-of-trade
shock, while none fail that for the black-market premium. In seven
countries, therefore, there is little evidence of macroeconomic
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mismanagement and external shocks in addition to low inflation, yet
high investment is not transformed into high growth.

Similarly, but conversely, eight countries – Burkina Faso, Burundi,
Cameroon, Gambia, Guatemala, Malawi, Nepal and Uruguay – fail to
meet the threshold criteria for both investment and growth in the
labour force and should therefore have been placed firmly in the low-
growth category. Burundi, Gambia and Malawi, each with a growth
rate of 0.4 per cent, are in fact very close to falling into the low-growth
group. Uruguay, on the other hand, maintains a growth rate of 1.4 per
cent even in the presence of features identified to be growth-impeding.

The difficulty in relating a general story of growth is, once again,
highlighted. Generalizations about the nature of growth to be obtained
from cross-country analyses seem to fit the medium-growth group even
more poorly than the high-growth and low-growth countries.
Understanding discrepancies in the above observations indeed war-
rants further investigations on an individual country basis. 

Level and productivity of investment

We have described a share of investment in GDP of 22 per cent as a
threshold. This is obviously true in the sense that it is the value that
best divides the sample. We now want to see if it also indicates a differ-
ent relationship between investment and growth above the threshold
from that below the threshold. In other words, is there any evidence of
a nonlinear relationship between growth and investment. To test this,
we run the following regression:

Growth = A + B.INV + C (dummy equal to 1 if INV > 22 per cent)

The results strongly support the view that the productivity of invest-
ment is significantly higher in countries where the rate of investment
exceeds the threshold. The estimated equation is:

Growth = –3.3 + 0.16 (INV/Y) + 1.99 (dummy = 1, if INV/Y >
22 per cent)

(–2.9) (2.5) (2.2)

where INV = investment, Y = gross domestic product
Thus, for countries with an investment share above the threshold,

growth in GDP per capita is 2 percentage points higher than would be
predicted given the average relationship between growth and invest-
ment for all countries in the sample. High-investment countries benefit
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twice – once from the high investment itself and once from the higher
productivity of that investment. We return to this finding below.

Grouping countries by investment and productivity levels

Although investment, the key determinant in the benchmark case, is
treated as an explanatory variable that is exogenous to the model, it
could be that causality is from growth to investment rather than the
opposite case. This endogeneity problem of investment is discussed
extensively in the existing growth literature. In addition, one strand of
the literature argues that total factor productivity is as important in
determining growth as levels of physical investment, if not more so.
We do not tackle these problems here, but instead make use of a
simple decomposition of growth to explore, first, some of the factors
that directly discriminate high-investment countries from low-invest-
ment ones and, second, some of the factors that discriminate countries
where the productivity of investment is high from those where the
productivity of investment is low. 

The growth rate G of GDP per capita may be decomposed as follows:

G = DY/Y = (DY/INV).(INV/Y)

where INV/Y is the rate of investment and DY/INV in the incremental
capital–output ratio or the productivity of investment. (Note that the
productivity of investment is not the same as total factor productivity
because the latter makes explicit allowance for the contribution of
other factors.) Thus, without becoming embroiled in issues of causality,
we can still explore the factors associated with high levels of invest-
ment. Furthermore, since the aggregate of the decomposition is growth
in income per capita, we can use this technique to look at the two
components of growth and investigate whether or not the interdepen-
dencies associated with high levels of investment are the same as those
associated with high productivity of investment. We have already seen
that the productivity of investment is clearly different for countries
with levels of investment above the threshold of 22 per cent, suggest-
ing that similar factors may be driving both. Nevertheless, the group of
countries with high levels of investment is not the same as the group
with high productivity. In fact, only 15 of the 28 countries in the high
investment group are in the high productivity of investment group.

Therefore, we apply the classification analysis separately to countries
ranked first by their investment shares, and then by the productivity of
investment, to determine the key interdependencies and threshold values.
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The objective, as with growth, is to identify those factors which best
distinguish high-investment countries from low-investment and those
factors which best distinguish high-productivity countries from low-
productivity ones. We use the same array of explanatory variables on the
top-third and bottom-third of countries sorted by their investment levels
and by their productivity of investment and report as our benchmark case
the results when institutional variables are excluded (Figure 1.3).
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Figure 1.3 Level of investment: benchmark case
Note: Values in parenthesis refer to probability of high investment level, conditional on
being at the current node.



Trade openness emerges as the most important variable distinguish-
ing countries with high rates of investment from those with low rates
(Figure 1.3). The analysis suggests that the key interdependency is
between openness and labour-force growth. For a country with the
combination of an open trading regime and rapid growth in the labour
force, the probability of a high investment rate is 89 per cent. For a
country that does not have an open trading regime, other factors come
into play: for these countries the combination of a life-expectancy in
excess of 44.5 years and trade with a rapidly growing partner is associ-
ated with a high rate of investment.9 Turning to the determinants of
the productivity of investment (Figure 1.4), the result emphasizes the
importance of policy variables in providing the enabling environment
to enhance the productivity of investment. The most important vari-
able discriminating between countries with high and low productivity
of investment is the real exchange-rate overvaluation. In addition to
the exchange rate, the key set of interdependencies also includes low
levels of external debt/GDP and strong financial deepening (measured
by M2/GDP). The probability of high-productivity investment for these
countries is 86 per cent.10,11

When the analysis of rate of investment and productivity of invest-
ment are combined, we can begin to see why some countries with high
investment levels failed to achieve high growth, and why some coun-
tries with low levels of investment nevertheless grew rapidly. In our
original classification, five low-growth countries were misclassified as
well as one high-growth country. As can be seen in Table 1.3, three of
the misclassified low-growth countries – Peru, Gabon and Guinea-
Bissau – did poorly on all these determinants of productivity for which
there are data. On the other hand, Israel, the only misclassified high-
growth country had relatively modest exchange rate overvaluation and
scored well on the financial deepening index. The misclassified low-
growth countries, Jamaica and Venezuela, however, do reasonably well
on these productivity indicators, except for Jamaica’s external debt
measure, so the answer to their high investment and low-growth
pattern must be sought elsewhere.

5 Conclusions and lessons for country studies

Long-run growth is clearly a complicated process. While it is relatively
easy to ascertain causes of short-run growth fluctuations, long-run
growth depends on a host of underlying factors covering all aspects of
the organization and behaviour of human societies. In this chapter –
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and in this book – we hope to show that while cross-country studies
and regional analysis can shed considerable light on where to look,
more in-depth country-level study is necessary to determine the many
interrelationships, including political, societal and cultural factors,
affecting growth patterns. Clearly, general policy shifts such as more
investment in education or opening up to foreign trade by themselves
are likely to have limited effects. An obvious fact is that some invest-
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Figure 1.4 Productivity of investment: benchmark case 
Note: Values in parenthesis refer to probability of high productivity of investment, condi-
tional on being at the current node.



ment – whether in machines, infrastructure or education – is much
more effective than other investment. The critical question is why does
this continue to be such a strong result in the long-run?

Since the Second World War, the study of economic development
has gone full circle. It began with a strong emphasis on fairly general
growth models, then moved to analysis of different aggregate elements
needed for the growth process. In both cases the analysis most often
relied on cross-country data or observations. In the 1970s there was a
strong movement to country-level studies, more and more focusing on
one or a small number of sectors or policy areas. It even seems that for
some time the bigger picture of growth had been largely lost.12 In the
mid-1980s new growth theory arrived, bringing with it lots of elements
of old growth theory. This new paradigm helped to put development
specialists back into focus. Like its predecessor, the new growth theory
began by looking at aggregates and cross-country comparisons.
Similarly, it first focused on the direct ‘ingredients’ of growth, but
quickly moved on to the variables affecting the quantity and quality of
these ingredients. However, the point has now been reached where the
returns to this type of work are limited as the processes are too
complex and go far beyond traditional economics.

The time has come for country analysis again, however this time
without losing sight of the bigger picture and the interdependencies
inherent in a successful growth process.

Notes
1 This project grew out of a project on growth in Sub-Saharan Africa,

organized by the African Economic Research Consortium.
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Table 1.3 Characteristics of misclassified countries

Key variables Key variables in 
in growth productivity of investment

Country Growth in Investment Inflation Exchange External Financial 
labour rate debt deepening
force over-

valuation

Peru 0.5 22 425 132 56 17
Guinea-Bissau –0.4 27 51 179 14
Venezuela 0.6 25 24 91 44 26
Jamaica 0.7 26 20 118 99 37
Gabon –0.3 35 7 146 58 17
Israel 0.1 25 56 118 n/a 54



2 Regions include East Asia, South Asia, Latin America and Caribbean, Eastern
Europe and Former Soviet Union, Middle East and North Africa, and Sub-
Saharan Africa.

3 Among the resource persons are Angus Deaton of Princeton University,
Robert Solow of MIT, and Joseph Stiglitz, former chief economist of the
World Bank, now at Columbia University.

4 For a different view see Easterly and Levine (1999).
5 Least-squares growth rate, r, is estimated by fitting a linear-regression trend

line to the logarithmic annual value of the per capita GDP in the relevant
period. Least-squares growth rates are used whenever there is sufficiently
long time series to permit a reliable calculation. The regression equation
takes the form lnXt = a + bt, which is equivalent to the logarithmic transfor-
mation of the compound growth equation, Xt = X0 ( 1 + r )t. The average
annual growth rate, r, is obtained as [exp(b*) – 1] * 100, where b* is an esti-
mate of b. The calculated growth rate is an average rate that is representa-
tive of the available observations over the entire period. See World Bank,
World Development Report (2000).

6 Except for institutional variables, all others are measured as averages over
the sample period 1968–98. Institutional variables are measured as averages
over the period 1982–95 due to limited availability of data.

7 In their work, Ghosh and Wolf (1998) also find the investment threshold to
be 22 per cent.

8 Terms-of-trade shocks and the black-market exchange-rate premium are
also found to be relevant, but each only helps categorize one additional
country.

9 When institutional variables are introduced, risk of repudiation of contract
by government emerges as the most important discriminant.

10 When institutional variables are included, the results are very similar with
exchange-rate overvaluation, financial deepening, and the external debt
ratio being the most important determinants of the productivity of invest-
ment.

11 Note that if the original classification analysis of growth is done with the
investment variable omitted, the same variables emerge as when the
classification is done on the productivity of investment. This could be inter-
preted to mean that the most important thing after the quantity of invest-
ment is the quality of investment.

12 One of the authors of this chapter taught undergraduate development eco-
nomics throughout the 1980s. Most textbooks were organized by sectors,
and typically one or two lectures were devoted to long-run growth.
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2
Sources of Aggregate Growth in
Developing Regions:
Still More Questions than
Answers?
Charles C. Soludo and Jongil Kim

1 Introduction

In the last 40 years of the twentieth century, economic growth was a
puzzle and a surprise, defying orthodox predictions and prescriptions.1

Growth has varied tremendously across and within developing regions,
and over time. A selected group of Asian developing countries was the
only region to have experienced persistent and high growth over the
period. In others, especially Africa and Latin America, growth has been
very disappointing and highly volatile, despite huge inflows of
development finance and significant economic reforms since the
1980s. The transition economies have experienced larger initial drops
in their GDP than anticipated by economists, and the Arab countries
have witnessed marked volatility in their performance. In all of this
period, and despite massive development assistance and a plethora of
special global initiatives directed at eliminating underdevelopment
traps, only Botswana and Mauritius have graduated from the list of
least-developed countries. Rather, more countries continue to join the
league, and currently there are 49 such countries with 34 of them in
Sub-Saharan Africa. The economic recovery since the mid-1990s in
most developing regions has been minuscule relative to the require-
ments for poverty reduction, and for Africa even the best performers
are projected to remain very poor in 2020 if present trends continue
(Berthelemy and Soderling, 2001). 

What is the reason for all these disappointing results and what can
economists tell us about their causes? From Adam Smith’s seminal
Inquiry into the Nature and Causes of the Wealth of Nations (1776),
through the neoclassical growth models, development economics,
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and the recent extensions in the endogenous growth models, under-
standing economic growth has always been the fulcrum of economic
science. Despite the eternal interest and the burgeoning literature on
the subject, it would be fair to say that if the disappointing growth
performance is a measure of economists’ ignorance, then there is
plenty of it. Our ideas about why nations prosper and others
stagnate remain largely fickle and contentious. Even in our state of
ignorance, however, there are certain fundamental insights that our
current state of knowledge and methodology permit us to draw. The
goal of this chapter is to illuminate the state of play by summarizing
what we know, what we don’t know, and what we should know
about the sources of growth in developing regions in the last 
40 years. We draw primarily from six regional papers on growth
written for the GDN growth project to highlight both the areas of
consensus and agenda for further research. The six regions covered
include Sub-Saharan Africa (SSA), the Middle East and North African
(MENA) region, Latin America, Transition Economies, South Asia,
and the Southeast Asian region. Our key finding is that the literature
has come a long way to underscore some of the growth fundamen-
tals consistent with our educated guesses. However, we admit that
the largely unresolved issues tend to raise more questions than
answers.

The chapter is organized into four sections. Section 2 summarizes the
broadly agreed growth-accounting framework and the evidence from
the regional studies and empirical literature. In section 3, we evaluate
the various cross-national ‘regression-based’ approaches to decompos-
ing the sources of growth and summarize the findings. Section 4 sum-
marizes the major themes that emerge as ‘unresolved issues’ or as an
agenda for further research and concludes the paper.

2 Aggregate growth-accounting framework

Growth results from two major sources – the accumulation of factor
inputs (physical capital and labour), and the efficiency of factor use
(total factor productivity, TFP). Why does the source of growth matter
for policy? The answer lies in the nature of factor accumulation and
the concern for long-run sustainability of growth. According to the
neoclassical growth model, which is supported by empirical evidence,
factor accumulation exhibits diminishing returns. Thus, for sustainable
long-run growth, a country cannot rely solely on accumulation of
factor inputs, but must have growth in TFP.
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Empirical growth-accounting exercises use the aggregate neoclassical
production function to decompose the growth rate of aggregate output
into contributions of growth of measured inputs and improvement in
TFP. The results of the exercise depend critically on the specification of
the production function. In the literature, the Cobb–Douglas produc-
tion function, with the share of capital set to a ‘benchmark’ value of
one-third for all countries, is typically used (see Young, 1993, 1995;
Krugman, 1994; and the extensions by Collins and Bosworth, 1996;
and Sarel and Robinson, 1997). If we start from a simple case with two
inputs, capital and labour, we can specify an aggregate production
function as follows:

Y = A f(K, L) (1)

where Y, K and L are output, capital and labour, respectively, and A
denotes the level of productive efficiency, so called total factor produc-
tivity.2 If we take the natural logarithms of both sides of the above pro-
duction function and differentiate them with respect to time, we get
the growth rate of output decomposed into the sources of growth:

improvement in productive efficiency         and the increase in produc

tive capacity                  , 

(2)

Here, AfK and AfL are the marginal products of capital and labour,
respectively, which are equal to the rental and wage rates if factor 

markets are competitive and firms maximize their profits. Then,

are the shares of the compensation to capital (aK) and 

labour (aL) in total output, respectively. Since the share of capital
income is one minus the share of labour income under the assumption
of constant returns to scale, the growth rate of output is decomposed
into TFP growth and the weighted sum of the growth of capital and
labour as follows, 

(3)
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Having data on the growth rates of output and input along with factor
income shares, we can measure TFP growth from the above equation as
residual output growth, after subtracting the contribution of measured
input growth from output growth.

For the purpose of accounting for long-run macroeconomic
performance, output is usually measured as GDP. Capital input is mea-
sured as gross fixed capital stock – the accumulation of past gross fixed
capital investment – under the assumption that the flow of services
from capital stock is proportional to the stock. Among the variables,
the accuracy of the capital stock is the most controversial since we
need the depreciation rate and benchmark capital stock for the initial
period, which are not readily available from official statistics.3 Labour
input is measured as the number of hours worked if the data on
working hours are available. However, since the data on working hours
are not so reliable for less-developed countries, labour input is some-
times measured as the number of workers. In addition, due to the
emerging importance of human capital that may affect worker quality,
labour input is adjusted by a quality change, generally measured by the
increase in schooling years. Finally, the labour income share can be
measured as the share of compensation to labour in GDP from national
accounts. For developed countries for which data are reliable, the
labour income share is believed to be about two-thirds of total income.
However, in less-developed countries, a large portion of labour com-
prises family firms and self-employment, the data for which are not so
reliable. While some studies apply two-thirds as the labour income
share in the growth accounting of less-developed countries, others
directly estimate the factor elasticities from the production function
(for example, Senhadji, 1999).

There have been numerous attempts to account for the growth of
many countries since Abramovitz (1956) and Solow (1957) initially
applied the methodology to the US economy. Both Abramovitz and
Solow reported the surprising result that the output growth of the US
economy in the first half of the twentieth century could be mostly
attributed to TFP growth. It stimulated many growth-accounting exer-
cises that tried to explain the huge contribution of TFP growth, since
TFP growth is a measure of ignorance to some extent. Many studies
such as Denison (1967) and Jorgenson, Gollop and Fraumeni (1987)
extended the methodology to account for other factors such as educa-
tion, economies of scale, resource allocation, the advance of knowl-
edge, input quality change, and so on. For cross-country comparison,
Christensen, Cummings and Jorgenson (1980) exercised growth
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accounting for the economic growth of the OECD countries for the
period 1947–73, and again found that TFP growth contributes heavily
to the economic growth of developed countries in the post-Second
World War period. Even with numerous efforts, the studies show that
TFP growth has been an important source of growth in the postwar
growth of developed countries, although TFP growth slowed down
after the mid-1970s.

Recently, Young (1992, 1993 and 1995) made a major effort in
accounting for the economic growth of four rapidly growing East Asian
newly-industrialized economies (NIEs). He suggested the controversial
result that these East Asian countries grew mostly due to factor growth
rather than TFP growth, in contrast to the experience of developed
countries. This implies that East Asian growth cannot be sustained in
the long run since the economic growth rate in the long run is deter-
mined by TFP growth according to the neoclassical growth model.
Young’s studies have stimulated analyses by Sarel and Robinson (1997)
and Collins and Bosworth (1996). Although the estimates are some-
what different among the studies, they all confirm an important role of
factor growth in East Asian economic growth.

As shown in the above two controversial cases initiated by the use of
growth accounting, the key issue of growth accounting is the role of
TFP growth in economic growth. Since TFP growth is residual output
growth, the estimate of TFP growth first of all depends on the basic
assumptions of the growth-accounting framework such as Hicks-
neutral technical progress, optimization under competitive factor
market, and constant returns to scale. These assumptions may be too
restrictive to reflect the true characteristics of production in developing
countries. Second, the magnitude of each source of growth critically
depends on how we define input and estimate labour income share. In
much of the empirical literature (including the studies under the GDN
network), the remuneration of physical capital is typically set to one-
third for all countries, implying identical production technologies
across countries. If the data fail to support the assumption of identical
technologies, and there are many reasons to believe that technologies
differ across countries and regions, then the comparison of the sources
of growth across countries and regions may be flawed (Senhadji, 1999).
Furthermore, it is not easy to compare the results from growth
accounting of different countries if the data are measured differently
across countries. Third, although TFP growth is usually considered as
an index of technological progress, it is quite sensitive to the short-run
noises of the business cycle and external shocks. Therefore, growth
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accounting for a period long enough to smother these effects is required
to detect the true efficiency improvement. In addition, TFP growth
includes all the factors that may affect output growth except for input
growth. The possible candidates are the effects of resource allocation
from structural transformation, political and macroeconomic instability,
climate change, and institutional factors that may influence the overall
efficiency of economic operation.

Evidence

To have a fair comparison of sources of growth across countries, it is
important to apply a consistent framework and data to the compared
countries. Two recent extensive growth-accounting exercises (see
Collins and Bosworth, 1996; Senhadji, 1999) have been relied upon by
the regional studies in evaluating the comparative sources of growth
among the regions. The O’Connell and Ndulu (2000) study for Africa
draws on Collins and Bosworth (1996), while the De Gregorio and Lee
(2000) study for Latin America benefits from both, and Makdisi et al.
(2000) employs the methodology used by Senhadji. Both studies
(Collins and Bosworth and Senhadji) include education as an input,
which enhances the quality of labour (H). Thus, the growth rates of
output are represented as total factor productivity growth and the
weighted sum of the growth of capital and labour and improvement in
labour quality due to education as follows:

(4)

While Collins and Bosworth impose the share of capital income (1–aL) to
be 0.35, identical across countries, Senhadji tries to estimate the factor
elasticities based on the specification of a Cobb–Douglas production func-
tion by using either individual country time series or regional panel data.
Thus, Senhadji allows different shares of capital income across regions,
and also estimates this capital income share with two different estimation
methods – in level as well as first difference forms. Table 2.1 reports the
growth accounting from the two studies showing the regional means for
the contributions of each source of growth.

What can we learn from these results? Senhadji (1999) summarizes
some of the major lessons from the growth-accounting exercises, and
the results of the regional studies largely confirm them, as follows. The
contribution of TFP to output growth depends crucially on the share of
physical capital in real output (alpha). The higher is alpha, the lower is
the contribution of TFP, because decreasing alpha lowers the contribu-
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tion of physical capital, and increases the contribution of labour. Add
this to the fact that physical capital generally grows faster than labour,
and the result leads to the negative correlation between the contribu-
tion of TFP and the level of alpha.

Reasonable variations in alpha preserve the TFP ranking of the
sample countries (88 of them) even if the (log) level of TFP is sensitive
to the value of alpha. This relative insensitivity of the TFP ranking
across countries to changes in the value of alpha stands out more
clearly when short-term fluctuations in TFP are smoothed out by
taking averages over time. A detailed analysis shows that while the
cross-country ranking is generally well-preserved, even under large
variations in alpha, the individual country time series of TFP are more
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Table 2.1 Sources of economic growth by region, 1960–94

Collins and Bosworth
Contribution by component Growth of 

Capital income share TFP K/L H Y/L

Africa 0.35 –0.6 0.8 0.2 0.3
Latin America 0.35 0.2 0.9 0.4 1.5
South Asia 0.35 0.8 1.1 0.3 2.3
East Asia 0.35 1.1 2.5 0.6 4.2
Middle East 0.35 –0.3 1.5 0.5 1.6
Developed 0.35 1.1 1.5 0.4 2.9

Senhadji
Contribution of the growth of Growth of 

Capital income share TFP K L H Y

Level equation estimation
Africa 0.43 –0.56 1.79 1.39 0.22 2.83
Latin America 0.52 –0.39 2.31 1.22 0.28 3.42
South Asia 0.56 0.55 2.87 0.99 0.25 4.66
East Asia 0.48 0.28 4.50 1.27 0.44 6.49
Middle East 0.63 –0.03 3.99 0.84 0.25 5.05
Developed 0.64 0.06 2.87 0.27 0.19 3.39

First difference equation estimation
Africa 0.50 –0.66 2.08 1.22 0.19 2.83
Latin America 0.30 –0.52 2.75 0.97 0.22 3.42
South Asia 0.42 0.94 2.08 1.31 0.33 4.66
East Asia 0.30 1.34 2.86 1.71 0.59 6.49
Middle East 0.54 0.28 3.42 1.04 0.31 5.05
Developed 0.58 0.25 2.6 0.31 0.22 3.39

Sources: Collins and Bosworth(1996), Senhadji(1999).



sensitive to variations in alpha. In essence, the level of TFP depends
heavily on the specification of the production function – that is, the
share of physical capital (alpha) in the simple Cobb–Douglas produc-
tion function. For example, if one believes Senhadji’s results that the
average estimate of alpha for the whole sample is between 0.52 and
0.55, the contribution of TFP in real output growth has likely been
negative for the whole sample period 1960–94. For alpha = 0.6, for
example, physical capital would explain 3.05 per cent of the 3.80 per
cent output growth for the whole sample. The implication, of course,
would be that most of the growth during 1960–94 came from physical
capital accumulation. Particularly for the regions with high capital
accumulation such as East Asia, the change in income share makes a
huge difference in the contribution to growth of capital accumulation.
Thus, it may not be appropriate to conduct growth accounting by
simply assuming identical income shares across countries as in Collins
and Bosworth (1996). For country studies, it is necessary to estimate
the income share based on national accounts and other complemen-
tary data as done by Young for the East Asian newly industrialized
economies (NIEs), and for the MENA and Latin American growth
studies. However, as it is quite difficult to get reliable estimates of
income shares for most developing countries, in such cases it may be a
necessary evil to impose the conventionally-guessed labour income
share.

In all growth decomposition exercises, Africa remains the worst
performer (see Table 2.1). The sources of the lower African growth
(2.83 per cent for Africa relative to 3.80 per cent for the entire sample
during 1960–94) are lower physical and human capital accumulation
and lower TFP growth. From Collins and Bosworth, the MENA region
had the next worst TFP performance, followed by Latin America. On
the contrary, Senhadji’s results reverse the ranking for the second and
third worst performers. Asia remains the star performer in both studies. 

Does the method of estimation matter much? Probably. Senhadji shows
that estimating the production function in levels or first differences
can lead to important differences in the results of growth decomposi-
tion. However, the differences in the estimates of alpha can be
smoothed out when taking regional averages. Taking such averages
shows that except for East Asia, estimates of alpha from a production
function in levels and first differences are relatively close. For the East
Asian countries, the level equations yield an average estimate of alpha
of 0.48, while the first difference equations yield an average estimate of
0.30. Of course, these two estimates yield different results in the
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growth accounting. In the literature, first-difference estimation is
becoming fashionable, but theoretically the level equations may be
more appropriate.

Between factor accumulation and TFP growth. From the empirical
results, it can be seen that factor accumulation is an important factor
differentiating income growth across regions. Comparing rapidly
growing East Asia with other regions, East Asia’s high performance
comes from the rapid growth in all three factors – that is, physical and
human capital and labour (see also Young 1994, and Krugman 1994).
Among the factors, physical capital accumulation turns out to be the
most important factor differentiating growth performance. In contrast,
human capital accumulation makes a relatively modest difference,
although it may be due to the measure relying on schooling years that
intrinsically change slowly over time. Although it depends somewhat
on how we estimate the labour income share, TFP growth appears to be
as important as capital accumulation in explaining differences in
output growth. If we compare fast-growing East Asia with slow-growing
Africa and Latin America, TFP growth differentials resulted in as much
as 1.7 and 0.9 percentage point differences in output per labour,
respectively, and capital growth differentials contributed 1.7 and 1.6
percentage points, according to Collins and Bosworth (1996). On the
other hand, physical capital accumulation accounted for most of the
growth performance in the industrial countries, while labour
accounted for much less. 

Furthermore, it is observed that TFP growth is closely associated with
capital accumulation across regions – the regions that achieved high
capital accumulation tend to have high TFP growth. Even at the
country level presented in the sources of growth papers, there also
seems to be a close correlation between TFP growth and capital accu-
mulation. Over the 1960–94 period, Africa was a clear outlier in the
sense of having very low capital accumulation and the atypically low
TFP explains over half of the growth shortfall relative to other regions
(O’Connell and Ndulu, 2000), while the transition economies experi-
enced huge output collapse due to the sharp declines in TFP (Campos
and Coricelli, 2000). O’Connell and Ndulu (see pp. 8–9) provide a good
summary of the literature on the causes of the low TFP in Africa as
follows. A large literature, for example, stresses the impact of tax and
tax-like policies in generating an inefficient composition of aggregate
investment in Africa. Such distortions produce a negative residual by
gradually undermining the quality of the capital stock. A general bias
against private-sector accumulation, emphasized by Mkandawire and
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Soludo (1999), would produce the same effect unless justified by an
unusually high marginal productivity of public capital. In a Chenery
framework, slow movement of factors of production out of agriculture
would also produce a low or negative TFP, given the presumption of a
difference in sectoral marginal productivities.

Also, Sachs and Warner (1997) and Bloom and Sachs (1998) have
recently emphasized geography as an additional factor in African
growth, either in undermining the health status of workers or in
imposing high transaction costs that discourage market integration.
Some of these effects operate on the level of A rather than on its growth
rate. For example, a chronic health deficit that reduced labour quality
by 15 per cent would be equivalent to a reduction in A by (0.15).3, with
no ongoing effect on the residual. Changes in average health status, in
contrast – like the emergence of HIV/AIDS – can have major effects on
the productivity residual. Moreover, structural features that impede the
flow of information and trade, even if unchanged over time, can lower
the TFP by limiting the scope for agglomeration economies and the dif-
fusion of existing technological knowledge (Barro and Sala-í-Martin,
1995).

In addition to the influences cited above, the literature suggests a
variety of other potential sources of a low TFP in Africa. These include
falling capacity utilization, sometimes emphasized in systems of
exchange control as in Tanzania between 1979 and 1985; high rates of
depreciation of physical capital, associated for example with poor
maintenance of public infrastructure, itself sometimes attributed to a
bias of aid donors against recurrent spending; climate shocks that
undermine total factor productivity in agriculture; and civil strife. At
shorter frequencies, the residual may also reflect fluctuations in aggre-
gate demand, which would affect output via capacity utilization and
the degree of underemployment (both of which are implicitly assumed
fixed in the calculation).

When the sample period is divided into sub-periods, interesting
results are obtained depending on the choice of the sub-periods.
However, a consistent pattern that emerges is that except for Asian
countries, growth declined steadily in other regions from the first
decade through to the 1990s. Loss of productivity and weakening of
investments could be at the root of the growth slowdown. Table 2.2
presents the sources of growth by region and by period from Collins
and Bosworth (1996). We find that growth rates are highly unstable
over time except for East Asia, and the growth of all other regions
including the developed countries slowed down after 1973. In particu-
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lar, the growth rates in Africa and the Middle East plummeted after
1973, even reaching negative figures. Using time-series economet-
rics, Ben-David and Papell (1997) report that there exist significant
structural breaks in postwar growth rates in a majority of countries,
with most breaks found in the mid-1970s. Using a somewhat differ-
ent method, Pritchett (2000) also classifies the different patterns of
growth across countries. Most East Asian countries belong to the
group of ‘steep hills’ and many developed countries show a pattern
of ‘hills’. Most Latin American and Middle Eastern countries experi-
enced a meltdown in growth showing a pattern of ‘plateaus and
mountains’. Many African countries belong to the group of ‘moun-
tains and plains’. In this respect, the persistence as well as the rate of
growth appears to be a key to the differential performances across
regions.

Unlike output growth, the rates of factor accumulation in 
Table 2.2 appear to be very persistent over time. Education per
worker has risen persistently regardless of periods and regions. Even
capital accumulation shows a persistency. Easterly, Kremer, Prichett
and Summers (1993) computed the cross-decade correlation of each
component of output growth between the periods 1960–70s and
1970–80s. The correlation coefficient of the investment rate was
around 0.85 and that of labour-force growth was around 0.6.
However, the coefficient of TFP growth was very low at 0.15. Thus,
the slowdown after the mid-1970s in most developing countries may
be due to low TFP growth. Furthermore, capital accumulation
sharply deteriorated for the period 1984–94. In this respect, TFP
growth seems to be equally a critical factor determining the overall
growth of countries.

The transition economies experienced a drastic fall in both output and
TFP initially and there is evidence of a ‘Baltic puzzle’ (see Campos and
Coricelli (2000), pp. 15–17). An interesting addition to the cross-
country growth regression comes from the transition economies. The
well-known cross-country studies for transition economies using a
growth-accounting framework are De Broeck and Koen (2000), which
focuses on the former Soviet Union countries, and Estrin and Urga
(2000), which focuses on Central and Eastern Europe. Both studies
cover the period 1970–97, and use data for labour and capital which
were not corrected for hours worked or capacity utilization (so the
reported TFP results after 1990 entirely reflect the impact of the transi-
tion). In both studies, the shares of labour and capital are assumed to
be 0.7 and 0.3 respectively. One major result, which is also consistent
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with the other regional results, is the exhaustion of the growth
capacities of these economies over the last three decades. While the
general pattern of growth slowdown is evident, the radical structural
break is not easily observed. Declines in TFP appear to be rather large
vis-à-vis the decline in factor accumulation rates, indicating the rapid
deterioration of the growth potential of the Soviet-type economy. This
happened despite the variety of ways in which changes in the
numbers of the employed occur, ranging from increases in non-
participation (for example early retirement schemes) to open unem-
ployment (Blanchard, 1997), as well as despite investment falling
below replacement levels especially in the early transition years.
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Table 2.2 Sources of growth by region and period

Region Contribution by component Growth of 

TFP K/L H Y/L

Africa 1960–73 0.3 1.3 0.2 1.9
1973–94 –1.3 0.4 0.2 –0.6
1973–84 –2.0 1.2 0.2 –0.6
1984–94 –0.4 –0.4 0.3 –0.6

Latin America 1960–73 1.8 1.3 0.3 3.4
1973–94 –0.8 0.6 0.4 0.3
1973–84 –1.1 1.1 0.4 0.4
1984–94 –0.4 0.1 0.4 0.1

South Asia 1960–73 0.1 1.4 0.3 1.8
1973–94 1.3 0.9 0.3 2.6
1973–84 1.2 0.9 0.4 2.5
1984–94 1.5 1.0 0.3 2.7

East Asia 1960–73 1.3 2.3 0.5 4.2
1973–94 1.0 2.5 0.6 4.2
1973–84 0.5 2.8 0.6 4.0
1984–94 1.6 2.2 0.6 4.4

Middle East 1960–73 2.3 2.0 0.4 4.7
1973–94 –1.9 1.1 0.5 –0.3
1973–84 –2.2 2.2 0.6 0.5
1984–94 –1.5 0.0 0.5 –1.1

Developed 1960–73 2.2 2.3 0.4 4.8
1973–94 0.4 1.0 0.4 1.7
1973–84 0.2 1.1 0.6 1.8
1984–94 0.7 0.8 0.2 1.7

Source: Collins and Bosworth (1996).



Another very important result is that the output fall during the
onset of the transition is accounted for mainly by declines in TFP
rates. Yet, the year-to-year results referred to above show a ‘V-
shaped’ pattern in TFP growth during transition (large initial falls
followed by rapid recovery), which lead De Broeck and Koen (2000)
to note the coexistence of temporary and permanent elements.
Among the former, they mention price and trade liberalization,
while among the latter, disorganization. To investigate this issue, the
authors apply the cross-sectoral decomposition of TFP. The decom-
position involves separating out the contribution of productivity
changes within sectors from that of changes in the sectoral composi-
tion to aggregate TFP growth. The second component is particularly
interesting as it is expected to be positive if factors are reallocated
from lower to higher productivity sectors. The results show that this
component was negative until the late 1980s, turning positive in the
early transition. Yet, the authors conclude that the change in the
share effect was small, indicating that sectoral input reallocation did
not have a major impact on productivity.

Furthermore, growth decomposition in the transition economies
finds evidence of a ‘Baltic puzzle’. Estonia, Latvia and Lithuania all had
output contractions comparable to other former Soviet Union coun-
tries, but their recovery has been much faster and more pronounced.
Even more puzzling is the fact that the Baltic experience seems to turn
the received wisdom in the literature on its head. For example, in the
Baltics, investment rates declined dramatically in the early 1990s (vis-à-
vis other transition countries), and this was also the only group for
which the share of government consumption in GDP was rising
throughout the transition period. Thus, rapid growth recovery
occurred in spite of the drastic investment decline and huge govern-
ment consumption.

Summing up, it is evident that growth accounting is a mechanical
decomposition of output growth into TFP growth and factor accumula-
tion that may be the result of economic development per se rather than
its true source. In the regional studies and the literature, both factor
accumulation and TFP growth have been confirmed to be very impor-
tant (albeit to varying degrees) in the regional experiences. The specific
weight of each depends on the weights of physical capital and labour
in the growth accounting. Regional differences and ‘puzzles’ remain
with respect to their growth performances. In the next section, we turn
to the regional studies and empirical growth literature for insights into
the determinants of the cross-national growth differences.

44 Sources of Aggregate Growth in Developing Regions



3 Comparative analysis of sources of growth across
regions: cross-country growth regression

Given that both factor accumulation and TFP matter for growth, the key
question then is, why are these higher in some countries or regions than
in others? This section explores the literature on the major determinants
of per capita income growth rates for the last four decades, based on the
general framework of cross-country regressions, which puts the experi-
ence of individual countries in a global context. The basic framework is
based on an extended version of the neoclassical growth model, which
is predicated on the assumption of conditional convergence (see Barro,
1991, 1997; Barro and Lee, 1994; Sachs and Warner, 1995). According to
the neoclassical growth model, economies converge to the steady state
where the growth rates of the economies are determined only by TFP
growth. Provided economies converge to the same steady state, poorer
economies should grow faster, which is called absolute convergence.
Baumol (1986) provided evidence that there may have been absolute
convergence among developed countries. However, absolute conver-
gence does not hold for a broad range of countries including many
developing countries, whose steady states may be far away from those of
developed countries. Instead of absolute convergence, Barro (1991) sug-
gested conditional convergence, which states that the farther away an
economy is from its steady state, the faster it should grow.

Thus, the typical equation for a cross-country growth regression can
be represented by:

(5)

The dependent variable is the growth rate of per capita income for the
period T for country i, and the explanatory variables are y0i, the initial
level of per capital income, and Xi, a set of variables that may deter-
mine country i’s steady-state level of per capita income. ei is the
country-specific disturbance term.

The empirical literature on the determinants of cross-national differ-
ences in growth performance using the above equation has faced
several fundamental difficulties. These problems include the lack of
clear guidance from theory on the vector of variables to constitute the
‘x’; specification uncertainty and robustness of the estimated parame-
ters (Levine and Renelt, 1992; Sala-í-Martin, 1997; Ley and Steel, 1999;
Senhadji, 1999); and estimation technique (Hoeffler, 1999; O’Connell
and Ndulu, 2000).
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Economic theory does not provide a precise guide about the determi-
nants of factor accumulation or productivity growth. Numerous vari-
ables have been proposed as the determinants of the steady state level,
but since income growth is a result of a complicated process of
economic development, it is almost impossible to specify an explicit
causal mechanism from determinants to growth. Furthermore, there is
probably a feedback effect from growth to its determinants, and thus
the direction of causality is not clear.

The methodological problems pertain to the correct definition, mea-
surement and specification of the dependent and explanatory vari-
ables, as well as the choice of estimation technique. In the first
instance, it is not certain how the dependent variable should be
defined or measured. In most of the empirical literature, the growth
rate of real output is the left-hand-side variable. De Gregorio and Lee
(2000) provide a justification for this: ‘differences in productivity
growth by itself cannot explain differences in growth rates across coun-
tries, and hence differences should stem from the distance between
each country’s output and its steady state’. Senhadji (1999, p. 15) dis-
agrees: ‘recent theoretical as well as empirical arguments … point to
the level of TFP as the more relevant variable to explain’4. Most empiri-
cal literature has not focused on cross-country differences in TFP, and,
with the exception of Hall and Jones (1998), those that did focused on
the cross-country differences in growth rates of TFP. Thus, there is both
an issue with the choice of output versus TFP and level versus growth
rates. Berg et al. (1999) argue strongly in favour of using output levels
rather than growth rates on the basis of statistical tests. However,
Campos and Coricelli (2000) confirm that the qualitative results of the
growth-rate-based regression are consistent with the level-based results.
Beside the debate on the levels versus growth rates and TFP versus
GDP, there is the issue of the ‘benchmark’ variable against which to
contrast TFP or income. For example, Senhadji measures the depen-
dent variable as the level of TFP for each country relative to the level of
TFP in the United States. Many empirical papers attempt to explain the
‘gap’ between the individual countries and ‘best-practice’ country or
region (for example the East Asian countries). These seemingly subtle
differences should matter or at least should be borne in mind while
interpreting the results of empirical estimation.

Another fundamental problem pertains to the estimation technique.
Hoeffler (1999) and O’Connell and Ndulu (2000) argue that the
orthogonality of the right-hand-side (RHS) variables to each other and
to the residual is a major requirement for the regression-based decom-

46 Sources of Aggregate Growth in Developing Regions



position of the contributions of individual explanatory variables to
produce unbiased and consistent ‘parameters of interest’. O’Connell
and Ndulu show that in practice, the orthogonality assumption fails to
hold, thus producing two problems for regression-based decomposi-
tions. The first one is an estimation problem – how to obtain consis-
tent estimates of the parameters. In some cases, there is an endogeneity
problem, and estimation methods that ignore it will produce biased
and inconsistent estimates. The instrumental variable technique can be
used to deal with the endogeneity problem. Also, unobserved country
effects might have similar effects if they are correlated with the
explanatory variables. Although fixed effects estimation can obtain
consistent estimates, it comes at a cost – we give up a lot of the sample
variation in the process. Furthermore, the dynamic panel literature has
shown that consistency holds only if the time dimension of the panel
increases along with the number of countries. The second pertains to
both multicollinearity and an attribution problem. While multi-
collinearity produces difficulties in small samples, with unstable point
estimates and a tendency towards weak and non-robust significance
tests for individual variables, it also produces an attribution problem
between the regressors and the residual that persists in large samples.

These problems, summarized by O’Connell and Ndulu, in part lead
to the weak robustness of the estimated parameters in cross-country
regressions as shown by Levine and Renelt (1992). Several authors have
tried to deal with the problem in different ways. In a review of the
regional growth papers of the GDN network, Easterly (2000) particu-
larly challenged O’Connell and Ndulu’s insistence on orthogonality as
a condition to obtain precise estimates. According to Easterly, 

In theory, regression analysis should be able to sort out the effects of
independent variables, even if they are correlated. The authors’
insistence on orthogonality as a prerequisite to decomposition
seems odd, unless they believe that some RHS variables are them-
selves functions of other RHS variables – but why not estimate such
a system explicitly?

Indeed, O’Connell and Ndulu do present decompositions based on
Hoefffler’s (1999) system-GMM estimates (Table 2.3) of the augmented
Solow model for 85 countries. The system-GMM approach is believed to
impose sufficient orthogonality conditions to ensure consistent estimates
of these parameters even if investment is endogenous and/or unobserved
time-invariant country effects are correlated with the observed variables.
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This system-GMM still leaves the problem of attribution since the
explanatory variables are largely correlated and potentially endoge-
nous. In the attempt to evaluate the contributions of policy to growth,
O’Connell and Ndulu use equation (5) above to estimate a ‘baseline’
regression in which the conditioning variables are plausibly deter-
mined (see Tables 2.4 and 2.5), and then incorporate the policy vari-
ables one by one – thus examining the partial correlation between
policy variables and growth conditional on the predetermined vari-
ables. Finally, they develop a full specification that includes the prede-
termined variables along with a set of variables capturing different
aspects of the institutional and policy environment, and use it to esti-
mate the relative contributions of the RHS variables (see Tables 2.6 and
2.7). Such a ‘full’ specification does not orthogonalize among the
explanatory variables in calculating the decomposition. The estimated
residuals suggest the presence of unusual period and/or country-
specific factors in the growth process. Also, the contributions of indi-
vidual variables or groups of variables identify growth syndromes for
which there are theoretical justifications but which may involve two-
way causality. Of course, the possibility of two-way causation in the

48 Sources of Aggregate Growth in Developing Regions

Table 2.3 Components of fitted growth by region, Hoeffler (1999)

Region Initial Investment Education Replacement Fixed 
income investment period effects
(1) (2) (3) (4) (5)

Contributions to fitted growth deviation
SSA 3.08 –2.99 –0.17 –0.86 –0.03
LAC –0.2 0.02 0.03 –0.37 0.01
SAS 2.74 –3.13 –0.19 –0.44 0.01
EAP 0.71 1.2 0.03 –0.32 0.01
MENA –0.38 1.1 –0.02 –0.28 –0.01
INDU –3.92 3.01 0.2 1.71 0.01

All countries 0.00 0.00 0.00 0.00 0.00

Beta coefficients
All countries –1.01 1.14 0.06 –0.44 –

Notes: The beta coefficient for variable xi is calculated as bi*[sd(xi)/sd(growth)], where bi is
the estimated coefficient and sd denotes a standard deviation. The standard deviation of
annualized growth in real GDP per capita in the sample is 3.00. SSA = Sub-Saharan Africa;
LAC = Latin America and the Caribbean; SAS = South Asia; EAP = East Asia and Pacific;
MENA = Middle East and North Africa; INDU = Industrialized Countries. 
Source: O’Connell and Ndulu (2000) table 4.2b, calculated from Hoeffler (1999) SYS-GMM
results for the Augmented Solow model.



cross-country regressions is a constant reminder that these regressions
indicate correlations but not necessarily causation.

Other authors have tried to deal with the problem of parameter
robustness and relative contributions of the RHS variables in other
ways. The pioneering work of Levine and Renelt (1992, 1999) uses a
variant of the Extreme-Bounds Analysis (EBA) introduced in Leamer
(1983, 1985), and concludes that very few regressors pass the extreme-
bounds tests. Sala-í-Martin (1997) uses a less severe test to evaluate the
relative importance of explanatory variables. His method considers the
distance of the point estimates from zero, averaged over a set of regres-
sion models. In effect, if the averaged 90 per cent interval of a regres-
sion coefficient does not include zero, he would classify the
corresponding regressor as a variable that is strongly correlated with
growth. On the basis of this method, Sala-í-Martin identifies a large
number of variables as important for growth regressions. Ley and Steel
(1999) try to deal with both model and parameter uncertainty using
the Bayesian framework (Bayesian Model Averaging, BMA). Their
finding, based on the same data-set as those of Sala-í-Martin, broadly
support the view that many more variables (than admitted by Levine
and Renelt) are important RHS variables for explaining cross-country
growth performance. However, the list of which variables are impor-
tant differs substantially from Sala-í-Martin’s results. In effect, the list
of which variables are judged to be ‘robust’ growth determinants in
cross-national regressions depends crucially on the methodology
employed.

Among the regional growth papers, there is significant methodologi-
cal pluralism (OLS in the East Asian paper; seemingly-unrelated regres-
sion (SUR) for Latin America, principal component technique for
transition economies, and so on). Despite this methodological plural-
ism and differing lists of important variables in the literature, it is
remarkable how a group of ‘standard’ variables show up in most regres-
sion analysis, consistent with our educated guesses.5 These variables
fall under four main groups: initial conditions, exogenous shocks,
policy and institutions, and human resources. Each of the groups,
however, has a fairly large number of potential candidate variables,
and sometimes the location of particular variables within each category
differs among researchers as is evident in the regional growth studies. 

The regional studies for East Asia, South Asia, Latin America, and the
Middle East and North Africa (MENA) regions adopt approaches that
are fairly ‘standard’ in much of the literature and produce largely ‘stan-
dard’ results.6 Two papers, O’Connell and Ndulu (2000) (for Sub-
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Saharan Africa, SSA) and Campos and Coricelli (2000) (for economies
in transition), are more adventurous both in terms of innovative
choice and definition of variables as well as estimation procedure.7 The
SSA paper contains extensive results for all regions except the transi-
tion economies (see Tables 2.4–2.7). We use the results in the SSA
paper to focus the discussion of the key conclusions of these papers,
drawing attention to the differences with other regional papers where
applicable. The transition economies’ paper is an important contribu-
tion to the growth literature – to the extent that the experience of
these economies confirms some of the accumulated empirical evidence
and also poses its own puzzles.8 The major conclusions are as follows:

Initial conditions matter

Cross-country growth regressions have consistently shown that initial
conditions matter. A ‘standard’ variable used in most studies and con-
sistent with the conditional convergence hypothesis is the initial GDP

52 Sources of Aggregate Growth in Developing Regions

Table 2.5 Decomposition from the baseline regression, by region

Region Observed Deviation from Residual Implied 
growth rate sample mean country effect

Observed Predicted

SSA 0.69 –1.23 –1.16 –0.06 –0.06
LAC 1.39 –0.53 –0.12 –0.41 –0.41
SAS 2.33 0.42 0.43 –0.01 –0.01
EAP 4.49 2.58 1.52 1.06 1.06
MENA 2.93 1.02 0.35 0.67 0.67
INDU 2.74 0.82 1.06 –0.23 –0.23
All countries 1.91 0 0 0 0

Implied contributions of:

Initial Demography External Geography Time effects
conditions shocks

SSA –0.07 –0.85 –0.05 –0.15 –0.04
LAC 0.18 –0.21 –0.17 0.07 0.03
SAS 0.58 –0.22 0.10 0.04 –0.07
EAP 0.27 0.60 0.56 0.12 –0.04
MENA 0.15 0.24 –0.09 0.12 –0.07
INDU –0.42 1.26 0.07 0.03 0.11
All countries 0 0 0 0 0

Source: O’Connell and Ndulu (2000), table 5.1.2. Calculated from the regression coefficients
in column 1 of Table 2.4. The decomposition applies to the regression sample only.
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per capita (the beginning period average, usually half-decade). In the
regional studies and the growth literature, this variable turns out with
a negative coefficient and is statistically significant, providing strong
evidence for conditional convergence. For example, De Gregorio and
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Table 2.7a Decompositions based on full pooled regression

Region Deviation of Contribution of:
actual growth 
from sample 
mean

Baseline Political Policy Residual
variables instability

(1) (2) (3) (4) (5)

Column 1 of Table 2.6
SSA –1.24 –0.53 0.12 –0.73 –0.12
LAC –0.61 –0.31 –0.14 0.00 –0.19
SAS 0.12 1.06 –0.22 –0.76 0.06
EAP 2.13 1.38 0.08 0.33 0.38
MENA 1.00 0.21 –0.01 0.19 0.69
INDU 0.57 0.06 0.05 0.61 –0.16

Column 2 of Table 2.6
SSA –1.4 –0.42 0.15 –1.01 –0.17
LAC –0.62 –0.14 –0.17 –0.24 –0.09
SAS 0.53 1.26 –0.27 –0.76 0.34
EAP 2.42 1.53 0.11 0.25 0.56
MENA 1.02 0.13 0 0.49 0.45
INDU 0.57 –0.31 0.07 1.1 –0.27

Column 3 of Table 2.6
SSA –1.26 –0.32 0.10 –0.89 –0.19
LAC –0.61 –0.25 –0.10 –0.14 –0.15
SAS 0.42 1.31 –0.20 –0.91 0.28
EAP 2.32 1.41 0.07 0.50 0.37
MENA 0.91 0.14 –0.01 0.28 0.56
INDU 0.38 –0.26 0.03 0.78 –0.16

Column 4 of Table 2.6
SSA –1.14 –0.12 0.11 –1.05 –0.15
LAC –0.93 –0.2 –0.1 –0.18 –0.46
SAS 0.68 1.59 –0.21 –1.17 0.57
EAP 2.35 1.48 0.07 0.65 0.14
MENA 0.71 0.18 –0.03 0.04 0.56
INDU 0.18 –0.65 0.04 0.8 0.01

Source: O’Connell and Ndulu (2000), table 5.3.2, Calculated using regression coefficients
from Table 2.6. The decomposition applies to the regression samples only.



Lee (2000) estimate a coefficient of (–0.021) and a standard error =
0.003 for initial income, implying that a poor country at half the
income level of another country grows by 1.45 percentage points faster
than the richer country. O’Connell and Ndulu also include life-
expectancy at birth as one of the ‘initial conditions’ and it turns out
with a strongly positive and large coefficient.

An important addition to the growth literature is the reinforcement
of the importance of initial conditions by the experiences of the
economies in transition. Based essentially on the economies in transi-
tion, Campos and Coricelli (2000) distinguish their work by using the
principal components technique to isolate a limited number of vectors
of significant initial conditions (see also EBRD, 1999, for a similar
approach). Specifically, the authors consider (i) measures of initial dis-
tortions, associated with both the structure of the economy (namely
the degree of over-industrialization) and policy-induced distortions,
such as the premium of the black-market exchange rate over the
official exchange rate; (ii) ‘natural’ characteristics, such as the physical
distance from Western European markets, and the endowment of
natural resources; (iii) weight of the inheritance from the previous
regime, measured by the time spent under central-planning; and 
(iv) the degree of development of market mechanisms. The results
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Table 2.7b Relative contributions to growth differentials between East Asia
and other regions, 1960–90 (percentages)

Developed Latin Middle South Sub-
America East Asia Saharan Africa

Initial income –187 –45 –47 49 57

Human resources
Schooling 18 –4 –16 –22 –43

Institution and 
policy 61 –43 –49 –134 –87

Government
consumption 3 –4 2 –25 –20

Openness –1 –11 –13 –29 –23
Institution 58 –28 –38 –80 –44

Exogenous factors 8 –8 12 8 –26
Resource

endowment 8 –7 –2 13 –25
Terms of trade 1 –1 13 –5 –1

Source: Hahn and Kim (2000).



obtained are quite illuminating (see Campos and Coricelli, 2000, 
pp. 22–7). The first two principal components explain about 80 per cent
of the variance. The first component shows a large negative weight for
initial liberalization and a large positive weight for initial distortions,
such as repressed inflation, dependence on CMEA trade, black-market
premium, distance from Brussels and years spent under communist
regime. A positive coefficient on this variable implies the predominance
of the effects of initial distortions, while a negative coefficient implies
the predominant role of initial market liberalization. The second com-
ponent shows large weights to initial income per capita and the degree
of urbanization. The results of the first principal components are consis-
tent with expectations and the growth literature; namely, initial distor-
tions and distance from market economies, both in physical and
economic terms, exert a strong negative effect on growth. The result of
the second principal component, which implies that a higher level of
initial income per capita is associated with faster growth after reforms, is
however more difficult to interpret, especially in the context of the con-
ditional convergence hypothesis. Experience in many countries (espe-
cially in Africa) is that ‘economies in transition’ especially following a
prolonged civil strife and operating from a very low base tend to grow
much faster after reforms. One possible explanation for the outcome in
the former communist countries might be related to the existence, in
higher-income countries, of the minimum threshold of capital stock
required for initiating higher growth after reforms. If higher income
levels are associated with higher savings–investment rates, a new
momentum for cumulative growth could be unleashed following
reforms that eliminate most distortions.

Growth ‘fundamentals’ and non-policy variables also matter

In most growth regressions several variables, which have both direct
and indirect effects on growth, are included together in the regression.
Clearly, many of the variables have their impact on growth through
their effects on factor accumulation and efficiency. O’Connell and
Ndulu (2000) carefully isolate three clusters of variables – ‘fundamen-
tals’, non-policy plus initial conditions, and a full (pooled) sample
incorporating the three groups. This presents very interesting results
that are both informative and boldly underscore the problem of model
uncertainty, as the decomposition weights for each of the groups of
variables depend crucially on the specification chosen (see Table 2.7).

Growth ‘fundamentals’ here refer to the variables usually included in
the vector ‘x’ of the augmented Solow model: (i) the national saving
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rate, proxied by the ratio of investment to GDP; (ii) a variable measuring
replacement investment requirements and dominated in practice by
population growth; and (iii) a measure of saving for human capital accu-
mulation. The decomposition of Hoeffler’s (1999) system-GMM result is
presented in Table 2.3. Hoeffler uses educational attainment as the more
relevant measure of human capital, in preference over enrolment rates
(here defined as the average years of schooling achieved by the popula-
tion aged 15 or older). One of the important findings of the Hoeffler
system-GMM regression is, according to O’Connell and Ndulu, that 

there is little evidence in these data, once the GMM estimates are
used, of a set of slow-moving or time-invariant growth determinants
that are specific to SSA. The ‘Africa dummy variable’, so often large
and statistically significant in the growth literature, is both small in
magnitude and statistically insignificant.9

Second, the result of the decomposition (see Table 2.3) confirms the
usual suspects – initial income and investment ratio are highly
significantly correlated with growth. Other regional papers and the
growth literature support this finding. Education (here a proxy for
human capital) is surprisingly unimportant in the Hoeffler results
(although consistent with the sources of growth decomposition
reported in Collins and Bosworth, 1996). The SSA paper argues that
‘not only is its average effect small, but its beta, at 0.03, indicates that
almost none of the cross-country variation in growth around its mean
is attributed to cross-country dispersion in educational attainment’.
This is consistent with the results in some empirical studies, especially
Africa-specific studies (see for example, Sacerdoti et al., 1998; Pritchett,
2000). However, the cross-national regression in the Latin American
study (see De Gregorio and Lee, 2000) argues on the contrary that 

the educational attainment variable, which is measured by the
average year of secondary and tertiary schooling, has a positive and
significant effect on the growth rate: the estimated coefficient on
the schooling variable is 0.005 (s.e. = 0.002) … Therefore, the
coefficient indicates that one standard-deviation increase in the sec-
ondary and tertiary schooling raises the growth rate of per capita
income by about 0.7 percentage points per year. (p. 16)10

Campos and Coricelli (2000) also find a much higher coefficient on
secondary education in the regression for transition economies.
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The ‘baseline’ regression in the SSA paper (see Tables 2.4 and 2.5)
considers initial conditions, demographic factors, geography, aid
excluding technical cooperation grants, and external factors. The
regional differences in terms of these variables are revealing. Africa is
the obvious outlier in terms of demography and more so with regard to
geography. In terms of external shocks and demography, the East Asia
and Pacific region is a positive outlier, implying that effective demo-
graphic transition and favourable external shocks may have played
decisive roles in the growth differences between the East Asian coun-
tries and others. What is surprising in the results, however, is the
apparent unimportance of the external shocks – proxied by terms-of-
trade effects – even for the SSA region and the MENA region. Makdisi et
al. (2000, p. 7) confirm that ‘some of the variables portraying the
impact of external shocks and volatility were found to be insignificant
for the whole sample’. Contrary to the SSA paper, however, the authors
find that ‘these same variables turned out to be very significant for the
MENA group’. In contrast to these two papers, the Latin American
study finds a ‘significant relationship between changes in the terms of
trade and per capita GDP growth’ for the whole sample. Specifically,
the study finds that 

the estimated coefficient on the growth rate of the terms of trade is
0.136 (s.d. = 0.029), indicating that countries with favorable terms
of trade shock by one-standard deviation of 0.035 in the 1985–95
period grew by 0.5 percentage points per year greater than other
countries.

The reason for the differing results could be located in the differences
in measurement. The popular approach in the empirical literature is to
use the average year-to-year percentage changes in the barter terms of
trade. However, Easterly (2000) contends that a preferable measure on
theoretical grounds is the income effect of the terms of trade, which
multiplies the relative price change by the share of the trade in GDP. A
separate issue, however, is whether to use the average year-to-year
change or a measure of cumulative income effects, and O’Connell and
Ndulu opt for the later, while acknowledging that both measures are
substantially different. This is an issue that needs further empirical
investigation since it seems that the result one obtains depends on
how the terms-of-trade variable enters the regression equation.

The evidence indicates that the SSA region is atypically constrained
by its geography (measured in terms of landlockedness). There is also
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evidence of resource-curse as the measure of resource endowment con-
sistently turns out to be negatively correlated with growth. There is
therefore support for the hypothesis that natural resource-abundant
countries tend to grow slowly due to the Dutch-disease syndrome and
unproductive rent-seeking activities. Political instability, which nega-
tively affects factor accumulation and efficiency of resource use, consis-
tently hurts growth.

Policy and institutions are decisive for growth

Most empirical growth studies have shown that policy and institu-
tional variables matter. The lingering controversy pertains to the chan-
nels of effects, the measurement of the variables, the choice of
variables, and the weights that these policy variables carry relative to
the non-policy variables and growth fundamentals (summarized by
O’Connell and Ndulu, 2000, in their ‘baseline’ regression). Sometimes,
the debate about the appropriate weight to be attached to policy/insti-
tutions versus others has swung to extremes. In the extreme, those
who see the world of economic performance only through the policy
prism argue that the non-policy variables – geography, demography
and external shocks – only hurt growth in the context of poor policy.
While disputing the destiny argument implied by these non-policy
variables, the ‘policy-only’ school believes that sound policies can
obviate or eliminate the potential negative effects of the non-policy
variables (see Bloom and Sachs, 1998, and the critique by Collier,
1998). While the debate on the relative weights to be attached to the
various groups of determinants is unlikely to go away soon, many ana-
lysts also question the sense of determinism sometimes unconsciously
implied in the conclusions of the non-policy advocates. Ultimately,
whether or not non-policy variables dominate growth, it would require
discretionary actions such as policies to get the particular countries out
of the constraints imposed by the non-policy variables. Here lies the
significance of the debate. A clear identification of the particular non-
policy variables that constrain growth, for example, has specific impli-
cation in terms of which ‘policy’ choices are required to eliminate
them. If geography (landlockedness) is a major constraint, then poli-
cies that favour investment in infrastructure and regional integration
might be required to reduce the impact of adverse geography.
Geography and the policy variable that indirectly affects growth
through its effect on infrastructure might be highly correlated if
included jointly, thus affecting the precision with which the
coefficients can be estimated.
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This in itself raises another fundamental problem with the cross-
national growth regressions, namely, the tight covariation of ‘policy’
with non-policy variables (especially the initial conditions). Which
policy variables turn out to be significant depend crucially on the con-
ditioning variables (especially the initial conditions) as well as other
policy variables included in the regression. Evidence, however, shows
that while individual policy variables rarely perform consistently across
alternative specifications, it is rare for a set of policy variables to be
jointly insignificant in a growth regression (Levine and Renelt, 1992).
The ‘experimental design’ by O’Connell and Ndulu (2000) of sequen-
tially introducing the policy and institutional variables one-by-one and
examining the partial correlations and beta coefficients as well as the
‘pooled’ full specification of baseline and policy, institutional, and
political instability variables confirm this point by Levine and Renelt
(see Tables 2.6 and 2.7). 

In the literature there is a remarkable convergence of views around sets
of policy variables that matter for growth – adequate macroeconomic
policy, adequate openness and private-sector orientation, adequate gover-
nance and institutional quality, size and composition of government
expenditure (see all the regional growth papers; Pritchett, 2000 Easterly,
1996, and so on). Each of these sets can be proxied by several variables,
and individual studies often differ markedly in their choice of ‘representa-
tive’ variables. To varying degrees, all the regional growth papers confirm
the importance of these sets of variables irrespective of the definition of
variables (see particularly Table 2.7 for the joint effect of policy and insti-
tutional variables relative to other growth determinants). The decomposi-
tion of the ‘contributions’ of various groups of determinants to the
growth deviations results in varying weights to policy and non-policy
variables, depending on the particular specifications.

What is particularly striking in the results reported in Table 2.6 is that
aid does not enter these regressions significantly once policy variables are
included, nor does better policy enhance the predicted effect of aid (con-
sistent with Burnside and Dollar, 1997). In contrast to Burnside and
Dollar, O’Connell and Ndulu find that the net marginal contribution of
aid is positive even when policy is poor. A strong interaction term (of
policy and aid) emerges only if the authors remove Zambia in the late
1980s – an outlying country/period observation with very modest growth
and very weak policy indicators – from the regression sample. While this
result is interesting in the sense of a new perspective on the policy–aid
interaction, it also highlights the fundamental flaw of the ‘add and drop’
methodology of cross-national growth regressions.11
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Another striking feature of the regional studies is the evidence
from the transition economies, which largely corroborates the
results for other developing countries. Campos and Coricelli (2000,
p. 20) note that ‘the similarity with results obtained for developing
countries is somehow reassuring on the fact that after liberalization
growth in transition economies is affected by factors that are similar
to those conditioning growth in developing countries’. The authors
find that macroeconomic stability, proxied by the rate of inflation;
economic distortions such as the premium in the black market for
foreign exchange; quality of infrastructure fundamental for the func-
tioning of a market economy, proxied by telephone lines; human
capital endowment (secondary-school enrolment); and the initial
level of per capita income all play important roles in affecting the
rates of growth in transition economies. Campos and Coricelli
correctly observe, however, that this standard set of variables is too
narrow to account for the fundamental differences between the
experience of transition economies, characterized by a process of
radical structural and institutional change, and developing
countries, characterized by highly imperfect but nevertheless well-
established market economies.

In addition to the ‘standard’ explanation of growth differences,
Campos and Coricelli introduce variables and explanations they
believe could tell the ‘story’ of the transition economies. For example,
in the set of initial conditions, they include measures of initial distor-
tions, macroeconomic imbalances, degree of market liberalization,
natural endowment, income per capita and output growth before liber-
alization. As the starting point for each country, they use the year in
which full-fledged reforms began. Three key results of the transition-
economies study are worth highlighting since they are of direct impor-
tance to the policy and growth debate.

The first important result is the ambiguity of the impact of reforms
on growth (at least in terms of the liberalization indicators constructed
by the EBRD). Domestic price liberalization tends to reduce growth,
while opening up to external trade is good for growth.12 An important
finding, however, is the interaction between reform indicators and
initial conditions. Such an interaction term suggests that the effects of
domestic price liberalization are a powerful stimulus for growth in
countries characterized by unfavourable initial conditions, while the
opposite obtains for external liberalization. The key message, according
to the authors, is that the effects of liberalization measures crucially
depend on the initial conditions of the countries.
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The second important finding is the puzzling role of the presence
of IMF programmes for growth. Macroeconomic instability (typically
the central concern of IMF programmes), proxied by inflation and
budget deficits, have significant adverse effect on growth. However,
the presence of IMF programmes also adversely affect growth. The
authors caution that the negative correlation of the programmes
with growth should be interpreted with caution since the presence
of such programmes signals underlying macroeconomic difficulties.
Nevertheless, according to the authors, ‘the fact that IMF
programmes are accompanied in most cases by output decline, or an
acceleration of it, should be taken as an indication of the possibility
that such programmes contributed to the fall in output, and thus
were partly ill designed’.

The third major result pertains to the composition of government
expenditures. Following Barro’s (1991) influential work, several
empirical studies on growth have typically found government con-
sumption to GDP ratio to be a powerful constraint on growth. In the
same tradition, Fischer et al. (1998) foresee better growth perform-
ance for the transition economies if government consumption is
permanently reduced to 10 per cent of GDP. The result could,
however, be different if one focuses on government expenditure
rather than consumption (the difference being mainly transfers).
Campos and Coricelli (2000) disaggregate government expenditure
into three key components that are likely to have different effects on
growth rates and levels – social expenditure, capital spending, and
consumption spending. They find that social expenditure is strongly
positively correlated with growth in the transition economies. This
is consistent with the results for selected market economies in which
Easterly and Rebelo (1993) found that social expenditure and public
investment tend to be positively correlated with growth, while other
expenditures – mainly government consumption – have an adverse
effect on growth. Campos and Coricelli find that the effect of social
expenditure is stronger and statistically more significant in the tran-
sition economies. However, contrary to the evidence in popular lit-
erature, the authors find that capital expenditure is not significant,
and this may indicate the inefficient nature of this type of expendi-
ture in the initial stages of transition. Despite all the well-known
caveats regarding the inclusion of fiscal variables in growth regres-
sions, especially the possibility of reverse causation, Campos and
Coricelli conclude that the strong effect of social expenditure on
growth lends support to the view that far-reaching reforms and
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structural change require an accompanying social safety net.
Without this safety net the system cannot sustain a massive realloca-
tion of labour across sectors. Workers would lack the incentives to
abandon inefficient enterprises and face a period of unemployment,
which would result in a lack of political support for reforms. The key
message is simple: ‘the development of a growing market economy
requires building of institutions and the presence of adequate social
safety nets. “Wild” capitalism, Russian style, is not an unfortunate
byproduct of a fast growing market economy, but may represent a
major obstacle to the development of markets and growth’ (Campos
and Coricelli, 2000, p. 26).

Finally, all the regional studies reaffirm what most growth regres-
sions have found, namely, that institutional quality matters, and that
openness to trade is necessary for growth. For institutions, O’Connell
and Ndulu (2000) use the ICRG indices of government corruption,
quality of bureaucracy, and rule of law. Taken together, the authors
find that their net effect is big – an increase from the African average to
the average for the high-performing Asian economies that also
includes Malaysia, Thailand and Indonesia – three countries whose
governance scores are low by the standards of the group – would
increase long-run growth by nearly a third of a percentage point per
year. For the transition economies, Campos and Coricelli (2000) use a
similar data-set from ICRG,13 and point out the uniqueness of their
study, which is that previous studies did not control for the complete
set of initial conditions, macroeconomic reform and reform variables
that they included. Still they conclude from their results that market
reforms are effective if they are able to create the necessary institutions
for the functioning of a market economy. All the regional studies
(except the transition economies) use the Sachs–Warner (SW) openness
index, and reach the usual conclusion that openness is strongly corre-
lated with growth.

Rodrik (2000b) does not explicitly disagree with the conclusion that
quality institutions and openness matter for growth. However, he is
disappointed with the measures of these variables used in the regional
growth papers as well as in the popular growth literature, namely the
Sachs–Warner openness index and the Knack–Keefer (KK) index of
institutional quality.14 He notes that these indices do the heavy lifting
in three of the regional papers (East Asia, Latin America, and South
Asia) in the sense that the differential performance in each of the
regions in question is attributed in large part to differences in openness
and institutions, as measured by these two indices. Given that these
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two indices are problematic, Rodrik (2000b, p. 2) argues that the con-
clusions from these studies obfuscate rather than clarify: 

The SW index is not a measure of openness. It is an index that
essentially distinguishes countries that are either in Africa or have
had high black market premia from countries that fit neither of
these criteria. This index tells us nothing about the effects of trade
openness proper (in the sense that we usually think of openness,
namely low tariff and non-tariff trade barriers) … The point rather is
that the SW index is a misleading and biased indicator of what it
purports to measure. It should not be used as an indicator of trade
openness, period.15

On the KK index of institutions, Rodrik raises two concerns. One is
that this is a highly subjective measure, based on survey responses. For
example, let us take the case of two countries with identical institu-
tions, but with large differences in growth rates. The natural bias in
survey responses will be to rate the institutions of the high-growth
country as being superior to those in the low-growth country. The
second problem is that the ratings pertain to the 1980s, but are typi-
cally used in growth regressions spanning a time period that antedates
the 1980s. The possibility of reverse causation is very real, as it is possi-
ble for high-growth countries to eventually acquire better institutions.
In this case, an instrumental variable technique could be used to deal
with the problem. Rodrik concludes by suggesting that authors of
cross-national growth studies use more direct measures of trade policy,
and an instrumental variable approach to institutions as a way of
bringing their work ‘closer to the frontier of the cross-national growth
literature’. In effect, Rodrik raises the red flag on the measurement of
these variables that many empirical growth studies advertise to drive
much of the observed cross-national growth differences. What can we
conclude from the foregoing?

4 Conclusions: comparative lessons learnt and matters
arising

When we combine the insights of the growth accounting in section 2
with the regression-based estimation results in section 3, we have a
basis to evaluate the lessons learnt and summarize the remaining
agenda. It is evident that there is an emerging ‘consensus’ on the broad
list of factors that could explain cross-regional differences in accumula-
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tion and efficiency, but there is also a raging controversy pertaining to
the appropriate methodology – both measurement and estimation pro-
cedures. On balance, it would be fair to conclude that we know as
much as we don’t in terms of what determines the differences in cross-
national growth performances. This is especially true given that it is
still not easy to pinpoint from these results which factor is the most
dominant and how they affect economic growth since all the factors
considered are intertwined and changing along with the development
process.

Basically the literature and the regional studies confirm much of our
educated guesses, especially with guidance from neoclassical theory
and empirical evidence rooted in it. From a policy perspective, the
cross-country evidence largely confirms the major aspects of the
extended Washington consensus – that is, with the quality of institutions
included. All the variables that form the core of that consensus turn
out to be important, at least given various permutations and combina-
tions of the variables. In some regressions, variables that proxy ‘exoge-
nous shocks’ turn out to be unimportant – still a reconfirmation of the
basic logic of the Washington consensus even though terms-of-trade
shocks have been highlighted to be important in many country-
specific studies. 

How useful are these results to the policy-maker, especially in devel-
oping regions? Quite frankly, we believe that the answer is not much.
To be sure, the results are a reassuring confirmation of the key ele-
ments of the Washington consensus. Hence, policy-makers are at least
reassured with empirical evidence that they are not making a mistake
by improving institutions that guarantee the rule of law and ensure
macro stability. On the other hand, the state of play in these models
simply gives the policy-maker a long list of important things to do,
without any sense of their order of importance.16 The sense of ‘every-
thing is important’ one gets from the various regression results adds
little value to the policy-makers’ knowledge tool kit. Sometimes, one
cannot help asking whether the efforts put into these cross-country
growth regressions and the controversies generated by them are
justified by the results. Indeed, the sometimes conflicting evidence on
the importance of some of the key variables, such as education and
trade, can be confusing to the policy-maker. This raises the importance
of the other complementary studies under the GDN network that focus
on markets, political economy and microeconomic issues. In other
words, for policy-makers looking for answers to specific questions, the
results of the cross-country regressions should be read in tandem with
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these other studies as well as the case studies in order to have a more
complete picture. 

The methodological issues raised by Levine and Renelt (1992), Sala-i-
Martin (1997), Ley and Steel (1999), Hoeffler, (1999), O’Connell and
Ndulu (2000), Senhadji (1999) and others raise more questions than
answers and underscore the caution that should be exercised in inter-
preting the estimated results, especially in using them for policy.
Questions about model ‘specification’ and the ‘robustness’ of the para-
meters of interest will remain for some time, while the measurement
problems will continue to persist. The ‘add and drop’ methodology
mentioned earlier might continue to make the results sensitive to the
sample selection. Recall that by simply dropping one country – Zambia
– from their sample, O’Connell and Ndulu (2000) obtain results 
that change the qualitative impact of the aid–policy interaction term.
Although there are procedures for directly testing for these biases, they
are rarely done in much of the reported studies. Employing a different
estimation procedure – the system-GMM – Hoeffler (1999) eliminates
the Africa dummy without including any of the usual variables that
have been used to do the magic, and thus in a fundamental sense alters
some of the well-known ‘insights’ about Africa’s slow growth.
Furthermore, for even the basic growth-accounting exercise, what you
get in terms of the contributions of TFP depends largely on the ‘choice’
of the size of alpha (share of physical capital in the production func-
tion). Several growth-accounting exercises simply ‘impose’ the alpha
across all developing countries due mainly to data problems. Attempts
by Senhadji (1999) to directly estimate the alpha from national data is
a bold beginning, but given the questions surrounding the ‘con-
structed’ capital stock data, such an effort must be interpreted as only a
pointer in the direction to go while awaiting future improvements in
data quality to produce more reliable estimates. Senhadji has also
shown that estimating production in levels or first-difference forms can
lead to important differences in the results. Equally daunting is the
problem of variable definition and measurement and getting relevant
proxies for policy and institutional variables. Easterly (2000) has raised
a red flag on how we measure institutions and openness, and work
needs to begin to respond to these concerns. A lot of work still needs to
be done in ‘constructing’ more relevant indices or proxies. The
summary is that a huge research agenda on the methodology of cross-
national growth regressions is yet to begin.

Furthermore, there is a huge agenda of unresolved issues regarding
growth and its characteristics. A point to be emphasized here is that

Charles C. Soludo and Jongil Kim 67



very specific contexts matter greatly beyond what is illuminated in the
country fixed-effects parameters. Detailed country case studies need as
much attention as has been devoted to the cross-country regression
analysis. This is the other emerging consensus. Both at the national and
regional levels, there are very specific growth puzzles that remain to be
illuminated. For example, the regional growth papers show that
growth has been highly variable (or volatile) in Latin America, the Arab
region and Africa, with clear evidence of a lack of growth persistence
(except in a few cases such as Botswana and Mauritius in SSA).
Southeast Asia is the only region in the world to have experienced
faster TFP growth following the oil-price shock of the 1970s. Some
have attributed the outcome to institutions and policy, which helped
them to respond appropriately to the shocks of the 1970s as well as
attenuate the negative snowball effects of the shocks. However, it still
needs to be understood why countries in that region were unique in
developing such institutions or better policy and not others, and why
not all countries within the region were equally successful. Many Latin
American countries have undertaken significant reforms since the
1980s and yet have still grown very slowly. The output collapses in
most transition economies were certainly not anticipated in the magni-
tude that they occurred, but even beyond that recovery among the
countries has been highly uneven. These issues need in-depth case
studies.

Beside aggregate regional puzzles, national features and drivers of
growth need urgent attention, and here our ideas are still essentially
fickle. We provide three illustrations. First, in his Prebisch Lecture,
Stiglitz (1998) stressed this point by drawing attention to the chasm
between north and south Italy. According to Stiglitz:

no trade barriers separated the north from the south; the overall
macroeconomic framework in both regions was the same; and the
south even benefited from economic policies specifically designed to
encourage it. Yet while the north boomed, the south stagnated. This
by itself should have suggested that there was more to development
than acknowledged by the technical approaches. 

Understanding the growth experiences of societies such as southern
Italy would require a broader understanding of development as a trans-
formation process within which context the explanations of growth
makes sense. Evidently, understanding the effects of such ‘society-
related’ variables on development goes far beyond the confines of an
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economistic approach – something which many of the studies that
have introduced destiny-related explanations – geography, ethnic frac-
tionalization, contagion effects of growth, religion, and so forth – have
tried to do. Even within the confines of an economistic approach,
there is simply so much that remains to be understood. Take the
obvious example of what the cross-country growth regressions sell to
be self-evident, namely, that an ‘excessive’ fiscal deficit is bad for
growth. The issue really is not whether ‘high’ or ‘excessive’ deficits are
bad or good, but how ‘high’ deficits could be deleterious in specific cir-
cumstances.17 Case studies are needed to illuminate such specific con-
texts. Another example to illustrate the point is the Baltic puzzle
reported in the paper on transition economies (Campos and Coricelli,
2000). As stated earlier, this group of countries had output contractions
comparable to other former Soviet Union countries but experienced a
much faster recovery. The puzzle, however, is that they did some of the
‘wrong’ things: investment rates declined sharply relative to other tran-
sition countries, and the share of government consumption to GDP
was rising throughout the period. From the results of the cross-country
growth regressions this is, indeed, a great puzzle. Again, this is another
example to illustrate the importance of the other complementary
studies on markets, political economy, institutions and microeconomic
issues.

Among the many unresolved issues on the sources of growth, we
highlight two for illustrative purposes. The first is the central issue of
growth variability and volatility, and the second pertains to the
conflicting results on the role of openness to trade.

Growth variability and structural vulnerability are two interrelated
issues which cross-national growth studies have rarely focused upon.
Easterly (2000) points out that observed growth varies much more
strongly over time than any of the explanatory variables, and
researchers should worry about this. From a national economic point
of view, the average growth rate over time ‘reveals relatively little
about the economy. The pattern of growth rates over time generates
substantially more information about the nature of the economy and,
to a certain extent, about the economy’s relation to the international
markets’ (Weeks, 2001, p. 3). For example, in 40 years, Burkina Faso
and Rwanda had average growth rates of 3.4 and 3.3 per cent per
annum respectively. But the standard deviation of the growth rate for
Burkina Faso was 3.4 and for Rwanda 12.2. Within shorter sample
periods, growth variability is even more acute.18 Growth variability or
volatility has been a key feature of the SSA, Arab and, to a lesser extent,
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Latin American economies. For Africa it is difficult to discuss growth
without this fundamental feature. Understanding the nature and
causes of this evident lack of growth persistence is a major challenge to
researchers. To a large extent, growth variability is linked to structural
vulnerability (which means the risk of being negatively affected by
unforeseen events beyond the control of the country). In turn, struc-
tural vulnerability could be a consequence of the state of underdevel-
opment. These factors and linkages are very important to a proper
understanding of growth and feasible policy responses because, accord-
ing to the World Development Report, 1996, ‘countries’ characteristics –
their unique advantages and disadvantages – influence what policies
can be chosen and what leaders can accomplish’. If structural vulnera-
bility – which has an historical and social basis – is found to be central
to the phenomenon of growth volatility in these countries or regions,
it would have far-reaching implications for the design of policies. This
is because, according to Weeks (p. 2), ‘short-term macroeconomic
policy may have limited impact on growth variability, though they
may affect the average in the short term’.

Another key issue that should be hot on the agenda for research is
the role of openness or external-account liberalization in the growth
process. Basic theory still posits openness, especially for small coun-
tries, as an essential factor for growth. However, the empirical evidence
is shrouded in controversy about measurement and robustness of evi-
dence. Given that such a variable does the heavy lifting in many cross-
country growth regressions, it is important to rise to the challenges
raised by Rodrik (2000b), stated earlier, namely to throw away the
Sachs–Warner ‘openness index’ and measure trade policy more
directly. He also disputes the claim that countless other studies have
found openness to lead to growth. This is consistent with Rodrik’s con-
sistent attempts to show that there is no robust empirical evidence
linking openness to economic performance. Commenting on an
advance copy of Dollar and Kraay (2001) on ‘Trade, Growth, and
Poverty’, Rodrik (2000a) summarizes his bottom line as follows: 

The analysis in this paper of the post-1980 ‘globalizers’ is extremely
misleading. When the analysis focuses on indicators of trade policy,
we find no evidence that rapid/deep trade liberalizers did better than
other countries (and some evidence to the contrary). Direct indica-
tors of trade policy (tariff averages and NTB coverage ratios) do a rea-
sonably good job of ranking countries vis-à-vis each other with
respect to trade policy openness. Trade volumes (as share of GDP) are

70 Sources of Aggregate Growth in Developing Regions



correlated with incomes but this is devoid of policy content unless
one is able to trace out links from policy via trade to growth. The
cross-country evidence is consistent with the hypothesis that the
quality of institutions (appropriately instrumented) is the driving
force behind both trade and incomes. The authors’ claims regarding
the beneficial effects of trade liberalization on poverty have to be
seen as statement based on faith rather than evidence. 

The literature on the growing dissent based on empirical evidence
cannot be summarized here. Suffice it to note also that the results of
detailed country studies (see Ganzua, Taylor and Vos, 2000) are sober-
ing. At their best – and the best cases were infrequent – liberalization
packages generated modest improvements in economic growth and
distributional equity; at their worst they have been associated with
increasing income inequality and slower growth, even in the presence
of rising capital inflows. The point to be stressed here is not that
anyone can successfully defend autarky as the better policy, but that
the importance of trade policy needs to be measured and evaluated in
such a manner that can provide information on the specific elements
of trade policy that matters most and how to achieve them. Simply
regressing the trade to GDP ratio and running with the strong conclu-
sion that openness is good for growth does not further the frontier of
growth research. Research needs to be deepened both on the concep-
tual issues and data.

From the foregoing, it is evident that the cross-country empirical
studies to date on the sources of growth have come a long way.
However, given the myriad of methodological, conceptual and empiri-
cal issues that remain, we can conclude that there are still more ques-
tions than answers. Rigorous empirical research is required to fill the
huge gaps that still exist in the literature.

Notes
1 The authors drew heavily upon the regional papers on the sources of

growth by Campos and Coricelli (2000), De Gregorio and Lee (2000), Guha-
Khasnobis and Bari (2000), Hahn and Kim (2000), Makdisi et al. (2000) and
O’Connell and Ndulu (2000). 

2 Here, we assume productive efficiency is independent of the input accumu-
lation, so-called Hicks-neutral technical progress or output-augmenting.
This assumption is needed for our purpose of breaking down the output
growth into the contribution of input accumulation and technical progress.

3 If we have long enough data on past investment before the concerned
period, we do not have to worry about the benchmark but we cannot do
without a depreciation rate.
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4 Senhadji provide three reasons why levels matter more than growth rates.
First, growth rates are more important only to the extent that they are a
determining factor of levels. Second, recent contributions to the growth lit-
erature focus on levels instead of growth rates. For example, Easterly et al.,
(1993) show that growth rates are only weakly correlated, suggesting that
cross-country differences in growth rates may essentially be transitory.
Moreover, several recent models of technology-transfer across countries
imply convergence in growth rates as technology transfer prevents coun-
tries from drifting away from each other indefinitely. In these models, long-
run differences in levels are the pertinent subject of analysis. And, third, the
cointegration literature has clearly demonstrated the superiority of level
equation versus first-difference equations when series are nonstationary.
Formal unit root tests show indeed that these variables cannot reject the
unit-root hypothesis.

5 The ‘robustness’ of these variables to different estimation techniques could
stem from their actual empirical regularity or consistency with theory.
Alternatively, it could be a result of measurement or definitional errors in
these variables which are then repeated in most regressions. For example,
Easterly vigorously challenges most of the variable measurements as con-
tained in the regional growth papers, especially the Sachs–Warner ‘open-
ness’ measure and the index of institutions. For the Sachs–Warner
‘openness’ index, Easterly argues that it does not make ‘sense to derive the
estimates of trade openness on growth from an indicator that is designed to
yield the maximum measured impact’, and goes ahead to suggest that ‘it
should not be used as an indicator of trade openness, period’.

6 With little variation, the choice and definition of variables as well as esti-
mation techniques are largely common in the literature. The results also
confirm much of what is fairly known in the literature about the determi-
nants of cross-national growth differences.

7 See also Easterly’s comments on the regional papers for a similar conclusion.
8 Our summary also draws liberally from Campos and Coricelli (2000).
9 This is an important methodological issue. A distinguishing feature of

earlier empirical work on African growth was that after accounting for most
of the ‘traditional’ determinants plus policy variables, a significant unex-
plained variation remained (the ‘Africa dummy’). However, several exten-
sions of the growth model that include measures of institutional
environment, risk and uncertainty, openness to trade, geography and
ethnic diversity, and experimentation with dynamic panel estimation, have
resulted in the elimination of the ‘Africa dummy’. In the Hoeffler result, the
system-GMM ensures that the ‘Africa dummy’ is eliminated even without
including the myriad of variables enumerated above.

10 We return to this issue in the next section of the chapter. Is the issue
related to measurement or to method of estimation?

11 Results obtained are highly sensitive to country sample selection, periodiza-
tion, and grouping of variables in the same regression. In the case under ref-
erence, adding or dropping a variable or country could significantly change
the qualitative results as the dropping of Zambia from the sample has
shown. It simply cautions that the results be interpreted with much
caution.
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12 Liberalization indicators are a measure of cumulative liberalization
achieved. Thus this variable indicates that liberalization has long-lasting
effects on growth, as changes in previous years are embodied in such a
cumulative indicator. It is worth noting that the heterogenous signs of each
liberalization indicator implies that the impact of a summary measure of
liberalization, generally used in previous work, is the net result of
conflicting forces. Nevertheless, given the possible collinearity among dif-
ferent liberalization indices, the results show that on balance liberalization
has a positive effect on growth. However, this result is far from being
robust, and the sharp differences in sign and significance of the various
components calls for caution in interpreting the result (Campos and
Coricelli, p. 23).

13 The data from ICRG are meant to capture (i) the strength of the legal envi-
ronment and the lack of uncertainty on contract enforcement and respect
of laws, and (ii) the quality of bureaucracy, a proxy for effectiveness in the
functioning of the state, and consequently an easier environment for busi-
ness activities.

14 See Knack and Keefer (1996). We state Rodrik’s criticisms of these indicators
below.

15 In various studies, Dani Rodrik has tried to show that a properly measured
openness variable in terms of tariffs and non-tariff trade barriers does not
exert significant impacts on growth. Indeed, Rodrik has demonstrated that
the SW openness index is driven essentially by the exchange-rate distor-
tion. Once the exchange-rate distortion is eliminated, the SW index
becomes insignificant.

16 The attempt in various studies to decompose the ‘contributions’ of the
various groups of variables should be interpreted with caution especially
since the authors acknowledge that the ‘parameters of interest’ were impre-
cisely estimated given the plethora of methodological difficulties.

17 Fischer (1994, p. ix) amplifies this point. According to him, ‘adjectives such
as “prudent” and “excessive” are inadequate guides to action. It is generally
agreed that budget deficits which, since 1986, have exceeded 8 per cent of
gross national product (GNP) bear much of the blame for the economic
disaster in the former Soviet Union. But Pakistan’s fiscal deficits have
exceeded 8 per cent of GNP each year since 1985. If a deficit of 8 per cent a
year is excessive, why did Pakistan experience steady growth along with
single-digit inflation in the 1980s? Or are some countries able to sustain
large deficits for some time without ill consequences? If so, what deter-
mines the size and duration of sustainable deficits?’.

18 Although the long-run growth outcomes might be identical, the nature and
path of the growth process is equally important. Typically, cross-country
growth regressions use half-decade or decade averages, and within such
short sample periods there is significant growth variability. Thus, measures
of ‘long-run growth’ depend on where and how we define the cut-off points
– half-decade, one decade, or two–four decades’ averages?
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3
Microeconomic Determinants of
Growth Around the World
Sergei Guriev and Djavad Salehi-Isfahani

1 Introduction

This chapter aims at summarizing the findings of the Global Research
Project (GRP) on the microeconomic determinants of growth in non-
OECD countries in 1950–2000.1 We study the behaviour of the main
microeconomic agents, namely firms and households, the decisions
they make, and the constraints they face with a particular emphasis
on the implications for growth. The paper is mainly (but not exclu-
sively) a survey of regional papers on microeconomics of growth, and
therefore complements the effort made within the GRP to explain
huge variations in growth rates around the world. Unlike other
studies, this project does not exclusively rely upon cross-country
regressions that include institutional variables; the idea is rather to
understand what is behind the institutional and structural variables,
what determines the productivity growth and factor accumulation at
the microeconomic level. Regressions generally explain the variation
in growth rates across countries by the large variations in the accumu-
lation of physical and human capital, they do not explain how these
variations arise in the first place. The GRP attempts to go beyond just
the variation in inputs.

Many important decisions that affect growth, such as to save, invest,
innovate and accumulate human capital, are the results of decisions
taken by microeconomic agents. Therefore, any understanding of the
mechanics of growth must begin with the behaviour of micro agents.
We assume that firms and households across the globe are rational but
make different decisions because they operate under different con-
straints. The regions under the GRP study have vastly different growth
experiences in the twentieth century. To what extent has this been the
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result of differences in firm and household behaviour? We believe that
comparative analysis of microeconomic determinants of growth in dif-
ferent regions (for example East Asia vs Africa) may shed light on this
question. The purpose of the regional papers was to study how these
constraints in each region gave rise to differences in firm and house-
hold behaviour, which may have contributed to differences in aggre-
gate growth. In this review, we take stock of the knowledge generated
by these studies in an attempt to learn some general lessons. These
lessons should be used as guidelines for further studies of economic
growth at the country level. In this sense, this paper should be consid-
ered a bridge between regional papers and country studies. Our goal is
to identify the most important issues emerging from the regional
papers and provide a unified framework for the authors of the country
studies so that all the country studies will be produced on the same
grounds.

Other overview papers dealing with the macro view (Soludo and Kim,
Chapter 2, this volume), markets (Jurajda and Mitchell, Chapter 4, this
volume), and political economy (Castanheira and Esfahani, Chapter 5,
this volume) similarly attempt to summarize the findings of the
regional papers in their respective areas and act as a bridge to country
studies. This chapter is perfectly complementary to the chapter by
Jurajda and Mitchell on the role of markets on growth. They describe
the environment in which micro agents operate and we study how
microeconomic agents respond to that environment. We take the
incentive structure defined by the markets and institutions as given
while they explain where the incentives come from. Part of the
environment and the institutional structure that we take as given is a
product of the policy choices studied in the political economy chapter.
At the same time, since the behaviour of the microeconomic agents
feeds back on policy choices and helps shape the environment, our
paper provides input to the papers on markets and growth and political
economy. For example, while political economy explains which policies
are chosen, understanding how they are implemented and what the out-
comes are requires understanding the behaviour of microeconomic
agents. For example, the outcome of a policy to promote gender equity
depends very much on how families make intra-household allocation
decisions. Similarly, the effects of an educational subsidy intended to
even the playing field for the disadvantaged depend on household
behaviour, which determines the extent to which child education
depends on parental education. An important distinction with the
macro chapter, and to some extent with the other overview chapters, is
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that the microeconomic determinants of growth exhibit huge variations
not only across regions but within countries. Thus, speaking of African
and Latin American scenarios can be rather misleading: many differ-
ences arise at the microeconomic level. This is not to deny that regional
similarities exist that may allow one to compare the ‘typical’ African
case with the typical ‘East Asian’ case, only that one should keep in
mind the limitations of such abstract concepts.

The structure of the paper is as follows. In section 2 we provide a
general structure for a microeconomic analysis of determinants of
growth; we describe the main microeconomic agents and discuss in
what ways their behaviour can influence growth. Then, in the main
part of the paper (sections 3 and 4) we provide a more specific account
of what has actually happened in different regions and countries of the
world, what factors have been more important and why. In section 3
we concentrate on households, and in section 4 we focus on firms.
Section 5 contains concluding remarks and discusses possible avenues
for future research.

2 An overview of microeconomic determinants of growth
in non-OECD economies

The main microeconomic agents are firms and households. For
economic growth to take off, households should supply factors of pro-
duction (labour, physical capital and human capital) and firms should
put these factors to the best use (adopt better technologies). A closer
look at these decisions reveals a great number of factors that can
promote or hinder growth at the microeconomic level. In this section
we briefly consider households and firms in turn.

Households

The most important household decisions that affect economic growth
are to procreate, to save, and to transfer knowledge and assets to the
next generation. These decisions are interdependent and are affected
by the environment in which families find themselves. For example,
parents who wish to provide for their old age will consider the options
to purchase a financial or physical asset, have many children to
increase the probability that they will be taken care of, or invest in the
human capital of a few children hoping that they would have the
means to help. Which options they take will depend on the expected
benefits and costs. These benefits and costs are largely determined by
the endowments, institutions, and the level of development of the
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country, while at the same time they influence economic growth.
Households make other important decisions that primarily affect the
static allocation of resources, but that have implications for growth.
For example, how to cope with risk and how much labour to supply
are decisions that affect production, but their impact on growth is indi-
rect through factor accumulation and improvement in the overall
efficiency of the economy. 

A firmly established finding of the development literature is that
economic growth fundamentally transforms household decisions. In
the course of economic development strategies based on high fertility
and low investment in children give way to those based on low fertility
and high investment in human capital (Becker, Murphy and Tamura,
1990). This change is often accompanied by a reversal in the direction
of intergenerational transfers, a point which Caldwell (1976) has high-
lighted as a key feature of the development process. He describes devel-
oped countries as those in which net intergenerational transfers are
from parents to their children, in the form of human capital and other
assets, and developing countries as those in which transfers are from
children to parents, in the form of farm labour and provision of old-
age security. The process through which this transformation takes
place – the demographic transition – is well-known, but how and why
countries and regions enter this phase is less clear. The key to a better
understanding of this transition is to analyse the factors that motivate
the individual units – households – to shift from a regime of high fer-
tility and low investments in children to its converse. We return to this
point later in section 3.

Savings and investment decisions are also closely intertwined with
fertility and human-capital decisions. One important link between the
two sets of decisions arises because of intertemporal consumption
smoothing. It is widely believed that high fertility serves in part the
purpose of providing for old age. Where credit markets are developed,
they enable households to postpone consumption by lending when
young and consuming when old. In these circumstances households
would be less inclined to have large families and thereby switch to
greater bequest in the form of human capital. The need for intergener-
ational transfers provides another link between household investment
decisions on human and financial capital. Personal savings intended
for bequest can serve as a substitute for human-capital investments in
children. In other words, altruistic parents may choose to leave their
bequest in the form of human capital or other assets depending on the
productivity of each investment. 
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Firms

The other microeconomic agents, crucial for growth, are firms that use
the factors supplied by the households through the factor markets and
make production and investment decisions. We distinguish between
two types of firms: small businesses and large firms.2 The challenges
these two types of agents face may be quite different. For a small busi-
ness the main challenge is to survive and grow, whilst the large firm
has already achieved (or overgrown) the optimal scale so that the main
task is to restructure in response to changing external conditions and
to increase productivity. 

In most non-OECD countries small businesses are much more impor-
tant than in the developed economies (precisely due to barriers to growth
that we discuss below). For example, in the Middle East and North Africa
(MENA) large firms (greater than 100 employees) account for only 2 per
cent of employment. Table 3.1 presents the distribution of employment
across plant sizes brought together from different sources by Tybout
(2000). This table is very instructive since it presents the dichotomy
between two development scenarios: in some countries (such as Ghana,
Zambia, Indonesia, Sierra Leone) small business is the dominant form of
industrial organization, while in many other countries, where small firms
still occupy a disproportionately large share of the economy (relative to
the United States), there is a substantial share of employment in large
firms as well. What is striking about the latter scenario is that there are
almost no medium-sized firms. Tybout (2000) refers to the latter situation
as the ‘missing middle’.3

In most of the non-OECD countries, small businesses operate in a
rather hostile environment facing numerous barriers to entry and
growth, including credit and insurance-market imperfections, rent-
seeking by private rackets, predatory regulation and taxation by gov-
ernment officials. Hence many potentially efficient small businesses are
not established, some do not survive, and some do not grow to their
optimal scale and/or scope. Also, some firms prefer to stay in the infor-
mal rather than the formal sector. We will try to understand which
constraints are binding in different countries and what the implica-
tions for growth are. As for the large firms, the incentives to restructure
and invest in new technologies also depend on the external environ-
ment. We will discuss the role of financial imperfections, domestic and
foreign competition, privatization, and institutions of contract and
property-rights enforcement.

Treating the distinction between small and large firms as static may
be misleading. As mentioned above, the essence of the development
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process is the transformation of small (and informal) firms into large
(and formal) ones.4 However, due to the barriers that small businesses
face, many of them are stuck in the informal sector and cannot grow.
Therefore, many economies find themselves in a (low-level) equilib-
rium where the size of the informal sector remains very high. 

The main findings of the regional papers

Households

To the extent that behaviour at the micro level determines the rates of
physical and human capital accumulation, a careful study of firm and
household behaviour in different parts of the world should reveal
deeper sources of variation in growth than we have been able to
uncover so far using cross-country regressions. The role of the six
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Table 3.1 Distribution of employment shares across plant sizes.

Numbers of workers

1–4 5–9 10–19 20–49 50–99 >99

United States, 1.3 2.6 4.6 10.4 11.6 69.4
1992a

Mexico, 1993b 13.8 4.5 5.0 8.6 9.0 59.1
Indonesia, 1986c 44.2 17.3 38.5
Korea, 1973d 7.9 22.0 70.1
Korea, 1988e 12 27 61
Taiwan, 1971c 29.1 70.8
Taiwan, 1986f 20 29 51
India, 1971g 42 20 38
Tanzania, 1967g 56 7 37
Ghana, 1970g 84 1 15
Kenya, 1969g 49 10 41
Sierra Leone, 1974g 90 5 5
Indonesia, 1977g 77 7 16
Zambia, 1985g 83 1 16
Honduras, 1979g 68 8 24
Thailand, 1978g 58 11 31
Philippines, 1974g 66 5 29
Nigeria, 1972g 59 26 15
Jamaica, 1978g 35 16 49
Colombia, 1973g 52 13 35
Korea, 1975g 40 7 53

Source: Tybout (2000)..a 1992 US Census of Manufacturing, unpublished Census Bureau
calculations. b INEGI (1995). c Steel (1993). d Little, Mazumdar and Page (1987, table 6.5).e

1988 Census of Manufacturing, Republic of Korea, calculations of Bee-Yan Aw. f Chen
(1997, table 2.2). g Liedholm and Mead (1987).



regional studies on the theme of the microeconomics of growth has
been to define the key issues for each region and help coordinate the
country studies that would follow. Although on the whole the micro
thematic papers have succeeded in raising the key issues, the main part
of the task of identifying the micro sources of variation in growth
remains for country studies.

The thematic papers were asked to follow the model set by Collier
and Gunning (1999), the microeconomics paper on Africa. Collier and
Gunning chose two types of micro agents, manufacturing firms and
rural households, which play the critical roles in African growth, and
then proceeded to analyse the actions of these agents in light of the
environment in which they operated. Several other regional papers
similarly chose to limit their focus. Except for Africa and South Asia,
the regional papers chose to focus on urban households as key micro-
economic agents that contribute to growth. This is not surprising as
urban households predominate in the populations of all regions except
Sub-Saharan Africa and South Asia.

The main question for all micro studies was to assess the contribu-
tion, or lack thereof, of these micro agents to growth given the envi-
ronment they faced. The aim was to assess the degree to which the
variation in growth experience of different regions of the world could
be explained by the behaviour of rational agents facing different con-
straints as defined by the external environment. For this purpose, the
environment would be defined in such a way as to be exogenous to
household decisions. Success in explaining good and bad outcomes of
household decisions depends very much on the extent to which one
can assume exogeneity of the constraints. 

For Sub-Saharan Africa, Collier and Gunning (1999) identify risks
arising from soil and climate conditions and disease as the environ-
ment that has shaped the behaviour of micro agents in general and
rural households in particular. They argue that in the absence of appro-
priate insurance markets, these risks force micro agents into inefficient
diversification that inhibits growth. Micro agents in the traditional
economy were able to develop organizations and institutions that
helped them cope with risk, but these solutions were costly in terms of
growth, because they required investments in lineage and foregone
specialization.

In MENA, Salehi-Isfahani (2000) identifies the strong role of state
and social norms regarding gender as the important characteristics of
the environment that distort household choices. Preponderance of
public employment and regulation of the private labour markets in

Sergei Guriev and Djavad Salehi-Isfahani 83



MENA have led to reduced individual effort as well as unproductive
investment in human capital. Gender norms have limited women’s
choices, in particular discouraging them from working outside the
home, thereby reducing returns to female education, slowing down fer-
tility decline and human-capital accumulation. For Latin America and
the Caribbean (LAC), Behrman et al. (2000) focus on the unstable
macroeconomic environment as the major constraint that has limited
the contribution of households to economic growth. They show that
periods of downturn have coincided with lower educational achieve-
ment of the cohorts who were school age at the time. In the case of
Central and Eastern Europe and Former Soviet Union (CEE-FSU),
Guriev and Ickes (2000) have to deal with two different environments,
one facing households during the planned socialist period and the
other during transition. The socialist environment reduced income risk
to households, caused rapid human-capital accumulation and very
high labour supply levels for women. The transition environment,
which is presumably not permanent, increased income risks, reduced
household savings and the labour supply of women. 

These characterizations of the environment are first and foremost
hypotheses to be tested by country studies that will follow the regional
papers. As such they are subject to challenge on two grounds at least,
significance for growth and exogeneity. To be sure, characteristics of
the environment that are in a significant way shaped by household
decisions should not be used to explain the behaviour itself. For
example, the social norms regarding women’s role in society defined in
Salehi-Isfahani (2000) are in some sense the product of household
behaviour. It may be argued that individual agents have the incentive
to enforce only those norms that in one way or another correspond to
their preferences. However, as Salehi-Isfahani argues, norms inherited
from the past can influence decisions for a long time after they have
ceased to serve any purpose. The question then becomes why in MENA
such social norms arose in stronger form and lingered while in other
regions they either did not arise or disappeared quickly.

Similarly, one could question the role of risk. Is the African environ-
ment riskier than environments elsewhere? Or have the institutions
and markets to help them cope with the risks been slower to develop?
Collier and Gunning (1999) argue the first, and cite a substantial litera-
ture on African geography and development to back it up. This litera-
ture notwithstanding, there is room for doubt. For risk to be a
convincing explanation for African underdevelopment one must show
that the risk present in the African environment is greater or harder to
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cope with than that faced by farmers in other regions, such as farmers in
South Asia or the European settlers of Africa and the Americas two
hundred years ago. The pitfall with this reasoning is that the very success
in coping with risk may hide its initial importance. For example, take
two types of risk mentioned in Collier and Gunning, that of low and
irregular rainfall and morbidity. Risk of the former kind can and has
been mitigated by investments in irrigation, as note Ranade and Siddiqui
(2000) for South Asia and Salehi-Isfahani (2000) for MENA, and the risks
of disease in newly-settled regions by investment in health. Thus both
types of risk can be regarded as in part endogenous, in the sense that
they reflect household decisions not to invest. The question to ask, then,
is why in some regions returns to risk management are lower than in
others, or why markets and institutions to help alleviate the risks did not
develop in Africa? In this sense, factors that inhibit investment in risk
management are the real culprits in inhibiting growth rather than the
risk itself. One well-known line of reasoning, due to Boserup (1965),
argues that reducing such risks, for example with irrigation, is only
economical when population density reaches a certain level, a condition
which was not fulfilled for a long time in many parts of Africa. 

Papers on East and South Asia do not identify any specific regional
characteristics that explain household behaviour in their regions. In
East Asia, Kuncoro (2000) sees the effective role of households in phys-
ical and human capital accumulation as the product of several factors:
a good policy environment that emphasized the supply of primary
education, the development of labour intensive industries that raised
the return to such education, and a relatively equal income distribu-
tion. For South Asia, where the focus is on rural households, the
authors mention risk and inequality as factors that inhibit household
accumulation of savings and human capital.

Firms

Our knowledge of the behaviour of firms in developing countries is still
far behind our understanding of firms in OECD economies, and there
are at least three important reasons why this is the case. First, given
that human capital both in the private and in the public sector is still
very low, there is no wonder that the quality of official statistical data
is far from satisfactory. Second, most of the statistical data cover only
large firms, while the majority of employment is by small businesses
and farms. Third, the official statistics cover virtually none of the infor-
mal sector which constitutes a much larger share of GDP than in
OECD economies.5
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Therefore it is no wonder that our knowledge of firms’ behaviour is
rather patchy. All six regional papers on microeconomics recognize the
importance of modern firms for growth, but only three papers (Collier
and Gunning, 2000, on Sub-Saharan Africa (SSA); Guriev and Ickes,
2000, on CEE and FSU; and Abdel-Fadil, 2000, on MENA) discuss
incentives at the firm level. One paper (Behrman et al., 2000, on LAC)
does not discuss firms at all, two papers (Kuncoro, 2000, on East Asia,
and Ranade and Siddiqui, 2000, on South Asia) discuss production
mainly at the sectoral level.

The major theme that is discussed in all the papers, but especially in
Collier and Gunning (1999) and Abdel-Fadil (2000), is the hostile
environment faced by small businesses. It turns out, however, that
although the set of challenges and constraints is common (predatory
regulation, lack of financial depth, risk and volatility, poor infrastruc-
ture), regional authors identify different binding constraints: what is
the key barrier to growth in one region may be rather unimportant in
others. Both Abdel-Fadil (2000) and Collier and Gunning (2000)
suggest that in the MENA and SSA regions the main constraint for
growth of a firm is risk and volatility due to weather and instability of
world prices for raw materials. This problem is of course aggravated by
poor and monopolized infrastructure, predatory regulation, poor con-
tract enforcement, lack of agglomeration and financial underdevelop-
ment, but both papers emphasize risk as being the main problem. 

In the papers on East Asia and South Asia, the emphasis shifts to the
large firms. Ranade and Siddiqui (2000) argue that the contribution of
small firms to growth in South Asia is minor and concentrate on large
industrial enterprises. Most South Asian countries have pursued
central-planning and protectionist policies for almost all the period
under study. Since liberalization, opening up and deregulation have
started only recently it is too early to analyse their impact. This is why
the authors mainly discuss the reform packages rather than their effect
on productivity and growth.6 However, they do provide limited evi-
dence that the reform has increased efficiency but also resulted in job
losses.

Kuncoro (2000) discusses the factors that have contributed to the
successful economic development in East Asian economies. He argues
that the main factors behind the East Asian miracle are rapid accumu-
lation of human capital, high saving rates, competition and openness.
The author then looks at the role of financial markets. Most East Asian
countries have pursued financial repression policies until very recently,
so it is interesting to compare the impact of financial repression and
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subsequent financial liberalization on efficiency. The paper argues that
financial repression has resulted in misallocation of investment and
even overinvestment in large firms.7 Loans were directed towards large
firms while small businesses were liquidity constrained. Financial liber-
alization has helped to reallocate domestic credit to small firms but the
small firms still borrow at significantly higher rates. There is
insufficient microeconomic data to carry out firm-level analysis, but
the evidence from industry-level analysis confirms that openness, FDI
and access to external finance result in higher factor productivity.
Guriev and Ickes (2000) study both small and large firms in the CEE-
FSU region. The paper identifies two growth scenarios – ‘typical CEE’
and ‘typical FSU’ ones. In the typical CEE scenario, small businesses
grow to their optimal scale while in the FSU case they stay small (and
to a large extent informal) because of the predatory regulation by gov-
ernment. Large firms that restructure rather successfully in the CEE
countries fail to do so in the FSU. The authors explain the growth in
CEE by competition and openness (determined both by policies and
Soviet-time legacies) and elimination of direct and implicit subsidies.
The paper also emphasizes the role of EU accession for the CEE coun-
tries that serves as an anchor to coordinate expectations (which is
essential for getting out of the lack-of-restructuring trap). It is interest-
ing that some countries (for example Romania) fall into the CEE cate-
gory in terms of small business development, while following an FSU
scenario in terms of large-firm restructuring. 

3 How households contribute to growth

Recent theories of economic growth recognize a greater role for house-
holds than before. The shift in emphasis in growth theory from physi-
cal to human capital, beginning with Lucas (1988), places the
household at the centre of the accumulation process: parents take the
key decisions regarding fertility and investment in education that
affect human-capital accumulation and thereby growth. In older
vintage growth models, households were also present but played a less
central role in the dynamics, as savers and suppliers of labour (popula-
tion growth). In this section we consider, in turn, household choices to
save, supply labour, procreate and invest in human capital. For each
choice we ask: does the decision have a large impact on growth? In
what regions has this impact been observed? And, finally, where the
impact has been smaller than expected, are there identifiable con-
straints that can explain the low impact? 
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Savings

For the answer to the first question, the importance of household
savings for growth, we first turn to theory. We consider both aggregate
growth models that define the role of savings in growth and micro
models that account for individual behaviour. Neoclassical theory, for
example Solow (1956), emphasizes the role of private savings with no
clear distinction between household and corporate savings. While in
the steady state, savings determine the level of per capita income but
not the rate of growth, during transition higher savings lead to higher
growth rates. The classical development literature, as in Lewis (1954),
equates savings with retained earnings of firms, thus minimizing the
role of households in capital accumulation. Furthermore, the classical
approach reverses the causation implicit in the neoclassical models of
growth, taking the saving rate as endogenous. According to Lewis,
growth takes place as a result of structural transformation in which
resources shift from the low-saving sectors into high-saving sectors,
causing the overall savings rate to increase. In models designed to
explain individual behaviour we can find causation running in both
directions. The Keynesian savings function assumes that incomes drive
savings, but the reverse is generally true of the intertemporal models of
saving behaviour. For example, in the life-cycle model of saving causa-
tion runs from growth to savings; in times of rising incomes house-
holds engage in larger intertemporal transfers of resources, which
results in more savings (Modigliani, 1970). Masson, Bayoumi and
Samiei (1998) report a positive effect of growth on private savings.

While a positive association appears to exist, empirically it is not
possible to support or reject either view of the causation (Gersovitz,
1988). Indirect evidence of the impact of savings on growth has come
from the examination of the impact of changing demographics on
savings. The rising proportion of savers to the dependent population
that followed the fertility transitions in East Asia is shown to have
stimulated growth by increasing national savings (Bloom and
Williamson, 1998; Higgins, 1998). National savings are composed of
public, private corporate, and household savings, which makes it
difficult to gauge the contribution of households. 

To determine the significance of household savings for growth we
also need to know how important household savings are as a propor-
tion of private and national savings. The literature reports surprisingly
little quantitative information on household savings in developing
countries. Micro data on household income and expenditures from
which we can expect to obtain household savings are notoriously

88 Microeconomic Determinants of Growth Around the World



lacking or inaccurate in developing countries. For the poorest regions,
Sub-Saharan Africa and South Asia, low family incomes imply low
savings, so there we would not expect household savings to initiate
economic growth. But even in those cases where high savings and
rapid growth have gone hand in hand, such as East Asia, it is difficult
to attribute a significant role to household – as distinct from corporate
– savings. Kuncoro’s (2000) paper on East Asia acknowledges the
importance of private savings in the East Asian growth success, but
notes that within the private sector the dynamic role was played by
corporate rather than household savings, even though quantitatively
the two had roughly equal shares. In Japan and Taiwan, household and
corporate sectors have equal shares in total private savings, while in
Thailand, one of the few developing countries for which the break-
down between personal and corporate savings is available, household
savings are only one-fourth of total private savings. The experience of
the transition economies and MENA also suggest a limited role for
household savings, at least in the initial phases of growth. In both
cases the overall supply of savings seems not to have been a major con-
straint on growth. In CEE-FSU, Guriev and Ickes (2000) argue that,
given the large amount of capital that has fled certain countries of the
region, the supply of savings has not been a constraint on growth. In
some oil-rich MENA countries the large supply of public savings has
discouraged private savings (Salehi-Isfahani, 2000). 

Although theory is not strong on a role for household savings, there
is general agreement that improved financial institutions can increase
the impact of household savings on growth (McKinnon, 1973; Shaw,
1973). Where financial markets are underdeveloped, household savings
(whatever its share) does not always find its way into productive
investments. This is particularly important where long-term smoothing
– life-cycle purposes or bequest – is the reason why households save.
Good financial institutions can help increase the productivity of these
savings by shifting them from, say, real estate to manufacturing. Even
in the case of short-term smoothing, financial deepening can help turn
rural savings into long-term investments. In the South Asia paper,
Ranade and Siddiqui (2000) argue that households in rural South Asia
save primarily for short-term consumption smoothing. In many
African countries, lack of credit markets prevents poorer rural house-
holds from smoothing their consumption even on a short-term basis.
Unlike in South Asia where private money-lenders operate, in Sub-
Saharan Africa even informal credit markets are hampered by lack of
private property in land which can serve as collateral (Collier and
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Gunning, 1999). Perhaps this is one reason why other credit institu-
tions, such as rotating credit associations, are more prevalent in Africa
than elsewhere. 

Savings are also sensitive to instability in the macroeconomic
environment. As the chapters in this volume by Soludo and Kim on
sources of growth (Chapter 2) and Jurajda and Mitchell on markets and
growth (Chapter 4) note, there is consensus that macroeconomic sta-
bility is good for savings, but the consensus is much weaker on the role
of financial liberalization. Stability increases confidence in the financial
system and encourages households to place their savings in instru-
ments that channel resources to firms. But higher real interest rates
that better reflect the scarcity of funds, a main objective of financial
liberalization, may not increase savings. There is evidence that a rise in
real interest rates increases capital formation (Fry, 1979), but it is not
clear that it actually promotes household savings. Kuncoro (2000)
credits macroeconomic stability for the savings boom in the East Asian
economies, even though it was in part achieved with financial repres-
sion that reduced both inflation and lending rates at banks. Household
savings appear to have benefited from the stability offered by low-
inflation without suffering much from the low interest rates. Economic
theory is not clear on the role of interest rates on personal savings; in
the life-cycle model, for example, the impact of low or negative inter-
est rates on personal savings may go either way. 

Labour supply

The supply of labour, the most important factor of production, in the
short and the long run results from household choices between work
and leisure, work at home or in the market, and fertility. The
significance of labour-force increase for economic growth is best docu-
mented by the growth experience of the fast growing East Asian coun-
tries. Young (1995) attributes much of the economic growth in East
Asia to factor accumulation in general, and growth of the labour force
in particular. In South Korea, for example, simple growth accounting
shows that more than half of the growth rate – nearly 4 per cent – was
due to the growth of the labour force alone, compared to only 0.7 per
cent for human capital (Topel, 1999). Bloom and Williamson (1998)
emphasize the role of fertility decline in the rapid increase in the
growth of labour force relative to population, a phenomenon which in
their words is a ‘demographic gift’ to these countries. 

Participation of women in market work is perhaps the most impor-
tant source of labour-force growth in the early phase of industrializa-

90 Microeconomic Determinants of Growth Around the World



tion, a process which is most clearly seen in the experience of the
former Soviet Union and East Asian countries. Across the developing
world the labour supply of men is much more uniform than that of
women (Figure 3.1), suggesting that the variation in growth rates is
more likely to be related to the variation in the labour supply of
women than men. Both theory and micro evidence suggest that the
participation of women in market work, mainly in the urban areas, has
an important indirect effect on growth through a decline in fertility
and an increase in investment in child education. Women’s ability to
earn income from market work raises the opportunity cost of their
time at home which can lead to lower fertility and increased invest-
ment in human capital. East Asia, where fertility decline and increased
participation of women have gone hand in hand, provides the
strongest evidence of a link between labour force allocation decisions
and growth. East Asia now has the highest rates of participation for
women, followed by transition economies of FSU-CEE (Figure 3.1). In
Sub-Saharan Africa women also report a high incidence of market work
but it is mostly in household production in rural areas, which is not as
significant for growth as wage work because it does not raise the cost of
children and therefore does not affect the fertility choice.
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At the other extreme is the MENA region, where female labour-force
participation is the lowest in the world, especially in view of the rela-
tively high level of female education in several countries of the region.
For example, in Iran less than 15 per cent of women report market
work compared to about 60 per cent in Malaysia with similar levels of
female education and fertility. Salehi-Isfahani (2000) identifies restric-
tive social norms in MENA, mainly disapproval on the part of hus-
bands and parents, which limit women’s access to market work as a
constraint on household choices that has inhibited the contribution of
households to economic growth. Because women’s labour-force partic-
ipation is closely linked with fertility and child investment decisions,
the low level of female participation in MENA may have negatively
affected growth through delayed fertility decline and slower accumula-
tion of human capital. Karshenas (2001) has argued that these restric-
tions may have inhibited the ability of MENA countries to successfully
implement structural-adjustment reforms necessary for economic
growth. Social norms against market work for women prevent male
wages from responding to competitive wage pressures because the
norms reduce the possibility of supplementing the declining male
wages with female labour income. 

Household choices of jobs and sectors of production also influence
overall productivity and hence growth. The most well-known, if not
well-documented, labour reallocation which enhances growth is that
from low to high-productivity sectors, sometimes equated with
rural–urban migration. The classical models of growth, from Ricardo to
Lewis, consider the gains from reallocation of labour from rural and
informal production to urban manufacturing as an important source of
growth during the initial phase of development (R. E. B. Lucas, 1997).
Migration across borders in response to better earning opportunities
can also help the exporting country, but if and only if remittances
more than compensate for the loss of productivity of the migrants
(Razin and Sadka, 1997). 

This grand reallocation of labour from low to high productivity
sectors à la Lewis has received more attention in the development liter-
ature, but job allocation at a smaller scale, within industries or even
firms, also affects labour productivity and growth (Topel, 1999). Labour
supply decisions that affect the level of worker effort and the quality of
the match between workers and jobs matter for growth. As discussed in
Jurajda and Mitchell in Chapter 4 of this volume, a well-functioning
labour market provides the incentives for individuals to apply effort, to
search for jobs that match their skills, and accumulate the type of
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human capital that is most productive. Where labour markets have
been inflexible, such as in MENA and CEE-FSU before transition, the
low quality of job matches have lowered labour productivity and
reduced incentives for learning specific skills (Salehi-Isfahani, 2000). 

Labour-market rigidities associated with implicit and explicit
promises of tenure in employment discourage labour turnover and
thereby reduce worker incentives to supply effort and to acquire
human capital, as well as reduce the likelihood of optimal job matches.
Although we know that labour-market institutions differ across coun-
tries, we know little about how different institutions affect economic
growth. In general the study of the role of labour markets and growth
has not gone beyond the recognition that human capital matters for
growth (Topel, 1999). Country studies commissioned under the GRP
should be able to throw light on this important link.

Fertility and human capital

The increasing importance of human capital in growth theory has
focused attention on the central role of fertility and child investment
decisions of household in economic development (Lucas, 1998). The
new human-capital-based models of growth assume that, first, house-
hold choices regarding the level of investment in their children deter-
mine the rate of accumulation of human capital in the economy, and,
second, fertility and child investment decisions are made jointly. These
assumptions are well-grounded in empirical research. Econometric
studies based on micro data from many countries, even where public
provision of education is strong, report that family characteristics play
a large role in the determination of child education (Strauss and
Thomas, 1995; Behrman, 1997). Studies on early childhood education
support the notion that not only parental decisions influence the
human capital of their children, but much of that human capital is
actually produced at home (World Bank, 1996; Shonkoff and Phillips,
2000). Other studies provide evidence in favour of the quality–quantity
tradeoff (for example Hanushek, 1992; Rosenzweig, 1995). 

The development economics literature has always considered fertility
decline as a precondition for growth. The new literature sees fertility
decline as part of a larger change in household behaviour, from high
fertility and low investment in child education to low fertility and
high investment, that promotes economic growth. Becker, Murphy
and Tamura (1990) (hereafter BMT), was one of the first papers to inte-
grate the micro decisions regarding quality and quantity of children
with macro outcomes and show the possibility of multiple equilibria.
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According to their model, households with the same preferences and
facing the same technology can, in equilibrium, behave in very differ-
ent ways: In the ‘low-level equilibrium’ characterized by high fertility
and low human capital, household behaviour reproduces the low
human-capital equilibrium because households have no incentives to
change their behaviour. Because the cost of children and returns to
education are low at low levels of human capital, households opt for
high fertility and low investment in children. Conversely, in the ‘high-
level’ equilibrium, characterized by low fertility and high levels of
human capital, returns to human capital are high, inducing parents to
choose low fertility and high investment in children. There are two
important implications of this model. First, that growth and develop-
ment are not linear processes; if a country is stuck in the lower equilib-
rium there will be no steady growth, but once a certain threshold is
broken, steady growth is difficult to stop. The model therefore offers a
precise definition for the Rostow notion of ‘take-off’. Secondly, that
household decisions are the key determinants of whether a country is
or is not taking off. While the model does an excellent job of showing
how the micro behaviour and macro outcomes are connected, it does
not say much about how a country moves from one equilibrium to
another.8

Is there empirical support for this view? Using cross-section data,
Ahituv (2001) has found that models with endogenous fertility
perform better than the traditional growth models. We can illustrate
the relevance of the BMT here with a few simply graphs: the data
plotted in Figures 3.2–3.6 depict the total fertility rate (TFR) against the
average schooling of the adult population, the two key household-
choice variables.9 Taking the multiple equilibria story of BMT seriously,
we pick, for demonstration purposes, the critical values of TFR and
average schooling that represent the threshold levels of these variables
that separate the low- from high-level equilibria. The straight lines
marking the TFR of 3 and average schooling of 5 years (completed
primary education) delineate four quadrants. The upper-left and lower-
right quadrants correspond to the low- and high-level equilibria, and
the other two represent unstable equilibria in which either fertility or
education are inconsistent with a long-run stable choice. A regression
line shown in all graphs represents the mean levels of TFR for given
values of schooling (computed from the entire sample) and helps us
compare the outcome for a particular country with the ‘average
choice’. We notice, as expected, that the poorer countries fall mainly
in the upper-left quadrant (low-level equilibrium), and the richer and
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Figure 3.2 Household choices in Sub-Saharan Africa, 1998.
Source: World Bank, World Development Indicators, 2001.

Figure 3.3 Household choices in South Asia, 1998.
Source: World Bank, World Development Indicators, 2001.



faster growing countries in the lower-right quadrant (high-level equi-
librium). The average growth rate for countries in the upper-left quad-
rant is much lower than those in the lower-right quadrant.

Two observations based on these data are consistent with the BMT
model: first, there is a fair degree of coherence of the regional group-

96 Microeconomic Determinants of Growth Around the World

Figure 3.4 Household choices in Middle East and North Africa, 1998

Figure 3.5 Household choices in East Asia, 1998
Source: World Bank, World Development Indicators, 2001.



ings and, second, a strong association exists between growth per-
formance and the quadrant in which the country appears. The behav-
iour of Sub-Saharan Africa and East Asia represent the two polar cases.
Almost all African and South Asian countries fall in the upper-left
quadrant (the low-level equilibrium), with high fertility and low educa-
tion. In contrast, most East Asian countries are located in the lower-
right quadrant, with low fertility and high education, implying a sense
of take-off into long-run growth. Latin American countries also
predominate in the same quadrant, implying their relative proximity
to the high-level equilibrium. MENA countries fall mostly in the upper-
right quadrant, where education is relatively high, but fertility is also
high. In keeping with the logic of the model and with historical experi-
ence, we can claim that countries in this quadrant are in an unstable
situation. They will either reduce their fertility and move down to the
high-level equilibrium, or will find it too hard to maintain their educa-
tional level and fall back to the low-level equilibrium. 

In 1960 most of these countries were located in the upper-left quad-
rant, but 40 years later only the East Asian countries as a group can be
said to have cleared the thresholds for take-off. Countries of Sub-
Saharan Africa and South Asia are still in the same general location;
MENA countries still have some distance to go; and Latin American
countries are to be found on both sides of the threshold. The question is
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Figure 3.6 Household choices in Latin America and the Caribbean, 1998
Source: World Bank, World Development Indicators, 2001.



what has prevented so many countries for so long from moving to the
lower-right quadrant? There are several possible explanations, mostly
based on an exogenous shift in technology of one sort or another that
affects household decisions. The best-known technological argument,
most popular in the demographic literature, considers the technology of
fertility control as the exogenous factor that has limited household
choices. With the availability of birth-control technology, households
are in a position to choose the low-fertility high-education bundle if
that is indeed the desirable option. This argument is less popular in the
economics literature, where it is believed that while differential access
to birth control cannot be ruled out as an explanation of high fertility
in some countries, after decades of worldwide dissemination it is
difficult to explain much of the international variation in fertility in
this way (Schultz, 1994). A technological hypothesis of a different kind
by Galor and Weil (1994) can also explain how fertility decline is initi-
ated. Technological change increases the return to mental labour
thereby raising the wages of women relative to men and thereby
increasing the cost of children and lowering fertility. The model does
not include human capital as an explicit variable.

Perhaps the most important argument has to do with exogenous
increases in the returns to education, and two factors can be consid-
ered as causing an exogenous shift in returns to human capital. First, a
decline in mortality, specifically youth mortality, increases the likeli-
hood that infants will survive to become productive adults and there-
fore increases the returns to investing in them. Second, technological
change can increase returns to skills (Schultz, 1975; Huffman, 2001)
and initiate a decline in fertility. Arguments pertaining to low returns
to education are reported in the regional studies but they do not all
arise for the same reasons. For Africa, where fertility transition has
been particularly slow, Collier and Gunning (1999) offer low returns to
education as an explanation for high fertility. In rural areas, private
returns are the constraint because social returns are considered to be
high. Nor is the higher private rate of return in the urban labour
markets sufficient to induce rural households to invest in child educa-
tion because the probability of employment there is low. 

Gender bias may also lower returns to education for the whole
economy. In South Asia, where the gender gap in education is particu-
larly wide, Ranade and Siddiqui (2000) note that poverty and lack of
access to credit forces parents to limit investment in female children.
Because of the central role played by female education in human-
capital accumulation, this lowers education in the long run. Low
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female education lowers the cost of child quantity relative to quality,
thereby favouring high fertility over education in family decision-
making. At the same time, low female education raises the cost of child
quality, because mothers provide important input into child education. A
positive association between mother and child education (usually
stronger than father–child education) has been widely observed in devel-
oped and developing countries (Strauss and Thomas, 1995). In MENA
countries, social norms that restrict women’s choice of market work simi-
larly lower returns to female education (Salehi-Isfahani, 2000). This is a
plausible explanation for why MENA countries, after Sub-Saharan Africa,
have had the slowest fertility transition. For Latin America and the
Caribbean, Behrman et al. (2000) discuss the quantity–quality choice by
noting that macroeconomic instability and the low quality of public
schooling have limited the accumulation of human capital. 

As Pritchett notes in Chapter 6, the conclusion to this volume,
empirical studies of growth find very low impact of education on
growth. Most growth regressions show that the initial level of a
country’s human capital is important for growth, whereas increase in
human capital is not (Topel, 1999). The low observed social returns are
in sharp contrast with the high rates of private return estimated from
micro data, which, presumably, guide private actions. One possibility
for resolving this apparent puzzle is that institutional variation in the
markets for labour and human capital, where private returns are deter-
mined, lead to variation in the social returns. In other words, high
private returns can be consistent with low social returns if the labour
market provides incentives for the accumulation of the wrong type of
human capital. This is the argument advanced by Salehi-Isfahani
(2000) in his thematic paper on MENA, where the anomaly between
increasing education and stagnant growth is particularly glaring
(Pissarides, 2000; Pritchett, 1999). A large public sector, with interven-
tionist labour market policies which set employment rules for itself as
well as for the private sector, has guided households to accumulate too
much formal schooling that does not enhance individual productivity
(Salehi-Isfahani, 2000). These policies reduce turnover, which causes
the signal of productivity conveyed by an individual’s level of formal
schooling to dominate those for less observable types of human
capital, such as creativity, teamwork, and attitudes towards work. In an
inflexible labour market in which it is costly to lay off unproductive
workers or reward productivity with higher wages independently of the
level of schooling, individuals overinvest in formal schooling, causing
social returns to schooling to decline. Thus the inflexible labour
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markets of the region promote investment in degrees and credentials
first, in knowledge second, and in other types of human capital, such
as creativity and teamwork, a distant third. 

This argument may appear at odds with the experience of East Asia,
where formal schooling has also become the focus of human-capital
accumulation, but remains a favourite explanation for the East Asian
miracle (Kuncoro, 2000). There are two significant differences between
MENA and East Asia in the type and quality of formal accumulated. In
term of years of schooling, in 1960 East Asia was not that far ahead of
the average developing country and was actually behind Latin
America. What appears to have been the East Asian advantage is the
high enrolment rate at the primary level. MENA countries have sur-
passed East Asia in tertiary enrolments throughout the period 1960–90,
but have been far behind in primary enrolment. Recent evidence
shows that quality of schooling, in addition to its quantity, can explain
variations in growth (Hanushek and Kimko, 2000). Expenditure data
on education, particularly at the primary level, shows a wider differ-
ence between East Asia and other developing countries. 

A related question is whether the educational system can also be
considered a constraint, as distinct from the labour market, that
shapes household choices in human-capital accumulation. Do labour-
market signals shape the educational system or can schools produce
their own type of human capital independent of what the market
wants? To what extent are the more flexible labour markets in East
Asia responsible for the better quality of education, especially the
emphasis at the primary level?

Flexible labour markets send clearer signals about the value of
various types of human capital – writing versus mathematics – and the
premium for secondary and tertiary education over primary education.
Presumably, the human capital produced at home reflects parental
preferences, which are in turn influenced by what is rewarded in the
labour market. Do schools respond to market signals in the same way?
It is reasonable to assume that private schools behave in a more
responsive way and provide the type of human capital preferred by
parents. But this assumption may be too strong for public schools. In
democratic countries in which elected local authorities run public
schools, labour-market signals will influence curriculum choice
through parental oversight. But this is not the case in many developing
countries. Government interventions in the labour market may go
hand in hand with control of educational priorities. In this case, as in
MENA, the incentives produced in the labour market are echoed
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through the educational system, creating a formidable barrier to more
efficient household decision-making (Salehi-Isfahani, 2000). Research
at the country level may produce insights into these issues. 

4 Firms

In this section we discuss the main themes on the contribution of
firms to growth as analyzed in the regional papers. We start with a
short survey of the ideas of each paper, then we go through all factors
that promote or constrain growth in small and large firms, discussing
whether these factors are relevant in different regions and why. Finally
we summarize the findings from the regional papers in the form of
‘growth scenarios’ trying to classify the growth experience of regions
and sub-regions into three broad categories.

Small-business development 

Here we discuss incentives and constraints relevant for the establish-
ment and growth of the small business, and the choice of formal and
informal sectors of the economy. Even given the data limitations, it is
common knowledge that in many non-OECD countries it is hard to
establish a small business and, once established, small firms rarely
manage to reach the minimum efficiency scale (De Soto, 1989, 2000;
Tybout, 2000). On the other hand, the economic growth in developing
countries presumes that small firms take off and become modern
industrial corporations (in the success story of East Asia, almost all of
the 30 leading corporations have grown out of small family busi-
nesses). This is why in this section we will try to understand which
factors constrain the growth of small business in non-OECD regions. 

The most widely discussed constraint for small-business establish-
ment and growth is the lack of access to credit. Indeed, even if credit
markets exist in a developing economy (which is rather rare), they
usually cater to large firms; there are increasing returns to scale in
transaction costs of processing a loan, and the risk of default is higher
for smaller firms. However, the recent empirical evidence seems to
suggest that the finance constraint is usually not binding (see Abdel-
Fadil, 2000; Johnson et al., 2002; EBRD, 1999). Among the regional
papers, only Kuncoro (2000) points to financial constraints as a major
problem for small-business development, whilst Collier and Gunning
(1999), Abdel-Fadil (2000), Guriev and Ickes (2000) suggest that while
finance is a problem, it is not the most important barrier for the
growth of small businesses.
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Apparently, loans are obtained through the informal credit markets
and the institutions of micro credit (see Morduch, 1998; Besley, Coate
and Loury, 1993, Woolcock, 1996). This is rather intuitive. First, the
economies of scale in lending are often correlated with the increasing
returns in savings. The banks do not offer high rates on small deposits,
therefore there is a substantial supply of savings (that banks are not
interested in) which are used to finance the establishment of small
businesses either through the informal credit market or intra-family
transfer. The family networks in the developing countries are relatively
extensive and often include family members working abroad and
sending their wages back as remittances.10 The firms are so small that
financing through family networks or informal credit markets may be
sufficient. Moreover, the other barriers to growth result in limited com-
petition and large unattended market niches so that the firms that do
survive can finance their needs by reinvesting current profits.

A more important problem is the limited access to insurance. In non-
OECD countries, entrepreneurs face risks which are related to weather,
world prices for raw materials, macroeconomic instability and so
forth.11 Those risks cannot be insured by the informal insurance
markets since the latter are usually locally-based and therefore cannot
diversify against region-wide risks. The problem is aggravated by the
lack of agglomeration and poor transportation infrastructure that keeps
small businesses very specialized and therefore highly vulnerable to
risk.

The businesses that cater to metropolitan areas or foreign markets are
more protected from volatility since customers’ income is sufficiently
diversified. This suggests the importance of economic geography: large
cities and densely populated areas are privileged, while landlocked and
isolated areas are disadvantaged (see Sachs et al., 1999, for cross-
country evidence, and the regional papers by Abdel-Fadil, 2000; Collier
and Gunning, 1999; Guriev and Ickes, 2000). The situation can and
should be improved by investing in infrastructure. On the other hand,
investment is necessary but not sufficient: in many countries physical
infrastructure is available but is monopolized and run inefficiently.

At the same time, these same regional papers on MENA, SSA and
CEE-FSU document the importance of predatory regulation as a barrier
to entry and growth.12 Why is this the case? Governments have incen-
tives for predation both at the high level (policy choice) and the low
level (policy implementation). Given that the small businesses are dis-
persed and politically weak, public policy is more supportive of large
firms that get more subsidies and protection from foreign competi-
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tion.13 At the level of policy implementation, the corrupt bureaucrats
(and even judges) use their discretion to extend red tape and introduce
new regulations in order to extort bribes that would complement their
meagre wages. It is very important to distinguish these two phenom-
ena: in many countries, the central government adopts policies con-
ducive to business growth, but in virtually all non-OECD countries
(except East Asia, see Kuncoro, 2000) low-level corruption undermines
implementation of these policies.14

Corruption and the overregulation that it breeds is not only burden-
some for small businesses, it also causes businesses to slide into the
informal sector. Table 3.2 shows that informal employment is a rule
rather than an exception in developing economies. Entrepreneurs
cannot comply with all the regulations and simply bribe the officials
that allow them to operate in the shadow economy. 

The large spread of the informal economy has important implica-
tions for growth. First, it strips the government of tax revenues so that
the government has to increase the tax burden on those who remain
in the formal sector, or decrease spending on law and order. In both
cases the incentives to stay in the shadow sector increase further,
making the informal economy self-perpetuating. Second, small busi-
nesses have an additional disincentive to grow; larger firms are more
visible, and growth results in entry to the official economy, which is
costly. Table 3.2 shows the informal labour force as a percentage of
total employment for various countries.
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Table 3.2 Informal labour force in urban areas

Country Year Percentage of total employment 

Bolivia 1996 57
Chile 1997 30
Colombia 1996 53
Côte d’Ivoire 1996 53
Ecuador 1997 40
Ethiopia 1996 33
Gambia 1993 72
Madagascar 1994 43
Mexico 1996 35
Peru 1996 51
Philippines 1995 17
South Africa 1995 17
Tanzania 1995 67
Uganda 1993 84

Source: ILO (1999).



In addition to predatory regulation, governments contribute to the
hostility of the small-business environment by the failure to protect
property rights and enforce contract law. The private sector responds
to this government failure by creating its own enforcement institu-
tions, often criminalized and violent (mafia-like networks), but still
more effective than corrupt and slow courts. Once small businesses
resort to using these informal institutions, they fall into the vicious
circle of the informal economy. Entrepreneurs become vulnerable to
rackets and bribe-extortion by organized crime and corrupt bureau-
crats.

To illustrate how important is government predation for the growth
of small businesses, let us consider the example from the CEE-FSU
regional paper. Some Central European governments have managed to
provide small businesses with a friendly environment, while FSU coun-
tries are similar to the typical non-OECD case (see Table 3.3). This
helped small business growth to take off in CEE so that the number of
small businesses per capita is ten (!) times higher in Poland (and other
CEE countries) than in Russia (Guriev and Ickes, 2000). Not surpris-
ingly, the growth performance of Poland is much better than that of
Russia.15

Predatory regulation creates high entry barriers that result in limited
competition. It is worth noting, though, that the surviving businesses
do not enjoy their monopoly power since rents are taxed away in bribes
or through payments to private rackets. Rent-seeking also distorts the
incentives for adoption of new technologies. If there is little or no rent-
seeking (as in the case of Poland) entry is high, so the main problem of
small business is competition – as indeed shown by surveys, see Frye
(1999). Hence, firms have incentives to adopt technologies that reduce
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Table 3.3 Government vs private contract enforcement for small businesses 

Country Romania Poland Russia 
(4 cities) (Warsaw) (Moscow)

Used courts in last two years 0.20 0.14 0.19
Needed to use courts but did not 0.15 0.10 0.45
Can use courts against government 0.51 0.41 0.50
Can use courts against business partner 0.67 0.45 0.65
Contacted by racket in the last 6 months 0.00 0.08 0.39
Does one need a ‘roof’ (‘umbrella’) to operate? 0.01 0.06 0.76

Note: ‘Roof’ and ‘umbrella’ are euphemisms for mafia protection in Russia and Poland
respectively.
Source: Pop-Eleches (1998), Frye and Shleifer (1997).



marginal costs. In the case of uncontrolled rent-seeking, the additional
revenue created by such technologies is taken away. The rent-seekers
cannot commit to allow firms to retain substantial benefits from inno-
vation; hence firms have low incentives to invest.

Large industrial firms

Industrial firms play a major role in economic development. Contrary
to widespread opinion inherited from the early views of developing
countries, the share of industry in GDP in non-OECD countries is com-
parable to that in OECD economies16 (see Figure 3.7). 

The existing large manufacturing firms in most developing countries
were created in non-market conditions or under heavy protection from
domestic and/or foreign competition;17 therefore improvements in eco-
nomic performance depend on enterprise restructuring. Our purpose in
this section is to understand what determines the incentives to restruc-
ture, what the relevant constraints are, and what explains the charac-
teristic differences in restructuring experiences around the world.18
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Figure 3.7 Share of industry in GDP, value added (percentages) 
Source: World Development Indicators, World Bank.



The pressure on managers to undertake restructuring may come from
a few sources. The first and the most important one is ownership: pri-
vatization and enforcement of property rights of outside owners. The
second is competition (we will distinguish between domestic and
foreign competition). The third is hard budget constraints and elimina-
tion of subsidies. In theory it is clear that each of these factors reduces
the room for ‘managerial slack’ and provides incentives for restructur-
ing. The question is which of these factors has a larger effect on man-
agerial incentives, and whether these factors are substitutes or
complements in affecting the performance of individual firms. 

We will also discuss how the factors that influence incentives to
restructure interact with imperfections of financial markets that con-
strain ability to restructure. As Jurajda and Mitchell (2000) argue, the
development of financial markets is very low in most non-OECD coun-
tries; only East Asian (see Kuncoro, 2000) and Central and East
European firms (Guriev and Ickes, 2000) have access to finance at inter-
est rates comparable to their OECD counterparts. 

Although there exists a growing literature on productivity in manu-
facturing firms in developing countries, solid microeconomic evidence
is still limited (Tybout, 2000). There is an array of research on transi-
tion economies (see Frydman et al., 1999; Djankov and Murrell, 2002)
and selected countries in Latin America (Tybout, 2000), East Asia
(Kuncoro, 2000), Africa (Clerides et al., 1998; Tybout, 2000) and India
(Banerjee and Duflo, 2000). Even these studies often suffer from poor
quality of the data. The most obvious problem is selection bias: it is
not clear whether private firms are doing better because private owner-
ship is superior, or because better firms were privatized in the first
place. Analysis of the effect of competition may be subject to the endo-
geneity problem – the market structure is not independent of efficiency
(Nickell, 1996).19 Certainly, panel-data analysis would help, but large
balanced panels are usually not available, so most research resorts to
cross-sectional analysis.20

Theoretically, efficiency-enhancing restructuring would be under-
taken once a firm is privatized. The evidence, however, implies that
privatization does not always bring restructuring and productivity
gains (Guriev and Ickes, 2000) and there are several reasons for this.
First, in many countries corporate governance is still underdeveloped
so that outside owners have little control over management (see the
paper by Jurajda and Mitchell in Chapter 4 of this volume). Moreover,
development of corporate governance institutions may be very difficult
politically. Some authors insist that fully-fledged investor protection is
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not feasible at this stage in non-OECD countries, so one should con-
centrate on protection of majority shareholders and large creditors
(Berglof and von Thadden, 1999). 

Another issue is elimination of subsidies and soft-budget constraints.
As Shleifer and Vishny (1994) show, a manager-owner of a private firm
may prefer not to restructure to preserve excess employment, and sub-
sidies are the main tool to make side payments from politicians to
reward a manager’s compliance with the political agenda. The modern
theory of soft-budget constraints (Berglof and Roland, 1998) suggests
that the soft-budget constraints emerge due to the lack of commitment
on the creditors’ side, which is of course very common in developing
economies. The evidence from transition (Djankov-Murrell, 2002) and
developing (Kuncoro, 2000) countries suggest that subsidies (and cheap
credit) do distort incentives to restructure, and may even result in a
vicious circle of survival-without-restructuring; managers keep delaying
restructuring in hopes of a bailout from the government. Therefore,
the elimination of soft-budget constraints is complementary to
privatization to promote growth-oriented restructuring.21

The existing literature suggests that the strongest incentives for
restructuring are provided by competition. To various extents, the
effect is observed in all countries (Brown and Earle, 2000; Guriev and
Ickes, 2000; Ranade and Siddiqui, 2000; Kuncoro, 2000; Djankov and
Murrell, 2002; Tybout, 2000). The literature addresses a number of
issues. First, what kind of competition has the strongest effect: domes-
tic versus foreign, product market competition versus competition in
the factor markets and so on. The other question is whether the effect
is linear. The third question is whether the effect of competition is
stronger in more mature institutional environments and in privatized
industries.

There are still no clear and unambiguous answers to these questions.
Apparently, in CEE and Latin American countries, the major effect
comes from competition from imports. In East Asian economies
exporting firms that are subject to competition in the global economy
also benefit from foreign competition. In the CIS countries, domestic
demonopolization plays the key role while the role of import penetra-
tion is less clear. Djankov and Murrell (2002) suggest that the effect of
import competition in the FSU is often insignificant, but this may be
driven by the quality of data. In the only panel-data analysis available
(Brown and Earle, 2000), the effect is positive and significant. 

There are very few studies that look into the effect of the factor
market structure. This is not because it is unimportant (see the chapter
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by Jurajda and Mitchell in this volume), but rather because measuring
the labour and capital-market structure is hard. Kuncoro (2000) argues
that capital-market liberalization has significantly improved incentives
and relaxed financial constraints for East Asian firms, but the evidence
is rather qualitative (before and after reform). One notable exception is
Brown and Earle (2000) who look at the effect of local labour-market
competition in Russia. Given the low geographical mobility of Russian
workers and lack of unionization, local labour-market concentration
gives employers a monopsony power (Friebel and Guriev, 2000). Brown
and Earle (2000) show that local labour-market concentration nega-
tively affects firm-level productivity. 

The other question is whether there can or cannot be ‘too much’
competition. Theoretically, the higher competition is, the better.
However, once financial-market imperfections are taken into
account, it turns out that the effect is ambiguous: while incentives
to restructure do indeed increase with competition, the sources of
finance dry up. If the credit market is imperfect, then firms have to
finance restructuring out of their profits. Thus, if competition is too
harsh, firms just cannot afford productivity-enhancing restructuring.
This is precisely the finding of EBRD (1999), which shows that while
monopolies restructure less than firms having one to three competi-
tors, any further increase of competition (more than three competi-
tors) makes the firms less likely to undertake restructuring. This
suggests that directed credit policies in East Asia (Kuncoro, 2000),
although distortionary, may have mitigated this problem, giving
East Asian firms a chance to finance their growth under harsh
competition in the global economy.

The effect of openness on restructuring and growth is not limited to
increases in competition, it may also facilitate diffusion of modern
technologies. There are a number of papers (Clerides et al., 1998;
Yudaeva et al. 2001) that show that outward orientation does help to
move towards better practice in developing and transition countries. At
the macro level, the positive effect of openness on growth is not as
clear; cross-country analysis has not yet established either a positive or
negative effect of openness on growth (Rodríguez and Rodrik, 2000). As
Rodríguez and Rodrik (2000) argue, opening up immature economies
can result in specialization in traditional production which may slow
down rather than accelerate learning by doing. On the other hand, the
firm-level evidence in many countries does suggest that openness pro-
vides incentives to restructure (Kuncoro, 2000; Guriev and Ickes, 2000;
Ranade and Siddiqui, 2000).
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It is interesting that productivity may go up not only after an actual
increase in foreign competition, but also after a credible promise of
opening up. In many CEE countries, the announcement of EU acces-
sion has made a substantial difference, providing an important bench-
mark: the only way to survive in five years is to start restructuring now.

Growth scenarios

Summing up the analysis of findings of the regional papers along the
dimensions above, one can come up with three broad ‘growth scenarios’:

1 Successful development (East Asia, CEE, LAC in recent years).
Openness and foreign competition provide large firms with incen-
tives to restructure and invest (including through foreign direct
investments). Government does not prey upon small businesses, so
they grow until they face financial constraints. 

2 Muddling through (FSU, South Asia, LAC before recent reforms).
Government predation is the major constraint for small-business
development. Financial markets are not developed but financing is
not the binding constraint for small businesses. Lack of openness
and competition results in limited incentives for large firms to
restructure. Rather, they are involved in politics, lobbying for pro-
tectionism and subsidies.

3 Lagging behind (MENA, SSA). Poor infrastructure and lack of agglom-
eration make risk and volatility the binding constraint for business
development. Government predation and financial imperfections
are also present, but are relatively less important (especially
financing) for small-business growth. Large firms are virtually
absent, and there is almost no chance for a small business to grow
beyond the family size and to survive the founder. 

5 Concluding remarks

This chapter has summarized the findings from the GRP regional
papers on the microeconomic determinants of growth around the
world. We have discussed the decisions by households to supply
factors of production and by firms to put the factors to the best use.
Although the microeconomics of growth varies greatly across regions
and countries, it turns out to be possible to distinguish several growth
scenarios and set an agenda for further research in the country studies.

No set of common factors explains the lack of effective contributions
by households to growth, and there are two lessons that have emerged
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so far. First, although it is difficult to get an agreement on the role of
household savings in growth, it is possible to say that a stable macro
environment and effective financial intermediation enhance this role.
Secondly, the role of households in human-capital accumulation is
probably the most important role they play in modern economic
growth. The household is the principal unit through which the trans-
fer of human capital from one generation to the next takes place.
Family decisions regarding family size probably have the greatest
impact on the effectiveness of this intergenerational transfer. Returns
to education not only influence fertility decisions, but also the
decisions regarding how much human capital and of what type to
accumulate.

The other microeconomic impediments to growth emerge at the firm
level. Although small businesses around the globe face similar con-
straints, in different regions different constraints are binding. Lack of
access to finance is an important barrier to growth only in the
advanced regions, while in others it is government predation and
volatility.

On the other hand, the determinants of restructuring and productiv-
ity growth in large firms are similar in all the regions. It turns out that
the major forces that provide incentives to restructure are competition
and openness. Competition contributes to restructuring and growth
both directly and through reinforcing the effects of privatization and
helping to eliminate soft budget constraints. Openness is not only a
source of external competition, but also facilitates the foreign direct
investment which helps to overcome financial underdevelopment.

The microeconomic determinants of growth identified by the
regional studies have to be further explored by the country studies.
While we have been able to define regional ‘growth scenarios’, at the
country level the growth experience may not purely fall into one of the
scenarios. However, our discussion of the regional paper findings may
be used as a framework for the analysis at the country level. 

Notes
1 The authors drew heavily upon the regional papers on microeconomics and

growth by Abdel-Fadil (2000), Behrman, Duryea, and Székely (2000), Collier
and Gunning (1999), Guriev and Ickes (2000), Kuncoro (2000), Ranade and
Siddiqui (2000), and Salehi-Isfahani (2000).

2 Certainly, the distinction between ‘small’ and ‘large’ firms is vague. In some
countries, a firm employing 50 people would qualify as ‘small’, while in
others it would be necessarily a ‘large’ one (Abdel-Fadil, 2000; Guriev and
Ickes, 2000). 
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3 In Section 4 we argue that the missing middle is consistent with the set of
growth scenarios described in the regional papers.

4 The fact that small size of average business is negatively correlated with
growth in developing countries has been established both through cross-
country analysis (Liedholm and Mead, 1987; Banerji, 1978), and through
analysis across time within countries (Little, Mazumdar and Page, 1987;
Steel, 1993).

5 This issue is very important in some transition countries as well. On the
other hand, the first and the second problems seem to be relatively less
important.

6 There is no wonder that authors of both South Asia and CEE-FSU regional
papers are reluctant to bore the audience with a detailed discussion of the
central-planning policies that have finally been put to a well-deserved rest.
Guriev and Ickes (2000) argue, however, that understanding the basics of
the Soviet growth model is essential, since its legacies are important for
both microeconomic incentives and growth performance in transition
economies. See section 2 in Guriev and Ickes (2000) for a detailed discus-
sion of the workings of a centrally-planned economy, which also applies to
the South Asian scenario. 

7 The paper also notes that a large part of savings in East Asia is corporate;
this is consistent with the overinvestment story.

8 BMT see the move from one equilibrium to the other mostly as a matter of
historical accident and good luck. 

9 Strictly speaking, we should have average education of children. We are
implicitly assuming, in the spirit of BMT, that countries are in a long-run
equilibrium, in which case adult and child education would be correlated.

10 Remittances play a major role in many non-OECD countries, often being
the single most important source of foreign currency. As shown in Abdel-
Fadil (2000) and Guriev and Ickes (2000), in countries such as Egypt,
Morocco, Syria, Albania and others, remittances account for tens of per
cents of GDP and exports. In Egypt, the remittances actually exceed mer-
chandise exports.

11 In many developing countries the exchange rate heavily depends on the
current world prices for raw materials. As pointed out in the paper by Filer
et al. (2000), natural-resource richness may therefore be a curse rather than
a blessing. Given the non-diversified export structure, the whole economy
is subject to an aggregate risk.

12 It is also interesting to compare the results of regional papers with a survey
of 3,600 entrepreneurs in 69 countries on obstacles for doing business by
Brunetti, Kisunko and Weder (1997). In general, the results are very similar:
indeed, financing was not named as a major problem in any of the regions.
Entrepreneurs were more concerned about lack of infrastructure (which as
we discussed above is related to risk and volatility), corruption, taxes and
regulation (and imperfect judiciary system). There is a substantial variation
across regions: e.g. in Asia entrepreneurs trust government while in other
regions they are very sceptical about both government policy and its imple-
mentation; in CEE, entrepreneurs ranked corruption below financing,
which means that government predation is relatively weak. One should,
however, be careful in comparing the results of this survey with the
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regional papers: the survey included both small and large firms, and it is
not clear to what extent the surveyed firms are representative of the respec-
tive countries and regions. 

13 Protectionist policies create an additional burden on small businesses
through increased costs of imported inputs. 

14 This argument is especially valid when the share of large firms in employ-
ment is low, as it is the case in many poor countries (see section 2). At the
top level of bureaucracy, policy choices are good for growth, but at the low
level they are not implemented.

15 Also, Romania, that is similar to Russia in all respects except the small-busi-
ness environment, has also been growing faster although not as fast as
Poland.

16 One should bear in mind, however, the aforementioned bias due to the
informal economy. The shadow sector is likely to be populated by
smaller non-industrial firms that are not taken into account by official
statistics.

17 The most striking case is of course the post-communist countries where
firms’ structure was driven by political and military rather than economic
efficiency considerations (Guriev and Ickes, 2000). In Latin America and
South Asia, high tariff and non-tariff barriers have protected firms from
foreign competition (Edwards, 1993; Ranade and Siddiqui, 2000). See
Balassa (1971) for estimates of the effective protection rates in the 1960s
that ran well into double-digit and even triple-digit numbers. In East Asia,
large firms have benefited from financial-repression policies that shifted
investment supply into their favour (Kuncoro, 2000). 

18 The regional papers on MENA and SSA focus on small firms, and the LAC
paper does not consider firms at all so this section will only refer to CEE-
FSU, South Asia and East Asia papers. However, most of this section applies
to African and Latin American economies as well.

19 As Brown and Earle (2001) argue, endogeneity seems to be a lesser problem
in transition economies than inherited industrial structure from a non-
market system. Likewise, the market structure in Latin America and South
Asia may also be exogenous because of high protection rates during the
import substitution industrialization policies.

20 For a striking example of the difference between cross-section and panel-
data estimates see Yudaeva et al.’s (2001) paper on the spillovers of FDI in
Russia. The cross-section analysis suggests that FDI have negative spillovers
on local firms’ productivity, while the panel data prove that the spillovers
are positive. The fact is that FDI are biased towards the industry with low
productivity and therefore high growth potential.

21 One should be aware, though, that elimination of explicit subsidies may
not be enough for hardening budget constraints. Soft budget constraints
often come across as tax and inter-enterprise arrears, non-performing bank
loans etc. (Djankov and Murrell, 2002; Gaddy and Ickes, 1998). 
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4
Markets and Growth
Štěpán Jurajda and Janet Mitchell

1 Introduction1

Markets are the mechanisms through which economic resources are
channelled and where economic incentives are set. Hence, their func-
tioning is critical to both static and dynamic efficiency as well as to the
responsiveness of the economy to shocks. While both product and
factor markets are important in allocating resources, factor markets
also influence the rate of resource-creation.2 This chapter affirms that
markets are crucial to growth and combines suggestions of Topel
(1999) and Pritchett (2000) to argue that country-specific markets
should be a principal focus of future research on growth. 

We study key markets (financial, labour, natural resource, and
product) to assess how they are facilitating or constraining growth.
First, we draw on the body of existing theoretical and empirical litera-
ture to provide a framework for discussing the links between markets
and growth. Second, we summarize the findings of the six regional
papers produced in the thematic area of ‘Markets and Growth’ for the
Global Research Project (GRP) by presenting four stylized scenarios of
the process of growth, relevant for some of the regions or phases of
development.

Research agenda 

Macro growth regressions, not to mention growth accounting, are, for
the most part, uninformative about the mechanisms by which the
studied sources of growth are working.3 They are a useful data descrip-
tion tool, but are presently less able to provide a causal interpretation
for the estimated growth effects.4 Growth regressions have serious
econometric problems, starting with the usual suspects of measure-
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ment error and endogeneity, and ending with (dynamic)
misspecification.5 While theory offers hypotheses about growth deter-
minants and provides a description of some potential channels of
effects, it is often surprisingly terse in many areas (see sections 2 to 5). 

We believe that this lack of knowledge and testing methodology
makes inquiry into mechanisms of growth effects crucial for the
growth research agenda. We would like to accent the suggestion Topel
(1999) made in his survey work on labour markets and growth, namely
that the most important and productive future research on growth
entails ‘detailed empirical studies of the operation of labour markets
and the impact of policies and institutions within individual coun-
tries’. We see this objective much in line with the idea of the GRP and
would like to extend this suggestion to all factor and commodity
markets. We propose that country-specific research can prove fruitful
in distinguishing among existing growth theories and motivating new
ones; it can provide a deeper perspective on growth, one focused on
mechanisms by which the determinants of growth affect the process of
growth.6

Yet, there are many possible interrelated determinants of growth
working at different time horizons and this curbs the use of a single-
country experience for study of growth determinants. The GRP country
studies, however, can overcome this limitation by analysing external or
internal shocks and episodes when growth patterns have changed.
Pritchett (2000) shows that periods with large shifts in growth (up or
down) are characteristic for most developing countries and constitute
the bulk of panel-data variation in growth rates; hence, they are likely
to provide important insight into the process of growth. The country-
specific GRP research can focus on such episodes and study what
caused them (for example policies or institutions or politics), and why
some countries have been able to overcome shocks with little impact
on growth while others have been completely overwhelmed. 

However, it is not clear how to cumulate knowledge from the
country-specific studies. While theorists can model relationships that
appear important in certain regions, systematically relating case studies
of growth–change episodes and of market functioning to the macro
aggregate measures of growth may be an issue.7 We find it useful to
cumulate the preliminary evidence of the regional thematic papers
into stylized growth scenarios of the process of growth (section 6). These
scenarios are linked to specific market mechanisms of growth (dis-
cussed in sections 2 to 5) and are aimed to provide a tentative frame-
work for country-specific research. 
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General organizational structure 

As we motivated ourselves above, our discussion of markets and
growth evolves around mechanisms by which markets may affect the
process of growth. Hence, each market-specific section will begin by
identifying the relevant market-specific mechanisms. However, in
order to provide a structure for our discussion of the ways in which
markets can affect economic growth, and to support identification of
variables for subsequent analysis, we use a simple classification of
market dimensions. Specifically, we focus on three dimensions: 
(1) infrastructure, which refers to the institutional underpinnings,
including laws and courts; (2) price wedges or distortions due to policy
interventions; and (3) participants, or the relevant players, which are
determined by competition policy, ownership structure and so on.
Market infrastructure aids processing of information and allocating
resources. Removal of price distortions from policy wedges increases
economic activity by eliminating deadweight losses. Finally, different
types of participants in a given market may have differing incentives
and objectives, and the different objectives across types of participants
can impact market outcomes (often through a political economy
channel). In each market the three dimensions are interrelated (for
example, the market infrastructure may determine the type of partici-
pants); however, treating each dimension separately permits us to
better distinguish between the effects of institutions and of policies on
economic growth.8

2 Financial markets

The positive association between financial-sector development and
economic growth is now a well-documented stylized fact. Since
Goldsmith (1969) found that the level of financial development,
defined as financial intermediary assets divided by GDP, was positively
associated with economic growth, numerous authors have reconfirmed
positive correlations between differing indicators of financial develop-
ment and growth, and several have included tests for causality.9

Growth mechanisms

Links between financial systems and economic growth occur through
one or more of three basic functions served by the financial sector in
an economy: (1) the provision of adequate instruments for saving; 
(2) the channelling of resources from savers to borrowers (the resource-
allocation function); and (3) the reallocation of resources when their
current uses are no longer the most profitable.10
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Savings

Savings flowing into the financial sector may be increased by improve-
ments in the liquidity and breadth of financial assets, reductions in
information asymmetries between firms and outside investors,
increases in the returns on financial instruments, and by reductions in
transactions costs related to financial assets. An increase in savings can
increase growth by permitting an increase in investment. 

Channelling of funds

The efficiency with which the financial sector performs the allocation
function – that is, the selection and monitoring of firms and projects
receiving external finance – will also affect a country’s growth rate.
Theory offers some indications of the ways in which financial-sector
development could result in more efficient channeling of resources
from savers to borrowers and in higher growth. Diamond (1984) sug-
gests that financial intermediaries can perform monitoring and screen-
ing at lower cost than individual investors; Greenwood and Jovanovic
(1990) argue that financial intermediaries are better able to identify
investment opportunities than are individuals; and Harrison, Sussman
and Zeira (1999) assume that the costs of monitoring borrowers are a
function of the distance between banks and their borrowers. Therefore,
as more banks enter the financial system, regional specialization
occurs, monitoring costs fall and investment increases. Bencivenga,
Smith and Starr (1996) show that a beneficial effect of the increase in
liquidity of financial assets arising from the development of secondary
securities markets, which allow transfer of financial assets across
individuals, is to permit short-term savings to be directed into long-
gestation production technologies, which may generate greater 
long-run returns than short-gestation technologies.

Reallocation of funds

Finally, the efficiency with which the financial system reallocates
resources from unprofitable to profitable uses will affect economic
growth. For example, the existence and terms of bankruptcy provisions
can influence the degree of effort that firm managers exert, the point at
which unprofitable firms are closed down, and the efficiency with which
a liquidated firm’s assets are channelled to more profitable uses.11

Market dimensions

Each of the dimensions of infrastructure, policy wedges and partici-
pants in financial markets can influence economic growth through
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their impact on any or all of the three functions that the financial
system performs. We consider each of the dimensions in turn. 

Market infrastructure

Elements of financial-market infrastructure that are important for
financial-sector development and growth include institutions such as
courts that facilitate contract enforcement; accounting rules requiring
firms to disclose adequate information to outside investors; and laws
(such as bankruptcy laws) protecting the rights of outside investors.
Well-developed financial market infrastructure will increase the supply
of savings flowing to firms by ensuring that financial contracts are
honoured and the rights of outside investors are protected. Accounting
rules requiring adequate information disclosure by firms should
improve the efficiency of resource allocation. As suggested above,
bankruptcy laws (and other guarantees of creditors’ and shareholders’
rights) could be expected to improve the efficiency of the reallocation
of resources.

Little theory exists relating financial-market infrastructure to growth.
Numerous empirical studies involving cross-country growth regressions
have, however, included variables representing infrastructure.12 To the
extent that the results of these studies capture causal relationships,
infrastructure indeed appears to be important. Variables focused on in
such studies include indicators of creditors’ and/or shareholders’
rights,13 an indicator of the degree of law and order, an indicator of
contract enforcement, an indicator of accounting standards, and indi-
cators of corruption or government interference in financial markets. A
variable indicating the origin of the legal system (English common law;
French civil law; German civil law; or Scandinavian civil law), con-
structed by La Porta et al. (1997, 1998), is also sometimes used as an
instrument for infrastructure variables.

Whereas results of cross-country regressions suggest a potential role
for legal and accounting institutions in increasing growth, it may be
useful to distinguish – under the rubric of financial infrastructure –
between general indicators of a commitment to the rule of law or to
contract enforcement and more targeted measures, such as improve-
ment of accounting standards or of shareholders’ and creditors’ rights.
An important question is whether the general commitment to law and
order (which may also represent the elimination of corruption) is a
stronger determinant of financial-sector development and of growth
than are more specific measures aimed at protecting creditors’ or share-
holders’ rights. The significance of the commitment to law and order is
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that it guarantees that the government will not expropriate the assets
or profits of private owners and investors. Once a minimum commit-
ment to the rule of law has been established, the implementation of
more specific protections for shareholders and creditors may become
more important.14 Within-country analysis of data relating to the com-
mitment to the rule of law versus specific infrastructure reforms would
shed light on this question and could feed into cross-country analysis.

Policy wedges

Typical distortions created by financial-sector policy relate to restric-
tions on interest rates and reserve requirements on bank deposits.
Financial repression, which results in imposition of interest-rate ceil-
ings on bank deposits or on rates charged on loans to certain sectors,
can reduce savings and can also distort the allocation of resources. In
addition, politically motivated directed lending represents an implicit
form of policy wedge, which leads to ‘soft budget constraints’ for firms
benefiting from the lending and, therefore, to poor performance of the
financial sector in reallocating resources. 

Financial liberalization policies may eliminate the distortions created
by financial repression. It is a well-recognized theoretical result,
however, that financial liberalization has an ambiguous effect on
saving, due to the presence of income and substitution effects follow-
ing an increase in the interest rate. There is also some evidence
(Demirgüç-Kunt and Detragiache, 1998, cited in Caprio and Honohan,
1999) that banking crises often follow financial liberalizations.
However, this outcome may reflect more a weak financial market infra-
structure, which leaves regulators ill-equipped to adequately supervise
newly liberalized financial intermediaries. 

Participants

Important participants in financial markets include financial intermedi-
aries and individual investors providing outside finance to firms through
stockmarkets. Recent cross-country empirical research that attempts to
assess the relative importance of financial intermediaries and stockmar-
kets concludes that the relative weight of each in the financial system
does not appear to matter.15 Since the typical path of financial-sector
development is for the banking sector to develop first, followed later by
the stockmarket, we focus our attention here on financial intermediaries.
Potentially important distinctions between types of financial intermedi-
aries are state versus private banks, differences in the qualifications of
owners of private banks, and foreign versus domestic banks.
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The nature of bank ownership and management can significantly
affect the efficiency of resource allocation by the banking sector. Banks
must have both the ability and the incentives to identify and invest in
profitable firms and to halt lending to unprofitable firms. Conditions
that would be expected to lower banks’ incentives to allocate (or reallo-
cate) resources efficiently include: 

(1) government pressure on banks to lend to particular firms or sectors
for political reasons; 

(2) pressure on banks by governments to purchase government debt; 
(3) too few constraints on banks’ activities, either because supervision

is inadequate or restrictions on entry into banking are too lax; and 
(4) banks that are themselves in financial distress, in which case

limited liability results in excessive risk-taking and hiding of bad
loans.

Conditions (1) and (2) may be more likely to hold when banks are
state-owned. In any case, government interference in bank lending is
common in developing countries (Caprio and Honohan, 1999).
Conditions (3) and (4) have a negative effect on the financial sector’s
resource-allocation functions through inefficient investment behaviour
on the part of banks, and banking regulations will influence the extent
to which conditions (3) and (4) hold. Regulations that would be
expected to guard against inefficient investment behaviour include
regulation of entry into the banking sector, capital adequacy require-
ments, rules relating to loan classification and loan–loss provisions,
restrictions on bank activities, and adequate handling of banks with
high levels of non-performing loans. 

A high rate of entry into the banking sector can sometimes cause
more harm than good, despite the fact that entry increases competi-
tion.16 Two sources of danger arising from lax entry policies are
difficulties in regulating a large number of banks and the increased
riskiness of loans made by banks faced with competition-induced
declining spreads between interest rates on loans and deposits.
Banking-sector problems arising from poor banking supervision or
from excessive entry into banking by unqualified bankers are thus
potentially harmful to growth. Several transition economies and Sub-
Saharan African economies have suffered banking crises as a result of
excessively lax restrictions on entry into the banking sector. 

Research examining links between conditions such as (1)–(4) and
growth is sparse. Some empirical evidence relating to state ownership

Štěpan Jurajda and Janet Mitchell 123



of banks is offered by Barth, Caprio and Levine (2000), who report pre-
liminary results from an ongoing research project in which data on
bank regulation and ownership have been collected from over 60
countries. They find that state ownership of banks is significantly and
negatively correlated with financial-sector development.17 La Porta et
al. (1997, 1998) collected data on state ownership of the 10 largest
banks in over 90 countries, including 12 transition economies. They
found that their measure of government ownership is significantly and
negatively correlated with subsequent financial development, mea-
sured by the growth in the ratio of private credit to GDP.

3 Labour markets

In contrast to financial markets, the role of labour markets in affecting
growth has not yet become a major topic of empirical analysis. This is
especially surprising given the extended empirical research linking
financial markets to growth performance. Furthermore, the existing
empirical work, including a 1999 survey on labour markets and growth
by Robert Topel, studies only one aspect of labour markets: the effect
of human capital accumulation on growth. This reflects the almost
exclusive focus of labour-market-related growth theory on human
capital (HC). We will take a broader view, building also on a large body
of empirical literature on labour-market flexibility, which is, if only
implicitly, related to growth. 

Growth mechanisms

The economic links from labour markets to growth are likely to occur
through the allocation (and mass reallocation) function of labour
markets and through their role in supporting the production and
efficient use of HC. The links from growth to labour markets, on the
other hand, are likely to occur though the build-up of infrastructure as
a result of economic growth. 

Production of human capital

Human capital is the ‘engine’ of workhorse growth models and lies at
the heart of the revival of growth economics. There are two important
causal links from HC to growth in the theory: first, in the neoclassical
growth models, increases in HC cause growth as HC is one of the main
inputs to the production; second, Nelson and Phelps (1966) suggest
that a higher stock of HC makes technological innovations and there-
fore growth more likely. The first channel suggests that an increase in
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HC leads to a one-time increase in production, while the second
implies that the effect of increasing HC on output is permanent.18

Neither theory implies how labour markets can impede or foster HC-
creation and use.

There is only limited empirical evidence on the process that relates
HC and growth. At the micro level, schooling increases productivity
when included in an estimated production function (see, for
example, Griliches, 1997, for references) and schooling is a causal
determinant of individual income (Card, 1999). However, the
definition of HC used in growth theory covers not only schooling,
but also accumulation of knowledge or abilities to conceive and
implement new ideas, labour-augmenting technology, and possibly
even social capital. It is hard to measure these concepts and they do
not differentiate the ability to apply knowledge in productive ways
from technical progress. Still, the measure of HC used in macro
empirical work is typically educational attainment, capturing only
one form of knowledge,19 and the hard existing empirical results
based on educational attainment measures of HC are mixed at best.20

Yet, given the overwhelming (causal) evidence from micro studies,
and the strong theoretical foundation of growth in HC, one is
pressed to ask how HC is created (and what affects its use).

Is the tentative evidence of the regional papers on markets and
growth consistent with the view that HC should be the centerpiece of
growth research? The evidence is puzzling since school attainment
measures grow consistently in most countries, but output does not.
While in the East Asian countries and in some Latin American coun-
tries large investments in HC by youth coincide with dramatic
increases in growth rates, there are other countries – for example in the
Middle East and North Africa (MNA) region – where a growing stock of
HC was associated with little productivity growth. The Eastern Europe
and Central Asia (ECA) region has a highly-educated work force and an
enormous potential for technology adoption and imitation, yet this
potential is far from being realized in many ECA countries.21

Hence, at first glance, HC does not appear to be the main determi-
nant of differences in growth rates across countries. At second glance,
however, one can consider HC a necessary but not sufficient condition
for growth and look at labour markets for an explanation why
(growing) HC stock was not put to its best use in some countries. This
perspective stresses the role of HC allocation as opposed to HC produc-
tion. We take up this issue within the context of the following two
subsections, focusing on labour allocation and reallocation.
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Allocation of labour

The ability to allocate existing resources (that is, labour, HC) across
economic sectors, occupations or regions is, at an intuitive level,
crucial for static efficiency. Further, one can hypothesize that the
apparent lack of explanatory power of HC for growth may be related to
misallocation and therefore to the functioning of labour markets. The
allocation function of labour markets would then be as important as
the key theoretical role of HC in driving growth. The country-specific
question is then not only how Korea increased its stock of HC, but how
did it also increase its labour utilization and non-agricultural labour
force (Topel, 1999). In contrast, one must also ask why are most degree
holders entering the labour market in Egypt hired by the public sector
and how much this affects growth. 

The effect of misallocation is twofold: first, present-day efficiency of
allocation is lower; second, misallocation may lead to the build-up of
political economy obstacles to reallocation – that is, pressure groups
that benefited from misallocation rents will oppose efficiency-enhanc-
ing reforms and this opposition to reform may form a long-term obsta-
cle to growth. 

A strong effect on growth through allocation of resources probably
comes through high labour taxation. This issue is of primary concern
only in developed industrialized economies (see, for example, Tabellini
and Daveri, 1997, and the references therein) as direct labour taxation
is low in most developing countries. Yet, labour taxation is important
in many ECA post-communist countries where the welfare-state com-
mitments, inherited from the communist era misallocation of
resources, result in high statutory contribution rates and excessive
labour taxation. 

Labour reallocation

A tightly related issue is the ability of labour markets to undertake
massive reallocation, that is the ability to successfully deal with exten-
sive (initial) misallocation or with external shocks. It is crucial for tran-
sitional growth of countries off the steady-state path. For example,
extensive reallocation of labour appears to be needed in the ECA
region as a result of communist misallocation, in the SAS (South Asia)
region as a result of the doctrine of economic nationalism, or in the
MNA region as a result of misuse of high oil revenues in the 1970s. 

Large shocks often occur in less-developed countries and often
appear to establish turning points differentiating between multiple
growth equilibria. For example, the initial misallocation of labour in

126 Markets and Growth



communist countries resulted in workers moving from overstaffed
heavy industries to services, finance and trade in the European transi-
tion economies. In contrast, Russia and parts of the former Soviet
Union were not that successful and the initial transition often resulted
in an increase in agricultural employment, reversing the process of
economic development. This distinction is likely to drive long-term
growth prospects.

Market dimensions

Let us now draw on the preceding discussion and on the GRP regional
papers to consider the labour-market dimensions that may affect the
three labour-market growth mechanisms. 

Market infrastructure

The important labour market infrastructure includes: (i) transportation,
housing (and mortgage) market, and residency restrictions; (ii) school-
ing systems; (iii) market-clearing mechanisms such as channels of
information on vacancies; (iv) protection against diversion; (v) labour
code and regulations; and (vi) social security. While there is extensive
empirical research on the effects of (v) and (vi) on many labour-market
outcomes and some theoretical research on growth effects of (ii) and
(iii), many of these issues appear to be not covered at length in the
existing growth research agenda.

Functioning housing market and transportation infrastructure clearly
improve the allocation function of labour markets. Further, closely
related mortgage markets improve the ability of workers to reallocate
from regions with high unemployment to thriving areas. The latter is
likely to be especially important in geographically dispersed (large)
developing countries; for example, in Russia where massive misalloca-
tion under central planning led to non-viable industrialization of far-
north isolated regions. (Note that the proposed growth effects lead to
specific research questions. For example, to study whether territorial
mobility restrictions curb growth through an effect on human capital
allocation, one can relate region and time-specific labour-market out-
comes such as unemployment, education–occupation match or pro-
ductivity to variation in housing-market regulation and/or residential
permit policy.)

Schooling systems produce human capital; hence, their direct effect on
the HC growth mechanism. Reforms promoting the quality and sup-
plied quantity of education are likely to improve the chances of a
country to grow. An important related issue of HC accumulation has to
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do with social returns to education being higher than private returns.
Existence of positive externalities and spillover effects of education
calls for government support of schooling.22 Finally, the ability of
schools to adjust their focus (curricula) to market needs also affects the
allocation of labour and HC on the labour market.

Poor quality of market-clearing mechanisms (such as information
channels used in hiring) will clearly negatively affect the allocation
function of labour markets. Labour-market segmentation (along, for
example, ethnic dimensions) also negatively affects market-clearing.
However, it also alters schooling and HC accumulation. Since students
will expect their class status to determine their careers, segmentation
will also affect HC production. If innovative activity and social mobil-
ity play an important role in determining growth, policy should
support equal schooling and innovations (entrepreneurs).23

Rule of law and protection against diversion are likely to play an
important role in both creation and use of HC on labour markets: if
the benefits of innovations are not protected by law, few will invest in
research; if benefits of entrepreneurship are grabbed by either
organized crime or the state, few will become (innovative) entrepre-
neurs. The regional papers indeed suggest that extensive diversion
(grabbing hands)24 will preclude a rise in productive types of 
self-employment and force even well-educated (ECA) workers to self-
subsistence agriculture.25

The ability to reallocate labour is likely to be related to the popular
notion of labour-market flexibility (lack of rigidity). Labour codes and
regulations, that is labour-market flexibility (and its effect on worker
mobility), has become a major object of empirical research.26 Much of
this research focuses on job security regulation (for example, high
firing costs and limited part-time or fixed-term contracts). While there
are undisputed benefits to recipients of job protection, there is dis-
agreement over the extent to which regulation is responsible for the
difference in equilibrium (un)employment rates and worker mobility:
Blank (1994) and Freeman (2000), among others, argue that regula-
tions are not harmful, while for example OECD (1994), Burgess (1994)
and Michie and Grieve-Smith (1997) claim that they matter. Heckman
and Pagés-Serra (2000) analyse the role of job-security provisions using
natural experiments from the recent history of Latin American coun-
tries, and establish that such regulations have a substantial negative
impact on the level of employment and especially on youth. Looking
both across countries (Burgess, 1994) and US states (Dertouzos and
Karoly, 1993) the evidence is that employment protection legislation
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slows down structural adjustment and the reallocation of labour from
declining industries to innovative, growing industries. To the extent
that structural reallocation is an important growth ingredient, labour-
market regulation affects growth.27 However, the evidence from the
regional thematic papers appears to suggest that an important empiri-
cal question related to regulations in developing countries is the degree
to which they are enforced.

While labour-market segmentation, impediments to labour mobil-
ity and other rigidities have been recognized as obstacles to growth
and studied in developing countries (for example Collier and
Gunning, 1999; Agenor, 1996), there is relatively little research
looking at the importance of social safety for massive reallocation
and growth.28 The ability to deal with large shocks may be improved
if workers can rely on social safety nets while searching for new jobs
and do not plunge into poverty (and subsistence home plots). On
the other hand, social safety nets require high levels of labour taxa-
tion, which appears harmful to economic growth. Finally, an impor-
tant related ingredient of many recent growth stories is labour-force
participation. It is shaped by demography, but to a large extent also
by incentives set in the labour market including social safety nets
and unconstrained wage-setting (see below). Output per capita
increases even if bad macroeconomic policies remain in place as
long as participation increases.

Policy wedges

The most important price wedge on the labour market occurs
through wage-setting distortions (minimum wage, centralized com-
pressed wage structure, massive taxation and redistribution).
Compressed wage distribution adversely affects HC accumulation in a
stylized theoretical growth scenario. In the Lucas–Uzawa framework,
recently surveyed by Topel (1999), HC is accumulated endogenously
as a result of individual optimal investment decisions sacrificing
present consumption for future returns. Incentives to invest in HC
are related to rewards to such investments, which are carried by a
flexible wage structure.29 In a market-driven scenario of (Kuznets)
growth, exports propel the demand for industrial output, which in
turn raises the demand for skilled labour and consequently the skill-
wage premium. This leads to investment in HC and consequently
growth. This growth story requires, among other conditions, a
flexible (regulation-free) wage structure and an elastic response of HC
investment (see also pp. 214–17).30
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Participants

The relevant participants in labour markets are government-sector
employees and other pressure groups as opposed to employees in small
firms, home production and the shadow economy.31 The first type of
participants (pressure groups, labour unions) is likely related to politi-
cal-economy constraints on growth. If those who would lose from
efficient restructuring block reforms, this surely affects the labour
markets’ ability to support efficient reallocation. 

A strand of theoretical models called Optimal Speed of Transition
theory (for example Aghion and Blanchard, 1994; Castanheira and
Roland, 2000) relates to the political-economy problems of massive
reallocation. These models are motivated by the transition of post-
communist economies, but are relevant for extensive reallocation in
other regions, for example for a situation in which an overstaffed
public sector puts a heavy burden on the private sector, which is thus
incapable of creating large numbers of ‘good’ jobs. They model the
reallocation of labour (and capital) from an inefficient oversized (state)
sector to a growing efficient (private) sector. This strand of literature
advocates gradual phasing out of the inefficient sector as optimal,
partly based on political-economy constraints. Too fast a downsizing of
the inefficient sector creates obstacles to successful reallocation and
slows down growth. 

Indeed, the tentative evidence from the regional thematic papers sug-
gests that the establishment of pressure groups (as a result of initial misal-
location of resources) is a major obstacle to successful reallocation.32

Buying out workers who are harmed by first-choice economic reforms
may be one solution to this obstacle to growth (for example, in MNA).

4 Natural-resource markets33

So far we have discussed the factor markets for capital and labour. As it
is common to view natural resources, including land, as an additional
factor of production, we will consider the relevance of natural-resource
markets for economic growth. The current consensus is that natural-
resource abundance depresses economic growth (for example Sachs
and Warner, 1995). The main upshot of the literature is twofold: first,
natural resources, if not well-managed in well-built markets, will
impede growth through rent-seeking; and second, an abundance of
natural resources leads to serious policy failures: for example, if the
windfall from a natural-resource boom is poorly invested, it can have
long-run detrimental effects. 
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Natural-resource abundance tends to induce rent-seeking behaviour
that can take many forms, including corruption and looting, and con-
sequently increase the degree of diversion in the whole economy. The
interaction of markets with this growth mechanism is very strong in
that the ability to circumvent or thwart markets is often a precondition
of rent-seeking. A natural consequence of rent-seeking control of valu-
able resources (for example oil) is the buildup of interest (pressure)
groups, which may further impede efficient allocation of resources and
which often directly influence politics. Rent-seeking is therefore both a
consequence and a source of market failure. What fails is primarily
market infrastructure: property-rights protection. Rent-seeking appears
present in all resource-rich areas, including ECA, and in Sub-Saharan
Africa (SSA) it takes the extreme form of looting. For example, Collier
and Hoeffler (1998) find that a dependence on natural resources
strongly increases the risk of civil war.

An abundance of natural resources also often leads to policy failures
and results, typically, in a serious misallocation of resources, high
inflation and a build up of pressure groups. When the windfall from
natural resources is captured by the state, it is often used to (i) offer
highly-paid jobs in a bloated public sector (as for example in Côte
d’Ivoire or Egypt), (ii) finance extensive public projects or state-
owned industrial enterprises (Nigeria or Trinidad and Tobago), and 
(iii) support import-substitution policies and/or subsidies to non-
natural-resource industries (Venezuela). Such increases in government
spending are hard to reverse when oil prices drop as pressure groups
lobby for their subsidies. Next, excessive foreign borrowing results in
inflation and indebtedness. The country becomes highly dependent on
the (fluctuation in) raw material prices in world markets, which results
in large external shocks to the economy as it is difficult for the govern-
ment to smooth revenues and even harder to cut down on spending
programmes started during natural-resource boom periods. When the
windfall is distributed to the population, wrong policies are often in
place, such as restricted access to foreign capital markets. This leads to
the windfall being invested in construction or other activities leading
to little increase in productivity. 

The market dimension playing an important role here is players:
governments and public employment. One of the apparent reasons for
policy failure is a false sense of security of governments of resource-rich
countries. The country-specific research question is why, given the
high propensity to misallocate oil windfalls, did Indonesia apparently
manage its windfall well, while for example Venezuela invested in
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growth-impeding import substitution (Gelb et al., 1988). The policy
response to natural-resource booms may have to do with market infra-
structure before the boom, which is testable. 

There are also other mechanisms potentially relating natural
resources to lower growth, which consider the trade-off between manu-
facturing and natural-resource extraction. It is argued that manufactur-
ing contributes larger positive externalities compared to the
natural-resource sector. A reallocation of resources away from the man-
ufacturing sector then impedes learning by doing, while, say, mineral
production occurs without any linkages to the rest of the economy.
This argument is at the heart of the Dutch-disease or linkage theories.
When the high-rent natural-resource-based industries thrive in the
presence of high real exchange rates and wages, other industries are
smothered with the Dutch disease: this lowers the growth of high-tech
capital-intensive or high-skill labour-intensive industries, which typi-
cally offer large growth externalities, such as learning, R&D and tech-
nology adoption. The disease is a consequence of a general market
failure, not that of particular market dimension. An effective cure may
involve distortion-free resource rent fees or subsidies to high-external-
ity industries. 

Finally, resource abundance in agriculture leads to an overemphasis
on low-skill education. However, low-skilled labour is not versatile and
becomes less useful in other industries; workers with few options tend
to oppose reallocation when resource prices plummet and reallocation
is needed (see section 3). 

5 Product markets

Product markets affect growth through the efficiency of the mix of
goods and services produced, the rate at which productivity-enhancing
innovation occurs, and the ease of firm-creation. A mix of goods that
does not reflect an economy’s comparative advantage does not allow
exports to grow at the rate that they otherwise would. Production of
goods for which the production process generates positive externalities
with respect to growth (such as learning-by-doing or acquisition of
‘tacit’ knowledge) can also enhance growth.34 The ease with which new
firms may be created may also influence the amount of innovation in
an economy and the ability of markets to reallocate resources from
unprofitable to profitable sectors.

Market infrastructure: important elements of market infrastructure
with respect to product markets include public infrastructure, such as
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transportation and telecommunications networks, and the prevalence
of patents. Adequate public infrastructure lowers transaction and pro-
duction costs for firms and increases production. The quality of infra-
structure may also influence the level of foreign investment. The
prevalence of patents influences firms’ incentives to innovate, and the
greater the ease of obtaining a patent for an innovation, the greater are
firms’ incentives to innovate and the higher the resulting rate of
growth.

Policy wedges: policies such as preferential taxes and subsidies to par-
ticular sectors, quotas or tariffs on imports, and laws governing export
and import licensing may influence growth through their effect on the
mix of goods produced. For example, import-substitution policies
adopted in South Asia have been cited as one of the key explanations
for the low growth rates of this region from the 1960s to the 1980s.35

Participants: elements of what was described above as financial-
market infrastructure, such as a commitment to private property rights
and to contract enforcement, can influence the types of participants in
product markets. The commitments to contract enforcement and to
property rights ensure that firms’ profits will not be seized by the gov-
ernment or corrupt officials, and these commitments can affect the
willingness of private and foreign firms to enter into differing markets. 

Another element of infrastructure with a potential impact on the
amount of innovation concerns restrictions on the creation of firms. If
regulations regarding the formation of new firms are very strict, then
innovative entrepreneurs may be discouraged from forming firms,
thereby slowing the rate of innovation and economic growth.
Regulations restricting entry and the formation of new firms will also
affect the proportion of private firms in a market and the distribution
of established versus new firms. Governments that implement restric-
tive entry policies may do so in order to protect state-owned firms or
firms whose managers wield political influence.36 The potentially nega-
tive effects of such policies on productivity, innovation and growth are
clear.

These observations lead to the question of whether an increase in
product-market competition promotes growth. The theoretical rela-
tionship between competition and growth is in fact ambiguous; on the
one hand increased competition lowers incentives for managerial effort
or innovation because of the lower level of profit that can be sustained
from the extra effort, on the other hand increased competition
motivates managers of inefficient firms to exert more effort in order to
avoid being driven out of the market. 
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Several theoretical papers have played on the ambiguous relationship
between product-market competition and managerial effort. Hart
(1983) and Scharfstein (1988) show that managerial effort is not only a
function of the level of potential profit (or of competition), but also of
the nature of firm managers’ objectives. Aghion, Dewatripont and Rey
(1999) take this idea further and analyse a model where managerial
objectives, combined with financial-market efficiency, play a
significant role in determining which effect dominates. When firm
managers are profit-maximizers, an increase in competition will lower
profit and, consequently, innovation and productivity (and growth).
When firm managers care about their private benefits of control, com-
petition will discipline the managers (by removing financial ‘slack’)
and force them to innovate more often, thereby increasing economic
growth.37 Given the prevalence in many developing economies of
state-owned firms, firms benefiting from special government protec-
tion, and a generally weak legal protection of outside creditors and
shareholders, we see these results as highlighting the important role
that increased competition can play in disciplining firm management
and enhancing growth.38

Openness, which represents a removal of policy wedges linked to
international trade, can also influence the types and behaviour of par-
ticipants in product markets. Openness may generate benefits from any
of the following: economies of scale (possibly arising from learning by
doing) due to the increase in the size of the market; the disciplinary
effect of competition on inefficient firms; or more rapid diffusion of
technology, as entry of foreign firms or products makes transfer of
technology easier.

According to Ahn and Hemmings (2000), results from empirical
studies on the impact of openness on growth are mixed, although
recent studies seem to have confirmed a positive relationship between
trade and growth. Two caveats to these results should be noted. First,
causality probably runs in both directions; therefore, the question of
causality needs to be addressed. Second, many studies make use of a
binary openness indicator constructed by Sachs and Warner (1995),
which includes a number of differing dimensions relating to policy
wedges, nature of market participants, and market infrastructure.39

Such an indicator makes it difficult to identify the exact mechanism by
which openness might be affecting growth. For example, Rodríguez
and Rodrik (1999) suggest that two of the components of this indicator
(size of the black-market premium and the existence of a state monop-
oly on exports) are primarily responsible for its statistical power. The
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black-market premium could be an indicator of macroeconomic policy
as much as of openness. Similarly, a negative relationship between the
existence of a state monopoly on exports and growth may be more
directly attributable to state ownership than to openness.

6 Four growth stories

In this section we present four scenarios or growth stories coming from
the regional growth papers. Each relates to the experience of one or
more regions during some period and highlights what seems to emerge
as a key theme in explaining growth performance. These scenarios
should be interpreted as tentative and exploratory. We use them, first,
as an expositional device in our discussion of regional growth experi-
ence, but at the same time the scenarios also embody hypotheses that
could be explored in future country-level and regional research. Such a
focus is in line with the research agenda outlined in the introduction.
By distilling patterns of growth from both past, we seek to identify
both past pitfalls and future policy implications. Within each scenario,
we highlight the involved market mechanisms of growth discussed
above.

After discussing each scenario and the region(s) to which it applies,
we raise caveats and unresolved questions. The four stories focus on
the following themes: 

1 the importance of openness policies; 
2 market flexibility in response to major shocks; 
3 the influence of high natural resource endowments; and 
4 consistently low growth (the ‘everything’s wrong’ story). 

Scenario 1 identifies a theme arising from experience in the East Asia
and Pacific (EAP) region and SAS; scenario 2 characterizes experience in
ECA in the 1990s, in some MNA countries in the 1980s, in Latin
America and the Caribbean (LAC) in the 1980s, and possibly in some
SSA countries in the 1970s and 1980s. Scenario 3 describes the MNA
region and may tell part of the story in SSA; while finally scenario 4
describes several countries in SSA that have exhibited consistently low
growth rates over very long periods.

Openness

East Asian countries, which started with comparable rates of income
per capita as South Asia in the 1960s, consistently improved their
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growth rates from 1960–97, whereas South Asia did not. East Asia
switched from import-substitution policies to export-oriented policies
earlier. This, in short, motivates our first story. 

The first scenario is essentially a story of market-driven Kuznets-type
growth, in which openness policies raise the potential of a developing
country to export and therefore attract investment into manufactur-
ing. Rising exports then propel the demand for industrial output,
which in turn raises the demand for skilled labour. A higher skill-wage
premium leads to investment in human capital (and/or a higher partic-
ipation rate in a country with many educated non-participants) and
movement of labour force from agriculture (villages) to manufacturing
(cities). The story involves a significant increase in the level of human
capital (of youth) and an expansion of employment in high-skill indus-
tries (manufacturing), accompanied by increasing technology adop-
tion, positive externalities spilling from manufacturing into other
industries, and the concurrent development of financial markets.40

This process of growth also entails a large movement of labour force
from rural to urban areas, and an initial increase in inequality which
may later be reversed by a growing supply of degree holders. Real
wages grow together with productivity (but not faster).

This success scenario hinges on (i) openness, (ii) the ability of a
country to accommodate industrial production (perhaps including easy
start-up procedures, little corruption and diversion), (iii) a flexible wage
structure, and (iv) the ability of workers to move and to invest in
human capital (alternatively, state support of such investment).
Governments’ pro-export policies (a shift from import substitution to
active export promotion) may trigger this scenario; hence, while inter-
national trade is a key element of this story, the trigger may deserve a
separate political economy analysis.

Note that the openness scenario is a market-driven story of growth:
it starts with a removal of a market barrier/wedge. To reap the benefits
of this market opening, other factor-market mechanisms must be
invoked, including human-capital production and labour reallocation.
Market infrastructure must be able to support the accommodation of
industrial production, and so on. At a more fundamental level, this
scenario regards openness (and its immediate implications for product
markets) as the causal force behind growth. The causality may run in
two directions: first and foremost, international trade expands the size
of the local market, which may have growth-promoting effects of fos-
tering productivity and labour reallocation to manufacturing. Trade
provides demand for manufacturing output in low-income labour-
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abundant countries and therefore fosters labour reallocation and
schooling. The effect on productivity may come from technology
adoption, returns to scale, positive externalities, and international
competition’s disciplinary effect. Second, in this scenario import-
substitution policies lead to product-market distortions. These distor-
tions (or the lack thereof) in turn feed into the workings of factor
markets, thereby reinforcing the growth effect of openness.

East Asia and Pacific (EAP). 

Characteristic features of this region (and apparently that of the long-
term economic programmes of the region’s governments) are early
export-oriented policies, high levels of human capital, and high rates
of growth. The central hypothesis of the scenario is that the steady and
high rates of growth of most of the countries of East Asia were a result
of policies of export promotion (and technology adoption in some
cases), perhaps combined with high levels of human capital which
facilitated acquisition of tacit knowledge following the adoption of
foreign technology.41 Related questions, however, are the importance
to the EAP growth story of the role played by large-scale labour reallo-
cation and the fact that political economy constraints did not prevent
useful product-market interventions. Both may have to do with a rela-
tive weakness of interest groups, in which case it would be interesting
to study why protected industries and labour unions did not become
important.

Another question concerns whether any preconditions are necessary
to drive this scenario. This question comes to the fore upon compari-
son of EAP’s growth with the low growth of the SAS region, which was
characterized by anti-openness policies. Although openness policies
represent a major difference between SAS and EAP, it appears that SAS
countries also suffered from a number of other factor and product-
market distortions which may have contributed to their low growth.
Did EAP avoid these imperfections? To the extent that there do exist
necessary preconditions for the success of openness policies, likely can-
didates on the basis of EAP experience would include: low levels of
natural resources, which do not suffocate manufacturing and which
may imply or coincide with weak labour unions and low corruption; a
threshold level of initial human-capital stock; high savings; and macro-
economic stability. 

One dissenting view with respect to the description of EAP growth
offered by this scenario is that the causality runs in the opposite direc-
tion: economic growth promoted exports (Rodrik, 1994). If the latter
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hypothesis is correct, the sources of the initial growth need to be
identified. The above list of potential preconditions would appear to
offer a natural point from which to begin searching. Alternatively,
high savings and investment may have offered the original stimulus
for the high growth rates. 

South Asia (SAS)

This region may present a converse case of the EAP openness-and-
success story. Here, governments favoured inward-oriented policies:
import substitution, not export promotion. This was apparently not
optimal, as no South Asian country reported high growth in any
decade from 1950 to 1980 (Reynolds, 1985). SAS governments imple-
mented centrally-planned public-sector-oriented industrialization pro-
grammes based on an economic nationalism doctrine. This raises the
political economy question of how and why this ideology was con-
ceived. In particular, were mistrust of markets and belief in state inter-
vention related to the former British colonial status of SAS? 

The economic nationalism programmes called for restrictive trade
and exchange-rate policies, which gave rise to overvalued exchange
rates and product-market distortions (that is, protection of specific
industries). Furthermore, public firms and publicly financed invest-
ment projects faced soft budget constraints; priority was given to basic,
heavy industries; and employment in the public sector expanded fast,
without regard to productivity. The anti-export policies resulted in
balance-of-payments deficits leading to a cycle of further import con-
trols.

While even mild forms of central planning (mild in comparison to
pre-transition ECA) beget misallocation of resources and low growth,
the driving force of low growth in SAS may be related to the issue of
openness. This conjecture, however, leads to a number of more specific
questions related to openness in the SAS context. In particular, how
important are product-market distortions relative to factor-market dis-
tortions in explaining SAS growth? For example, Tendulkar and Sen
(2001) note that legislative restrictions on employers led to the hiring
of contract labour and to adoption of capital-intensive technology.
These authors also suggest that progress in SAS in the 1980s in elimi-
nating trade distortions was not matched by liberalization in factor
markets.

A second question relating to the importance of openness for SAS is
whether inward-oriented policies such as trade restrictions inhibit
growth through their negative effect on demand for exports (and
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hence investment), distortionary effect on product mix, or by encour-
aging rent-seeking? Alternatively, do they hamper growth through the
reduction in foreign direct investment, which would then imply less
capital and less transfer of productivity-improving technology? Trade
restrictions in SAS countries actually correlate with higher growth,
whereas the absence of foreign investment is associated with lower
growth.

Additional, largely unexplored potential explanations for lower
growth in SAS than in EAP are related to the importance of restrictions
on the expansion of private enterprises, the apparent underinvestment
in human capital combined with high fertility rates, the quality of
market infrastructure (corruption, commitment to contract enforce-
ment, and so on), and the functioning of financial markets (for
example the apparent attempts of the governments to control banks
and/or interest rates). Initial conditions in SAS that could also be con-
sidered include a high proportion of agriculture in GDP and a poten-
tially lower initial level of human capital.

Finally, the persistence of inward-oriented policies in SAS is likely to
be related to a political-economy argument of path-dependence.

Responsiveness to shocks

In this scenario a shock to the economic system either generates or
reveals the need for a major reallocation of resources from low-productiv-
ity to higher-productivity firms or sectors. The extent to which the
economy succeeds in reallocating resources will determine growth rates
in the short and medium term and may also have a significant impact on
long-term growth rates. Examples of such shocks include decreases in
terms of trade for a country dependent upon commodity exports, a
financial crisis, or a change in the political regime, such as the beginning
of transition from a socialist to a capitalist economic system.

What is significant about this scenario is the need to reallocate
massive quantities of resources from existing to new uses. The required
reallocation often involves significant labour movement (across regions
as well as industries), restructuring or closing of firms in low-productiv-
ity sectors, and creation of firms in high-productivity sectors. The new
equilibrium to which the economy will move may either be a ‘high-
growth’ equilibrium in which market imperfections are sufficiently low
to permit an efficient reallocation of resources, or a ‘low-growth’ equi-
librium in which market development is inadequate. Typical outcomes
in a low-growth equilibrium include expansion of the public sector to
absorb workers displaced by the shock (some MNA countries), retreat
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of displaced workers from industry to agriculture (some ECA coun-
tries), or movement of labour from the formal to the informal sector
(SSA). Each of these outcomes may exert negative long-term effects on
growth.

Market mechanisms that will determine the outcome of the shock
are those that are cited above in sections 2–5 as relating to the realloca-
tion of resources in labour, financial and product markets. In terms of
market dimensions, whereas infrastructure, policies and types of partic-
ipants all play an important role, infrastructure is crucial to achieving
efficient resource reallocation. Bankruptcy and collateral laws deter-
mine the likelihood that unprofitable firms are liquidated or restruc-
tured, freeing capital to move to more profitable activities. Restrictions
on hiring and firing affect both the probability that firms release
redundant labour and the degree of labour mobility across regions. The
ease with which new firms can be created influences the speed at
which resources can be reallocated to profitable activities.

Although adequate market development appears to be a necessary
condition for efficient resource reallocation in response to a shock, it
may not be sufficient: political economy factors may also push the
economy in the direction of the low-growth equilibrium. For example,
groups benefiting from the existing allocation of resources (such as
firm owners or workers in particular sectors) may put up strong resis-
tance to reallocation. The degree of political will to tolerate (or com-
pensate) losers may be important in determining the new equilibrium
after the shock. In addition, government responses to the shock can
influence the movement to a particular equilibrium by influencing
agents’ beliefs regarding government credibility: if agents believe, for
example, that the government is not committed to reform, then entre-
preneurs may be unwilling to create new firms, thereby slowing move-
ment to the high-growth equilibrium or pushing the economy toward
a low-growth equilibrium.

Eastern Europe and Central Asia (ECA)

The countries of the ECA region have all faced the shock imposed by
the transition from socialism to capitalism, initiated in these countries
at the beginning of the 1990s.42 The transition, which was motivated
in part by a grossly inefficient allocation of resources during the social-
ist regimes, created the need for resource reallocation on a massive
scale. This task, which would be enormous in any economy, has been
made even more difficult in the ECA countries by the virtually com-
plete absence at the beginning of transition of infrastructure in all
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types of markets and by the dominance of state participation in all
markets.43 The ECA countries have had to put into place market infra-
structure while at the same time reallocating resources throughout the
economy.

All of the ECA countries suffered a large fall in production at the
beginning of the 1990s as a result of the dissolution of the Soviet
Union, the abandonment of central planning and, in some countries,
macroeconomic stabilization policies. One market variable that appears
to correlate with more rapid turnaround in growth rates following the
declines is the commitment by government to the rule of law and to
contract enforcement.44 Commitments such as these foster financial-
sector development and encourage entry of private firms into product
markets.

With respect to the response to the shock of transition, there is a
marked contrast between most of the former Soviet republics (exclud-
ing the Baltic countries) and the countries in Central and Eastern
Europe. The former have made noticeably less progress in developing
markets and have suffered low growth rates and significant increases in
poverty, forcing a retreat of much of the active population from indus-
try to agriculture. 

The distinction between the former Soviet republics and Central and
Eastern Europe also applies to financial markets, especially to the com-
mitment to the rule of law, which is sorely missing in some of the
former Soviet republics. These countries also exhibit smaller and more
poorly developed financial sectors and weak banking regulation. At the
same time, all of the ECA countries (with the exception of Hungary)
have been slow to implement workable bankruptcy laws, although the
countries in the former Soviet Union have moved even more slowly
than other ECA countries. In addition, in all of the ECA countries
newly-created small and medium-sized firms have had difficulty
obtaining bank finance. High quantities of inherited bad debt on the
balance sheets of state-owned banks and inexperience in lending on
the basis of market criteria are features of banking sectors that have
contributed to this problem.

Labour-market imperfections that have affected labour mobility in
the ECA countries include administrative restrictions on moves
between regions, the tie of provision of social services to the employer,
and underdeveloped housing markets and rent controls for much of
the existing housing. As before, elimination of such barriers has pro-
ceeded much more slowly in the former Soviet Union than in the
other ECA countries. 
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Product-market imperfections that are likely to have played a role in
differential responses to the shock of transition are barriers to entry of
new firms and the form and pace of privatization of state-owned firms.
Whereas rising self-employment has helped channel labour from previ-
ous to new uses and has lowered unemployment rates, high barriers to
entry and corruption in Russia have translated into low self-employ-
ment rates.45 Success in privatization has varied across countries, with
the former Soviet republics still reporting much greater shares of the
state-owned sector in GDP as late as 1999. 

Interestingly, the degree of openness does not appear to explain
much of the variation of growth rates across ECA countries (although
the level of foreign direct investment does correlate with growth). Most
of the ECA countries have adopted policies of openness, and many
have reoriented exports to countries outside the region. The determi-
nants of foreign direct investment appear to depend more on success
in development of market infrastructure, commitment to the rule of
law, and political stability.

One caveat that must be raised with respect to the argument that
market infrastructure and market development are important for deter-
mining the growth performance of ECA countries is the observation
that the commitment to the rule of law – in addition to representing
development of market infrastructure – may also signal political com-
mitment to the transition process. This political commitment may
encourage foreign direct investment and the creation of private firms
and, therefore, accelerate growth. The ECA countries that are lacking in
a commitment to the rule of law have also exhibited lack of progress in
virtually every dimension of the transition, suggesting the absence of
political commitment.

A second caveat to our analysis of markets in ECA is the question of
the role of initial conditions. ECA countries that have reported poor
growth performance throughout the 1990s also faced weaker initial
conditions, which included high proportions of agriculture and natural
resource extraction activities in GDP, lower levels of human capital,
high proportions of trade to the Soviet bloc, smaller initial private
sectors, and less historical experience with democracy or capitalism.
The importance of initial conditions versus policies has been a con-
tinuing source of debate with respect to ECA countries. 

Sub-Saharan Africa (SSA)

While the long-term growth performance of most SSA countries has
been poor in relation to that of developing economies in other regions,
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half of the SSA countries experienced reasonable growth rates through-
out the 1960s but then suffered drastic falls in the 1970s (Ndulu and
O’Connell, 1999, 2000; Prichett, 2000). A question raised by this expe-
rience is whether the sharp declines in growth followed a major shock.
Information regarding any shocks preceding the growth declines and
the specific responses of different countries to the shocks could provide
valuable insight into the fall in growth of these countries. 

One observation that appears to hold at a very general level for all
of SSA is that these countries have failed to develop their manufac-
turing sectors sufficiently to reallocate labour from agriculture to
manufacturing, or from the informal to the formal sector.
Agricultural production remains a very high proportion of GDP, and,
furthermore, significant imperfections exist across all types of
markets in SSA. Therefore, it is difficult to point to any one area that
might be responsible for the failure to develop the manufacturing
sector. Our account (pp. 147–9) of the many market imperfections in
the SSA region does not allow us to distinguish between the SSA
countries that experienced respectable growth rates in the 1960s and
then suffered setbacks, from those countries that have shown consis-
tently weak growth since 1960.

Middle East and North Africa (MNA)

Growth rates in MNA countries are more volatile than in other regions,
and the growth trends appear to follow trends in oil prices. Much of
the long-term growth experience of the MNA region is related to the
theme of the natural-resource scenario (pp. 145–7). However, negative
oil price shocks in the 1980s appear to have had different effects across
countries within the MNA region. 

Public sectors are disproportionately large in MNA countries, imply-
ing that the government is a major participant in labour markets. As
the discussion of the natural-resource scenario suggests, the size of the
public sectors may have contributed to a misallocation of human
capital. Whereas some of the MNA countries responded to negative oil-
price shocks in the 1980s by drawing on foreign reserves to maintain
government spending, countries that were more financially con-
strained were forced to limit government expenditures in response to
the price shocks. An important question is whether the latter group of
countries was forced to reduce public-sector wages or the extent of
government hiring of skilled workers and whether there was an indi-
rect, positive effect on the allocation of labour or capital through
movement into the private sector. Did negative oil-price shocks push
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financially constrained economies in the direction of a ‘high-growth’
equilibrium in response to the shock?

South Asia (SAS)

While the SAS region has been characterized by policies of import sub-
stitution described above (pp. 133–9), recently the region experienced a
considerable reduction in inward orientation and a move towards
product-market liberalization. According to Tendulkar and Sen (2000),
the liberalization was caused by the necessity of reacting to external
shocks and economic crises, rather than by long-term strategy.
Tendulkar and Sen (2000) argue that measurable progress in eliminating
trade distortions has not been matched by liberalization in factor
markets. This may be attributable to political-economy problems origi-
nating in the past strategy of inward orientation: the bloated state-
owned sector and the protected industries oppose reforms, which would
curtail their rents. Market distortions introduced by inward-oriented
policies may be reinforcing themselves beyond product markets. 

Latin America and the Caribbean (LAC)

Like a number of SSA countries, Latin American (LA) countries exhib-
ited reasonable growth rates during the 1960s and 1970s, but suffered
severe declines in growth (exhibiting negative growth rates) during the
1980s. Several LA countries suffered financial crises during the 1980s,
raising the question of the extent to which these crises constituted
shocks that may have been followed by movement to a ‘low-growth’
equilibrium. The growth rates of some LA countries recovered in the
1990s, and observers have suggested that market reforms may have
played a role in the recovery. The extent to which shocks to the
financial sector in the 1980s may have contributed to low growth and
the extent to which reforms leading to improvements in factor or
product markets in the 1990s may have resulted in increases in growth
rates remain open questions. 

Market imperfections in LAC that have been suggested to have
exerted negative effects on long-term growth include policies of
financial repression, lack of openness, and low rates of human-capital
accumulation in some countries. The pervasiveness of financial repres-
sion and financial crises in LA suggests that financial markets may have
had an important influence on growth in this region. However, as dis-
cussed in section 2, the effect of financial repression on growth is
ambiguous due to the uncertain response of savings to interest rate
changes. In addition, some research has indicated that financial crises
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have followed financial liberalization in some LAC countries. Weak
financial market infrastructure and banking supervision may have
allowed newly-liberalized banks to take on excessively risky invest-
ment, leading to a crisis. 

The role of a lack of openness in explaining LA growth performance
also remains an open question. Although many LA countries rated
poorly on indicators of openness, some of these countries nevertheless
exhibited relatively high growth rates. Again, the question of explana-
tions for the sharp declines in LA growth rates in the 1980s arises.
Information on terms-of-trade shocks or changes in openness would be
useful for providing an answer to this question. 

One caveat to the claim that market imperfections may have heavily
influenced the growth performance of LA is that macroeconomic
policy may be potentially important relative to market imperfections
in explaining growth in this region. Poor macroeconomic policy has
been reflected in very high inflation rates and has been cited as con-
tributing negatively to growth in LA.

Natural resource curse

In this scenario, motivated by the MNA region (and potentially also by
LAC and SSA), high natural-resource endowments are present in a
developing country that exhibits weak markets, weak democracy or
myopic governments. Comparative advantage leads to dependence on
natural-resource extraction, which in turn naturally makes economic
policies and growth depend on commodity prices (and their volatility).
A more damaging problem, however, is that poor market infrastructure
or bad governments interact with natural resources: either rent-seeking
related to extraction becomes pervasive or high resource revenues are
misallocated, typically into supporting bloated public sectors. 

Rent-seeking during natural-resource booms may be related to pre-
boom quality of market infrastructure, which is a question for country-
specific research. The policy failure of overstaffing the public sector
may be a result of a false sense of security ensuing from high oil rev-
enues. It leads to buildup of pressure groups opposing reallocation and
negatively feeds back into growth. This is where the growth mech-
anism of human-capital accumulation may break down because of
extensive inefficient allocation of human capital.

While the above-mentioned market mechanisms appear important,
the analysis of natural-resource policy failure is primarily a task of
political economy. High natural-resource endowments pose a
significant policy challenge for governments of developing nations.
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Although it would appear relatively easy to propose appropriate
growth-enhancing policy,46 the political economy question that arises
is why these policies are not being implemented.

Middle East and North Africa (MNA) 

The region is rich in its endowment of natural resources. High oil-
export revenues have permitted the oil-producing countries to under-
take significant public investment, including improvement in
education. Yet, one of the key puzzles raised by the experience of this
region is the observation that steady increases in human capital have
not translated into increases in growth. Measures of total factor pro-
ductivity reveal an average decline in TFP growth in the region during
the period 1960–90.47

One hypothesis explaining the weak link between human-capital
acquisition and growth in this region is that labour has been misallo-
cated as a result of swollen public sectors, which absorb a high fraction
of the skilled workforce and jeopardize the ability of private sectors to
attract skilled workers.48 Public-sector wages appear to be higher in this
region than in any other region, which makes it difficult for the private
sector to create jobs, which further increases the pressure on the public
sector to absorb labour-market entrants. What is less clear is whether
labour-market infrastructure or labour market policies reinforce the
misallocation of labour. Country studies could yield insights into this
issue via the gathering of information on labour-market infrastructure,
policies, and the extent of government hiring. 

While the dependence on oil is a consequence of comparative
advantage, several of the countries of this region have maintained low
degrees of openness, which would tend to strengthen the dependence
on oil. A caveat to the natural-resource scenario therefore depends on
the extent to which the lack of openness may have contributed to low
growth rates independently of any effect via oil-export dependence. A
fruitful avenue of research along these lines would be a comparison of
openness policies across the countries of the region, in relation to the
presence of oil. 

Just as human-capital accumulation does not seem to have increased
growth rates in the MNA region, high savings rates and investment
ratios similar to those of East Asia do not seem to have translated into
growth rates similar to those of the latter region. A potential explana-
tion relates once again to the size of the public sector, the hypothesis
being that investment has been directed to low-productivity projects,
such as housing. Another potential explanation, however, is that
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financial systems are not attracting savings or allocating them
efficiently. Information relating to the infrastructure, policy, and the
functioning of financial markets across countries of this region would
be valuable for assessing the role that financial systems have played in
attracting savings and directing them to their most productive uses. 

Finally, initial conditions that are likely to have played a role, in
addition to the endowment of oil, in explaining the historical growth
performance of this region are low literacy rates, arising in part from
the bias against educating females. Country-specific shocks that also
may have contributed to variability in growth include civil and
regional wars.

Consistently low growth

As noted above, roughly half of the SSA countries have exhibited low
growth rates over very long periods of time. Market imperfections that
could be expected to limit growth are severe and pervasive in the SSA
economies, yet because so many problems exist it may be difficult to
identify one key explanation for low growth. Complementarities in
market reforms may yield convexities in outcomes, which would imply
that growth performance is significantly poorer in countries where
problems exist in most market dimensions, as opposed to a few.
Perhaps, as Collier and Gunning (1999) suggest, initial low growth may
lead to a self-reinforcing, low-growth trap.

A fruitful approach to understanding the poor growth performance
of SSA countries would be to identify policy or institutional variables
that differentiate the group of SSA countries that performed reasonably
well during the 1960s from the group of low-growth countries. As sug-
gested in the scenario above on the responsiveness to shocks, growth
rates of the countries with initially good performances may have
dropped as a result of negative shocks. A related question with respect
to the consistently low-growth countries is whether these countries
experienced a series of negative shocks. If not, market imperfections
offer a potentially convincing explanation for the persistence of low
growth rates.

Severe product-market imperfections in SSA include lack of infrastruc-
ture and heavy use of policy wedges. Among the deficiencies in infra-
structure are restrictions on entry of new firms and weak transportation
and communications infrastructure. Weak infrastructure leads to uncer-
tain input supplies, to which firms respond by inefficiently producing
their own inputs. For example, many firms react to uncertain electricity
supply by producing their own electricity (Collier and Gunning, 1999).
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Poor product-market infrastructure has increased the costs of production
and trade, thereby reducing the potential for growth.

Policy wedges in product markets include import-substitution poli-
cies, protection for certain firms, heavy regulation of trade, overvalued
exchange rates, and other trade barriers. In addition, an urban bias on
the part of governments has resulted in heavy taxation of agriculture
in some countries.

With respect to the types of participants in product markets, few
foreign firms are present and rates of foreign investment in SSA are
very low. The proportion of global private capital flowing into SSA
declined from the 1970s to the 1990s. Potential market explanations
for the exceptionally low rates of FDI include policy wedges relating to
international trade (that is, lack of openness), as well as extensive cor-
ruption among public officials and lack of commitment to contract
enforcement.49 The latter two factors have also undoubtedly discour-
aged domestic investment. In 1995, SSA was ranked the riskiest region
in the world for investors. Rates of return on private capital have been
very low, probably reflecting the severe product-market imperfections.

Labour markets are also fraught with problems.50 They are highly
segmented in SSA; formal and informal markets coexist, and informal
markets are large. Informal and agricultural labour markets have served
as the ‘sponge’ for absorbing high numbers of otherwise unemployed.
Unemployment rates among educated youth are high in SSA. Although
the size of informal labour markets probably reflects weak demand for
labour by the formal sector – itself a result of low rates of investment –
an interesting question that could be pursued in country-specific
studies is to what extent imperfections in labour markets limit labour
mobility from the informal to the formal sector. For example,
Adenikinju and Oyeranti (1999) argue that lack of formal information
on job openings results in most of the hiring in the formal sector
occurring primarily through relations with family and friends. 

Government participation in labour markets in SSA has been exten-
sive, with governments often serving as the employer of last resort.
According to Adenikinju and Oyeranti (1999), public-sector employ-
ment accounts for as much as 60 to 80 per cent of non-agricultural
employment in several African countries. High levels of public-sector
employment translate into high levels of government expenditure and
lower average productivity, as skilled labour is discouraged from
moving into manufacturing. In addition, Adenikinju and Oyeranti
(1999) suggest that declines in real wages in the public sector have con-
tributed to corruption by government employees.
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Financial-market imperfections in SSA are severe, and they must cer-
tainly have contributed to low growth through the failure to stem the
high flow of savings out of the region. Financial-market infrastructure
is extremely weak: legal institutions and credible means of enforcing
contracts are severely lacking in many countries.51 Informal credit
markets characterize the financial sector in rural areas; formal financial
intermediaries are concentrated in urban areas. 

The appearance of informal credit markets may actually have a posi-
tive effect on growth, as an efficient response to costly information
problems arising in rural lending. However, as funds do not appear to
flow from the formal to the informal sector, informal money-lenders’
funds are limited. This in turn limits the extent to which capital may
be efficiently allocated in rural areas. 

Costly policy wedges are prevalent in the formal financial sector:
interest rates have been regulated; high requirements placed on banks’
reserves; and much bank lending has been directed to state-owned or
otherwise favoured firms. Implicit taxation of unremunerated required
reserves has been estimated to exceed banks’ value-added in some SSA
countries. Extensive use of directed lending has resulted in very high
rates of loan defaults on banks’ balance sheets; percentages of bad
loans have reached as high as 40 per cent to 95 per cent. Directed
lending and weak banking regulation have led to protracted or
repeated banking crises in many countries. Nigeria and Kenya offer
examples where banking crises resulted from weak regulation following
financial-sector liberalization. Both low interest rates and frequent
banking crises are likely to have exacerbated the flight of capital from
the region.52

Despite the plethora of market imperfections that could potentially
lead to low rates of growth in SSA countries, an open question relating
to the poor SSA performance and an issue of debate has concerned the
role of initial conditions relative to policies. Initial conditions that
have been linked to weak growth performance include a large agricul-
tural labour force, high fertility rates, low levels of human capital,
geography (a large number of land-locked countries), and a high degree
of ethnic diversity (see Collier and Gunning, 1999).

6 Conclusion

We argue in this chapter that market policies and institutions have a
crucial impact on economic growth. We explore the dimensions
through which product, labour, financial, and natural-resource markets
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may affect growth, then we develop four growth scenarios through
which we summarize the findings of six regional papers dealing with
markets and growth. 

Several observations emerge from our analysis. First, financial market
‘infrastructure’ is important. Commitments to law and order and to
contract enforcement are potentially significant determinants of
financial-sector development and economic growth. We speculate that
other features of financial market development may be of only sec-
ondary magnitude in comparison. Financial-market infrastructure can
also affect the outcome of financial liberalization policies; liberalization
in the face of weak banking regulation, for example, can result in a
financial crisis. 

A second observation relates to the lack of research on the relation-
ship between labour markets and growth, as opposed to the relation-
ship between human-capital production and growth. We highlight the
need to fill this gap, pointing to the importance of labour markets in
the efficient allocation of human capital in addition to its production.
Human-capital production may be a necessary condition for growth,
while an efficient allocation of human capital (related, for example, to
political economy) may constitute a sufficient condition.

A third observation concerns the importance of efficient factor real-
location in response to shocks: unsuccessful reallocation following a
shock can lead to a low-growth equilibrium with negative long-run
effects. The presence of social safety nets and the strength of pressure
groups may affect the speed and efficiency with which labour can be
reallocated across sectors or regions. 

Finally, our examination of financial and labour markets suggests
that factor markets are important for growth. A question that neverthe-
less remains open is whether factor markets serve more as facilitators of
product-market reforms or of positive responses to shocks, or whether
labour or financial market reforms alone can generate large increases in
economic growth.53

The country studies of the GRP project have a unique opportunity to
verify or reject important growth theories by focusing their detailed
investigation on the relevant mechanisms of growth.54 Finally, our
growth scenarios also offer testable hypotheses about causality links
upon which country-specific analysis can shed light.

Notes
1 The authors drew upon the regional papers on markets and growth by

Adenikinju and Oyeranti (1999), Ersel and Kandil (2000), Filer, Gylfason,
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Jurajda and Mitchell (2000), Pissarides (2000), and Tendulkar and Sen
(2000).

2 Conditions in labour markets influence the extent of acquisition of human
capital. Financial markets determine the amount of savings available to be
transformed into domestic physical capital.

3 To give one major example, it is not clear yet from the existing empirical
work whether human capital affects the level of output or its growth rate.

4 The regressions are often specified ad hoc, without a link to an underlying
structural model. Recently, however, Hall and Jones (1999) use variation in
a country’s colonization language to instrument for social infrastructure in
a regression explaining the differences in levels of income. For a similar
approach see Levine et al. (2000).

5 For example (moderate) inflation may have positive effects on growth in
the short run, but negative effects in the long run. More generally, growth
can be decomposed into its steady state, transitional (off-steady-state), and
cyclical components, which each may have different determinants
(Pritchett, 2000).

6 One avenue of research would first relate, e.g., markets infrastructure to
measurable market-specific outcomes (i.e. labour reallocation), and second
relate the measured ability of markets to support the hypothesized channels
of growth to the aggregate outcome. This would allow for differentiating
among competing hypotheses about growth mechanisms. For example, is
the level of human capital causing the ability to implement R&D as in the
imitation model of Rivera-Batiz and Romer (1991)?

7 One way to cumulate knowledge is to use the country-specific studies to
identify exogenous variation in the determinants of growth or detailed
changes in policy, which can later be used in a regression framework.

8 It also allows us to identify potential links between the types of actors in
each market and the potential effects on economic growth, an issue which
bridges the theme of markets and growth with that of the microeconomics
of growth.

9 See, for example, Atje and Jovanovic (1993), Beck, Levine and Loayza
(2000), Harris (1997), King and Levine (1993), Levine (1997, 1999), Levine,
Loayza and Beck (2000), Levine and Zervos (1996, 1998), Rajan and
Zingales (1998), and Wurgler (2000). Techniques used to test for causality
consist of the use of instruments for variables whose values are believed to
be determined simultaneously with growth.

10 We focus here on the functions of the financial system that are most
influential for growth. In reality, the financial sector performs more than
these three functions: for example, the financial sector serves a critical role
in the payments system and in risk transformation of assets. (For a broad
description of the functions of financial systems, see Levine, 1997.) 

11 See, for example, Aghion and Bolton (1997) and Gertner and Scharfstein
(1991).

12 See, for example, Demirgüç-Kunt and Maksimović (1998), Filer, Campos
and Hanousek (1999), Levine (1999), Levine et al. (2000), Rajan and
Zingales (1998) and Wurgler (2000).

13 These variables were constructed and originally used by La Porta et al.
(1997, 1998).
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14 Empirical evidence from economies in transition suggests that a commit-
ment to law and order may be a precondition for financial development.
See Filer et al. (2000).

15 Variables that appear in cross-country regressions to be more correlated
with growth than the structure of the financial system per se include laws
protecting stockholders and creditors, accounting standards, and overall
financial-system development. (See Beck, Demirgüç-Kunt and Levine, 2000,
Levine, 2000, and Demirgüç-Kunt and Maksimović, 2000.) 

16 As we point out in section 5, an increase in competition in product markets
can also have ambiguous effects on growth.

17 Perhaps surprisingly, Barth et al. (2000) also find that restrictions on the
range of bank activities, such as laws preventing banks from operating in
real estate, insurance or securities markets, have no beneficial effect on
financial-sector development and are even positively correlated with
banking-sector instability.

18 The second channel is supported by micro-evidence (e.g., Welch, 1966).
19 Further, while increases in years of schooling at low levels of human capital

in less-developed countries are likely to correspond to an actual increase in
the amount of human capital, in developed economies additional human
capital is often produced even if educational attainment grows only slowly
(i.e. quality of education; e.g., use of computers). In fact, education policy
in the more developed countries has recently turned attention towards pre-
primary schooling, transition from school to work, and adult education.
Indeed, Hanushek and Kimko (2000) recently show that human-capital
quality is strongly related to growth.

20 However, Topel (1999) and Krueger and Lindahl (2000) recently find macro
returns to schooling in line with those estimated in the Mincerian wage
regressions.

21 One explanation for the puzzle could be differences in HC quality, but this
only appears potentially important in the ECA region where cognitive skills
test reveal low ability of workers to process and analyse information.

22 Schooling is also affected by the difference between private and state
schools (Glomm and Ravikumar, 1992), decentralized and centralized
school finance, or segregation of students with heterogeneous ability
(Benabou, 1996).

23 E.g., Hassler and Mora (2000) focus on the interaction of intelligence (HC
channel) and social mobility (allocation channel) in affecting growth. In
their model, higher growth entails new technology adoption which makes
intelligence more important (as opposed to social position of parents). As a
result, growth makes intelligence better rewarded, which again feeds back
into easier adoption of technology and more growth.

24 See, e.g., Djankov, La Porta, Lopez-de-Silanes and Shleifer (2000).
25 This may be particularly important given that self-employed and small

firms appear to be the driving force of growth in ECA (see, e.g., Jurajda and
Terrell, 2000; or World Bank, 2001).

26 Yet, there appears little applied theoretical work on the issue, unless we note
that reallocation also means transfer of innovation and/or organizational prac-
tices across sectors. In the Schumpeterian models (e.g., Romer, 1990a, b)
growth depends on the rate of innovation generated in the economy. 
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27 A related issue is entry into self-employment/entrepreneurship and the
amount of red tape. The issue of firm closings and startups is taken up on 
p. 133.

28 Much Western research also suggests that the design of a country’s unem-
ployment system can have a major effect on the equilibrium level of unem-
ployment (e.g., Mortenson and Pissarides, 1998a, 1998b). The issue of
unemployment benefits disincentives and more generally welfare traps in
developing countries is probably only relevant for the more successful ECA
countries and we do not dwell upon it here due to space constraints.

29 Hence, to verify the effect of wage-setting policy wedges on human capital
production in a country-specific context, one can relate measures of returns
to education to HC investment.

30 Artificially high wages in the public sector represent another important
growth-detrimental policy wedge, but this issue is discussed on pp. 145–7
on natural resources.

31 Another set of players are ethnic groups since market-clearing mechanisms,
one of the components of market infrastructure, are affected by segmenta-
tion arising from ethnic or class identity of groups of workers/players.

32 E.g., in the MNA region. Supporting this observation, Forteza and Rama
(2000) study the implications of labour-market rigidity for the success of
economic reforms and conclude that the political dimension of rigidity is
important, i.e. the size of organized labour and public employment.

33 This section draws heavily on the natural resource part of the ECA ‘Markets
and Growth’ paper written by Thorvaldur Gylfason and on McMahon
(1997), both of which include an extensive list of references.

34 Schumpeterian models of growth (as discussed in Aghion and Howitt, 1998)
emphasize growth as occurring through product (or capital) improvements
via innovation. New capital or products render old technology or products
obsolete (creative destruction).

35 See Tendulkar and Sen (2001).
36 Djankov et al. (2000) collect data on the regulation of entry of start-up firms

in 75 countries and find a correlation of entry restrictions with corruption.
37 Note that the assumption that financial markets adequately perform the

function of eliminating unprofitable firms is crucial to these results. This
implies that the efficiency of financial markets, together with firm man-
agers’ objectives, plays a role in determining the effects of increased
product-market competition on innovation and growth.

38 Empirical studies that have reported a positive correlation between compe-
tition and productivity growth include Nickell (1996) and Blundell et al.
(1995). See Ahn and Hemmings (2000) for a discussion of studies reporting
a negative relationship between market regulation and growth.

39 Sachs and Warner define an economy to be open if all of the following con-
ditions holds: (1) average tariffs less than 40 per cent; (2) quotas and licens-
ing cover less than 40 per cent of imports; (3) the black-market premium is
less than 20 per cent; (4) non-socialist economy; and (5) state does not have
a monopoly in major exports.

40 We have little information on financial markets in the EAP and SAS regions,
which motivate this scenario, and hence it is hard for us to evaluate the
role of financial markets in this process. 

Štěpan Jurajda and Janet Mitchell 153



41 Cross-country regressions show that the Sachs–Warner openness index is
highly correlated with a regional dummy for East Asia; the countries of this
region score high on this index relative to other developing countries. Yet,
more country-specific investigation of performance along the individual
dimensions of this index, together with description of the specifics of
export-promotion policies, might provide a better idea of the potential rela-
tionship between openness and growth. For example, were there different
implications for growth of the ‘technology policy’ pursued by South Korea
from the policies adopted by other countries. The South Korean govern-
ment directed funds to particular firms for technology adoption in return
for export production quotas.

42 The discussion of ECA countries draws heavily on Filer et al. (2000).
43 Private sectors accounted for less than 10 per cent of total production in

most ECA countries prior to the transition.
44 Successful macroeconomic policies also appear to correlate with growth

increases.
45 Self-employment plays an important role in job-creation in ECA countries;

job-creation in small newly-established private businesses appears to be the
driving force of successful transition (see, e.g., Jurajda and Terrell, 2000).

46 For example, to prevent corruption, governments should allocate resources
by market prices rather than by fiat.

47 Comparing EAP and MNA should prove useful in explaining the puzzle: as
we noted in the discussion on ‘Openness’, high levels of human capital are
often cited as contributing to the growth rates of East Asia. Contrary to the
MNA region, it appears that human-capital acquisition may well have con-
tributed positively to growth.

48 In Egypt the government alone employs more than one-half of university
degrees holders in the economy.

49 An issue of debate relating to SSA performance has been the importance of
openness relative to other market-related policies. See Collier and Gunning
(1999) for an excellent discussion.

50 Our discussion of labour and financial markets draws liberally on
Adenikinju and Oyeranti (1999).

51 For example, Adenikinju and Oyeranti (1999) report that bankruptcy proce-
dures in Kenya are said to last from four to ten years.

52 Adenikinju and Oyeranti (1999) note that much of the capital flight
involves money stolen from the government – another indication of the
pervasiveness of corruption.

53 For example, in the ‘openness’ growth scenario, there are necessary condi-
tions on the factor markets that support growth, but the sufficient stimulus
is coming from product markets.

54 They can also consider the dependence of policy choice (in product and
factor markets) on initial conditions.
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5
The Political Economy of Growth:
Lessons Learned and Challenges
Ahead
Micael Castanheira and Hadi Salehi Esfahani

1 Introduction

This chapter examines the lessons of recent research on the political
economy of growth in light of regional survey papers commissioned by
the Global Research Project on Growth.1 We develop a relatively general
framework that encompasses a variety of issues highlighted in those
papers based on regional experiences. We then review the existing evi-
dence and assess the hypotheses put forward in those papers. In the last
section, we present conclusions and offer suggestions for further research
on critical issues in the political economy of growth that are not yet
well-understood. The purpose of this exercise is to assess current findings
and identify the theoretical and empirical work needed at the country
and cross-country levels in order for the political economy of growth
analysis to provide a deeper perspective on the process of growth.

The political-economy literature studies the role of collective action
processes (interest-group activity, policy-making institutions, and the
like) in resource allocation and rent distribution. The part of that liter-
ature that is concerned with economic growth examines the impact of
such processes on the incentives of economic agents to invest and to
improve productivity in the long run. That is, the key political-
economy question from a growth perspective is how much of an
economy’s potential surplus (that is, rents and quasi-rents or the value
produced in excess of the recurrent costs of production) is realized and
guided towards growth-enhancing activities. While political economy
in general concerns surplus distribution, from a growth standpoint,
distribution matters only to the extent that it affects the surplus avail-
able for investment in productivity-enhancing factors. 
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In this survey we analyse several reasons why the resources
mobilized for economic growth vary across political systems. Among
others we shall highlight how interest-group interactions and public
policies depend on the ability of a country’s institutions (that is, rules
that structure interactions in the society and assign roles) to facilitate
information flow, coordination and commitment among diverse inter-
est groups in the society. We identify a host of factors that render some
political systems less efficient than others in regulating collective
action, and we also argue that inefficiencies caused by institutional
weaknesses tend to persist over time because reforming institutions
itself requires effectiveness in collective action. In section 2 we briefly
review the theoretical issues concerning the growth consequences of
political institutions; in section 3 we examine these issues in light of
country and regional experiences around the world, and in section 4
we present our conclusions. 

2 Theories of the political economy of growth

Overview of existing theories

To keep things simple, we identify three groups of agents that
influence policy-making in different manners: the public (or the popula-
tion at large who act as voters when there are elections or other oppor-
tunities to show public approval or disapproval of policies or
policy-makers), interest groups (organized groups that influence policy
decisions on a systematic basis but do not control it directly), and polit-
ical elites (or, for short, politicians: elected or self-proclaimed policy-
makers, administrators and political parties).2 Politicians are interested
in expanding their control over the government apparatus, which
requires public and/or interest-group support. Each member of the
public and each interest group wants to maximize its net benefits from
the economy, and can offer its support to politicians in exchange for
receiving the benefits induced by policy. This implies that in choosing
economic policies, politicians are largely motivated by the relative
ability of interest groups and various segments of voters to support
them. Struggles to capture a larger share of the economic surplus can
arise both within and across interest groups and voter segments, and
the eventual allocation is determined by the rules of the political game. 

The interactions described above can be quite complex and the ‘rules
of the game’ may themselves be subject to change as a result of politi-
cal activity. These problems have prevented the current literature from
developing a comprehensive theoretical framework for political-
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economy analysis. In the literature, we can distinguish at least three
different approaches to explain economic policy; these strands will cer-
tainly evolve and converge into a more unified view in the future, but
the literature is not there yet. In this survey, we shall try to combine
these approaches and exploit their relative strengths.

One approach to the political economy of public policy is to focus
on the interactions among voters. Different voters have different prefer-
ences over policy outcomes; politicians propose a variety of policy plat-
forms and the one supported by a majority of the electorate is
implemented (Hotelling, 1929; Downs, 1957; Black, 1958). This view of
the policy-making process in a democratic setting can be combined
with different models of economic growth to explain the links between
voter diversity and the growth orientation of public policies. Indeed,
this has been the dominant approach in the literature on the role of
inequality in the growth process, with the typical result that the
median voter’s interest in redistribution in unequal societies tends to
discourage investment and productivity.3 The difficulty with this
approach is that its applicability is essentially limited to single-issue
votes. Once more than one issue is on the agenda, those voting models
may fail to have a stable equilibrium and may require additional insti-
tutional specification for full determination (Shepsle, 1979). 

An alternative approach is to focus on the role of interest groups. In
this view, interest groups influence policy-making beyond their roles as
voters. They do so by offering block political support or financial con-
tributions to the politicians’ favourite causes, or by delivering bribes
and personal favours. The politicians’ decision is then based on a
weighted average of the preferences of different interest groups and
voters (Olson, 1965, 1982; Becker, 1983; Baron, 1994, among others).
The weights of those groups can also be endogenized and explained by
their relative cohesiveness at the election stage (Lindbeck and Weibull,
1987), their level of organization (Olson, 1982), and by their institu-
tional or relational advantages. Adverse growth effects in such models
arise when lobbies fail to coordinate and induce inefficient policy
mixes (Grossman and Helpman, 1994) or when rents are dissipated in
the lobbying process (Krueger, 1974). However, when interest-group
activity is considered in tandem with electoral competition, the
inefficiency result loses its strength because the public may be able to
neutralize the effects of lobbying by voting for politicians with offset-
ting policy preferences (Besley and Coate, 2001).4

The third approach to political economy modeleing is to concentrate
on the struggle between the public and the ruling politicians, who tend
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to abuse their power to divert resources towards their private interests.
Here, the main issue is the role of institutional arrangements that allow
the public to constrain the ruling politicians. One obvious application
of this approach is the analysis of the role of democracy versus auto-
cracy in the process of economic growth. For example, McGuire and
Olson (1996) compare the policy outcomes generated by such systems
and argue that autocrats who have long-term horizons in office and
expect to reap the benefits of investment tend to enhance growth,
though generally not as much as ruling majorities in democracies,
especially majorities with more encompassing interests. McGuire and
Olson’s (1996) analysis is interesting and simple, but abstracts from the
endogeneity of time horizons in autocracies and from agency problems
in representative democracies. In order to explain political outcomes,
one needs to analyse more detailed games played between politicians,
the public and interest groups. In dictatorships, autocrats may be con-
cerned about the rise of opposition to their regimes and may deliber-
ately prevent investment in ‘developmental goods’ such as education
and infrastructure that facilitate the rise of an organized and effective
opposition (Robinson, 1997; Bourguignon and Verdier, 2000).
Interestingly, having access to abundant natural resources and better
control over government policy may induce autocrats to be even more
anti-development. In democracies, there are possibilities that permit
incumbent politicians to divert some rents away from the public, even
though it hurts the country’s growth prospects and the public has a
chance to vote them out of office (Persson, Roland and Tabellini, 1997,
1998). In these situations, institutional factors such as separation of
powers and the degree of proportionality in the representation system
play important roles.

As this brief overview of the literature suggests, despite the diversity
of approaches and apparent contradictions in results, we already have a
fairly good understanding of the tensions among and between the
players in political economy games, and hence how and why policy
outcomes can differ among countries and regions. Furthermore, the
review shows that there is a unique force behind all these actions and
interactions: gaining control over larger rents.5 This force leads to
inefficient outcomes and low growth when the institutional context
does not enable them to overcome agency problems and coordination
failures. The approach that we follow here is based on these premises.
All agents are interested in gaining greater access to rents and, in choos-
ing their strategies, take account of the costs and benefits of possible
ways to extract and distribute rents. The rules that govern their interac-
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tions may induce them to overlook the externalities that they impose
on each other and may thus prevent opportunities for long-run growth
from being grasped. We develop this theme in the rest of this section.

Rent generation and appropriation

To simplify our exposition of the problems posed by rent appropria-
tion, we start with a simple model analysed by McGuire and Olson
(1996), where an autocrat who faces no risk of losing power chooses a
tax rate to fund public goods and to allocate part of the nation’s
income to himself. The tax is distortionary and the public good con-
tributes to production. Expressed formally, the autocrat’s problem is:

max
t,G

t.Y(t, G) – G (1)

where Y is the economy’s output, t is the tax rate, G is the supply of
public goods (measured in output units), and tY(t,G) – G is the rent
extracted by the autocrat. The first-order conditions of this problem are:

–tYt = Y and tYG = 1 (2)

As taxes are distortionary, we have ∂Y/∂t < 0, and because G is produc-
tive, we have ∂Y/∂G > 0. It is also reasonable to assume that ∂2Y/∂t2 < 0
and ∂2Y/∂G2 < 0. Then, if ∂2Y/(∂t∂G) is sufficiently small, problem (1)
will have a solution, which we assume to be the case. Conditions (2)
show that, at the margin, the autocrat equates his gain from an
increase in public good provision, tYG, with the marginal cost of the
public good, 1. In addition, he equates his marginal benefit from a per-
centage point increase in the tax rate, Y, with his share of the conse-
quent deadweight loss, -tYt. As a result, when deadweight losses rise
quickly with the tax rate – that is, when the elasticity of income with
respect to tax is larger at each tax rate – the autocrat will find it optimal
to leave a larger share of the surplus to the public.6 Similarly, when the
marginal productivity of public goods is higher, the autocrat increases
spending, and total surplus increases.

The solution to (2), tA and GA, can be contrasted with t* and G* that
maximize aggregate welfare, Y – G, subject to G = tY(t,G). First, note
that welfare maximization and the allocation of all tax revenues
towards public goods obtains only in a consensual democracy. Second,
observe that t* and G* solve:

G = tY(t,G) and (–Yt /Y)(tYG – 1) = tYt /Y + 1 (3)
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It can be shown that tA > t* and GA < G*. That is, in his attempt to max-
imize extracted rents, the autocrat will choose an inefficiently high tax
rate and a sub-optimal level of public goods provision. However, the
supply of public goods will still be positive and some surplus, (1 – tA)Y,
will be left in the hands of the public. Interestingly, if the autocrat has
opportunities to impose lump-sum taxes, he can extract more rent
with less deadweight loss and, therefore, will have a stronger incentive
to spend on public goods. This can raise output, but reduces the
surplus captured by the public and, thus, lowers their welfare. 

It is important to note that the same economic elements determine
both tA and GA on the one hand, and t* and G* on the other hand.
Namely, and as equations (2) and (3) show, the responsiveness of
income, Y, with respect to t and G is a key factor in determining tax
and public goods supply in both autocracies and democracies. The key
difference between the outcome of an autocracy and that of a democ-
racy, is that in the latter rents are not diverted by the autocrat. Instead,
they are entirely spent on public goods, so that no additional dead-
weight loss is imposed on the economy for redistribution purposes.
That is, economic forces are not the sole determinant to potential
income and growth; political and redistributive forces also play impor-
tant roles. This also implies that when democracies use part of their
public resources for redistribution, their behaviour becomes more
similar to the autocrat’s, especially when the groups that win the
contest over policy choices have narrow interests. However, as
McGuire and Olson (1996) show in the context of this simple model,
as long as the interests of the winning coalition are sufficiently encom-
passing, policy choices become more similar to those of the consensual
democracy. We will discuss the role of redistribution concerns in more
detail below.

There are several ways one can modify the above model in order to
capture the variety of outcomes that are observed in actual situations.
First, when there is a time lag between expenditure on public services
and its impact on output, policies become sensitive to the time horizon
of the autocrat or of the winning coalition in democracies. The higher
the expected turnover rate of the policy-makers, the greater will be the
policy bias towards the short run and away from long-run concerns,
which means more rent extraction/diversion and slower growth. 

Secondly, when there is a multiplicity of economic activities with
different rent-extraction costs, an autocrat or a ruling coalition with
narrow interests will have an incentive to invest public resources more
in sectors where it is easier to extract rents and capture the returns at
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the expense of other sectors where rent extraction is more difficult.
This effect is likely to be harmful to growth because sectors with
greater growth potentials often have more elastic supplies and respond
more strongly to taxation. For instance, take a country that is abun-
dant in natural resources (say, land) which can be taxed easily. While
natural resources bring some wealth to the country, enhancing growth
calls for policies that help develop some type of industry with more
value-added and growth potential (say, electronics). However, the
development of the latter typically requires financial and intangible
assets (skills, technological and managerial know-how, marketing con-
nections, and so forth) that have opportunities in other countries. For
this reason, those resources are much more responsive (that is, elastic)
to tax rates and to the availability of physical and institutional infra-
structure. Moreover, the development of that industry would induce
workers to move out of the traditional sector, thereby diminishing the
amount of extractable rents. Quite intuitively, under these circum-
stances, the autocrat or the narrow winning coalition has an incentive
to focus on the exploitation of natural resources and refrain from
spending government resources on the development of more produc-
tive activities.7

Thirdly, the ruling coalition or individual may avoid growth-
enhancing public expenditures and policies that diminish their power
vis-à-vis other groups and the public. An example that springs to mind
is that of education. A common view is that education has significant
positive externalities and contributes to long-run growth. However,
education may also increase political awareness and thus reduce the
relative political power of an already wealthy and educated minority.
Bourguignon and Verdier (2000) analyse this issue and show why such
a minority may have strong incentives to restrict education (and hence
economic growth) in order to prevent increased redistribution. Clearly,
such perverted incentives may also apply to other types of develop-
mental goods (for example, infrastructure) that are essential for pro-
ductivity growth, but may provide the poor with the means to
organize and become politically influential (Robinson, 1997). However,
it should be kept in mind that other effects may complicate the picture
or even work in the opposite direction. For example, extensive poverty
may create a risk of upheaval against the system (Roemer, 1985;
Perotti, 1996b; Alesina and Perotti, 1996). If that effect is strong, then
the rich may actually want to promote education at least in some seg-
ments of the population to appease the poor or divide them into
groups with opposing interests (divide-and-rule tactics). Sharing power
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with a middle class created in this way may have some costs, but the
costs may be even higher if the poor were to take control of policy
levers.8 As this illustrates, there is no clearly dominant strategy for the
ruling minority, but the result remains that in order to maintain their
grip over power they must manipulate the distribution of rents and
generally limit growth below its optimal level. 

The above discussion suggests that several aspects of both available
and potential rents must be taken into account to understand the policy
choices in autocracies and democracies. In particular, the size of differ-
ent rent sources, their respective deadweight losses of rent extraction,
and their responsiveness to the provision of public goods all greatly
matter. Also, the characteristics of the groups that benefit from each of
the rent sources are important in the choice of policies. When there is
a congruence of interests between the autocrat or the ruling coalition
and the population at large – that is, when the population is most in
need of an expansion in the sector where rents are large and have a
low elasticity with respect to taxation – the autocrat or the ruling coali-
tion will ‘naturally’ promote relatively good policies. If instead the
needs of the population potentially hurt the autocrat or the ruling
coalition (or the groups that the autocrat needs to please), then it is
more likely that the adopted policy will not promote growth.

While there are differences across countries with respect to the struc-
ture of resources and socio-economic groups that cause variations in
policy efficiency and growth performance, differences in the ‘rules of
the game’ governing the interactions among politicians, interest
groups and the public also have a major role. We turn to this issue in
the following sub-section. 

Rents and institutions

Paying attention to the role of institutions is important for at least two
reasons. First, there is a great deal of evidence that institutions play a
significant part in economic performance. Secondly, institutions are
subject to change through collective action and, if their functions are
well-understood, reform movements can make better-informed choices
and become more successful. In other words, institutions comprise an
area in which bringing about change may be practical and productive
in terms of growth enhancement. However, this endogeneity feature
also makes it hard to study institutions and arrive at definitive results.
Some rules of social and political engagement seem to be less enduring
than others, and there it is easier to study the conditions under which
they change. But, the more consequential institutions are often the
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ones that change less frequently and, as a result, make it difficult to
uncover the particular constellations of factors that lead to their trans-
formation. Studying institutions has been further complicated by the
fact that they are difficult to specify and measure. Nevertheless, the
crucial role of institutions on economic performance has stimulated
both empirical and theoretical research, which has blossomed in recent
years.

On the empirical side, the most common type of variables used to
explain growth are measures showing the ‘outcomes’ of the function-
ing of institutions such as the degree of corruption, the ‘rule of law’,
political instability (revolutions, civil wars), the perceived level of com-
mitment of the state (‘can you trust the government’s promises?’), and
so on. These variables have proven to be highly correlated with
growth, confirming that research on institutions is likely to be very
fruitful. Accordingly, the results have encouraged researchers to go
beyond the role of such outcome measures and examine the detailed
institutional ingredients that determine the rule of law, political insta-
bility, and the like. In this endeavour, there is also the promise that
some of the identified ingredients may be subject to reform and offer
opportunities for improving growth potential in poor countries. For
example, recent research has tried to discern the impact of various
aspects of representation systems, separation of powers, budget proce-
dures and so forth on economic and institutional performance (for
example, Svensson, 1997; Tanzi, 1998; La Porta et al., 1999; Persson
and Tabellini, 2000; Persson, Tabellini and Trebbi, 2001; Treisman,
2000; von Hagen and Harden, 1994, 1995). 

By way of creating a framework that allows one to put the studies of
the innumerable institutional aspects into perspective, we identify
three key functions of institutions that contribute to economic perfor-
mance – namely, the effectiveness in representation, commitment and
coordination. Effectiveness in representation refers to the capability of the
public to align the incentives of policy-makers with its broad interests.
Much of the work using the third approach to political economy mod-
eling discussed above, especially research on the role of limitations on
political competition, electoral systems and separation of powers
focuses on this aspect of institutions. In a series of papers, Persson,
Roland and Tabellini have explored the tradeoffs of presidential versus
parliamentary systems and majoritarian versus proportional represen-
tation (see Persson and Tabellini, 2000, for a survey). They show that
in countries with parliamentary regimes and proportional electoral
rules, government expenditure tends to be efficient but politicians are
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allowed to extract too much in rents. Majoritarian electoral rules and
presidential systems instead stiffen competition among politicians,
which curbs their rents but induces a suboptimal allocation of public
goods. These tradeoffs imply that parliamentary and proportional-rep-
resentation systems may be conducive to increased growth in countries
with a greater shortage of public goods, whereas presidential-majoritar-
ian systems perform better in countries where political agency prob-
lems are more serious.9

Commitment is the second institutional function essential for sup-
porting efficient policies. It consists of any cost that policy-makers
must bear if they decide to reverse an adopted policy. The presence of
such costs is crucial for economic growth because otherwise the ruling
politicians will have a time-inconsistency problem, which could dis-
courage investment. The reason is that most investments become sunk
once they are in place, so their quasi-rents can be easily taxed without
much economic consequence in the short run. This creates an incen-
tive for the politicians to renege on ex ante promises that they make to
encourage investment and to redistribute the returns to investment ex
post. Of course, the possibility of reneging has obvious adverse effects:
if investors know that their quasi-rents are likely to be redistributed,
they may not invest in the first place. We should, therefore, expect to
observe suboptimally low growth in countries where the government
cannot commit to follow its announced policies. The importance of
this issue in infrastructure development has become quite obvious
(Levy and Spiller, 1996). The role of the time-inconsistency problem in
macroeconomic performance has also been long-recognized. Kydland
and Prescott (1977), Rogoff (1985) and Chari and Kehoe (1999), among
others, show that unless there are mechanisms that ensure fiscal and
monetary discipline, the interest group or even public demands for
expenditure may give rise to expectations of high public debt and high
inflation, which will make it difficult for the policy-makers to maintain
macroeconomic stability. The significance of commitment in many
other policy areas is also quite visible. For example, export expansion is
known to involve some sunk costs for becoming established in interna-
tional markets (Roberts and Tybout, 1995). Thus, export-promotion
policies cannot be successful without a minimum level of commitment
to such policies that minimizes the probability that the government
will reverse its policies and implicitly or explicitly tax exporters in
favour of other agents in the economy. Reneging on policies can be
made costly by imbedding them in laws, constitutional clauses or con-
tracts that are difficult to change. Obviously, the stability of the politi-

168 The Political Economy of Growth



cal system, strength and independence of the judiciary, and the rule of
law in general are important ingredients that can enhance a govern-
ment’s ability to commit.

Finally, coordination is another crucial institutional feature needed for
minimizing resource waste. Distributive struggles typically create a
‘tragedy of the commons’ problem where the parties involved tend to
overexploit the source of rents over which they compete or overuse
their own resource to secure a larger share (Persson and Svensson,
1989; Aghion and Bolton, 1990; Alesina and Tabellini, 1990; Chari and
Cole, 1993). For example, when government budgets are made in par-
liaments where the lawmakers can independently and freely propose
amendments, total expenditure and the deficit tend to be inefficiently
large (von Hagen, 1992; Alesina and Perotti, 1995; Velasco, 1999). The
reason is that in such a situation the cost of an additional dollar spent
on the favourite project of each policy-maker is shared by the popula-
tion at large and, as a result, is not fully internalized. Similar problems
can exist in trade-policy formation and many other public policies. To
avoid such commons problems, policy-makers must be able to coordi-
nate their actions and some institutional settings are more conducive
to coordination than are others. For example, in some countries coor-
dination over some policies is achieved through ex ante rules (for
example, constitutional clauses, enduring laws, or cultural values), ex
ante agreements, or long-term plans that constrain the actions of polit-
ical players and rule out some uncooperative behaviours (for example,
‘golden’ and balanced budget rules in the fiscal policy area, constant
money growth rules or currency-board arrangements in the monetary
policy area, and free-trade agreements in the trade policy area).10

Alternatively, decision powers over some features of policy can be dele-
gated to specific politicians or institutions that have broader interests
in the system than individual decision-makers (von Hagen and
Harden, 1994, 1995; Alesina and Perotti, 1995, 1999). This is the idea
behind assigning the monetary policy to an independent central bank
and giving the finance minister or the chief executive an upper hand
in setting budget aggregates. 

While we have discussed the three main institutional functions –
representation, coordination, and commitment – separately, it should be
clear that these functions are likely to be interrelated and interacting
within each institutional system. In particular, to have effective repre-
sentation and coordination, an institutional setup should have reason-
able commitment capability. Better representation and coordination
may also help a system reach commitment more easily. However, there
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may be tradeoffs between representation and coordination. For
example, more democratic conditions and arrangements help larger
segments of the population to be represented, yet this may make the
task of coordination more difficult and reduce the quality of policy
outcomes. While many studies abstract from the coordination
problem to make the analysis focused and manageable (for example,
Persson, Roland and Tabellini’s work on separation of powers), this
approach is not always feasible. For example, the extensive and
rapidly growing literature on decentralization shows that the trade-
offs between representation, coordination and commitment are
difficult to ignore when analysing the pros and cons of power devo-
lution in each situation (Bardhan and Mookherjee, 2000). It is
becoming increasingly evident that we need to better understand the
tradeoffs and complementarities between those main three func-
tions, and the role of administrative capability in allowing countries
to achieve those functions ought to be further studied as well (see
Rauch and Evans, 2000).

The above discussion shows that several important results have
emerged in the literature on institutions and growth. We have come
to know the key institutional functions that are essential for growth,
and we have learned about some institutional mechanisms that
render those functions in certain settings. However, we still know
very little about the role of the wide variety of institutions that exist
around the world. We also know very little about how a particular
mechanism interacts with other elements in a system of institutions,
and hence how ‘good’ institutions can be transposed from country
to country. This is important because most economic reforms focus
on modifying a limited range of institutional mechanisms and try to
adapt those changes to the rest of the system that remains
unchanged. Such endeavours have sometimes succeeded in improv-
ing economic performance, but have failed in other situations.
Institutional structures and the interactions among their elements
are extremely complex and we are still far from a general under-
standing of what works and what does not in each particular setting.
This has made the adoption of new institutions based on theoretical
designs or on the experience of other countries very difficult and
risky.11 However, past research on the political economy of growth
has shown that there can be enormous rewards from reforming insti-
tutions to enhance investment incentives. This message should
encourage intensive research on how institutions can be reformed to
help improve economic performance.
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Reforming rent-allocation mechanisms

As institutions are crucial to explain growth, it is important to under-
stand how institutional deficiencies can be corrected. History tells us
that institutions evolve – but why and when? Could knowledge of the
process help shift the direction of change towards mechanisms that are
more effective in raising economic efficiency? Though systematic
studies of the process of institutional change are rare, our previous
analysis of the role of voters, interest groups and politicians suggests
possible perspectives. While some changes such as cultural develop-
ments are largely spontaneous, some other changes (especially those in
political and economic institutions) can arise through prior plans and
interactions of identifiable actors. The latter changes can be viewed as
policy reforms that require much more challenging collective action.
Therefore, a country may fail to improve its institutions if it already
lacks basic mechanisms for aligning the interests of key political actors
with economic growth and for ensuring effective representation, coordi-
nation and commitment. Instead, countries initially benefiting from
some basic mechanisms of this kind can initiate reforms more easily
and ultimately develop institutional systems that are able to continu-
ally improve and adapt to changes in economic and social conditions.
This perspective may explain the vast diversity of outcomes that we
observe today.

Over the past decade, a number of studies have formally modelled
the status quo bias effects – that is, the mechanisms that prevent the
adoption of Pareto-efficient policy changes (changes that increases ex
ante aggregate welfare). Two prominent views are those of Alesina and
Drazen (1991) and Fernandez and Rodrik (1991). The first one offers an
explanation based on coordination failure. Alesina and Drazen (1991)
argue that when interest groups do not know each other’s costs and
benefits from reform, they may engage in a holdup (or a ‘war of attri-
tion’) and reforms are delayed while each group tries to assess how
much costs the other groups are willing to bear through policy adjust-
ment. Fernandez and Rodrik (1991), on the other hand, suggest that
the status quo bias may be due to the presence of known minority
winners from reform that leaves the majority of the population pes-
simistic about their potential gains and turns them against the new
policies. In this case, the reform may become acceptable if the winners
commit to pass on part of their gains to others. So, in this case, commit-
ment deficiencies can be identified as the source of the problem.12

While the models of status quo bias show that institutional deficien-
cies may prevent the polity from implementing reforms whose
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efficiency gains exceed their costs, they can also be turned on their
heads and interpreted as theories of reform. From this perspective,
these models imply that reform may come about when institutions
change in ways that help coordination and commitment or when the
efficiency gains from policy change exceed the costs by a sufficiently
large margin. Rodrik (1994) has employed the latter effect to analyse
macroeconomic and trade policy reforms. He argues that trade policy
reforms are often more difficult because, compared to macro reforms,
their efficiency gains are small relative to the costs of the large redistri-
butions needed to ensure political support. This also implies that
reforms may become more likely during a crisis, that is when the cost
of maintaining the status quo increases (Drazen and Grilli, 1993).

Another implication of the above perspective on reform is that the
existing division of surplus and institutional capabilities determine the
types of reforms that are feasible in the country. In particular, different
countries facing the same scope for reforms may experience strikingly
different successes because of their differences in their institutional
characteristics or the initial distribution of surplus. A further implica-
tion is that the packaging of reforms may also be crucial for its success.
For example, Rodrik (1994) suggests that the reason why macroeco-
nomic reforms are sometimes combined with trade reform is that the
package may make the latter more palatable. Dewatripont and Roland
(1992a, 1992b, 1995, 1996) and Dehejia (1997), among others, point to
a different direction; they argue that in some situations it may be
better to split the overall reform into steps that individually benefit a
majority of the population. In that case, each increment may become
acceptable, possibly with the help a different majority, and the whole
reform may eventually go through in a chain of policy changes. Of
course, such a gradualist approach slows down the pace of reforms and
delays its fruition.13

3 Applications and empirical evidence

The theoretical overview of section 2 suggests that several elements deter-
mine whether political interactions inside the country lead to fast or slow
growth. We identified three groups of agents (the public, the lobbies, and
the politicians) and three broad elements that influence their incentives
and interactions (namely, the sources of rents, the heterogeneity of inter-
ests across socio-economic groups, and the institutional structure within
which they interact). These elements have been repeatedly stressed in the
literature as well as in the regional survey papers to explain actual policy
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and growth outcomes. In this section, we review the existing evidence
regarding these factors. Of course, as may be seen, regional and national
peculiarities make different elements of the political economy framework
more salient in different countries. 

In our presentation of evidence, we distinguish between two compo-
nents of economic growth that are driven by different forces. One
component is long-term growth, which is determined by factors that
persist over time and shape the opportunities and constraints for the
economy to continue expanding over many decades. Some institu-
tions, resources and geographic conditions are examples of such
factors. The other component is transitory growth that is caused by
factors and circumstances that do not persist. For example, a country
experiencing a shock that destroys parts of its physical capital stock
may experience a drop in income and find that, given its other assets,
the returns to rebuilding the stock are quite high. This may induce an
excess investment effort and lead to high rates of growth for a while.
But, as the capital stock is rebuilt over time, growth is likely to taper off
towards its long-run component. Similarly, a country facing credit con-
straints in international markets and experiencing an unusually
favourable terms of trade may have extra resources to invest and grow
faster for a while, but when the terms of trade return to their normal
level, the higher growth will not be sustainable. Because of its tempo-
rary nature, transitory growth is often viewed as less important than
long-term growth. However, empirical growth studies indicate that
transitions may take a few decades, and therefore it is important to
consider both components. Below, we first focus on long-run growth,
and in the next sub-section we review the empirical evidence concern-
ing the role of institutions, endowments, geography and external
factors. Following that, we analyse the effects of initial conditions in
the transition process, and use the framework developed above to
examine specific government interventions as policy links between
country characteristics and growth performance. The final sub-section
deals with the determinants of policy and institutional change which
can allow a country to move to higher long-term growth paths. 

Political-economy determinants of long-run growth: institutions,
resources and external factors 

The role of institutions

As North (1990) observes, succeeding in piracy takes as much skill and
knowledge as good performance in manufacturing. The incentives of
individuals to develop their skills in piracy or in manufacturing hinges
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on the relative payoffs of the two activities, which in turn decisively
depend on the institutional framework of the economy. This connec-
tion has been confirmed in growth regressions, but comes through
vividly in all regional survey papers. 

The statistical relationship between growth and some institutional
capability measures – such as the rule of law and political stability – is
quite robust (see, among many others, Barro, 1991; Barro and Sala-í-
Martin, 1995; Keefer and Knack, 1995; Rodrik, 1999). In fact, these
were found to be among the few variables that could be systematically
related to GDP growth in the regional growth-accounting studies
carried out as part of the GRP project (Perry, 2000). However, these
measures mainly reflect the extent of commitment capability, while
the role of coordination and representation aspects of institutions have
not been examined to the same extent in the empirical literature. A
number of studies have found indicators of democracy to have
ambiguous effects in growth regressions (Barro, 1997), and the reason
seems to be that while those indicators are intended to measure repre-
sentation, they are also associated with increased coordination prob-
lems. This is because reaching agreements in democratic polities tends
to be more difficult than in autocracies. This effect has been ignored in
many empirical studies and the role of democracy has been examined
without controlling for coordination problems. Interestingly, Collier
(1998) and Esfahani and Ramírez (2001), who interact democracy mea-
sures with indices of ethno-linguistic heterogeneity and in this way
control for some coordination problems, find that democracy tends to
raise long-term incomes, especially through mitigating the adverse
effects of heterogeneity. The regional survey papers offer additional
evidence and concrete examples in support of this view. 

The institutional failures that underlie stagnation in Africa have been
widely documented. As Bates and Devarajan (2000) observe, political
parties in Africa are typically based on regions and ethnic groups,
which are themselves quite heterogeneous. The parties that come to
control the government face little constraint redistributing the
economy’s rents towards their own supporters. Groups outside the gov-
ernment also use whatever means at their disposal to push the ruling
parties out of power and replace them with their own parties. This
gives rise to short horizons for the politicians and eventual political
instability. The consequence is that governments in most African
countries are hardly representative of broad segments of the popula-
tion, have little ability to commit, and rarely achieve coordination. All
this breeds policies that can hardly be conducive to long-term growth.

174 The Political Economy of Growth



Interestingly, when such countries manage to bring about broader rep-
resentation, coordination and commitment also improve and long-
term growth rates rise (Collier, 1998). 

Other regions also have their own share of ethnic disparity and polit-
ical instability, though probably not as much as Africa. Kelegama and
Parikh (2000) stress how ethnic conflicts and the lack of representative-
ness of governments led to vicious, growth-depleting circles in South
Asia. After independence, some minorities in those countries gained
access to power and (ab)used their position to maintain their grip over
power. In turn, the gap between the ruling class and the population
broadened and internal tensions and divisions intensified, leading to
even more adverse policies. Countries that are abundant in natural
resources used their wealth to delay needed reforms, and industrial
policies were mainly oriented towards protecting existing industries
from foreign competition. Rodríguez (2000) tells a similar story about
Latin American countries, with colonist–native divisions being the
starting point. Though the countries in that region gained indepen-
dence at the about same time as the United States (and with similar
levels of development), their subsequent growth has been noticeably
slower. Here again, institutional failures, strong internal inequalities
(both in terms of assets and education), and uneven access to power
fuelled internal tensions and prevented development. 

By contrast, Krongkaew (2000) stresses the positive role of institu-
tional arrangements and of the limited internal divisions in East Asian
countries in shaping their successes. Most of the countries in that
region managed to contain ethnic conflict and reduce income inequal-
ities (mainly through land reforms) early on. This prepared the ground
for implementing the right combination of incentives and institutions
that rendered those countries ‘investor-friendly’. As an example, one
can contrast Malaysia with Nigeria, both of which are former British
colonies, have major ethnic divisions, and are well-endowed with
natural resources. In Malaysia, the political parties representing the
three main ethnic groups (Malays, Chinese and Indians) formed an
Alliance before independence under the leadership of the Malay-based
party, UMNO, to campaign for an end to colonial rule. After indepen-
dence tensions among the poorer Malays who were the majority of the
population, and the more prosperous Chinese and Indian minorities
who dominated business, grew.14 But, the Alliance and the parliamen-
tary system that it established served as an effective mechanism for
representation, coordination and commitment. To quell tensions, the
parties in the Alliance created an explicit distributive system and
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granted the Malay majority a set of economic privileges. In effect, the
rich minorities agreed to share part of its surplus with the poorer
majority in exchange for economic and political security. The result
was that all parties involved found a stake in increased output and sup-
ported growth-enhancing policies (Campos and Root, 1996). In
Nigeria, on the other hand, the three major ethnic groups had not
formed institutions that could help them coordinate and be repre-
sented. As a result, a party representing mainly one group came to
dominate after independence and, before long, other groups resorted
to violence and coups to claim power. The result has been predatory
policies and falling standards of living despite enormous oil resources. 

In the Middle East and North Africa (MENA), ethnic tensions within
countries have typically played a less-prominent role. Still, the lack of
institutional constraints on the use of arbitrary power by the ruling
politicians has restricted representation and commitment capability in
many countries of the region (Esfahani, 2000a). Abundance of resource
rents in the region has exacerbated these problems because it gave the
elite an easy control over large funds that could be distributed to some
parts of the population without any need to be extracted from other
parts. To varying degrees, the ruling elite in each country has appropri-
ated parts of such funds and has used some other parts for controlling
markets and buying political support in various ways. The remaining
funds have been applied to investment, but the productivity of such
investments remained relatively low since they have mostly helped
expand inefficient public enterprises. Inadequate commitment has
largely deterred the private sector from contributing to economic
growth and lack of representation has made many public enterprises
sources of rent for narrow interest groups. These effects have been
stronger in some countries such as Algeria and less significant in some
others, especially the small states of the Persian Gulf where traditional
rulers remain more representative of the citizen population.

For transition economies, the key issue has been institution-building
in ways that would allow countries to implement successful reforms
and align the preferences of the government with those of the public
(Castanheira and Popov, 2000). At the time when the transition began,
some countries (especially Central European ones) already had better
institutional infrastructure than others and managed to quickly
develop minimum capabilities to ensure coordination and commit-
ment. Predictably, most Central European countries experienced
milder and shorter transformational recessions than Eastern European
countries, and certainly fared far better than the Central Asian
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republics of the former Soviet Union. These sharp differences usually
appear in regressions as a ‘distance from Brussels’ effect, and many
Central European economists now attribute it to differences in the
populations’ prior exposure to Western-like institutions, which are
more hospitable to a market economy.

The above sketchy account focuses mainly on the overall role of
institutions. Since institutions structure interactions and incentives
within the economy, their role is visible when the effects of other
factors are examined. Below, in our discussion on exogenous factors
and policy outcomes, we see more specific examples of how institu-
tions matter in the process of growth.

The role of natural resources 

Abstracting from political-economy problems, natural resources should
be a blessing for any country. Discovering additional resources on the
territory should increase revenues (static gain), relieve the foreign-
exchange constraint, ease borrowing, and provide funds for increased
spending on public goods. Therefore, one should also expect natural
resources to increase the growth potential of the country. Surprisingly,
natural resources are empirically associated with slower growth (Sachs
and Warner, 1995).

One thus has to question how such a blessing can be turned into a
curse. We can identify three factors. First, the well-known ‘Dutch
disease’ tells us that natural resources may have a negative externality
on the other sectors of the economy, mainly through an increase in
the real exchange rate. However, there are reasons to believe that such
a problem is not as salient as it may seem (see Jurajda and Mitchell,
chapter 4 in this volume, for a discussion). Second, if most value-added
is concentrated in one single sector, the country as a whole might
become more exposed to price fluctuations. Here again, one should
doubt that this problem is at the roots of slower growth: the availabil-
ity of those resources should enable the country to create a diversified
portfolio of assets (through cross-holdings for instance) that reduces
aggregate risk. The third (and main) suspect is that political-economy
factors prevent the country from obtaining the benefits of increased
natural resources.

In contrast to the other factors, there are strong reasons to believe
that political-economy factors consistently and strongly depress econ-
omic growth in the presence of abundant natural resources. As dis-
cussed earlier (p. 162), ruling politicians have an incentive to focus their
attention on sectors in which rents are large and inelastic to taxation,
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which is precisely the case of natural resources. When such rents are
concentrated in the hands of a minority, the incentive becomes particu-
larly strong to bias policy against the development of factors that bring
about growth in other sectors. Moreover again, as discussed earlier 
(pp. 166–70), institutional deficiencies (whether it is lack of representa-
tion, commitment or coordination) play crucial roles in preventing the
implementation of efficient, growth-enhancing policies. 

These conjectures are largely confirmed by the observed pattern of
growth across regions. At one extreme, most high-performance East
Asian countries have few natural resources; a fact that seems to have
induced their governments to encourage surplus generation through
growth-enhancing policies, especially educational development and
export promotion. Many of these countries (for example Korea,
Taiwan, Singapore) are good examples of ‘naturally-aligned’ prefer-
ences between the government and the population. Of course, other
characteristics helped such developments. Still, the absence of natural
resources is a notable characteristic of these countries. At the other
extreme, one finds countries that are extremely well-endowed in
natural resources, but suffer from low and stagnant incomes – for
example Republic of Congo, Nigeria, and Yemen (all endowed with oil
and gas) and Zaire (now Democratic Republic of Congo) and Sierra
Leone (both endowed with minerals). The poverty of these countries
despite their riches has a close link to their institutional deficiencies
because discovery of large natural resources in countries with strong
institutions (such as Norway and the United Kingdom) does not seem
to have had any negative effect on growth. The point can also be seen
in the comparison of Malaysia and Nigeria, discussed above. Both
countries are major oil exporters and share other characteristics such as
being former British colonies and having major ethnic divisions. Still,
Malaysia has long had much stronger judicial and political institutions
and has performed far better than Nigeria in terms of using its oil
revenues and developing its non-oil sectors.

Exogenous uncertainty

Some countries are exposed to external and natural shocks much more
than others, and high uncertainty in such exogenous conditions is
often viewed as an adverse influence on long-run growth. The issue
here is not the effect of adverse natural conditions on factor productiv-
ity, which we examined above; instead, the question is whether the
variability of conditions matters and, in the context of the political
economy of growth, how institutions (especially fiscal and capital- and
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insurance-market institutions) interact with those shocks. With appro-
priate institutions, shocks should not be a major impediment to
growth: market and fiscal failures, as well as the weakness of political
incentives to address those problems, are the main reason why such
shocks may slow down growth in the long run.

In developing countries, policy-makers often blame their economic
problems on terms-of-trade fluctuations in international markets,
which are beyond their control; but this claim is not as obvious as it
may sound. In fact, some countries – most notably Kuwait – have
solved major terms-of-trade problems by creating portfolios of interna-
tional assets that insure them against external shocks. Thus, the real
question is why some countries cannot save part of their additional
income during booms to create stabilization funds. Interestingly, the
problem is not limited to exporters of raw materials and agricultural
products. Indeed, government expenditure in most developing-
countries is strongly pro-cyclical (IADB, 1998). During expansion
periods, when the country’s creditworthiness rises, developing-country
governments tend to borrow and spend as much as they can, saddling
the country with huge short-term debts and serious liquidity con-
straints during downturns when it is in greatest need of borrowing or
drawing on its assets to smooth out consumption and investment. This
pattern has also fuelled inflation throughout the business cycle due to
overly expansionary public expenditure during booms and the need
for monetization of inevitable budget deficits during busts. The conse-
quence has been unnecessary macroeconomic instability. 

Clearly, mitigating the adverse effects of exogenous uncertainty
requires policies with a long-term horizon. The government needs to
plan for downturns and adverse shocks by restraining expenditure and
setting aside resources during upturns and favourable shocks, which
calls for strong coordination and commitment capabilities. When a
country lacks the institutions that provide such capabilities, internal or
external shocks can become quite costly. For instance, if political
turnover is high, politicians will have a stronger tendency to capture as
much resources as they can while in office, regardless of the long-term
consequences for the economy. Economic volatility reinforces this ten-
dency because in this situation the main determinant of borrowing
becomes the creditors’ willingness to extend credit, which will be nec-
essarily short-term and pro-cyclical. When the economy experiences a
favourable shock, the creditors perceive some chance of recouping
loans to the country in the short run and credit and expenditure
booms. On the other hand, when an adverse shock hits, the prospect
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of loan repayment dims, and all sources of credit dry up. This seems to
be the sad story of many politically unstable countries such as Nigeria
(Bates and Devarajan, 2000). In contrast, countries with secure political
leadership, such as Kuwait, seem to have pursued much more long-
term policies (Esfahani, 2000a). Statistical work by Haggard and
Kaufman (1992) also indicates that developing countries with authori-
tarian governments tend to be economically less stable when regime
changes are more frequent. Put differently, in authoritarian regimes,
the political horizon is limited to the autocrat’s own horizon, which
prevents long-run goals from being followed.

However, the problem of pro-cyclical public expenditure and foreign
borrowing is not limited to countries with insecure leaders with free
hands to shift resources toward narrow interests. Even if representation
is strong, the same pattern may arise in the absence of effective institu-
tional mechanisms that help various interest groups reach coordina-
tion (Tornell and Lane, 1999; Perotti, 1996b). This phenomenon again
creates incentives for creditors to be forthcoming with short-term loans
when shocks are favourable, and to withhold credit when adverse
shocks hit. Stein, Talvi and Grisanti (1998) provide empirical support
for this idea in the correlation they find between the degree of propor-
tionality of the electoral system and the pro-cyclicality of public
expenditures in Latin America.15 Haggard and Kaufman (1992) also
find a positive correlation between macroeconomic instability and
party fragmentation or other indicators of conflict among social forces.
Lack of ability to commitment can also exacerbate the effects of coordi-
nation failures. When a country cannot manage to commit itself to a
long-run course of action, it becomes difficult to arrange long-term
loans and smooth out consumption and investment. Rodrik’s (1999)
empirical study supports this view. He finds that an economy’s capac-
ity to react to external shocks is particularly deficient when there is a
coincidence of social conflict and poor institutions (such as weak rule
of law) that impedes commitment.

Some of the regional surveys touch on these issues and offer further
evidence. Kelegama and Parikh (2000) offer a detailed description of
how South Asian governments responded to adverse external shocks
such as the oil price hike of the 1970s by moving to protect various
interest groups through subsidies and market controls. This created
growing obligations for the government that came at the cost of long-
term investment and greater vulnerability to future shocks. Krongkaew
(2000), on the other hand, presents a contrasting picture of the situ-
ation in East Asian countries, where policy-makers could coordinate
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and commit effectively. In that region, governments came up with
long-term solutions to terms-of-trade shocks, including creative poli-
cies to restructure the economy toward industries that could deal
with the shocks more effectively. The situations in other regions with
weaker institutions resembled more the ones that prevailed in South
Asia. While uncertainty is of major concern for households and firms
in Africa (Collier and Gunning, 2000), unstable and narrowly-based
governments of the region are hardly concerned about long-term
policies that can address the problem (Bates and Devarajan, 2000). In
the case of Latin America, Rodríguez (2000) observes how institu-
tional weaknesses stifled the ability of the governments to deal with
the external shocks of 1970s and 1980s, and led to long-term stagna-
tion in the region. Finally, Esfahani (2000a) compares the ability of
MENA countries to cope with their terms-of-trade fluctuations and
suggests that those with less political stability suffered most from the
problem.

To summarize, the view that exogenous shocks are harmful to
growth is consistent with empirical evidence. However, the effect is
conditional on a lack of those institutional capabilities that allow inter-
est groups to coordinate themselves or commit to a long-term course of
action. The adverse effects of shocks are also strong when there are
deficiencies in the representation system and the ruling politicians
have short time horizons. In the absence of such institutional weak-
nesses, shocks can be weathered out at little cost through insurance,
timely borrowing and stabilization funds. 

Transitory growth and the role of initial conditions

Initial conditions – the history of a country and the existing endow-
ment and distribution of factors of production at each point in time
– weigh a lot on the subsequent growth path, at least for some 
time. Growth regressions invariably confirm that there is an ‘error-
correction’ process that takes economies towards their long-run
growth paths when there are deviations from the path due to shocks
and shifts in the underlying conditions. Transitions often take
decades and their lengths depend on the institutional and economic
characteristics of the country (Esfahani and Ramírez, 2001). To
review the evidence regarding such effects, in this sub-section we
focus on three major factors: human capital, physical capital, and
initial inequality in income and asset ownership. In our discussion
of these factors, we also point out the role of institutions and other
persistent factors in the transition process.
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Initial human capital

Unlike natural resources, high initial endowments of human capital
are viewed as a positive force for growth. In fact, this is part of the
explanation for the rapid growth of Germany and Japan after the
Second World War (Becker, Murphy and Tamura, 1990), the success of
the ‘Asian Tigers’ (Krongkaew, 2000), or the strong potential of transi-
tion countries (Castanheira and Popov, 2000). At the other extreme,
low initial endowments of human capital are seen as part of the factors
responsible for the growth failure of African and South Asian countries
(Bates and Devarajan, 2000; Kelegama and Parikh, 2000). 

The cross-section growth regressions also confirm the positive
influence of initial education levels on growth (for example, Barro and
Sala-í-Martin, 1995; Easterly and Levine, 1997). However, surprisingly,
concurrent expansion of schooling does not seem to show much
significance in typical growth regressions (see Pritchett, 1999, and
other studies cited there). This is also clear from cursory observations
across regions. For example, as Table 5.1 shows, there is no obvious
connection between regional growth rates and average school enrol-
ment rates over the past two decades. Most obviously, Eastern Europe
and Central Asia has had among the highest education rates and the
lowest growth rate (see also Campos and Coricelli, 2000). Latin
America has also generated many years of schooling with little output
growth to show for it (see also Rodríguez, 2000).

Pritchett (1999) suggests that the latter result could be due to the
enormous heterogeneity in the returns to education among countries.
In many developing countries, poor quality of schooling, wrong eco-
nomic incentives and adverse institutional conditions have caused all
the education to go to waste. Misspecification of the lag structure and
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Table 5.1 School enrolment rates and economic growth, averages for
1980–99(%)

Primary Secondary Tertiary Per capita GDP 
growth

Sub-Saharan Africa 78.59 22.64 2.09 –0.91
South Asia 89.86 38.86 5.54 3.42
Middle East & N. Africa 94.18 54.23 12.22 0.08
E. Europe & Central Asia 100.64 85.12 33.73 –1.87
Latin Am. & Caribbean 106.61 48.69 15.47 0.34
East Asia & Pacific 117.16 49.72 6.20 5.98
High-income OECD 102.70 96.20 46.86 2.02



inadequate instrumenting for education growth may also be additional
reasons for the finding. This might in fact be part of the explanation
because the initial level of education seems to matter. In other words,
there appears to be a long-run relationship between education and
income levels, with the short-run interactions between the two being
very noisy. Indeed, this is what Esfahani and Ramírez (2001), who
specify the growth equation as an error-correction process, observe.
Their results show that higher levels of schooling are associated with
higher levels of steady-state per capita income, which implies that a
higher initial level of education tends to raise the target towards which
the economy is moving and induces a higher transitory growth for a
few decades. They also find that this effect is stronger when the
country enjoys better institutions. Duflo’s (2000) analysis of
Indonesia’s educational system offers a concrete example of the way
such an effect may come about. She shows that a massive expansion of
education in Indonesia had limited benefits, in part because the
country failed to coordinate policies and ensure that sufficient
increases in the supply of physical capital would accompany the adjust-
ment in the supply of human capital.

The positive long-run association between education and long-term
growth might be due to a variety of factors. The most basic view is that
education generates human capital, which in turn raises workers’ pro-
ductivity. The endogenous growth literature typically points to possi-
ble economic externality effects of education (Lucas, 1988). Schooling
may also affect the relative value of different rents. Human capital
indeed offers a growing source for direct taxes without large dead-
weight losses (Pechman, 1985; Dao and Esfahani, 1995). Consequently,
when a larger stock of human capital exists, the government has access
to a less costly source of public funds, can spend more on public goods,
and is less tempted to abuse policy levers.16 However, education may
also significantly affect the political balance inside a country and may
help explain other, complementary, effects. First, better-educated
people typically participate more in elections (see, for example,
Leighley and Nagler, 1992) and other areas of politics, which con-
tributes to improving the representation function of the government.
These effects together tend, among other things, to constrain the gov-
ernment to maintain higher levels of education. At the other extreme,
for low initial levels of human capital, governments may have little
incentive to expand the educational programmes, hence perpetuating
the status quo (see section 2). Another consideration is that the initial
level of education may positively interact with other institutions and
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socio-economic factors. In particular, institution-building requires edu-
cation and, in turn, the ability of the government to increase the quan-
tity and quality of schooling depends on the effectiveness of
institutions. As a result, this interaction may give rise to a virtuous
circle under favourable initial conditions, and to a poverty trap when
the initial conditions are adverse. Such interactions have been recog-
nized in the literature but remain largely unexplored, especially in
empirical terms. 

To conclude, there are many reasons why the initial level of educa-
tion matters for the long-run level of income and transitory growth.
Evidence from regression analysis and observations across countries
and regions also confirm this view. However, empirical observations
also show that the benefits of education are not automatic. Specifically,
the contribution of initial educational levels to growth hinges upon
good institutions. 

Initial physical capital

The idea of transitory growth and error correction (or convergence) has
been examined more extensively in the literature in the context of
capital formation. As the neo-classical models of economic growth
show, decreasing returns to capital imply that countries initially poorly
endowed should accumulate more capital and grow quicker than
better-endowed countries (see, for example, Aghion and Howitt 1998,
ch. 1). Therefore, initial deviations from the steady state should fade
out over time.17 Using initial capital stock per capita (often substituted
by initial GDP per capita, for which better data are available) in growth
regressions typically yields significant negative coefficients and
confirms this implication of growth theory, which is known as b-
convergence. The literature has not attempted to explain this effect
through any alternative hypothesis. 

Another issue that remains largely unexplored is the role of capital
with obsolete technologies. A great deal of difficulties in transition
countries stems from the fact that most of the existing equipment and
skills are badly outdated and must be replaced (Castanheira and
Roland, 2000). However, adjustment costs are high and interest groups
controlling such assets or possessing such skills fiercely resist structural
change (Castanheira and Popov, 2000). This problem is not limited to
transition countries. In most of the developing world, industries
created behind protective walls resist liberalization and shifts toward
comparative advantage (Bates and Devarajan, 2000; Esfahani, 2000a;
Kelegama and Parikh, 2000; Rodríguez, 2000). By contrast, most high-
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performance economies of East Asia managed to develop fast-growing,
export-oriented industries at an early stage and created a countervail-
ing force against protectionist temptations (Krongkaew, 2000). Though
the resistance to restructuring is well-documented, the conditions
under which it tends to be a bigger burden on policy reform and
overall economic growth remains understudied. 

Initial inequality

The discussion in section 2 suggests that essentially two types of
inequality can affect the political economy of growth: economic dis-
parity (in terms of asset ownership and income) and unequal access to
political power. These two dimensions often overlap, but they are sepa-
rate and each has a different impact on policy-making.18 The literature
on inequality and growth generally assumes that wealth and political
power go together and shows that high inequality is detrimental to
developmental policies (especially education) and impedes growth (for
example Bourguignon and Verdier, 2000). While this coincidence of
wealth and political power is not uncommon, there are also many
cases where, in economically unequal societies, the representatives of
the poor or the middle class have managed to take control of political
power and to coexist with a separate economic elite, at least for some
years. This may happen as a result of a coup (as in Egypt in 1952 and
in Korea, 1961), following the defeat of a colonial power (as in
Zimbabwe in 1979), or through a democratic process (as in Chile in
1970 and Portugal in 1975). Such situations do not seem to have
unique outcomes in terms of interactions among political and eco-
nomic elites; rather, there appear to be many different equilibria and
growth paths. We will review all such cases and offer a taxonomy of
possible outcomes based on empirical evidence.

Before we start, it is worth noting that early growth models such as
that of Kaldor suggested a positive link between inequality and growth.
The argument in those models is based on the observed correlation
between income and savings across households, which implies that
concentrating income should increase total saving and, therefore,
investment. This argument, of course, ignores the complexities in the
saving–income relationship that may nullify the effect (Schmidt-
Hebbel and Serven, 2000). The political-economy models have tended
to generate the opposite effect, though they do not agree about the
actual mechanisms at work. Median voter models depict the connec-
tion as the consequence of redistributive taxes imposed on the rich by
the poorer majority, which discourages capital accumulation and
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efforts at enhancing productivity. The interest-group models suggest
that the effect may be due to efforts by the wealthy ruling groups to
avoid redistributions that help the poor enhance their human capital
formation. Such redistributions are often needed for growth because
the poor face insurance and capital-market problems that keep their
education low and fertility high. More generally, as the marginal pro-
ductivity of wealth held by the poor may be higher than that held by
the rich, income concentration may reduce productivity (Benabou,
1996). Extensions of these models further imply that inequality may
breed political instability, which is harmful to growth. More recently,
Banerjee and Duflo (2000) have argued that other effects may make the
relationship between initial inequality and growth more complex. By
turning to panel data, they distinguish the effect of initial inequality
from that of changes in inequality (that is, changes in the redistribution
scheme). As they show, such changes prove to hinder economic
growth, regardless of whether it generates redistribution from the rich
to the poor or vice versa. Put differently, it seems that reforming redis-
tribution schemes in itself bears a growth cost. Under that assumption,
a rise in inequality that increases distributional conflicts may reduce
growth, but the opposite can also happen if the costs of conflicts are
low and even relatively equal interest groups engage in them too
frequently.

The empirical evidence on the impact of initial inequality on growth
is as mixed as the theories at hand. A host of cross-country studies
have found a negative relationship, while some other studies reached
different conclusions depending on the choice of measures, the sample
used and the specification of the regressions. Figini (1998) surveys this
literature, runs further cross-country regressions, and explores more
detailed, structural transmission mechanisms from inequality to
growth. His results confirm that the linkages between inequality and
growth are not monotonic and do not pertain to only one channel.
More recent studies that use new data sets, new techniques, and new
specifications also collectively confirm this result (see, for example,
Forbes, 2000; Barro, 1999; Banerjee and Duflo, 2000). 

The contribution of Figini (1998) is that he examines the interac-
tions of institutions with the effects of inequality and shows that they
are quite important. For example, he finds that in the presence of
capital market imperfections, the relationships between inequality,
redistribution, and growth become non-linear, following the predic-
tions of Benabou (1996). Another interesting finding is that the nega-
tive relationship between inequality and growth disappears if one runs
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the regressions on the sample of democratic countries alone (see also
Barro, 1999). This is an interesting result because it suggests that when
inequality occurs in a democratic society, the demands for redistribu-
tion may reduce the welfare of the upper class, but the form of public
expenditure helps maintain the growth potential of the country. By
contrast, in non-democratic societies, redistribution pressures from the
poor and efforts by the rich to resist and reverse them end up wasting
growth opportunities. The result can also be related to the point made
by Collier (1998) concerning the interaction between democracy and
ethnic heterogeneity mentioned above. One can view income inequal-
ity as another form of heterogeneity that can be made less costly under
democratic conflict-resolution mechanisms. Esfahani and Ramírez
(2001) test this hypothesis and find support for it.

The regional survey papers examine these issues and offer richer
anecdotal or historical evidence. In particular, Rodríguez (2000) pre-
sents extensive evidence that, historically in most of Latin America,
considerable economic and political powers were concentrated in the
same hands.19 He argues that this fact was a major determinant of
development policies and a significant cause of political and economic
instability in the region. Krongkaew (2000) offers similar evidence for
the case of the Philippines. However, in most other countries, the story
is somewhat more complex. While the absolute majority of developing
countries have had high power concentration (especially in the form of
autocratic regimes), wealth distribution has varied and fortunes have
not always been in the hands of the groups represented by the ruling
elite. In situations where political power and wealth have been concen-
trated, but in different hands, four broad patterns appear to have
emerged. In some, such as Indonesia under Suharto, the ruling political
elite used policy levers to take over or share economic resources and
turn the system into one of joint concentration of economic and polit-
ical power. As in the case of many Latin American countries, these
systems experienced growth for a while, followed by major instability
due to the lopsided nature of the policies they pursued (Rodríguez,
2000). However, some countries following this pattern, such as Nigeria
and Zaire, did not even experience the temporary growth. The second
pattern is that of Malaysia after 1970, where the ruling politicians
managed to strike deals with groups holding significant economic
power so that their incentives to help develop the country remained
strong while the fruits of growth were shared (Krongkaew, 2000;
Campos and Root, 1996). Korea in the 1960s and 1970s may be viewed
in line with the same pattern. However, the land reforms of the 1950s
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had made income distribution much more equal in that country. This
feature brought Korea closer to the third pattern, which was initial
redistribution of land by the political elite, followed by capitalist
incentives for the growth of new industries, as in Taiwan and, more
recently, in China.20 The final pattern is one of massive expropria-
tion of assets and establishment of public enterprises to run the
economy through direct political control. As the reviews by Bates
and Devarajan (2000) and Esfahani (2000a) indicate, this pattern has
been much more prevalent in Africa and the MENA countries (for
example Egypt, Algeria, Iran after the Islamic Revolution, Ghana,
Senegal, Myanmar, Zambia and, most recently, Zimbabwe). In this
group, inequality initially diminishes, but growth could not be sus-
tained and eventually inequalities returned while low growth con-
tinued at least for some time. Eastern European countries under
communism were also examples of such regimes par excellence
(Castanheira and Popov, 2000).

It should be emphasized that the above categorization of country
experiences with inequality is based on a broad reading of the thematic
regional surveys and has not been explored in depth in the literature.
Much more extensive and intensive work is needed to produce a
deeper understanding of how economic and political inequality inter-
act and why redistribution works in some countries and not in others. 

Given these ambiguities, it is clear that recommending redistributive
policies, especially massive asset redistributions, as a blanket cure for
any perceived detrimental effect of inequality is unwarranted. Evidence
from regional surveys suggests that populist policies of heavily taxing
the rich to subsidize the consumption of the poor only tend to aggra-
vate instability, as in Latin America (Rodríguez, 2000). Asset redistribu-
tion such as land reform seems to have worked for Korea and Taiwan,
but in many other countries it has brought about little prosperity or
has been outright disastrous, especially when the government has
ended up as the de facto owner.21 In many cases, even though the own-
ership of the distributed land or asset remains private, for a variety of
reasons landlords and entrepreneurs are replaced by heavy-handed
bureaucrats who have even less incentive to care about poor farmers’
needs or about investment and productivity (Binswanger and
Deininger, 1997; Esfahani, 2000a). Even when the landlords and entre-
preneurs are allowed to remain engaged under certain conditions, their
reactions to evade loss of ownership and rent often introduces a differ-
ent set of distortions with adverse impact on growth (de Janvry and
Sadoulet, 1989; Waterbury, 1993). 
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If reduced inequality in a country seems helpful for growth and is
desirable for its own sake but massive redistribution does not work
well, is there any way that income distribution could be changed for
the better? To address such a problem, more successful countries seem
to have focused on policies such as improving access to education and
infrastructure that not only reduce inequality but also boost growth.
Since in a political-economy setting such policies are endogenous, one
may naturally wonder if they are feasible under adverse initial condi-
tions with high inequality. This is a well-placed concern, but it should
be kept in mind that inequality and other initial conditions are not the
only determinants of government policy. Policy-makers always have
some room for manoeuvre, which they may use more effectively if
there is a more knowledge about what works and what does not. There
are also external players that can influence the outcome.

Government policies: actions and interventions

Our review of the empirical findings has until now focused on very
broad and general aspects of government policies and state institu-
tions. However, when it comes to analysing the problems of economic
policy in a given country, one faces a host of different interventions
and concrete analyses of specific policies are required. What explains
the use of inefficient government interventions that are costly in terms
of growth? Can the political-economy framework developed above
shed light on why governments intervene in inefficient forms? These
questions are our concerns in this sub-section. We first examine the
balance between state and markets in running the economy, and then
analyse the patterns of interventions in financial, product and labour
markets.

The determinants of the balance between state and markets

There is a vast theoretical and empirical literature showing that private
firms perform more efficiently than their public counterparts (see
Megginson and Netter, 2000, for a recent survey). Regional surveys of
political economy of growth confirm this finding and invariably refer
to substantial inefficiencies and resource waste in public enterprises
(PEs). Nevertheless, PEs exist in all countries and, indeed, many devel-
oping countries maintain sizable PE sectors.22 Given the demonstrated
costs of PEs in terms of productivity and growth, why do many govern-
ments continue to maintain direct control over enterprises? Why are
some governments so much keener to keep and expand PEs than other
governments?

Micael Castanheira and Hadi Salehi Esfahani 189



One often-cited motive behind establishing a large public sector is
the ideological orientation of the government. There has certainly
been an association between nationalist/socialist rhetoric and govern-
ment takeover of enterprises and extensive control of markets
(Esfahani, 2000a; Kelegama and Parikh, 2000; Krongkaew, 2000).
However, in most such cases, the policy has persisted long after ideo-
logical dispositions have shifted (as in Egypt and Iran during the past
couple of decades). In addition, not all governments that promoted the
public sector showed anti-market orientation (for example Turkey in
the 1930s and Taiwan in the 1950s). In any event, ideology may have
played a role in the creation of PE sectors in some countries, but other
motives must also be at work. 

Political economy factors provide the complementary, if not more
prominent, motives behind government control of firms. Bates and
Devarajan (2000), Kelegama and Parikh (2000) and Krongkaew (2000)
provide detailed accounts of how governments in Africa and Asia have
used PEs to help certain regions or interest groups receive investment,
jobs and other benefits. For example, as Krongkaew (2000) puts it, in
South East Asian countries such as Malaysia, ‘one could see widespread
establishment of state enterprises in the postwar periods as an attempt
by the government to counter the economic influence of the Western
companies and the Chinese minorities’ and eventually help increase
‘Malay participation in the ownership and control of the corporate
wealth in the country’. Once these enterprises were established, their
employees, customers and suppliers gained vested interest in maintain-
ing them as sources of rent and economic security. Interestingly, in
some cases, the political leaders seem to have extended public owner-
ship not so much in response to interest-group demands than for the
purpose of creating an interest group that would serve as their base of
support (see, for example, Waterbury’s, 1983, account of expropria-
tions and nationalizations in Egypt in the late 1950s and early 1960s).

While the above political-economy arguments explain the motives
behind government interventions, they are not sufficient for explain-
ing the form of intervention. Public ownership is a very costly form of
intervention and may be particularly detrimental to growth of produc-
tivity and output. So, the question still remains as to why this form is
used and why it is more prevalent in some countries than in others.
The answer that has emerged from the recent literature on public own-
ership points to contracting problems. For example, Hart, Shleifer and
Vishny (1997) and Rajan and Zingales (1998) show that incomplete
contracting between the government and the firms supplying goods
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and services to it may lead to public ownership if there are possibilities
of holdup or the quality of the product cannot be specified ex ante.
This idea can also be extended to the contracting problems that the
government may face when it wants to provide services to firms – for
example, when the government wants to fill in for the failure of
private markets to offer insurance and credit services due to agency
problems. In other words, the government may be better off vertically
integrating with the suppliers of some of the products it purchases and
the recipients of some of its services. Since institutional capabilities
vary across countries, the extent of public ownership also varies, albeit
inversely.

Another major contracting problem is deficiency in commitment
capability on the part of the government, which can discourage
private investment and force politicians to resort to PEs as a means
of reaching their policy goals (Levy and Spiller, 1996). Esfahani
(2000b) stresses that a higher marginal cost of public funds may
make commitment more difficult and exacerbate the problem. This
is important because other institutional factors such as coordination
problems may increase the demand for (or reduce the supply of)
public funds, hence creating incentives for the politicians to extract
more rents from firms through direct controls. Hou and Robinson
(2000) test these hypotheses and find them consistent with country
panel data. Further evidence can be found in Knack and Keefer
(1995) and La Porta et al. (1999).

To conclude, examination of political-economy factors is essential
for understanding government interventions in markets. However, to
explain PEs as the preferred mode of intervention, one must take
account of institutional factors, particularly commitment, coordina-
tion and administrative capabilities.

Financial-market interventions

Some financial-market regulations are useful policies that help mitigate
imperfections in information and contracting. But, many pervasive
credit-market interventions – such as interest rate ceilings and directed
credit programmes that target industries or even individual firms – do
not have obvious efficiency-enhancing effects. In fact, such interven-
tions often act only as instruments of redistribution. The low elasticity
of savings with respect to interest rates may indeed render parts of the
resources in the financial markets an easy target for redistribution. This
can explain the omnipresence of interest rate controls in developing
countries where, at the margin, taxation is generally very costly. 
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As such, interventions on the supply side of the financial markets
may not be particularly costly to growth. Even on the demand side
they need not be costly if the interventions help address credit-market
inefficiencies. In fact, as Krongkaew (2000) points out, financial-market
interventions in East Asia may have helped accelerate growth.
Allocation of funds as part of a conscious and coordinated plan to
bring about social peace and stability, as in Malaysia under the New
Economic Policy drawn in the early 1970s, can also be seen as a posi-
tive force that can help growth. However, the more recent experience
of East Asian countries also demonstrates that such arrangements
cannot work forever and eventually give rise to misallocations and
abuses that can be very costly to the economy. In many other coun-
tries, the costs of misallocation have overshadowed the benefits from
the start. When institutions are weak (in terms of representation, coor-
dination and commitment), the specific uses to which the government
puts the rents extracted from depositors depend not so much on
market correction needs than on the nature of the interest groups that
are in a position to borrow the funds (Bates and Devarajan, 2000). For
example, in contrast to Malaysia where direct credit allocations have at
least partially contributed to social stability and economic growth,
interventions in Nigerian banks have mainly led to massive embezzle-
ment of funds, capital flight, and economic decline (Ayittey, 1995).

Product-market interventions

As in capital markets, some state interventions in product markets can
be welfare-enhancing by targeting potential market imperfections
(such as standardization and quality controls). However, as in capital
markets again, there are hosts of interventions that essentially target
redistribution and introduce heavy distortions (like monopolization
and price controls), which prevent or hinder long-run investment and
factor reallocation (Parente and Prescott, 2000). The political-economy
rationales for such interventions also follow the same lines: in the
absence of efficient institutions, firms and workers can be protected
through trade or market restrictions, especially if import demand is not
too elastic to cause sizable deadweight losses. Of course, as the empiri-
cal trade policy literature finds, this phenomenon does not preclude
the use of trade policy for supporting well-organized and highly con-
centrated industries.

A feature that seems to distinguish the more successful systems with
monopolies and trade and credit-market interventions is export orien-
tation (Krongkaew, 2000). Participating in export markets can turn the
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monopoly aspect of domestic firms into a competitive asset in world
markets and allows them to generate additional surplus with domestic
resources. Since developing countries typically face a foreign exchange
constraint, export earnings also provide resources for greater imports of
intermediate and capital goods and the new technologies embodied in
them (Edwards, 1993; Rodrik, 1996). The export surplus can also be the
basis of a deal between the government and large business groups in
which the latter develop specific industries in exchange for govern-
ment support in terms of credit provision and other business and eco-
nomic incentives (Rhee, 1994; Lim, 1998). There is, of course, still
much to be learned about why some developing countries manage to
concentrate on the export promotion policy, coordinate their policies
accordingly, and enjoy higher growth, while others instead get stuck in
import-substitution and growth-depleting policies. 

Labour-market interventions

Interventions in labour markets have important consequences for
labour allocation and human-capital formation. As Topel’s (1999)
survey of the growth consequences of labour markets shows, labour
policies and institutions play pivotal roles in economic performance
and studying them should be a central part of research on growth.
Naturally, a key issue in this respect is why governments intervene in
the ways they do. Unfortunately, there has been very little systematic
research on this topic beyond documenting the costs and benefits of
interventions and identifying the gainers and losers. Here, we review
the existing work and suggest hypotheses that are worth exploring.

The typical forms of intervention in the labour market are wage con-
trols, employment quotas, restrictions on layoffs and unemployment
insurance. The players in the market are private and public firms,
labour unions (when present), and workers with different socio-
economic characteristics (that is, skills, geographic location, ethnic
affiliation, and so on). In public firms, the government often has
sufficient leverage to set policies as it wants. Therefore, we mainly
focus on unemployment provisions and employment and wage regula-
tions for private firms. 

As the thematic reviews of regional evidence suggest, the use of
employment quotas is closely associated with the presence of ethnic
divisions in the country, which is common in Africa as well as Asia.
Employment quotas, especially the explicit ones, are typically justified
based on affirmative action principles as attempts to rectify historical
injustices and misfortunes (as in Malaysia). However, they can act as
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patronage mechanisms as well and help politicians bring particularistic
benefits to their constituencies. 

Minimum wage guarantees and layoff restrictions provide employed
workers with rents and job security. The job-security function does not
necessarily entail rent for the workers because it could simply be a
means of filling in for insurance-market failures. Nevertheless, the
restrictions may cause distortion because they reduce the flexibility of
firms and markets. The distortions would obviously be much larger if,
in addition to job security, labour-market regulations grant rents to
workers. However, there is some controversy about the size of the costs
because either employers bypass the regulations somehow, or the
insurance and coordination benefits that the regulations bring to the
labour market counteract their harmful effects. Jurajda and Mitchell’s
survey of empirical work in chapter 4 of this volume suggests that on
the whole the evidence supports the view that labour-market regula-
tions have substantial negative impacts on the level of employment,
especially for new entrants. A recent study by Blanchard and Wolfers
(1999) further shows that institutions protecting employment
significantly slow down labour-market adjustment to shocks.
Therefore, restrictive labour policies appear to be costly in terms of
growth and the direct bearers of the costs are firms and unemployed
workers.

To understand why a government may pursue such costly interven-
tions, it is useful to consider them in the context of other interven-
tions that can achieve similar redistribution and insurance goals. Using
tax/subsidy mechanisms to induce employers to fulfill the goal of the
policy may seem less costly. However, as discussed earlier (p. 190),
incomplete contracting may make such a solution very costly and
make direct controls more attractive. The government, of course, may
want to opt for full control of some firms (that is, public ownership) to
make the implementation of its employment policy even easier.
However, this usually has additional adverse effects on other aspects of
enterprise activity, which may not achieve any policy goal. When this
is the case, it makes sense to impose labour-market regulations but not
public ownership, and to leave other production decisions to private
managers to avoid further distortions. 

An important implication of the above view is that extensive public
ownership might be viewed as the only solution left if there are strong
demands for redistribution but institutions are weak in the country.
When institutions are somewhat stronger and/or redistribution
demands are weaker, more efficient solutions can be devised, such as
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selected direct interventions in labour, product or other markets.
When the country has strong institutions, interventions are likely to
take a more efficient form, especially cash (tax or subsidy) transfers.
The important implication for economic growth is that focusing on
policy reform without improvements in institutions may not do any
good. In fact, forcing the government to use market solutions that the
institutions cannot support may cause greater tensions and prove
costly to growth. This may explain why many less-developed countries
that have gone along with policy reform of multilateral institutions
have not seen better growth rates.

The above perspective on the motives behind market controls has
many other implications as well. For example, it suggests that given
institutional capabilities, the extent of government intervention should
be positively related to the need for redistribution, say the extent of vul-
nerability of the economy to external shocks (terms of trade fluctuations
and the degree of openness). Many other similar relationships are also
worth considering. For example, given the significance of separation of
powers in public-spending decisions, it is natural to ask how it is related
to regulatory policies. Similarly, the degree of democracy and the extent
of participation of the population in the political process are likely to
raise the demand for more secure jobs, better pay, lower consumer prices
and, hence, induce increased intervention. These are important effects
that political economy country studies should carefully consider when
they analyse policy choices.

Political-economy determinants of policy and institutional reform

To improve their performance, slow-growing countries ultimately need
to adopt more efficient policies and institutions. If the country is
endowed with good institutions, then reform is essentially a matter of
identifying and implementing appropriate policies. However, when the
country also suffers from institutional weaknesses, then the range of
feasible policies is more limited and reforms must target institutions as
well as policies. 

How can a reform become feasible in a setting where some policies
and institutions have been in place for some time and are supported by
entrenched interest groups? Based on the discussion in section 2, the
answer to this question must be sought in the changes in the political
cost/benefit ratio of reform. Such changes come about in two ways: (1)
when there are significant exogenous shocks – such as terms-of-trade
movements and geological and climate changes – that alter the charac-
teristics of various economic resources or interest groups; or (2) as a

Micael Castanheira and Hadi Salehi Esfahani 195



consequence of endogenous evolutions in resource endowments and
interest-group characteristics (due to investment, technological inno-
vation and population changes, which reshape income distribution
and growth options). In either case, change in the economy’s condi-
tions alters the ratio of political costs to benefits of adopting new poli-
cies or institutions, which may trigger the appropriate reform.

When we focus on reforms, the most salient example we can think
of is that of former communist countries. The systematic failures of
central-planning rendered prohibitive the costs of maintaining it alive.
Together with inner pressures from the population and stronger divi-
sions inside the political elites, those heightened costs triggered the fall
of the Berlin Wall and initiated the ‘transition’ of those countries to
capitalism and democracy. However, the experience of those countries
is extremely mixed. Both economic and political institutions were
completely ill-adapted to democratic and free-market conditions, and
few countries have managed a successful transition until now. Many
countries of the former USSR even fell into some kind of underdevelop-
ment trap, leading to a return of authoritarian regimes and/or a quasi-
absence of reforms (for example Belarus, Turkmenistan or Uzbekistan).
In terms of their economic success, the main dividing line between
successful and unsuccessful countries is precisely drawn by the ability
of the countries to develop strong-enough institutions to pursue
reforms (Castanheira and Popov, 2000). For instance, Poland and the
Czech Republic benefited from better social and political institutions
and from a broad consensus in the population, which was pressing for
democratization and a break up with communism. This forced political
parties to become accountable to the population and advance with the
reform programmes. By contrast, Belarus or Ukraine did not benefit
from such strong pressures nor enjoy strong-enough institutions, and
hence several reforms were stalled or even reversed. Inaction in
Ukraine induced a shift towards rent-seeking activities and caused
output to fall precipitously. Belarus fared better in the short run by
maintaining many of the old policies and institutions intact and limit-
ing the potential adverse effects of transition on output.23 However,
even in Belarus delayed reforms are damaging the country’s prospects
of growth in the coming decades. The important observation arising
from these experiences is that although most countries viewed the
adoption of Western institutions as the main means of achieving econ-
omic growth, there were substantial variations in their responses and
the outcomes. The central question is how and when growth-oriented
reforms can be initiated and made successful.
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The empirical work on the conditions under which reforms can and
should occur is in its infancy. The view that reform can be analysed as
a cost/benefit matter (see our earlier discussion, p. 171–2) makes the
task look deceptively simple. Part of the difficulty lies in the opera-
tionalization of this idea because political costs and benefits are not as
tangible as economic costs and benefits and their determinants are not
easy to identify. In the reform literature one often runs into studies
that have tried to bypass these difficulties by coming up with ad hoc
hypotheses and, sometimes, by taking the actions of politicians as
prima facie indications of benefits exceeding costs. This approach has
produced a host of hypotheses that are either unfalsifiable or fail to
have predictive power. For example, the studies brought together in
Williamson (1994) examine a variety of claims listed in Table 5.2, none
of which eventually proves either necessary or sufficient for successful
reform (Rodrik, 1996). Another example is World Bank (1995) that,
among other things, identifies the exclusion of beneficiaries of the
status quo from the leadership’s base of support as a precondition for
reform. This claim is hard to falsify because political leaders who make
decisions against the interests of a particular group are presumably
excluding that group from their base of support.24 The choice obvi-
ously depends on the costs and benefits of excluding various groups,
which themselves depend on the conditions in the country. Therefore,
to arrive at testable hypotheses, research on reform should identify
which country conditions matter for the political costs and benefits of
a policy change, and come up with specific hypotheses about the rela-
tionship of such factors with reform outcomes. 

An important issue in analysing the cost and benefit of reforms is the
identification of the choices and constraints that various actors face in
bringing about change. This task typically requires historical knowl-
edge about the evolution of institutions and the role of specific actors
in those evolutions (for example the role of Mao in the Chinese experi-
ence). As a result, one has to rely on case studies, which are time-
consuming and often depend on a qualitative assessment of the
evidence rather than statistical corroboration. Alston, Eggertsson and
North (1996) have brought together a number of such studies that
cover a host of issues and use a variety of methods to build cases for
their hypothesis. For example, Alston and Ferrie (1993) claim that
welfare reform in the United States in the 1960s was a consequence of
technological change that reduced the need for paternalistic relation-
ships as a means of reducing transaction costs in US agriculture. To
support this claim, they put together a body of evidence that ranges
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from the history of paternalism in the US South following the aboli-
tion of slavery, to the details of voting records in US Congressional
committees and the mechanism that placed Congressmen representing
Southern landlords in agenda-setting positions. Another example is the
pioneering work of Cheung (1975) on the rise and fall of rent controls
in Hong Kong that shows how political forces motivated rent controls,
and how the response of market participants eventually changed the
economic and political conditions and led to abandonment of the
ordinance.

Although individual case studies have been helpful in shedding light
on crucial issues, the specificity of their methodologies often makes it
difficult to replicate them across countries and reach more general
results. In recent years, a number of projects have been initiated that
largely resolve this problem by forming teams of researchers who use a
common framework to carry out parallel case studies of many coun-
tries. This makes the evidence and analysis more comparable across
countries and helps strengthen the results. It also offers possibilities for
the development of replicable methodologies for documenting and
analysing institutional data. A good example of such a project is the
study of telecom reform conducted by Levy and Spiller (1996). The
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Table 5.2 Hypotheses about reform

Policy reform emerges in response to crisis
Strong external support (aid) is an important condition for successful reform 
Authoritarian regimes are best at carrying out reform 
Policy reform is a right-wing programme
Reformers enjoy a ‘honeymoon period’ of support at the start of a new 

administration before opposition builds up 
Reforms are difficult to sustain unless the government has a solid base of 

legislative support 
A government may compensate for the lack of a strong base of support if the 

opposition is weak and fragmented 
Social consensus is a powerful factor impelling reform 
Visionary leadership is important 
A coherent and united economic team is important 
Successful reform requires economists in positions of political responsibility 
Successful reform requires a comprehensive programme capable of rapid 

implementation
Reformers should mask their intentions to the general public 
Reformers should make good use of the media 
Reform becomes easier if the losers are compensated 
Sustainability can be enhanced by accelerating the emergence of winners

Source: Williamson (1994), as summarized by Rodrik (1996).



study documents a close connection between successful telecom
reform and access to commitment mechanisms by the government,
and further shows that the availability of more efficient commitment
mechanisms and a more capable bureaucracy can enhance the post-
reform performance of the telecom sector. Von Hagen and Harden
(1994) offer another example with a comparative study of budget insti-
tutions in the European Union member countries. Their evidence
makes a strong case for the positive role of ex ante agreements and del-
egation in bringing about fiscal discipline.25 The current GRP project
offers an opportunity for another application of a common-framework
methodology in the study of the causes of economic growth and stag-
nation across countries in each region of the world.

While the case-study approach is yielding increasingly systematic
information about the political economy of reform, some insights can
be gained based on the relationship between policy changes and politi-
cal and economic factors for which comparable data already exists. For
example, some recent studies try to relate the probability of reform in a
given situation to the economic and political characteristics that are
believed to affect the efficiency gains from reform or the costs of nego-
tiating and maintaining the new policies. An example of this approach
is Campos and Esfahani (1996) who examine the problem of public
enterprise (PE) reform in 15 countries since the early 1970s. They find
that the probability of reform rises with the extent of existing
inefficiency in the PE sector, the extent of industrialization, the capa-
bility of private entrepreneurs, and the openness of the economy, all of
which tend to raise the benefits of more market-oriented PEs or reduce
the costs of redistribution needed for the reforms. Li, Qiang and Xu
(2000) carry out a much more extensive exercise of this kind focused
on reform in the telecommunications sector. They also confirm that
the probability of reform rises with initial inefficiency in the sector and
higher demand for telecom services. In addition, they find that con-
trolling for other factors – decentralization, democracy and strong rule
of law – raises the chances of reform (perhaps reflecting stronger com-
mitment capability), though checks and balances and constraints on
executive discretion do the opposite. Also, reform becomes more likely
with privatization in neighbouring countries, right-wing orientation of
politicians, and foreign support (especially when it is targeted toward
telecom privatization and the country is more democratic).

The above studies produce some evidence concerning the role of
crises in motivating reform. Most case studies of reform suggest that
major policy changes are preceded by a sense of crisis in the country,
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but the meaning of crisis is often left vague. Declining GDP and rising
inflation are often the key measures used for this purpose when the
concept is made more specific. Yet, even such measures are always
interpreted in context. For example, when observers interpret a situa-
tion of rising inflation or falling GDP growth as a crisis, they are always
aware that similar experiences elsewhere or at different times may not
be necessarily viewed as crises. Because of this vagueness, as Rodrik
(1996) observes, sometimes the association of crises with reforms
resembles a tautology. In any event, there is some evidence that
reforms are often associated with poor economic performance (espe-
cially negative GDP growth), though not all reforms follow economic
downturns and certainly not all downturns lead to reform (Campos
and Esfahani, 1996). In fact, there are occasions where crises trigger the
reversal of reforms and the adoption of inefficient restrictive policies
(Kelegama and Parikh, 2000; Rodríguez, 2000; Castanheira and Popov
2000). Another weakness of the existing evidence is that it offers no
indication of how crises motivate reform. There are quite a few ideas
floating around in this respect, but no empirical test of their relative
importance.26

The issue whether economic reform becomes more feasible or less
so with democratization is one that has received a great deal of
attention in the literature (Haggard and Webb, 1994). There does
not seem to be any simple relationship between democracy and
growth other than the observation that variance of growth is smaller
in democracies. This ambiguity seems to pervade a great deal of
results in the reform literature as well (Williamson, 1994). A
difficulty in past studies of this kind is that they often define democ-
racy as a phenomenon that can be measured by a single indicator,
when the reality is probably much more complex. There are a
myriad of institutional elements that underlie a political-economy
system and those elements may be combined in many different ways
to form a particular system. These elements and the ways in which
they combine have different effects on the extent to which the
system reaches representation, coordination and commitment. For
example, competitiveness of elections enhances representation;
however, if the electoral and decision-making procedures give rise to
fragmentation among policy-makers and excessive veto points, then
coordination will be weak. These nuances are receiving increased
attention in the recent literature. Indeed, Li, Qiang and Xu’s (2000)
finding that democracy facilitates reform when the elected executive
faces fewer constraints in setting policy supports this perspective.
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The above observation seems to be consistent with the assessment of
the regional survey papers. Latin American countries have proceeded
with reform more swiftly when the executive has faced less constraint,
as in Mexico in the 1980s and Argentina in the early 1990s (Rodríguez,
2000). In East Asia, Krongkaew (2000) observes that democracy has
been generally weak, but bureaucracy has played a major role in repre-
senting various interests, and reform has been more difficult when
there have been rifts between politicians and bureaucrats. Kelegama
and Parikh (2000) also suggest that in South Asian democracies, reform
has proceeded faster when the executive has used greater discretion,
though the speed has had a negative effect on the quality of new poli-
cies and on subsequent economic performance. Among African and
Middle Eastern countries, democracies have been less common and the
executives have generally faced fewer checks and balances, but this has
not always helped reform (Bates and Devarajan, 2000; Esfahani,
2000a). The problem in these countries appears to be the weakness of
commitment mechanisms. This phenomenon is rather evident in the
difficulties that many resource-rich countries in these regions have had
in removing highly distortionary mass subsidies (for example on food
and energy). Replacing those subsidies with cash payments could have
substantially improved resource allocation and released resources for
investment and growth. However, attempts at removing the subsidies
have often triggered strong reactions in the population, expressing
concern that the cash payments would be soon diluted and the reallo-
cated resources would be taken over by the elite rather being used for
public benefit (Esfahani, 2001).

4 Conclusions

The theoretical framework and the empirical evidence reviewed in this
chapter suggest that there are systematic approaches to the political
economy of growth that can generate tangible insights into the process
of growth and concrete implications for policy and institutional
reforms. We have attempted to combine these approaches to a
common methodology that can be used by country case studies. 

At the heart of the methodology is the idea that suboptimal growth
outcomes are the result of contracting problems among the players in
an economy. Inefficiency may arise when policy-makers represent only
narrow interests, cannot commit the government to constrained sets of
future actions, or fail to coordinate themselves and the groups that
they represent. The severity of these contracting problems varies across
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countries according to the institutions that structure interactions
among individuals and groups. The resources over which socio-eco-
nomic groups need to contract also matter in terms of the surpluses
that they render and the deadweight losses that they generate in cases
of redistribution. Therefore, the methodology implies that the analysis
of the political-economy conditions for economic growth in a country
should start with an accurate assessment of the political actors in the
game, the institutions governing their interactions, and the nature of
the resources over which they compete. Then one needs to examine
policy interventions and seek explanations for their efficiency or
inefficiency based on the nature of contracting failures among the
political actors and the elasticity of the existing resources. If the
observed inefficiencies cannot be connected to institutional weak-
nesses, the task is to highlight the contradiction and look for alterna-
tive explanations. This process can inform and enrich the
methodology and lead us to better understanding of the connections
between political economy factors and the process of growth. It could
also help identify the fundamental problems that constrain growth
and, thus, offer insights for the design of more effective reform
programmes.

In implementing the methodology, it is important to keep several
points in mind:

1 To understand both past and prospective growth, it is necessary to
identify which factors can be taken as exogenous and which factors
should be treated as endogenous. Some institutions (such as ethnic
divisions or constitutions in most countries) are relatively stable and
play a fundamental role in shaping policies and government inter-
ventions. These should be critically analysed and distinguished from
other rules that may be manipulated more easily. 

2 The proposed explanations for existing policies must include com-
parisons of those policies with alternative ones that seem more
efficient. The comparisons should clarify why the alternatives have
not been adopted. This is not to say that the outcomes should be
treated as deterministic; the world is complex and there are many
factors that one does not observe. There is also the possibility of
multiple outcomes or differences in the applicability of the various
policies. The issue is that gross misallocations cannot be systemati-
cally explained by unidentified factors.

3 The explanations should take account of the rationality of political
actors and not be based on unfalsifiable statements that amount to
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saying that those actors, ‘don’t know any better’. The explanations
also should go beyond tautologies such as ‘the status quo is pre-
served because the interest groups that benefit from it are more
powerful than others’. One needs to show what is the source of
greater power and identify the institutional factors that prevent
policy-maker and interest groups from coming up with better deals.

4 It is important to analyse how government interventions actually
work, see how market failures are addressed, and how they can be
corrected. For instance, the case of FSU countries showed that priva-
tizing firms does not work without proper institution-building.
Country case studies should envision potential reforms in that way:
should we immediately modify government intervention or is it
necessary to improve institutions in the first place? If the latter
holds true, how can it be done? For example, how to reduce corrup-
tion and/or make the government more trustworthy?

5 When there are policy reforms and institutional changes, it is
crucial to examine how inefficiencies and costs of existing and alter-
native policies have changed over time. Are actual policy reforms a
response to changes in the underlying resources and institutions?
Do policies change in predictable ways (that is, in the direction pre-
dicted by the size of efficiency gains relative to the costs of change)? 

Finally, in numerous occasions we have underlined the weaknesses and
unknowns of the existing political-economy theories of growth. Studying
concrete country cases with the present methodology can provide an
opportunity to explore those areas and help fill in those hollows.

Notes
1 These papers examine the case of Africa (Bates and Devarajan, 2000), East

Asia (Krongkaew, 2000), South Asia (Kelegama and Parikh, 2000), Latin
America (Rodríguez, 2000), Middle East and North Africa (Esfahani, 2000a),
and transition countries (Castanheira and Popov, 2000).

2 Following Krongkaew (2000), one could further subdivide these groups on a
case-by-case basis, in order to account for the relative powers or the ranks of
the officials (e.g. ministers vs civil servants, the dominant party vs the
others) or the real power of different pressure groups (e.g. unions vs the
army or other groups present in the country). We do not go this far. Our
distinction here is meant to capture the functional differences in their access
to power: voters have power at election times, and much less power when
elections are away. Instead, pressure groups can maintain their influence
(sometimes by monetary means, sometimes by demonstrations and strikes)
on a more regular basis. Political elites, on their side, directly control the
policy levers, favouring one or another group. 
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3 See Alesina and Rodrik (1994), Persson and Tabellini (1994), Bertola (1993),
Benabou (1996), Perotti (1996a), Saint-Paul and Verdier (1996) or Desdoigts
and Moizeau (2001) among others. Verdier (1994), Aghion and Howitt
(1998, chs 4 and 9) and Persson and Tabellini (2000, chs 3, 6 and 14)
provide a survey of this literature.

4 Combining the voting and interest-group approaches, which has come to
be known as ‘citizen-candidate’ framework, was originated by Osborne and
Slivinski (1996) and Besley and Coate (1997). More recent contributions to
this line of research include Rivière (2000) and Morelli (2000).

5 Of course, the word ‘rent’ should be taken with a broad meaning. Most of
the time, we would think of economic rents but we also mean political
power or religious dominance among others.

6 The reason why deadweight losses matter is that extracting rents that do
not benefit anyone is a waste that politicians try to avoid.

7 For an analysis of such an effect in the context of a multi-product firm, see
Dixit and Stiglitz (1977).

8 Alternatively, the rich may want to ally themselves with the poor against
the middle class. See Perotti (1992) for an analysis of such a model, and
Desdoigts and Moizeau (2001) who analyse the dynamic interactions
between growth and coalition formation across the process of development.

9 Interestingly, these effects do not change much when interest groups, rather
than voters, influence policy choices in parliamentary versus presidential
regimes (Helpman and Persson, 1998; Bennedsen and Feldmann, 1999).

10 Of course, putting in place such constraints needs coordination at some
earlier stage, but that may be easier to achieve because at a rule-making
stage each actor would be comparing the benefits of constraining others
(and preventing the commons tragedy) with the costs of restricting his/her
own future uncertain options.

11 For instance, a ‘natural experiment’ that is being widely analysed is the case
of transition countries in Europe and Asia. Many of those countries used to
suffer from similar problems and adopted apparently similar institutional
arrangements. However, their relative performance – both in terms of their
economic and political transformation – does not reflect this apparent sim-
ilarity. In some cases, it even seems that attempting to mimic what is
efficient in other countries has actually led some of these countries to com-
plete disarray (Castanheira and Popov, 2000).

12 There is another important perspective on policy persistence formalized by
Coate and Morris (1999). This view suggests that the actions undertaken by
economic agents to benefit from existing policies involve sunk investments
that increase the willingness of those agents to pay for the policy. This creates
incentives in the political system to preserve existing policies. However, unlike
the other two views summarized in the text, this one does not explain the per-
sistence of inefficient policies, because maintained policies at each point in
time are efficient given the nature of the existing assets. What this view can
explain is the suboptimal use of policies that can be beneficial in the short
run, but not in the long run. Polities may oppose such policies because they
anticipate that they will not be reversed once adopted. Of course, this problem
may not exist if the government could commit to the reversal of such policies.

13 See Roland (2000) for an insightful discussion on the relative merits of
gradualism vs ‘shock therapy’.
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14 For detailed accounts of political developments in Malaysia, see Milne and
Mauzy (1980), Means (1991) and Bowie (1991).

15 Proportionality of representation makes coordination more difficult because
it allows smaller interest groups to join the policy-making process indepen-
dently, whereas the use of plurality acts as a delegation mechanism
whereby hosts of smaller interest groups have to line up behind the same
candidate.

16 For instance, Barro (1991) underlines the positive association between edu-
cational attainments and investment rates. 

17 However, the endogenous growth literature underlined that this conver-
gence effect only occurs once human capital is controlled for.

18 Note that inequalities in the access to education may also overlap with
those two dimensions.

19 Income Gini coefficients in Latin America are typically between 0.4 and 0.6
(data are from the World Income Inequality Database (WIID) of the United
Nations Development Programme.)

20 Redistributions in Korea and Taiwan in the 1950s resulted in Gini
coefficients of respectively 0.32 and 0.35 in the 1960s.

21 For a review of land-reform experiences and examples of disasters following
such programmes, see de Janvry and Sadoulet (1989). More recently,
Moldova also redistributed land but poor capital markets prevented individ-
ual farmers from maintaining their capital stock, which resulted in lowering
yet further agricultural productivity and prospective growth in the sector.
Additional steps to improve agricultural efficiency are being undertaken by
the government.

22 Note however that there are no precise factors that allow for a clear distinc-
tion between ‘public’ and ‘private’ firms. For example, Shleifer and Vishny
(1994) identify PEs as those that receive rents from the treasury in exchange
for complying with employment or other government requirements.
However, it is not clear why the government would not prefer to use
private firms to implement the same transfers. Here again, as argues
Esfahani (2000b), the fact that the government can more readily control
the actions of a manager in a public firm may help explain the correlation
between public ownership and those transfers. 

23 Ukrainian GDP in 1999 approached 40 per cent of its 1991 level, while the
Belarus figure represented about 80 per cent of its 1991 level.

24 For a further critique of World Bank (1995), see Ramamurti (1999) and
Campos and Esfahani (2000).

25 See also Boeri, Börsch-Supan and Tabellini (2001) for a survey of voters’
positions on welfare-state reforms.

26 One specific area for which there has been a test attempt is the rising cost of
public funds idea proposed by Boycko, Shleifer and Vishny (1996) and
Yarrow (1999). Li, Qiang and Xu (2000) find that reform probability tends
to rise with budget deficits, but declines with inflation. Thus, the implica-
tions for the cost-of-funds hypothesis remain ambiguous.
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6
A Conclusion to Cross-National
Growth Research: A Foreword ‘To
the Countries Themselves’
Lant Pritchett

1 Introduction

I am happy to write the conclusion to this volume because the
approach to growth research that is reflected in this volume is
promising. By taking seriously the experiences of regions, and next
of individual countries, and by taking an integrated approach of
macroeconomic, microeconomics, markets and political economy
jointly this research can hope to capture the richness and texture of
actual country experiences.

I am also happy to write this conclusion, because it is also a begin-
ning of a further round of detailed examinations of individual coun-
tries. Meeting the theories and general regression empirics of growth
with studies of individual countries should be a productive encounter.

Finally, I am also happy to conclude a volume opened by Robert
Solow. As a graduate student I learned both macroeconomics and
microeconomics from Professor Solow, and I remember learning two
particularly important and sophisticated economic principles that have
stuck with me. First, ‘it’s not what you don’t know that kills you, it’s
what you do know that ain’t so’ and, second, ‘Just because the tyre is
flat does not mean the hole is on the bottom.’ 

There is an impressive range and quality of research that went into
this volume – 24 papers (one for each of four topics in each of six
regions). The findings from these are already aptly synthesized in the
topical summaries here. I would do this research endeavour a disservice
if I tried to further summarize the summaries – the richness of the indi-
vidual studies and topics would be squeezed out leaving a dry rind of
abstraction. As an alternative way of bringing this stage of the research
to a conclusion and pointing forward to the future research in the
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country studies I want to ask two questions: ‘what is it that we know
about growth that maybe, just maybe, ain’t so?’, and ‘why are we
looking at the growth agenda only at the bottom of the flat tyre?’
Building on each of these questions I want to point to possible ways
forward as we move to the individual country studies. 

2 Things we know that just possibly ain’t so

Let me begin with four things that we ‘know’, in the sense that they
are widely repeated and taken as conventional wisdom. These four
propositions might possibly be right, and I am not sure they are wrong,
but maybe, just maybe, they might not be so.

Education is a key to economic growth is a new truth that ‘old’
theories ignored

When the approach of the ‘new growth’ theories is applied to educa-
tion, the old saying what is true is not new and what is new is not true is
especially applicable. That education is important for economic
growth and development is not something anyone who was paying
attention to the development literature ‘learned’ recently. For
instance the quote ‘Deeper understanding of the forces affecting long-
term economic and social progress is leading to recognition of the
fact that investment in education is an indispensable prerequisite of
future economic growth’ – 2001? 1991? No. This is from the 1960s.1

Although education was not part of the formal models of the first
Solow vintage, no-one thinking about the issues doubted the key role
of education in development.2

The first generation new growth theories tried to argue that educa-
tion and knowledge were the things that could account for steady-state
differences in growth rates because knowledge is non-rival and hence is
not subject to diminishing returns.3 In these theories education con-
tributes even more to long-run growth than the observed wage returns
would suggest because of these spillovers. 

First, I think today everyone accepts that the first round of models in
which the level of education or the level of knowledge has the effect of
accelerating the proportionate rate of growth of technical progress are
false. Charlie Jones (1995a,b) was the first to point out the obvious:
one cannot maintain as even vaguely descriptive of the OECD experi-
ence a model with a steady-state relationship between growth rates –
which had been steady for more than 100 years4 – and the absolute
level of education or knowledge or R&D effort which have, by any
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account, increased several-fold. A stationary variable simply cannot
have a stable relationship with a non-stationary variable.

Secondly, in explaining recent experience of developing countries
the intellectual challenge is exactly the opposite of finding a model
that explains why growth has remained so high for so long. That is,
one challenge is to understand why growth rates in OECD countries
are still so high and have not converged to just the rate of growth of
TFP as the Solow model predicts. Some might think education might
have something to do with explaining why OECD growth has been
surprisingly fast and persistent relative to existing theories. In many
developing countries the problem is exactly the opposite. 

Educational attainment has absolutely exploded in developing coun-
tries over the last 40 years for which we have data, and if there is one
policy that has been pursued nearly everywhere, it is the rapid expansion
of education. And yet growth is slow, even slower than in the OECD,
and except for the two biggest countries and a mere handful of others,
slowed even more in the 1980s and 1990s, just as people benefiting from
the investments in an initial round of education investments were
rapidly changing the educational composition of the labour force. 

Thirdly, growth theories do not start from an empirical puzzle of
why the impact of education has been demonstrably larger than the
standard models expect and then create a theory to explain why.
Rather, they started from the other end (puzzles about growth) and
worked to a theory with the implication that the aggregate impact of
education should be larger than the aggregated micro (for example
Mincer wage regression) impacts. But no paper in the literature has
ever demonstrated that the returns to education are significantly larger
than would be expected from the micro data. That is, finding a rela-
tionship between the level of output and the level of education is
hardly a surprise. After all, the association at the individual level
between earnings and education is probably the second most well-
established fact in economics. But the real puzzle with education and
growth is explaining why education has not appeared to have even the
growth impact the standard neoclassical growth model paired with the
standard Mincer micro returns would have predicted. When the
impact of the growth of schooling (or growth in human capital) on the
growth of output is estimated in ‘production function’ specifications
that include physical capital accumulation, researchers not only fail to
find education is more important than expected, they rarely find even
a statistically significant coefficient, and at times find coefficients that
are precisely estimated to be near zero.
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The ‘experiment’ of massive expansions in formal schooling has
already been tried and the results are deeply puzzling. I would think
that there is a prima facie case for an educational puzzle in countries
where levels of schooling have increased substantially over time and
real wages have fallen. If there were an upward-sloping wage–education
profile, and this did reflect higher productivity of schooled workers,
and this productivity was not just private with negative spillovers, then
an increase in the average schooling of the labour force should increase
average wages. Of course falling real wages could represent a falling
capital stock or falling productivity for reasons exogenous to educa-
tion, but education and the labour market at least deserve considera-
tion. In those country cases in which these puzzles emerge, this
suggests that the country studies need to dig more deeply into (a) the
mechanics of schooling, (b) the occupations of the schooled, and 
(c) changes over time in the supply and demand for educated labour.

In Tanzania, students take the Primary School Leaving Exam after
seven years of education. On the mathematics portion, 83 per cent of
the students scored less than 13 per cent, and in language 80 per cent
scored less than 13 per cent. In Nigeria in the secondary school
leaving exams, of roughly half a million students taking the exams,
82.5 per cent received a ‘flat failure’ – the lowest possible score – in
English and 63 per cent produced a ‘flat failure’ on the maths-general
portion of the exam. In both these cases there is no evidence that four
out of five students learned anything in all the years of schooling. In
contrast, other developing countries top the list in internationally
comparable examinations. At least some consideration of the learning
outcomes is necessary before assessing the potential growth impact of
‘more schooling’.

Even if the schooling is effective, in examining impacts in particular
countries one needs to focus on what jobs the newly educated take up.
In many developing countries, particularly in the aftermath of inde-
pendence, huge portions of the educated and particularly the highly
educated went into government and civil service. This is true of the
excellent performers (Japan, Taiwan, Korea) as well as slow-growers
(Côte d’Ivoire, Ghana). The growth impact depends on how effectively
these newly-minted technocratic elites could use their education to
promote development.

Even if schooling was effective, and even if most of the educated
labour force were not absorbed by government, any investments made
in a low-productivity policy environment will have low returns. An
evaluation of language achievement of third-graders in 11 Latin
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American countries found Cuba far and away the highest performing.
The 25th percentile of achievement in Cuba was better than the 75th
percentile of the next best country (Argentina). These stellar educational
achievements do not prevent Cuba from remaining an economic
basket-case. The contribution of education to economic growth
depends not only on the supply of educated labour, but also on an
expanding demand for educated labour. Demand for educated labour
depends on the evolution of technology (Foster and Rosenzweig,
1995, 1996) and the dynamism of the private economy (Birdsall et al.,
1995).

The country case studies need to go beyond ‘education is good’ to
understand how quality of learning, demand for educated labour, and
government policies (including hiring policies) interact to determine
the impact of education on growth.

Except for the causality issue, the role of physical investment in
growth is well-understood

Physical capital appears to be one of those areas where the empirical
data kicks up the least fuss about being strapped into the theory.
One thing the data seem to say clearly and unambiguously is that
there is a relationship between physical capital and growth of about
the magnitude one could expect, and that the relationship is robust
to the variables used (Levine and Renelt, 1992). Cross-national
regression results are in reasonable relationship to the microecon-
omic data about returns to firms, to aggregate results about capital
shares in income, and are robust to whether one uses investment
rates as a proxy or uses the growth of physical capital stocks. If one
regresses growth on investment rates, there is a statistically
significant coefficient of about the right magnitude (for example
Africa – table 5.1.1, Latin America – table 6, East Asia table 6).
Similarly, if one calculates a physical stock variable by cumulating
the investment series, one also gets a coefficient on physical capital
growth of roughly the ‘right’ magnitude (South Asia).

It might seem the only remaining question about this well-established
partial association is whether it reflects cause and effect – whether
investment and capital-stock growth cause economic growth, or
whether capital-stock growth is driven by some other factor (for
example technological change) that also causes economic growth seems
to be the only remaining question in the growth-investment literature
(Carroll and Weil, 1994; Blomstrom, Lipsey and Zejan, 1996).
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However, I would like to point out one empirical puzzle about
which I have not seen much discussion, much less a compelling res-
olution. The puzzle is that with both of the widely used data series
the growth of physical capital is completely uncorrelated with the
average investment shares. Countries with high ratios of investment
to GDP are not more likely to be countries with a high growth of
physical capital.

Of course the immediate regression consequence of the lack of
correlation is that if one does what no-one would think of doing –
putting both the investment rate and the growth of physical capital
in the same growth regression – they get exactly the same ‘reason-
able’ coefficients as if they were included separately. Table 6.1 does
this as an illustration of doing the most naïve possible thing. The
physical capital coefficient is not too different from capital shares
estimated from national income data: 0.395. The average investment
ratio gets a coefficient that is compatible with returns on invest-
ment: 0.086.

The puzzle is that if the two variables are included together – which
makes no intuitive sense at all if investment is a proxy for capital-stock
growth – they get exactly the same coefficients as when included
singly.5 This means at the very least that whatever role investment is
playing in the growth regression, it cannot be simply as a proxy for
physical capital accumulation, because even when one accounts for the
role of investment in physical capital accumulation in the obvious
way, this accounts for exactly none of the reason why investment
shares are present in existing growth regressions.6
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Table 6.1 Growth regressions with physical capital and investment

Just capital Just investment Both

Constant –.002 .004 –.016
(.60) (1.04) (3.53)

Growth rate of physical .395 .389
capital per worker (King–Levine) (7.01) (7.43)

Average share of investment .086 .083
to GDP (PWT5.6) (3.76) (4.37)

N 114 114 114
R-Squared .305 .112 .408



This may be a minor puzzle, but I believe it brings out four points to
consider in the country case studies when thinking about the role of
capital and investment in growth: 

(a) the role of relative price shifts in capital ‘productivity’ in value terms; 
(b) the role of key bottlenecks; 
(c) coordination of investment responses; and 
(d) investment flows and maintenance and depreciation.

First, there is the deep question of valuation and revaluation of the
capital stock and appropriate deflation. The reason people did (and do)
one-sector growth models was explained by John Hicks (1965):
intertemporally shifting relative prices makes the definition of, not to
mention the analytics of, dynamic steady-state equilibria quite
intractable. Solow’s approach to one-sector models is eminently sensi-
ble: if what we mean by a steady state includes within it the restriction
that relative prices do not shift, then we may as well aggregate into a
single good. This is not to say relative prices are in fact stable: it is just
that this is what we need to assume to make progress on a certain ana-
lytical tool that is useful for certain purposes. However, this limits the
applicability of the tool to situations in which relative prices are in fact
shifting, and it is entirely an open question as to how much (‘all of’ or
even ‘most of’) the differences and changes in growth rates observed in
the world are accounted for by differences in steady-state equilibria in
which relative prices are fixed. 

So what do we mean by a ‘capital stock’ in the real world where rela-
tive prices do shift? Particularly when assets are fixed, shifts in relative
prices will change current market valuations. If one were to take the
capital invested in any mine (copper, lead, nickel, tin) in the United
States and compute ‘value-added’ in nominal terms (or ‘real’ terms
where deflation was a general price deflator) over the cumulated,
depreciated capital stock, I am sure one would find enormous fluctua-
tions in capital productivity – the ‘real’ dollar value of goods and ser-
vices produced per unit of ‘real’ capital might even go to zero as the
mine is closed down. In many smaller countries a substantial portion
of investment goes to a few industries (or is related to those industries).
So, while in the USA relative price shifts might roughly cancel out and
leave the value of the aggregate capital stock at new prices relative to
historical prices roughly unchanged, they certainly do not in Zambia
(copper) or Nigeria (oil) or Jamaica (bauxite) or Côte d’Ivoire (tree
crops). In a case study one might want to pay attention to how much
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of investment flows went into capital whose value was dramatically
reduced by changes in relative prices.

Secondly, forgive me for saying the obvious, but marginal is not
average. Shifts in economic conditions may change dramatically the
productivity of certain key investments, so in considering either
slumps or take-offs in growth the intertemporal or cross-sectoral
‘average’ incremental capital–output ratio (ICOR) may not matter so
much as having key investments happen at the right time. This is, for
instance, true of investments in infrastructure. Highways built ahead of
anticipated demand that fails to materialize may have no impact on
growth, but the failure to expand a road or port may inhibit a key
response to changed relative prices. Especially as prices and conditions
fluctuate, the marginal product of the incremental investment –
responding to new circumstances – may be incredibly higher than past
investments.

Thirdly, in examining country cases, particularly cases in which
countries after periods of stable or even rapid growth fall into a pro-
longed recession, the question of investment coordination could be
very important (over and above its role in pure capital accumulation).
That is, suppose there is a shock that creates both a slump in aggregate
demand and a need for a sectoral shift (say, from sugar to textiles);
models of multiple equilibria in which if sufficient investment occurs it
is profitable for all but it is profitable for no investor singly could
explain a sustained dearth of investment due to coordination problems
– even when returns to investments, taken together, could be quite
high.

Fourthly, in the country case studies one potentially important
factor that is often overlooked in the aggregate studies of capital,
investment and growth is the interaction of investment flows and
depreciation. In the basic capital-stock accumulation function,

depreciation is nearly always considered to be constant both across
countries and across time; in particular, to be invariant with respect to
any maintenance expenditures. Yet all who have travelled widely in
developing countries have encountered instances of three types of
excessive depreciation.

One source of excessive depreciation is the consequence of ‘irrational
exuberance’ followed by a bust in cash flows so that capital assets are
overdimensioned relative to the ability to maintain those assets – even
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to maintain adequate maintenance. A second source of depreciation is
institutionally perverse undermaintenance of assets; one observer
referred to many aid financed investments as ‘capitalized foregone
maintenance’ because the incentives of donor and recipient implied
that the preference is to buy new rather than maintain the old. A third
source of excess depreciation is ‘for the want of a nail’ situations in
which shortages of key recurrent inputs or spare parts (often controlled
imports) cause huge capital assets to fall into disuse. 

Growth can be usefully decomposed into ‘accumulation’ and
‘productivity’

I realize this is a touchy subject to raise, as I am about to suggest that
one of the four topics of this volume – growth decomposition – is
something we ‘know that ain’t so’. Let me raise one empirical puzzle
followed by three objections to the current practice in the literature
(including all of the background contributions) and suggest how this
might influence the country studies.

The puzzle is that nearly all of the estimates of TFP for developing
countries are too low. How do I know they are too low? If one
includes education in the factor accumulation, something like 
40 per cent of developing countries have negative TFP growth over a
30-year period. Zero is too low to be a steady-state growth rate of
TFP – an economy with that as a steady state has an equilibrium of
zero output. Then there is another large set of developing countries
that have TFP growth rates less than 1 per cent, which is the average
growth in OECD countries. This implies that countries with low
levels of TFP have slower rates of growth as well. While this could be
true, there is a powerful intuition that countries that are behind can
learn from the countries ahead. Now if there were compelling
reasons to believe that TFP was precisely and correctly measured I
would have to readjust my beliefs that the numbers were too low.
But I think this puzzle suggests the possibility that current methods
of computing capital-stock growth overstate, perhaps substantially,
‘true’ capital-stock growth. There are four ways in which using a
cumulated, depreciated investment effort might overstate capital
stocks in developing countries.

First, returning to the point above about capital stocks and shifts in
relative prices, unless the deflation is done exactly right, relative price
shifts can appear to be physical TFP (using the same machines to
produce less widgets) when they are ‘value total factor productivity’
(using the same machines to produce the same widgets – but which sell
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for less). Nothing in my experience with economic statistics suggests
that GDP measures are deflated exactly right. 

Secondly, there is the question of the objective function of the
investors. I was struck by a study (Jensen, 1993) that showed in the
decade from 1980 to 1990 that General Motors spent $39.8 billion on
R&D and $82 billion on capital expenditures. Net of capital depreci-
ation the management of GM spent $62.8 billion on investments in
the corporation. At the end of that period the equity value of the firm
was $20.8 billion. By this study’s account, GM’s management lost their
shareholders over $100 billion dollars relative to an alternative financial
strategy of investing the money in benchmark assets outside the firm.7

The author’s point is that, at times, since the mechanisms for share-
holder control over management are weak, firm managements often
overinvest for reasons of pride, prestige, direct pecuniary interests of
the management, and so forth.

However weak may be the control of GM shareholders over manage-
ment, they at least have an exit option. The citizens’ control over the
efficiency and efficacy of capital investment in developing countries –
think of Indonesia, India, Nigeria, Egypt – where they have weaker
legal or political systems and do not have an ‘exit’ option for their tax
revenues must be weaker by an order of magnitude. With GM, at least
one can trade the shares so that you can know how much value GM
has actually created with their investments. The theoretical point is
that one can estimate ‘capital’ by cumulating investment at cost only
under very tight conditions about the objective function for investors.
These conditions are obviously and importantly false for nearly all
investment in most developing countries. 

Third, the cyclical adjustment of TFP numbers is a much more
important issue in developing countries than in the OECD as the mag-
nitude of the variability of output around its trend is several-fold
larger. Since by construction physical and educational capital stocks
evolve very smoothly – as they are not adjusted for either relative
prices or capacity utilization – this imposes all of the cyclical fluctua-
tion into the residual. This is fine as long as the residual is consistently
called MOOI (‘measure of our ignorance’), but when the residual is
called TFP this calls to mind certain phenomena which are determi-
nants of TFP in the long run (technical progress, operating efficiency)
that simply cannot be the cause of large short-term and medium-term
fluctuations in output.

What does it mean to say that TFP was negative 2.5 per cent per
annum in Latin America in the 1980s? Anything meaningful? Andrés
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Velasco tells of a Chilean industrialist who was admired for having
weathered the macroeconomic storms of the 1980s. When asked of the
secrets of his success at a business luncheon in his honour, he had a
one-word answer: ‘Plastics’. People pressed him, thinking this bold
visionary had moved into the production of plastics. ‘No’, he replied, ‘I
bought some plastic sheets, shut all the factories down, draped the
machines with plastics and waited for better times.’ Is it useful to refer
to the loss of production of machines ‘in plastic’ as a decline in TFP?
Mechanically it is true – but the potential physical productivity is the
same, the machines would not produce profitably, and the shut-down
may have had nothing to do with the sector or distorted policies or
investment mistakes or anything other than a contraction in aggregate
demand.

What are the implications as we move into the country studies? First,
I would think country-case authors would at the very least attempt to
distinguish government investment from private-sector investment
and make some attempt to adjust public-sector ‘capital’ for how
much/many ‘factors’ had actually been created and were there versus
what had been spent under the heading ‘investment’. Second, in coun-
tries in which one or two single sectors were a dominant part of the
economy, I would attempt to separate out capital stocks and output by
sector (‘oil and non-oil’ or ‘copper and non-copper’). Third, I would
attempt to adjust the capital stocks and factors for utilization rates, or,
alternatively, examine only cyclically-adjusted output. Fourth, I would
attempt to produce capital stocks with more realistic depreciation rates,
particularly if some reasonable estimates could be made about mainte-
nance spending. One way of possibly examining all of these effects
together in the public sector is to compare selling prices of privatized
government firms versus ‘book value’ – I suspect that in many develop-
ing countries the capital value of an ongoing enterprise is a small frac-
tion of the standard cumulated, depreciated investment. Only after
making all of these adjustments could one reasonably begin to ask how
much of growth was explained by ‘factors’, and how much was MOOI
and how much of MOOI was gains in productive or economic
efficiency.

East Asia is a growth success to be emulated

I cannot count how many papers I have read in which the country
undergoing scrutiny is compared to East Asia to see how and where the
country ‘failed’. The working assumption is that everyone would be East
Asia if they could, and not being a ‘tiger’ is a failure. There is another
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possibility: the rapid growth in East Asia was not entirely a desirable
state of affairs: perhaps growth this rapid was pathologically high.

One implication of the extremely rapid growth, say of South Korea,
is that there was a massive transfer of consumption from very, very
poor people to quite rich people (in many cases the same people, just
older). If we turn to Solow’s 1970 exposition of growth theory to find
the optimal rate of growth of consumption expenditures (c) then:

This is the well-known condition that the rate of growth of consump-
tion should be equal to the excess of the return on capital (r) over the
rate of time preference (a) adjusted for the elasticity of substitution in
consumption (σ) – where a high substitution coefficient implies mar-
ginal utility declines rapidly. 

In Korea, real private consumption per capita grew at a 5.4 per cent
per annum clip between 1969 and 1998, so that per capita consump-
tion was 4.6 times higher in 1998 than in 1969 (three times the change
in the USA). Taking a social discount rate of 1 per cent and a value of
the consumption elasticity of 3 then the return to capital would have
to be 15.2 per cent to justify this rate of growth as ‘optimal’. 

Obviously it is hard to pin down either of the parameters, but there
are two observations. First, I find it hard to believe that someone cur-
rently 50 years old would not give up a few luxuries now for having
had a bit more food when they were 20 in 1969 when real per capita
consumption was only $700 (currently Bolivian private consumption
per person is $780). This is just the interpersonal substitution, the
intergenerational comparisons are even more stark – imagine how 70-
year-olds feel about having sacrificed enormous amounts of consump-
tion in their prime age in order that their grandchildren (and especially
other people’s grandchildren!) have the latest in electronic gadgets on
which to amuse themselves zapping bad guys. 

Second, the average real rate of interest on demand deposits over this
period in Korea was only 2.4 per cent. Consumption sacrificed and
invested in banks certainly was a welfare-reducing choice – and
demand and time bank deposits were 39 per cent as large as private
consumption in 1969.

Trying to resolve rapid growth, high savings and low interest rates
within a strictly market equilibrium, optimal policy, framework is
going to lead to contradictions. Maybe the return to capital was really,
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really high – but, if so, why are returns on the ‘risk-free’ asset so low?
Perhaps risk-aversion can explain the discrepancy between riskless
assets and the return to capital – but to get risk-aversion high enough
to explain a gap between a 2 per cent rate of interest and a 15 per cent
return on capital one needs either enormous amounts of risk or high
risk-aversion. The ‘equity premium puzzle’ in the USA is that in order
to explain the gap between the return to a ‘risk-free’ asset and the US
stockmarket requires coefficients of relative risk-aversion on the order
of 50! (Mehra and Prescott, 1985). But the higher the consumer risk-
aversion (σ) invoked to explain the risk premium, the higher the
return of capital would need to be since risk-aversion and inequality-
aversion are identical in the simple models. The magnitude of
risk/inequality-aversion necessary to explain a risk premium that large
then makes the rate of growth to make a person willing to save today
even higher. One could invoke enormously high average returns to
capital but with correspondingly enormous idiosyncratic risks, but
then how did one generate such enormous investment levels if risks
were so high?

One way out is to suggest consumers systematically underestimated
growth and so were willing to save in 1969 because they did not know
they would be so much richer in the future. This is logically tight, the
growth rates were historically unprecedented, and perhaps it did take a
long time for consumers really to believe they were permanent. But
appealing to several decades of systematic forecast errors to explain
behaviour is methodologically disappointing.

The out-of-the-box alternative is that these high rates of saving were
neither optimal nor fully voluntary. It is not so hard to imagine that
the governments, especially the first four Tigers, felt under threat.
Three of them – South Korea, Taiwan, Hong Kong – were capitalist and
Western allies perched on the periphery of a large, unstable,
Communist empire. For these governments, rapid growth and industri-
alization was at least in part a military preparedness and regime sur-
vival issue on a number of fronts. 

If this is the case, then the other countries are striving for the wrong
objective by always comparing themselves to countries that were
growing ‘too fast’. Perhaps policy reform with an eye on East Asia is
like launching into a fitness regime with pictures of Arnold
Schwarzenegger (in his Mr Olympia days) on the mirror – greatly over-
shooting the optimal. The main implication for the country studies is
to focus on how much lower growth was from the achievable, even
perhaps optimal, growth.
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3 Why we might be looking for the hole on the bottom of
the flat tyre

The growth research reported in this volume is much richer and
broader than the narrow agenda of the ‘growth regression’ type. One of
the strengths of the overall project is expanding the range of concerns
to try and bring a coherent approach that integrates growth regressions
and decompositions with attention to politics and political economy,
microeconomic behaviour of agents and, through the concern with
factor markets especially, to institutions. Within this broader agenda I
have four concerns about the general thrust of the research project, in
which attention to places where the tyre is flat may detract from actu-
ally finding the hole: 

• political economy without mistakes or ideas; 
• institutional performance matters, but so do institutions; 
• investigating policies as conditional rules about actions; and 
• using ‘growth’ as a lens to look for levels. 

Again, let me explain each concern and suggest how the next stage of
the research, the country studies, might respond to these concerns.

Political economy with no mistakes or ideas

As I read through the framework paper and regional papers for political
economy, I kept looking for the authors in the models and did not find
them. I wanted to say: ‘Political economist endogenize thyself!’ 

As it stands, the positive models of the determination of policies
have no role for ideas of any type. Paradoxically this is a comfortable
position for economists but is awkward for the policy-minded. After
all, economists’ positive models about consumer and firm behaviour
either assume that they are perfectly well-informed, or extend the
model and assume they are optimizing over the acquisition of informa-
tion as well as other goods. Economists tend to look with disdain on
those that actually give people ‘self-help’ advice either to corporeal or
corporate persons (our theory of the firm has little use for management
consultants). Economists are more comfortable with ‘equalizing the
objective function return across all activities’ as a description rather
than as a prescription.

But suppose the research agenda on political economy of growth
begun here were pushed to conclusion, including the country studies,
what would be the policy messages that would emerge? As it stands,
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there not only would not but could not be any policy messages emerging
directly from this research on a logically consistent and intellectually
honest level. That is, if one constructs an analytical model in which
policies are completely determined by actors who are optimizing rela-
tive to their own interests and in which there is no formal, analytic
role for ‘policy messages’ (or actors called ‘policy message senders’ or
‘economic researchers’) in affecting outcomes, one cannot then use
this model to decide the appropriate policy messages. If the existing
policies are an equilibrium in a Pareto sense, then it is not clear what
one could expect the impact of a policy message of the type: ‘change
policy/institution X and the output will be Y’ not its current value of
Y.’ Since presumably attempts to change the institutions were in the
action set of the actors in the first place, this must also be in equilib-
rium. If sincere messages are those that increased the objective func-
tion of the recipient, it is not clear to whom this ‘policy message’ is a
sincere message. 

Moreover, without a model of policy messages’ impact on policies,
there is no rationale for sending a policy message like ‘do this thing X
that, if it were done, would improve everyone’s welfare.’ Since the
models have no role for how actors respond to policy messages I could
add to whatever model that emerges from this research an assumption
that the ‘policy-maker’ (PM) regards the policy message sender (PMS)
as an enemy and hence assumes that whatever message (M) is sent by
PMS is not sincere, but is a trap. Hence the PM will interpret any new
policy message received from the PMS source as the arrival of new
information (which he did not previously have) about changes in fun-
damentals requiring adjustments in policies, and the adjustments in
policies this message requires are exactly the opposite of what the PMS
recommends. In this case a very complicated loop about the behaviour
of the PMS and the policy-maker emerges – does the PMS know I am
going to do the opposite and so is sending the opposite of what he
really thinks, or is the PMS evil but naïve? – that may end up as a
model of ‘cheap talk’. Now, you may object that this is a particularly
perverse model of response to policy messages – but it is at least as
good as no model at all. 

This is like the World Bank developing political-economy models of
policy determination in order to better understand how to give its
policy advice – while never endogenizing the impact of its policy
advice. Either World Bank advice does, potentially, affect policy – in
which case it has to be an element of a correctly specified model of
policy determination, so a model without it is wrong and hence prima
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facie suspect – or it does not, even potentially, affect policy, in which
case who cares?

The implications for the country studies of this are obvious. If there
were in fact discrete episodes of policy reform that improved or wors-
ened policy, then it would be interesting to know how those came
about. Were they entirely the result of shifts of underlying fundamen-
tals of the models, or did the arrival of new information (for example
documented disappointing results, studies, performance of neighbours)
change the ideas of leaders about the world and how it works. If new
leaders came with different ideas, then what was the source of those
ideas – pure self-interested rationalizations? Broad ideological beliefs
from elsewhere?

Ideas could either matter because actors have wrong ideas and
hence are not optimizing, or ideas could matter because ideas or infor-
mation can change the relative powers of various actors inside the
model. For instance, changes in the processes of decision-making so
that inputs and outputs are more visible to stakeholders can, by itself,
change patterns of accountability. The experience of Samuel Paul and
his organization in Bangalore, India, in which the act of creating and
publicizing a ‘report card’ of the performance of various public institu-
tions has alone created a dynamic of change in at least some of the
organizations.

I realize I am adding to an already impossible load of developing a
completely general framework, but if any research (including this
research) is to matter, then ideas must matter. Why not build them
into the models? 

Institutional performance matters, but do institutions?

Anyone who has worked in and around a developing country knows
on one level that ‘institutions matter’. When I returned from living in
Indonesia a year ago, I had to buy a car and was pressed for time. I
knew what type of car I wanted and I walked into a car dealership at
9:45 pm with nothing but a cheque-book – no insurance, no valid
driver’s licence and no car – drove off the lot at 10:30 pm with a brand
new car. Rapid arms’-length market transactions are facilitated by well-
functioning institutions. They could check my driving record and my
credit record in real time, and the car dealership knew that if I
defaulted on any aspect of the contract an array of institutions for
enforcing contracts will kick-in in a predictable and reasonably
efficacious matter. The similar process when I moved to Indonesia two
years previously took nine weeks.
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However, does this mean institutions matter or that institutional per-
formance matters. That ‘institutions matter’ is not in fact obvious, and
three commonsense facts suggest it is false, as successful countries have
very different institutions and countries with exactly the same institu-
tions have very different outcomes. 

The first commonsense fact is that one set of countries – called the
(non-expanded) OECD or ‘Europe, areas of early European settlement
(early to exclude Argentina) and Japan’ – have all arrived at roughly
similar levels of economic productivity and welfare. If ‘institutions
matter’, then this set of countries should have similar sets of institu-
tions, or at least institutions that are more like each other than they
are like countries that have low levels of income. But it is hard to think
how one could assert, either historically or contemporaneously, that
‘institutions are alike’ for the UK, France, Germany, Japan and the
USA. They differ not just in laws but legal systems. Politically they have
come to look more alike over time, but during their period of ‘develop-
ment’ (1870 to 1950) they differed not just in politics (in the way that
Massachusetts and Utah might be different) but in political systems. No
one would venture to say that England’s parliamentary democracy,
Bismarck’s Germany and Third Republic France had similar political
institutions. Another area in which the institutional heterogeneity and
performance similarity is striking is financial systems; crudely put, in
Germany banks own firms, in Japan firms own banks, in the USA the
two are at arms’ length. Which is the ‘best’ system? If it matters, it
can’t be by much. 

The second commonsense fact is that the ‘four Tigers’ have all had
spectacular (perhaps too spectacular) performance. What is the rele-
vant sense in which South Korea, Hong Kong, Taiwan and Singapore
are ‘institutionally’ similar? One was, until recently, a British colony;
one a break-off province of China not formally recognized as a country
and ruled by a military government; while the United States had some
influence, South Korea followed Japanese institutions in many respects;
and Singapore was not a colony but in many ways followed British
institutions.

The third commonsense fact is that most ex-colonies kept the insti-
tutional forms of their colonialists – but there have been very different
outcomes across countries with identical political, legal, financial and
economic institutions. The formal design of institutions must be much
more alike between the UK, Jamaica, India and Kenya than UK institu-
tions are like those of France. In many former colonies systems of law,
education, finance and politics remain, on a formal level, exactly like
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their colonialist oppressor. However, while there might be some ten-
dencies for some institutional systems to have outperformed others, in
general these countries have neither ‘converged’ with their former
colonists nor with other countries with similar institutional heritage. 

One response is that institutional form does not matter, but ‘institu-
tions matter’ because institutional performance does matter and institu-
tional heterogeneity simply says that different institutional forms can
be made to achieve roughly equivalent performance. This is probably
right, but then the whole question has been begged; it is at least possi-
ble that ‘institutional performance matters but institutions do not’.8

The country studies which examine how factor markets work and
how institutions facilitate, or not, market transactions need to go
beyond pointing out that institutional performance is poor and this is a
detriment to economic welfare – that is obvious. They need to dig
deeper into the question of why institutional performance is poor.
Perhaps the answer is ‘poorly designed institutions’ – perhaps not. In De
Soto’s (2000) recent book The Mystery of Capital he points out that
systems of property fail in Peru and many other developing countries so
that wealth in real estate cannot be leveraged. But his more interesting
observations come in his recognition that formal property systems in
these countries are exactly like those in countries where they do work.
In his examination of the development of property rights in the United
States, he finds that it was not the case that good law created good trans-
actions – rather, transactions carried on outside the ambit of the existing
law – squatters, people using land ‘illegally’ – gathered the political
power to change the law to accommodate the informal transactions.

Empirical investigation of policies as conditional rules about actions

One admirable thing about this research is the attempt to integrate the
various pieces of the growth story to be sure it all fits together: how do
empirical growth determinants at the cross-national level (sources of
growth) fit with the microeconomic decisions of firms and households
that make up those aggregates (microeconomics) as determined via
interactions of governments, firms, and households (markets) and why
does government choose the actions it does (political economy).
However, a very weak link in this chain is that between the variables
that float around on the right-hand side of growth regressions and
actual decisions of governments. This partly a question of causation
but also partly a question of identification and trying to solve causa-
tion problem in the usual econometric way may actually lead in the
wrong direction.
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Let me try and be more clear with a series of simple examples.
Suppose we run a regression of growth on some variable X and find a
positive relationship of magnitude ß. If a country could at no cost raise
X we might be tempted to make a ‘policy’ recommendation: ‘raise X’.
At this point our academic colleagues would object saying that perhaps
the partial association between growth and X is reverse so that higher
growth causes more X, not vice versa. The usual econometric solution
is to find some instrument that is associated with X and is not associ-
ated (either caused or caused by) growth and then estimate the same
relationship and, if it comes out the same, feel at least modestly more
reassured about our policy recommendation. 

I think there are several problems that go deeper than that, however,
and these problems are not so easily solved. The problems stem from
the fact that in most instances a ‘policy’ is not an action and does not
completely determine an outcome, but a policy is a conditional rule, a
mapping from states of the world to actions. An insurance policy specifies
pay-offs in response to states of the world, a store could have a policy
of ‘money back if not satisfied,’ a company could have a policy of
firing anyone late for work more than three times. Economic policies
can be responsive to states of the world in several ways – all of which
make growth regressions problematic.

As a first example, suppose that the true state of the world was that
domestic production of ‘widgets’ is good for growth (so a protective
tariff is good), and domestic production of ‘woonsockets’ is bad for
growth (so a protective tariff is bad). Suppose the formula for growth
over the relevant period was linear (each 10 percentage point change
in the tariff raises or lowers growth by 10 percentage point):

g = τwidgets / 10 – τwoonsockets /10

Now suppose there were two each of four types of countries: countries
of type A had a policy of ‘free trade’, B had a policy of promoting
widgets, C had a 10 per cent tariff on both goods, and D has a policy of
a whopping tariff of 40 per cent on woonsockets (which raises domes-
tic production which is bad for growth) and a 10 per cent tariff on
widgets. The growth outcomes will be as in Table 6.2. If one runs the
OLS regression one finds that, as in Table 6.3 column 1, ‘higher tariffs
are associated with lower growth’. 

Now I want to illustrate that the problem with this result is not in
fact an econometric issue about direction of causation that can be
fixed by better technique. Suppose that countries A and B were former
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colonies of a laissez-faire power, and countries C and D were former
colonies of a protectionist power, so that A and C had the tariffs of
the former colonial power and C and D retained the tariff on one of
the two goods. I then do my very clever IV regression, knowing
(suppose it is true, and it is by the simple formula) that a country’s
post-colonial growth did not influence the colonial power’s tariff rates
so using only that component of cross-national variation of tariffs
that projects into the space of former colonialists tariffs (IV regression)
will purge actual tariffs of any reverse causality. When I do that I get
column 2 of Table 6.3 – which is just the same as column 1, and I am
therefore home free on regression technique and still completely wrong
about policy advice.

I am completely wrong because I am treating the average tariff as a
complete summary statistic for tariff policy, when in fact it is not. A
tariff policy is a rule that assigns tariffs to goods. The policy of free trade
is clearly dominated by the policy of ‘have a high tariff on the good on
which it is growth-promoting to have a high tariff on’, but is superior
to a policy of ‘have a high tariff on the good it is bad to have a high
tariff on’ and equal to a policy of ‘equal tariff rates’. A tariff policy is a
mapping from states of the world to tariffs, and so unless the variable
included in the growth regression accurately captures difference in
policies as mappings it creates an empirical fact about partial associa-
tions between summary statistics about policy actions and outcomes
which is consistent with nearly any mapping between policies and
outcomes.

Let me give a second example. Suppose that countries have normal
times but at times they might have a temporary shock (such as a hurri-
cane) or a permanent shock (commodity prices might fall). Table 6.4
gives the possible outcomes of the types of shocks and deficits so that
running a deficit with no shock is bad, running a deficit to finance a
temporary shock is good (reduces the negative impact of the shock),
and running a deficit to finance a permanent shock is bad.
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Table 6.2 Completely hypothetical example about tariffs and growth

Country Tariff on Tariff on Average Tariff of Growth 
woonsockets widgets tariff colonial power rate

A 0 0 0 0 0
B 0 20 10 0 2
C 10 10 10 10 0
D 40 10 25 10 –3



What happens when you run regressions on this data-set? Is the
‘policy variable’ of budget deficits good or bad for growth? The
econometric answer depends entirely on the distribution of countries
in the sample. If there is one of each type, deficits look modestly bad.
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Table 6.3 Growth regressions to learn about policy impacts (dependent vari-
able is always growth)

Tariff regressions Budget deficit regressions
(based on hypothetical (based on hypothetical data in Table 6.4)
data in Table 6.2)

OLS IV OLS OLS OLS OLS OLS OLS

Average tariff –.14 –.20
(2.31) (2.17)

Deficit –.333 –.33 –1.28 –1.28 1 1
(2.94) (1.97)

Hurricane –1.5 –3.5 –3.5
(5.51) (3.69)

Price shock –3.5 –1.5 –1.5
(1.83) (–2.04)

N 8 8 6 6 14 14 14 14

One country One of each One of 
of each type of A,B,C,D each of 

but five each A,B,C,D but 
of country five each of 
type ‘E’ and country 
‘F’ (price type ‘C’ 
shock) and ‘D’ 

(hurricane)

Table 6.4 Possible outcomes of shock

Type of country Permanent shock Temporary Budget Growth 
(commodity price) shock deficit outcome

(hurricane) (yes/no) (per cent 
per annum)

a 0 0 0 2
b 0 0 Yes 1
c 0 Yes Yes 1
d 0 Yes 0 –1
e Yes 0 Yes –3
f Yes 0 0 –1



If the sample is dominated by ‘price shocks’, countries’ deficits look
terrible. If the sample is populated with relatively more ‘hurricane’
countries, then deficits look good. ‘Controlling for’ hurricanes and
price shocks doesn’t change these results. But none of the regressions
gives the right policy answer for any country. The right deficit policy is
the conditional rule: ‘observe the state of the world, if “no shock” do
not run a deficit, if “hurricane” run a deficit, if “price shock” do not
run a deficit’.

Of course the problem is even trickier than this in two ways: first,
interactions of policies, and, second, going a step back and thinking
about policies about making policies (institutions). In these examples I
am still assuming one can assess the impact of policies without worry
about what other, complementary, policies are doing. So, in the deficit
example, how damaging a deficit will be depends on a number of
features – can I borrow to finance this deficit or do I have to ‘print
money’? If I do ‘print money’, how quickly will this translate into
inflation and how persistent will that inflation be? If I do print money,
and I do create relatively persistent inflation, is that consistent with my
exchange-rate policy? In other work I have argued that ‘syndromes’ of
inconsistent policies end up being enormously bad for growth in ways
that are hard to detect imagining each of them in isolation (Pritchett,
1998).

The second point is that one could imagine ‘policy-making’ as
divided into three steps: a setting of an institutional ‘rules of the
game’, the making of ‘policy’ (announcement of mapping from states
of the world to policy actions), and ‘policy implementation’ in which
some agent has to decide on which policy action to take, depending on
their claim about which state of the world had been realized. 

Let’s go back to the tariff example. Countries A and C pre-committed
to a tariff policy ‘rules of the game’ by retaining a customs union with
their former colonialist power so they have no independent tariff
policy. Countries B and D chose an institutional rules of the game of
giving authority to a ‘tariff commission to set tariffs’. In both instances
the ‘tariff commission’ announced a tariff policy of ‘placing high tariffs
on goods the domestic production of which will promote the national
welfare’. In implementation of that policy, the structure of agency rela-
tionships (incentives, accountability, and all that) was such that in
country B those responsible for choosing policy actions made the right
choices, and those in county D, for whatever reasons (corruption,
incompetence, faulty computer programmes), chose policy actions that
were wrong. 
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Is the superior tariff policy uniform or differentiated tariffs? The
answer depends on the structure of implementation. If at the ‘rules-of-
the-game’ stage one suspects that either policy or its implementation
will be bad, then an institutional precommitment device that locks in
non-optimal tariff structure (uniform tariffs) as the only policy will be
preferred to a institutional environment in which the country has the
possibility of choosing a superior tariff policy and tariff policy actions
(actual tariffs) but will in fact choose lousy tariffs. Multilateral commit-
ment devices can be seen as ways of sacrificing the potential gains of
‘optimal’ discretionary policy to avoid its potential losses.

The fact that many of the growth regressions variables are dramati-
cally unstable over time in standard growth regressions – the
coefficients switch signs across different periods for population growth
(Kelley), trade (Clemens and Williamson) and social capital (Knack and
Keefer, 1997) – and that the out-of-sample predictive power of many
regressions is poor, suggests that the existing partial associations in
growth regressions are not the final answer. Instability of coefficients is
a model-specification test.

Of course the situation is even worse than this because many of the
variables about which there is settling ‘conventional wisdom’ about
the robustness of their partial associations with growth are not even as
close to ‘policies’ as summary statistics of policy-action outcomes (like
tariffs or budget deficits). Take a variable such as inequality: all
acknowledge this is not a ‘policy’ variable, it is the result of a variety of
past (accumulation) and present (demand for various factors) market
outcomes plus a set of policies (about taxation, about transfers). There
is absolutely no reason to believe that ‘inequality’ is a summary statis-
tic for any policy or policy action. There are almost certainly policy
actions that would improve inequality and growth, policy actions that
would cause both inequality and growth to deteriorate, and policies
that would move the two in different directions. 

Take an accumulation variable like ‘human capital’. Say we find a
robust partial association between the level of years of schooling and
the level of output.9 That says nothing about schooling policy. Suppose
you could even show this was causal from schooling to output; that
still says nothing about policy – this is no more informative about
policy than the ‘finding’ that there is a return to private physical-
capital investment. Suppose you could show that the growth returns to
schooling were higher than the individual returns – now at least there
is some potential policy implication. But what is the policy because it is
still the case that schooling is an outcome – which is an interaction of
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policies and private behaviours. Do all policies that increase schooling
have the same impact on output? Suppose there are 10 children and I
increase the average schooling of the labour force by one year in two
different ways. One policy would be to test 10 children and then give
the one for which the returns to schooling are the largest 10 years of
schooling. The other policy would be to make all 10 children take one
year of schooling. In both instances schooling has increased one year,
but which do we expect to have the largest growth impact? These are
something like real policy choices people face – do we devote more
resources to improving the quality of higher secondary and tertiary
schooling and hence retaining those who do enroll for longer – or do
we devote the same resources to expanding access to basic education?

The implication for the country studies is that in deciding what went
wrong in any given country, analysts must distinguish between the
various levels of rules for policy-making, policies, and policy actions.
Suppose that one can show in retrospect that Venezuela dramatically
overexpanded domestic investment during the ‘oil-boom’ years. Was
this because they pursued the wrong budget policy or because those
responsible for policy implementation were factually wrong about the
state of the world – anticipated the higher oil prices would last – and
hence mapped to the wrong policy action?

Suppose in the country case study the analyst decides that protec-
tionist tariffs in India did not promote economic growth. Is that
because the policy of using tariffs to promote industries is necessarily
wrong, or that the tariffs chosen just happened to be wrong, or
because, given the sets of capabilities and accountabilities, decisions
about particular policy actions within that policy were bound to be
wrong? Even given the conclusion that trade-policy actions did not
promote growth, these three different judgments about the source of
that failure would have very different implications.

Looking for levels with growth rates

Before the emergence of the ‘new-growth’ literature, development
economists were intellectually trapped between ‘policy invariance’ of
the Solow model and the ‘policy irrelevance’ generated by the small
size of the Harberger triangles. In the Solow model long-run per capita
income growth depended only on TFP growth – but that was (by con-
struction) exogenous and hence unaffected by policy. On the other
hand, economists always believed that policies affected the level of
output through efficiency gains. However, whenever the magnitude of
those was calculated, one ran up against the problem that the magni-
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tude of the gain seemed to be small. Arnold Harberger – no enemy of
free trade – made famous the finding that the gains from reducing
trade barriers were likely to be smallish fractions of GDP. His example
of Chile in the 1970s suggested efficiency gains from trade reform of, at
a maximum, 5 per cent of GDP.

But suppose one wanted to argue that any substantial fraction of the
difference between the performance of India, chugging along at 2 per
cent, and Korea, zooming along at 7 per cent, was due to trade policies.
One might stick to level effects of trade reform and examine the growth-
rate differences as transitional – but then the magnitude of the level
effects had to be orders of magnitude larger than Harberger triangles. That
is, suppose I want to explain growth rates that are higher by 5 percent-
age points for over a decade as a ‘transition in levels’ of microeconomic
efficiency. Assuming that all of the transition happened in one decade,
then the magnitude of the level effect necessary to explain the 5 per
cent per annum growth differential as a transition between two levels
had to be (1.05)10= 63 per cent of GDP. You can see the problem. Either
only a small part of the observed growth differentials between high and
low-growth performers was trade (and many other ‘efficiency-gain’
policy reforms had the same, or smaller, magnitudes), or the static
model was wrong about the level effects by not just a little, but a lot.

One way to go about this was adding dynamic or non-competitive
effects of various kinds into the models – so grafting onto the usual
micro approaches to gains from trade theories of monopolization or
imperfect competition, managerial slack, or to assume that the Solow
‘A’ was not available to everyone and trade had something to do with
closing the gap between country A and world best-practice A.

But then along came the policy equivalent of liberation theology –
‘new-growth’ models that suggested, with reasonably grounded
models, there can be cross-national differences, not just in levels, but
in growth rates of output. This intellectual innovation allowed every-
one to just put growth over there on the left-hand side and start slap-
ping stuff on the right-hand side and treat the equation as if it were
well-specified (with usually some hand-waving appeal to a ‘new-
growth’ model). Of course economists well-grounded in microeconom-
ics always deplored this. Trade economists such as Bhagwati and
Srinivasan – also no enemies of free trade – were always dubious about
‘proving’ trade reform was a good idea via growth regressions with
specifications that seemed to imply steady-state growth gains from
trade reform, which meant the growth gains were not a small per cent
of GDP but infinite.
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I think we are all now convinced that ‘infinite’ is not the right
answer. At this stage the right answer has to be that policy reform can
bring about level changes (not steady-state growth changes) but that
these level changes are enormously larger that we would have guessed
from the Harberger triangles or the Solow growth model. The question
is: are we going to continue to make progress by thinking of ‘growth’
as what is to be explained, rather than ‘levels’ with growth modelled
strictly as the transition between levels. 

Looking for large level effects with growth regressions is possible, but
one needs to be enormously careful about the modelling of the dynam-
ics. That is, suppose we imagine changing a policy or institutional vari-
able from 0 to 1 at time t, what is the output at future times t + n over
all n, and we are interested in both the ‘long-run’ impact and the
adjustment path, the ‘impulse response function’. Let me use the
device of generating ‘data’ from a very simple model and then examin-
ing how various regressions would serve in identifying the ‘true’
coefficients and the true ‘impulse response function’. Suppose the level
‘potential’ output is determined as a simple relationship between two
variables (think of one as ‘policies’ and the other as ‘institutions’): 

The adjustment speeds for the two variables are allowed to be different.
One can imagine very different time profiles of the output response
functions with respect to a change in patent law versus a change in
exchange-rate policy: 

Plus, we assume there are random shocks to output. The equation for
output is:

I specify some process of exogenous policy or institutional reform
where each happens each year with probability P of reform and the
policy/institution either improves with an 80 per cent chance or gets
worse with a 20 per cent chance. Now, suppose I want to estimate the
long-run impact of policy or institutional reform on the level of
output. There are five approaches common in the literature: (1) levels
on levels, (2) growth on changes, (3) growth on levels, (4) growth on
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levels with lagged level of output to recover the growth impact, and 
(5) using ‘panel’ data to do fixed effects with growth on levels and
lagged level: 

Even this collection of equations reveals several ways that the existing
growth literature has been a little bit casual about how the
specification of the dynamics will affect the usefulness of growth
regressions to look for level effects. First, in the notation above I
nuance the issue of whether the dependent variables of policies and
institutions are specified as the beginning of period (t – n), end of
period (t), average over the period, average of end and beginning value,
and so on. Because many variables are available only for a single cross-
sectional observation or with only intermittent frequency (such as
inequality or indicators of ‘corruption’ or tariff data), this issue is often
‘nuanced’ in the empirical work and choices are made on an entirely
ad hoc basis. Second, it is often not made clear exactly what one is esti-
mating. I could use any of the specifications to estimate the impact on
the long-run (infinite horizon) level of output of a permanent change
in policy/institutional variable from P to P´ – but except in
specification (1) this requires some calculations with the regression
coefficients (and in specification (3) for any variable that the answer is
not zero the answer will be absurd at sufficiently long forecast hori-
zons). Third, all of these specifications assume the adjustment speed to
disequilibria generated by a policy reform is the same for any and all
reforms in policies and institutions. 

There are pluses and minuses to the various regressions. The ‘levels
on levels’ will get the long-run impulse response about right, but is
silent on the dynamics and says nothing about growth rates that adjust
to that long-run state. The ‘growth on levels’ regression will get the
very long-run response very wrong (because it will be infinite at
infinite horizons), and will get the growth rates also very wrong
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(because the initial burst of speed in response to reform will be missed).
Any of the specifications that use the lagged level for dynamics will get
both the dynamics and the long-run impulse response wrong because
it imposes a very particular structure on the dynamics. In fact in this
particular set-up the seemingly most econometrically ‘sophisticated’
(for example fixed-effect panel regressions) can be the worst (besides
growth on levels) in estimating the level impact of institutional
reform.10

This is not a new or particularly novel methodological point, because
the econometrics of macroeconomic time series are well-known. The
state of the art are VAR (vector auto-regressions) in which all variables
are included with long and flexible lags and then this complex mix of
parameters produces impulse-response functions – of which all the
functional forms (1) to (5) are a special case. 

But the real question is ‘why?’ – why use growth regressions at all?
Suppose I want to know what the impact on output over the next 5 or
10 years in India would be of lowering average tariffs in concertina
fashion by 20 percentage points. Suppose we all agree the output
impact would not be zero and would not be infinite. Are there any cir-
cumstances in which a ‘growth regression’ is going to be the best
methodology for addressing this question? Suppose I am recommend-
ing a subsidy to foreign direct investment, are there any circumstances
in which a ‘growth regression’ is going to be the best methodology for
estimating the impact? Suppose I want to know how much poorer
Bolivia is because it is landlocked. Are there any circumstances in
which ‘growth regression’ is going to be the best methodology to get
the answer? All of these seem like ‘level effects with transitional
dynamics’ questions to me. I regard as completely open the question as
to whether a ‘new’ – or any single – growth model itself provides theo-
retical resolution to justify the necessary choice of parsimony between
specifications (1) to (5).

Moreover, the big problem is that the level effects seem to be very
much larger than we would have imagined if the extremely rapid
growth rates observed are transitions across levels. Here the question is
why ‘Harberger triangle’ answers might lead us astray and underesti-
mate the long-run impacts of reform. But an overreaction to a ‘new-
growth’ world in which all long-run impacts are infinite is not
guaranteed to be the most fruitful methodology.

Of course, this last comment creates no new suggestions for the
country studies, and in fact simply justifies the agenda of the growth-
research project itself – moving beyond cross-national growth regres-
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sions to both country detail and moving beyond a strictly aggregated,
macroeconomic approach to growth to try and understand complex
phenomena of economic progress.

4 Conclusion

Much progress has been made in understanding economic growth, by
the work reported on in this volume and elsewhere. But for all of the
reasons above I look forward to the country studies. Not all studies will
be able to do everything, but each will be able to do something that
advances our knowledge. The study of the experiences of individual
countries can be sufficiently fine-grained to provide the detail neces-
sary for reliable policy guidance.

Notes
1 The idea that either the ‘new’ growth theory or the ‘neo-classical revival’

has ‘discovered’ the importance of human capital is belied by even a casual
reading of Kuznets (1960), Lewis (1955), Schultz (1963) or Denison (1967).
The quotation from Gunnar Myrdal’s (1968) Asian Drama, written mostly
in the late 1950s and early 1960s, shows he already treats the importance of
human capital in development along with physical capital as the conven-
tional wisdom.

2 There is a fair bit of ex post caricature of the early growth theorists as their
actual thinking was much more sophisticated than that part of their think-
ing that was subsequently captured in formalization, and they get blamed
for simplifications they never endorsed. For instance, Lewis (1955) is now
attacked for having focused on raising savings rates, but in his book The
Theory of Economic Growth the section on Capital is chapter V following
chapters on the now fashionably ‘new’ topics of economic institutions,
knowledge and culture.

3 Even here, Simon Kuznets’ work in 1960 lays out succinctly the growth eco-
nomics and implications of the non-rivalry of knowledge. What had not
been done was to formalize these into models with equilibria and all that,
which is a considerable and substantial contribution of the ‘new-growth’
economists, but the idea about non-rivalry of ideas was always there.

4 This is well-known and was one of Kaldor’s six stylized facts that Solow
(1970) tried to explain formally.

5 This finding is robust to the deletion of either influential observations or
large regression residuals up to 10 per cent of the sample.

6 This implies that regressions with investment rate are not ‘partialing out’ the
role of physical capital accumulation in growth at all (and vice versa, capital
growth does not partial out investment) with a number of obvious implica-
tions about how growth regressions including either the investment or capital
variable have been interpreted. That is, regressing growth on investment and
some other policy (P) or institutional variables does not have the interpreta-
tion of ‘impact of P on output conditional on accumulation’.
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7 In perspective, total gross fixed capital formation in four developing
countries – India, Indonesia, Nigeria and Egypt – with 1.1 billion people in
1990 was $125 billion (at market exchange rates).

8 Order Without Law (Ellickson, 1991) has a detailed study of dispute resolu-
tion in a particular area of California where ranching was a major industry
and hence disputes often arose about livestock causing damage. One of the
study’s findings was that nearly all disputes were resolved successfully
without recourse to the courts. That was not so surprising, as any economist
could construct a negotiation model in which for the most part parties
would settle conflicts roughly along the lines that they would get if they
went to court, so that ‘law mattered’ even though few people went to court.
But the really striking finding was that the resolutions people of roughly
equal power reached voluntarily outside of court had nothing to do with the
law in that the allocation of damages in informal settlements was not at all
how liability was allocated in the relevant civil law or legal code. The book
suggested to me that most people had an incentive to get along, and given
that incentive would work out their disputes irrespective of the formal law.

9 You cannot find a robust association between the level of schooling and
growth (except as part of some complicated co-integration relationship)
because the two variables are of different orders of integration (Jones,
1995a) and you do not find a robust association between changes and
changes (Pritchett, 2001).

10 This of course depends on the details of the simulation assumptions: for
example relative magnitude of the shocks, the differences in adjustment
speeds, and so on.
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