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Preface

Our planet is currently experiencing substantial changes due to natural phenom-
ena and direct or indirect human interactions. Observations from space are the
only means to monitor and quantify these changes on a global and long-term per-
spective. Continuous time series of a large set of Earth system parameters are
needed in order to better understand the processes causing these changes, as well
as their interactions. This knowledge is needed to build comprehensive Earth sys-
tem models used for analysis and prediction of the changing Earth. Geodesy and
geophysics contribute to the understanding of system Earth through the observation
of global parameter sets in space and time, such as tectonic motion, Earth surface
deformation, sea level changes and gravity, magnetic and atmospheric fields.

In the framework of the German geoscience research and development pro-
gramme GEOTECHNOLOGIEN, research projects related to the theme “Observing
the Earth System from Space” have been funded within two consecutive phases
since 2002, both covering 3 years. The projects address data analysis and model
development using the satellite missions CHAMP, GRACE, GOCE and comple-
mentary ground or airborne observations. The results of the first phase projects have
been published in the Springer book, titled “Observation of the Earth System from
Space”, edited by Flury, Rummel, Reigber, Rothacher, Boedecker and Schreiber
in 2006. The present book, titled “System Earth via Geodetic-Geophysical Space
Techniques” summarizes in 40 scientific papers the results of eight coordinated
research projects funded in the second phase of this programme (2005-2008). These
projects partly represent a continuation of the first phase, while some new projects
have been initiated. The book provides an overview of the main outcomes of this
research. At the same time it should inspire future work in this field. The pro-
gramme was funded by the German Federal Ministry of Education and Research
(BMBF). The support of the GEOTECHNOLOGIEN programme by BMBEF is
gratefully acknowledged. All projects were carried out in close cooperation between
universities and research institutes.

A total of eight coordinated projects have been carried out. Three of them
address the processing of static and time variable gravity field models from CHAMP,
GRACE and GOCE data including methods for validation (“Improved GRACE
Level-1 and Level-2 Products and their Validation by Ocean Bottom Pressure”,
“More accurate and faster available CHAMP and GRACE Gravity Fields for
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the User Community” and “Gravity and steady-state Ocean Circulation Explorer
GOCE”). The papers related to CHAMP and GRACE provide deeper insight into
the sensors, the processing methods and the applied algorithms. Results of orbit and
gravity field determination including validation are presented as well. As GOCE was
not yet in orbit during the project period, the rationale of GOCE gravity gradient pro-
cessing to static geoid solutions and their validation are described in several papers.
Two out of the eight coordinated projects are related to applications of GRACE
results, altimeter, GPS and other data for geophysical analyses (“Time-Variable
Gravity and Surface Mass Processes: Validation, Processing and First Application
of New Satellite Gravity Data”; “Sea Level Variations — Prospects from the Past to
the Present”). The papers in these chapters focus on the use of geodetic observa-
tions for assessing variations in the global water cycle and the analysis of sea level
variations derived from satellite altimetry and observations taken at GPS and tides
gauge stations. The remaining three chapters address contributions to the Global
Geodetic-Geodynamic Observing System (GGOS), the atmospheric sounding by
the geodetic based GPS radio occultation technique with CHAMP and GRACE and
the observation of the Earth’s magnetic field with CHAMP (“Integration of Space
Geodetic Techniques as the Basis for a Global Geodetic-Geophysical Observing
System — GGOS-D”, “Near-Real-Time Provision and Usage of Global Atmospheric
Data from GRACE and CHAMP” and “The Earth’s Magnetic Field: At the CHAMP
Satellite Epoch”). The articles in the GGOS section address the consistent pro-
cessing of space-geodetic data, combination techniques and solutions for a global
terrestrial reference frame. Results of atmospheric sounding using GPS radio occul-
tation with CHAMP and GRACE are summarized in the subsequent chapter. Special
focus is hereby given to the near-real time satellite data analysis, fundamental pre-
condition for the application of the innovative GPS occultation data to improve
global weather forecast. Finally, a review paper describes the progress made in
magnetic field modelling during the CHAMP era.

In order to ensure high quality of the papers included in this book a review pro-
cess was conducted before publication. The editors would like to thank all internal
and external reviewers for their valuable contributions, which significantly helped
to improve the quality of the book. The editors are indebted to all authors and to the
publisher for the excellent cooperation when preparing this book. Sabine Lange and
Anja Schlicht of the German GOCE project office at the Technische Universitit
Miinchen coordinated the editing process and the compilation of the book. The
editors gratefully acknowledge their valuable support.

Potsdam, Germany Frank Flechtner
October 2009 Thomas Gruber
Andreas Giintner
Mioara Mandea
Markus Rothacher
Tilo Schone
Jens Wickert
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CHAMP and GRACE



More Accurate and Faster Available CHAMP
and GRACE Gravity Fields for the User
Community

Frank Flechtner

1 Introduction

The German Research Centre for Geosciences (GFZ) is strongly involved in
the realization and operation of the German CHAllenging Mini-satellite Payload
(CHAMP, Reigber et al., 1999) and the US/German Gravity Recovery and Climate
Experiment (GRACE, Tapley and Reigber, 2001) missions launched in 2000 and
2002, respectively. The GRACE mission configuration, key instrumentation, the
gravity field products and the coarse data flow within the GRACE Science Data
System is already described in this chapter. While the GRACE mission is primarily
focusing on the determination of the time-variable gravity field of the Earth and —
with reduced priority — on atmospheric limb sounding CHAMP has three equivalent
science objectives:

e Generation of highly precise global long to mid wavelength features of the static
Earth gravity field and the temporal low frequency variation of this field.

e Determination of the main and crustal magnetic field of the Earth and the
space/time variability of these field components.

e Collection of globally distributed GPS refraction data caused by the atmospheric
and ionospheric signal delay and transformation into temperature, water vapor
and electron content profiles.

To derive these mission goals CHAMP has the following key instrumentation
onboard (see Fig. 1):

The GPS Receiver TRSR-2 onboard CHAMP was provided by NASA and man-
ufactured at NASA'’s Jet Propulsion Laboratories (JPL). In combination with the
STAR accelerometer (see below) it serves as the main tool for CHAMP high-
precision orbit and gravity field determination. Additional features are implemented
for atmospheric limb sounding and the experimental use of specular reflections
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Fig. 1 CHAMP key instrumentation. Not shown is the LRR and the reflectometry antenna on the
nadir side and the GPS limb sounding antenna array on the back side. The S-band antenna is used
for communication purposes only

of GPS signals from ocean surfaces for GPS-altimetry. Unfortunately this experi-
ment could never been performed due non provided software. A synchronization
pulse delivered every second is used for precise onboard timing purposes, and the
autonomously generated navigation information is used by both the CHAMP AOCS
(Attitude and Orbit Control System) and the star sensors (see below) to update their
orbital position.

The STAR accelerometer sensor was provided by the Centre National d’Etudes
Spatiales (CNES) and manufactured by the Office National d’Etudes et de
Recherches Aerospatials (ONERA). It serves for measuring the non-gravitational
accelerations such as air drag, Earth albedo and solar radiation acting on the
CHAMP satellite. The STAR accelerometer uses the basic principle of an electro-
static micro-accelerometer: a proof-mass is floating freely inside a cage supported
by an electrostatic suspension. The cavity walls are equipped with electrodes thus
controlling the motion (both translation and rotation) of the test body by elec-
trostatic forces and thus supports the recovery of the orbit from GPS data and
by this the gravity field estimation. By applying a closed loop-control inside the
sensor unit it is intended to keep the proof-mass motionless in the center of the
cage. The detected acceleration is proportional to the forces needed to fulfill this
task. Unfortunately, there seems to be a hyper-sensitivity to both temperature varia-
tions in the accelerometer cage and external noise signals by the X3 electrode pair
likely caused by a malfunctioning drive-voltage amplifier. This requires a slightly
different post-processing strategy of the accelerometer data (see Grunwaldt and
Meehan, 2003).

The Laser Retro Reflector (LRR) is a passive payload instrument consisting of
4 cube corner prisms intended to reflect short laser pulses back to the transmitting
ground station. This enables to measure the direct two-way range between ground
station and satellite with a single-shot accuracy of 1-2 cm without any ambiguities.
These data will be used for precise orbit determination in connection with GPS for
gravity field recovery, calibration of the on-board microwave orbit determination
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system (GPS) and two-colour ranging experiments to verify existing atmospheric
correction models. The Laser Retro Reflector was developed and manufactured
inhouse at GFZ.

The Advanced Stellar Compass (ASC) has been developed and fabricated under
contract by the DTU (Technical University of Denmark, Lyngby). The design
of this star imager is based on a new development already flown on the @rsted
satellite. On CHAMP there are two ASC systems each consisting of two Camera
Head Units (CHU) and a common Data Processing Unit (DPU). One ASC is part
of the magnetometry optical bench unit on the boom (see below) and the other
provides high precision attitude information for the instruments fixed to the space-
craft body. Additionally the ASCs serve as sensors for the satellite attitude control
system.

The Fluxgate Magnetometer (FGM) was developed and manufactured under
contract by the DTU (Technical University of Denmark) Lyngby. The design
is based on the CSC (Compact Spherical Coil) sensor which was newly devel-
oped for the @rsted mission. The FGM is probing the vector components of
the Earth magnetic field and is regarded as the prime instrument for the mag-
netic field investigations of the CHAMP mission. The interpretation of the vector
readings requires the knowledge of the sensor attitude at the time of measure-
ment. For that reason the FGM is mounted rigidly together with star cameras (cf.
Advanced Stellar Compass) on an optical bench. For redundancy reasons a sec-
ond FGM is accommodated on the optical bench, 60 cm inward from the primary
Sensor.

The Overhauser Magnetometer (OVM) was developed and manufactured under
contract by LETT (Laboratoire d’Electronique de Technologie et d’Instrumentation)
at Grenoble. It serves as the magnetic field standard for the CHAMP mission. The
purpose of this scalar magnetometer is to provide an absolute in-flight calibration
capability for the FGM vector magnetic field measurements. A dedicated program
ensuring the magnetic cleanliness of the spacecraft allows for an absolute accuracy
of the readings of <0.5 nT.

The Digital Ion Drift Meter (DIDM) is provided by the AFRL (Air Force
Research Laboratory, Hanscom). The DIDM is an improved version of an analogue
ion drift-meter type flown successfully on many upper atmospheric satellites. The
purpose of this instrument is to make in-situ measurements of the ion distribution
and its moments within the ionosphere. A number of key parameters can be deter-
mined from the readings, such as the ion density and temperature, the drift velocity
and the electric field by applying the (v x B)-relation. Together with the magnetic
field measurements these quantities can be used to estimate the ionospheric current
distribution. Knowing these currents will help significantly to separate internal from
external magnetic field contributions. All components and functions of DIDM are
performing nominally except of two problems: the intermediate loss after launch of
one of the two nearly redundant sensors, and an uneven gain evolution of the micro-
channel-plate used for ion detection that has required development of an in-space
calibration procedure (Cooke et al., 2003). In combination with the DIDM a Planar
Langmuir Probe (PLP) is operated. This device provides auxiliary data needed to
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interpret the ion drift measurements. Quantities that can be derived from the PLP
sweeps are spacecraft potential, electron temperature and density.

For details on the CHAMP magnetic field and limb sounding measurement prin-
ciple, experiments and results please refer to the contributions of the “MAGFIELD”
(Magnetic Field Determination) and “NRT-RO” (Near real-time Provision and
Usage of Global Atmospheric Data from GRACE and CHAMP) projects in this
issue.

2 Gravity Field Determination from Analysis
of High-Low SST Data

With the launch of CHAMP on 15 July 2000, a new era in Earth gravity field recov-
ery from space began. High-low satellite-to-satellite (hISST) using the American
Global Positioning System (GPS) and on-board accelerometry combined with a low
altitude and almost polar orbit (87.3° inclination) made CHAMP the first satellite
being especially designed for long to medium wavelength global gravity field map-
ping. The mean flight altitude of CHAMP, being initially 454 km, decreased with
an average rate of approximately 2-3 km/month over the first years of the mission.
To increase the mission life time above the design mission duration of 5 years 4
orbit raise manoeuvres have been performed in 2002, 2006 and 2009. Due to the
expected increase of the solar activity and the meanwhile very low orbital height of
about 325 km the mission will end likely early 2010 (Fig. 2).

Compared to all former geodetic satellite missions used for global gravity field
recovery, CHAMP has the following principal advantages (Reigber et al., 2003,

CHAMP Decay Scenario (31-Mar-2009)
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Fig. 3 Schematic view of the concept of satellite-to-satellite tracking in high-low (SST-hl,
CHAMP, left) and low-low (SST-1l, GRACE, right) mode (courtesy of Prof. Dr. R. Rummel,
Institute of Astronomical and Physical Geodesy of the Technical University Munich)

Fig. 3): GPS high-low SST yields a continuous multi-directional monitoring of the
orbit compared to only one-dimensional sparse ground based tracking during sta-
tion overflights, and, being important for a very low flying satellite, the onboard
accelerometer measurements replace insufficient air drag modelling. By this, the
purely gravitational orbit perturbation spectrum can be exploited for gravity field
recovery along the orbit (Fig. 3) limited only by the instrument’s performance. In
addition, the almost polar orbit provides a complete coverage of the Earth with
observations. Therefore, it could be shown for the first time that with CHAMP it
was possible to derive a global gravity field model based upon only one satellite
and from only a few months’ worth of tracking data. Moreover the resulting gravity
fields have been proven to be superior in long wavelength geoid and gravity field
approximation as any pre-CHAMP satellite-only precursor models (e.g. Reigber
et al. 2002, 2003 or 2005; chapter “The Release 04 CHAMP and GRACE EIGEN
Gravity Field Models” by Flechtner et al., this issue) such as EGM96S (Lemoine
et al., 1998) or GRIM-5S1 (Biancale et al. 2000).

Global gravity field recovery from satellite orbit perturbations relies on a precise
numerical orbit integration taking into account all reference system and force model
related quantities. The integrated orbit is fitted to the tracking observations (here
GPS-CHAMP code and carrier phase ranges) in a least squares adjustment process
solving iteratively for the satellite’s state vector at the beginning of the arc and for
other observation and configuration specific parameters, in particular GPS receiver
clock offsets, phase ambiguities and calibration parameters (bias and scales) for the
accelerometer. The arc length has to be chosen to be long enough to retain longer-
period gravitational orbit perturbations and short enough to avoid an accumulation
of systematic force model’ errors such as those linked to accelerometer data. For
CHAMP gravity field determination the arc length is e.g. 36 h for EIGEN-2 (Reigber
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et al., 2003) and 24 h for EIGEN-CHAMPOS5S (chapter “The Release 04 CHAMP
and GRACE EIGEN Gravity Field Models” by Flechtner et al., this issue).

After convergence of the initial orbit adjustment with the a-priori force field
model, the observation equations are extended by partial derivatives for the looked-
for global parameters, i.e. the unknown spherical harmonic coefficients describing
the static gravitational potential. The arc-by-arc derived normal equation systems
are then accumulated over the whole time period (which should be as long as
possible) to one overall system which is then solved by matrix inversion. When pro-
cessing GPS-LEO satellite-to-satellite tracking data, the precise ephemerides and
clock parameters of the GPS satellite constellation have to be known. These are
determined before-hand using GPS tracking data from a globally distributed ground
station network and the held fixed in the subsequent CHAMP (or GRACE) orbit
adjustment process.

3 Main Results of the BMBF/DFG Project “CHAMP/GRACE”

As mentioned above, the CHAMP and GRACE static gravity field models up to
mid 2005 already showed a very large increase of accuracy compared to the grav-
ity field solutions existing before CHAMP and GRACE, such as e.g. EGM96S or
GRIM-5S1. Also, seasonal changes in the global continental hydrological water
budget computed from monthly GRACE gravity field time series already exhibit
a high degree of agreement with corresponding predictions of hydrological mod-
els. But, the GRACE gravity fields did not yet reach the accuracy predicted before
the launch (“baseline accuracy”, Kim, 2000) and the long-wavelength gravity field
time series derived from CHAMP data analysis did not show significant correla-
tions with GRACE and/or hydrological models (chapter “The Release 04 CHAMP
and GRACE EIGEN Gravity Field Models” by Flechtner et al., this issue).

Besides possible reasons investigated in the parallel project “Improved GRACE
Level-1 and Level-2 Products and their Validation by Ocean Bottom Pressure”
(Flechtner, this issue) such as insufficient accuracy of the instrument data, the back-
ground models or wrong or insufficient instrument parameterization, also weak
algorithms (e.g. the numerical integration of the CHAMP and GRACE satellites
or the ambiguity fixing of the GPS ground and LEO (Low Earth Orbiter) observ-
ables) and/or weak methods (e.g. the two-step approach to solve the GPS satellite
orbits and clocks first which then serve as a fixed reference frame in the following
gravity field adjustment process) could be a possible reason.

Additionally, the transformation of CHAMP and GRACE observations into con-
tinuous, high quality gravity field products for the user community requires a
number of subsystems that must be operated in a continuous manner. First to name
are here the GFZ processor for orbit and gravity field computation (Earth Parameter
and Orbit System, EPOS) and the ISDC (Integrated System and Data Centre) for a
long term archiving and distribution of products to the users. Apart from that, there
are a couple of additional tasks essential for product generation and quality con-
trol within gravity field processing. There are furthermore intermediary products
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vital to keep other subsystems running outside the gravity field complex, but nev-
ertheless necessary to attain the mission goals of CHAMP and GRACE. This “base
processing” includes, for example, GPS satellite and clock parameters for the estab-
lishment of a consistent reference frame for LEO orbit adjustment. Also necessary
are the uninterrupted computation and provision of orbit predictions for the interna-
tional SLR ground stations, which in turn provide SLR measurements that serve
as an independent quality control tool for CHAMP and GRACE orbit products
exclusively based on GPS observations. Last but not least, there is the need of
computation of fast orbit products (Rapid Science Orbits) for magnetic field data
analysis (project “MAGFIELD”) as well as for probing the ionosphere and the
atmosphere (project “NRT-RO”).

These tasks have been investigated in the GFZ project “More Accurate and Faster
Available CHAMP and GRACE Gravity Fields for the User Community” funded
within the programme “Geotechnologien” of BMBF (Ministry for Education and
Research) and DFG (German Research Community) under grant 03F0436. Two
main work packages have been defined: (a) the improvement of the CHAMP and
GRACE base processing, in order to be able to provide the products to the user
faster and more accurate and (b) optimization of the algorithms and procedures used
for orbit and gravity field determination which is an essential requirement to attain
the goal “faster and more accurate®. The most important results are described in the
following articles and can be summarized as follows:

The Information System and Data Center (ISDC) portal of the Helmholtz
Centre Potsdam GFZ German Research Centre for Geosciences (http://isdc.gfz-
potsdam.de) is the online service access point for all manner of geoscientific
geodata, its corresponding metadata, scientific documentation and software tools.
Initially, there have been different project driven and independent parallel oper-
ating ISDCs, such as the CHAMP, GRACE or GNSS ISDCs. As a consequence,
users who were interested in e.g. orbit products from different satellite missions,
had to enter sequentially different access points to find the required data and meta
information. To overcome this unfavorable situation, to improve the Graphical User
Interface (GUI) of the ISDC and to reduce double work and costs related to the oper-
ation and maintenance, the different portals were integrated under one roof. After
the launch of the first release of the new ISDC portal in March 2006, the number
of users increased from around 800 to almost 2000 in February 2009. Especially
within the first year after the start there was an exponential increase of users, which
also demonstrates the great user acceptance and successful development of the new
portal system. Also the grown international importance of geosciences data and
information provided by the ISDC portal is clearly visible. Today, more than 80%
of the registered users are from foreign countries, such as from China and the USA,
both with almost 300 users, followed by India, Japan, Canada, UK, France, Italy and
others. The daily data input/output rate has reached a value of about 5,000 data files.
By now, the registered and authorized users have access to more than 20 million
geosciences data products, always consisting of data and metadata files of almost
300 different product types. Further information on the GFZ ISDC can be found in
Ritschel et al. (this issue).
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In order to obtain highly accurate and reliable orbit products for a wide range
of applications (gravity field modelling, radio occultation analysis or TerraSAR-/
TanDEM-X baseline determination) GFZ continuously works on improvements
of its data processing systems. In Michalak and Kénig details of the GPS phase
wind-up correction and the GPS attitude model, as well as its implementation are
given and initial validation results for both GPS and LEOs (CHAMP, GRACE and
TerraSAR-X) are presented. Phase windup is an effect of the relative orientation
between sending and transmitting antennas on the observed phase measurements,
and, if neglected, introduces range errors of the phase observations at the decime-
ter level. It has been shown that the application of the phase wind-up corrections
improves the GPS orbit accuracy by 1-2 cm (15-25%); the LEO orbit improvement
measured by SLR is also significant and amounts to 3 mm (6%).

It was also demonstrated, that reversing the block IIR X-axis direction to match
the convention for block II/IIA has no influence on the orbit and clocks in case
when integer ambiguity fixing is applied. Half of the phase cycle difference is
absorbed by the ambiguities. Correct application of the phase wind-up requires addi-
tionally correct modelling of the GPS satellite attitude (in particular yaw rotation)
as it influences the orientation of the transmitting antenna. A test version of the
attitude model including midnight/noon, shadow and post-shadow turns is already
built and will be implemented in the operational data processing software after
successful testing. It was shown that neglecting the attitude model and assuming
geometric attitude as the nominal one can lead to large yaw differences exceed-
ing even one full rotation of the satellite. This can have non-negligible impacts on
the estimated orbits and clocks, which are intended to be used for high precision
applications.

A reliable Rapid Science Orbit (RSO) processing system for the daily generation
of precise GPS and LEO orbits with latencies of 1 day to support radio occultation
and magnetic field studies has been developed. Currently the system regularly gener-
ates orbits of five LEO satellites: CHAMP, GRACE-A/B, SAC-C and TerraSAR-X.
The system is flexible and allows easy extensions to new LEO missions. This was
demonstrated by the inclusion of a test phase for the six COSMIC satellites. The
3D position accuracy of the GPS RSOs obtained from comparisons to the IGR
orbits provided by the International GNSS Service (IGS) is 14 cm and was recently
improved to 7-8 cm as a result of the introduction of integer ambiguity fixing into
the processing. It can be concluded, that the GPS RSO accuracy in any direction
(radial, along- and cross-track) is now close to 4-5 cm. The radial accuracy can
be confirmed independently also by SLR, e.g. the laser ranging residuals to GPS
PRNO5 and PRNO6 shows a scatter of about 5 cm. Position accuracy of the LEO
orbits, obtained also from SLR, is uniform for all LEOs and in the range of 4-5 cm.
Orbits of both GPS and most LEOs show centimeter-level negative bias in the SLR
residuals of rather unclear nature. In spite of this, the accuracy of the orbits fulfil
the radio occultation and magnetic field project requirements, and the availability
of the orbit products is guaranteed to almost 100% due to operator interaction in
case of failures of the automatic processing. The RSO orbits are publicly available
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in GFZ’s Information System and Data Center (ISDC). Further details on RSOs can
be found in Michalak and Ko6nig. It should also be noted that beside these RSOs with
a latency of 1 day also near real-time (NRT) orbits with a latency of about 15-30 min
after data dump are routinely produced. These ultra-fast orbits are an indispensable
prerequisite for the provision of radio occultation analysis results (e.g. temperature
and humidity profiles) to the weather services (see Michalak et al. in the NRT-RO
section).

Precise orbit predictions are service products to support ILRS (International
Laser Ranging Service), pre-processing of mission data and mission operations.
In all cases it is necessary to know the position of the satellite at some time
in the future with a dedicated accuracy depending on the application. Currently,
GFZ delivers a suite of orbit prediction products for these purposes for the LEOs
CHAMP, GRACE-A/B, and, since June 2007 also for TerraSAR-X. These prod-
ucts highly contribute to the success of these missions as SLR observations play
an important role for Precise Orbit Determination (POD) validation. The orbit
prediction system is running fully automated and is robust against various criti-
cal situations, e.g. hardware problems. A very high percentage of the distributed
orbit prediction products meet the requirements of the users, and a constant effort
is put to improve the quality which is monitored regularly by a Quality Control
(QC) subsystem. The most demanding application of the orbit predictions is the
laser tracking of the above-mentioned LEO satellite missions carried out by the
ILRS ground stations. For the acquisition of SLR data the required accuracy is
about 70 m in along-track direction which is equivalent to a 10 ms time bias when
the satellite becomes visible over a station (i.e. the satellite is too early or too
late). This quality criterion governs the QC and consequently the frequency of the
generation of orbit predictions. Currently it is twice a day for GRACE-A/B and
four times per day for CHAMP. Further information is provided in Snopek et al.
(this issue).

In preparation of the reprocessing of GRACE and CHAMP gravity field data (see
below), a thorough re-work of software and processing chains was performed, with
a special emphasis on storage management and computation speed (Neumayer).
First, significant improvements were already obtained by simply migration of the
processing software from large shared-memory SunOS workstations to a cluster of
high performance Linux PCs. A more efficient treatment of GPS clock parameters
allowed to increase the processing speed by a factor of up to two. Crucial here was
the exploitation of certain structures in the normal equation matrix. As a side effect,
the treatment of GPS measurements is now more or less similar to the treatment
of non-GPS data such as K-band SST or SLR data. An already existing column-
block parallel computation method to obtain normal equation matrices from design
matrices has been augmented with a corresponding row-block parallel computation
scheme. If those new features are fully exploited on the high-performance Linux
cluster of GFZ within the next months, the gain in processing speed may reach a
factor of 5-10. A prerequisite is the need of large intermediary storage space and a
large number of computation nodes.
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The updated background models, processing standards and strategies, which
have been investigated in this and in the parallel project “Improved GRACE Level-1
and Level-2 Products and their Validation by Ocean Bottom Pressure”, have been
used for a homogeneous reprocessing of the nearly complete CHAMP and GRACE
data base (for details refer to chapter “The Release 04 CHAMP and GRACE EIGEN
Gravity Field Models” by Flechtner et al.). As a result a new GFZ release 04 (RL04)
EIGEN (European Improved Gravity field of the Earth by New techniques) time
series of monthly CHAMP and GRACE gravity model have been produced com-
plete to degree and order 120 and 60, respectively. Both, the monthly and static
EIGEN-GRACEOQSS gravity fields could be improved by about 15 and 25% w.r.t.
it’s RLO3 precursor models. Also, the EIGEN-CHAMPOSS monthly solutions now
show a very high correlation for the long wavelength structures of the gravity field
when compared with GRACE.

For the first time, GRACE gravity fields are provided with weekly resolution
(up to degree and order 30 and aligned to GPS calendar week) which may provide
further insight into mass variations which take place at ten-daily or even shorter time
scales such as barotropic Rossby waves, continental water storage changes or solid
Earth and ocean tides.

The new static satellite-only and combined gravity models EIGEN-5S and
EIGEN-5C are complete to degree and order 150 and 360, respectively. Independent
comparisons with geoid heights, determined point-wise by GPS positioning and
GPS levelling, show notable improvements. Also, the unrealistic meridional strip-
ing patterns over the oceans in the precursor EIGEN models could be much reduced.
Therefore, ESA has decided to use both models as the standard for ESA’s official
data processing of the upcoming gradiometer satellite mission GOCE. Additionally
the monthly EIGEN-CHAMPOS5S models have been used to derive a new mean
CHAMP-model. Orbit adjustment tests with CHAMP and GRACE arcs show
a significant improvement of this model with respect to its precursor EIGEN-
CHAMPO3S and also no degradation when compared to state of the art combined
gravity models.

These new RLO04 EIGEN models provide an important data base to moni-
tor mass transport and mass distribution phenomena in the system Earth, such
as the continental hydrological cycle, ice mass loss in Antarctica and Greenland,
ocean mass changes or the ocean surface topography. Nevertheless, the GRACE
baseline mission accuracy has still not been reached by a factor of 7.5 (static
field) and 15 (monthly solutions), respectively. Therefore plans already exist for
a further consistent reprocessing of the complete CHAMP and GRACE time
series.

RL04 EIGEN models along with their calibrated errors and ancillary products
such as the corresponding mean atmospheric and oceanic non-tidal mass variations
as well as supporting documentation are or will be shortly available at the CHAMP
and GRACE Integrated System and Data Center (ISDC, http://isdc.gfz-potsdam.de)
at GFZ. Additionally the models can be downloaded from the ICGEM (International
Centre for Global Earth Models) data base at GFZ Potsdam (http://icgem.gfz-
potsdam.de).
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The CHAMP/GRACE User Portal ISDC

Bernd Ritschel, Lutz Gericke, Ronny Kopischke, and Vivien Mende

1 Introduction

The Information System and Data Center (ISDC) portal of the Helmholtz
Centre Potsdam GFZ German Research Centre for Geosciences (http://isdc.gfz-
potsdam.de) is the online service access point for all manner of geoscientific
geodata, its corresponding metadata, scientific documentation and software tools.
The majority of the data and information, the portal currently offers to the pub-
lic, are global geomonitoring products such as satellite orbits and Earth gravity
field data as well as geomagnetic and atmospheric data for the exploration. These
products for Earths changing system are provided via state-of-the art retrieval tech-
niques. The portal’s design and the operation is a project of the ISDC team within
the GFZ’s Data Center. Before the start of the first release of the portal in March
2006, there have been different project driven and independent operating ISDCs,
such as the GGP ISDC for the handling of local gravity and appropriate meteorolog-
ical data of the international Global Geodetic Project (GGP) or the CHAMP ISDC,
the GRACE ISDC and the GNSS ISDC for the management of geodetic, geophys-
ical and atmospheric and ionospheric geomonitoring data and information derived
from the CHAMP, GRACE and GPS satellites and GPS ground stations. Because of
the existence of unique and independent ISDCs, users, who were interested in e.g.
orbit products from different satellite missions, had to go into the appropriate ISDC,
such as CHAMP ISDC, GRACE ISDC or GNSS ISDC in order to find required
orbit data and information. To overcome the just described complicated situation,
for the improvement of the Graphical User Interface (GUI) of the ISDC and for the
reduction of double work and costs related to the operation and maintenance of dif-
ferent ISDC, the idea of the integration of the ISDC systems under one portal roof
was born. In conclusion, the requirements and constraints for the development of an
ISDC portal were:

B. Ritschel ()
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e the integration of new product types related to new collaboration projects,
such as e.g. the GNSS monitoring project which deals with Global Navigation
Satellite System data and the Galileo Geodetic Service Provider (GGSP)
project,

the management of a constant increasing number of users and user groups,

the improvement of the system usability and the request for a single sign on,

the realization of a multi-domain geoscience information and data retrieval,

the optimization of system and service operation and maintenance.

Figure 1 illustrates that after the launch of the first release of the GFZ ISDC
portal in March 2006, the number of users increased from around 800 to almost
2,000 in February 2009. Especially within the first year after the start there was an
exponential increase of users, which also demonstrates the great user acceptance
and successful development of the new portal system.
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Fig. 1 User development graph (2009-02-11)

The grown international importance of the geosciences data and information
(Klump et al., 2008), provided by the portal is shown in Fig. 2. Now, more than four
fifth of the registered portal users are from foreign countries, such as from China and
the USA, both with almost 300 users, followed by India, Japan, Canada, UK, France,
Italy and others. The daily data input/output rate has reached a value of about
5,000 data files. By now, the registered and authorized users have access to more
than 20 million geosciences data products, always consisting of data and metadata
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Fig. 2 User country statistics (2009-02-11)

files structured in almost 300 different product types related to main geosciences
domains, such as:

e geodesy, e.g. GPS data, satellite orbits, local gravity data, Earth gravity models,
and Earth rotation parameter,

e geophysics, e.g. Earth magnetic field data, both vector and scalar data,

e atmosphere and ionosphere, e.g. tropospheric temperature profiles and iono-
spheric electron density profiles.

The objectives of the data lifecycle management, the ISDC metadata classifica-
tion model and used metadata standards, the portal design and the data retrieval and
data access interfaces as well as the description of the backend functionality are
subjects of the next chapters.

2 Data Lifecycle Management

The challenge of the exponential growing number and volume of and the increasing
danger of data waste and data loss data (Gantz et al., 2008) only can be solved by the
introduction of a framework which guides the process of data management from the
birth of data to the transformation process into knowledge or the death of the data.
In a framework of a complete data life cycle (Lyopn, 2007), as shown in (Fig. 3),
the portal system is responsible for the geoscience data and information handling
from the ingestion of geoscience data products, provided by scientists, until the pro-
vision of geoscience knowledge in form of e.g. publications or model visualizations,
which are based on the ISDC data. Even in the project elaboration phase the ISDC
expertise attends the process for the definition, description and classification of data
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products. In the data product generation phase the portal is both, data drain and data
source. Half-formed or low-level processed data products are ingested and stored
at the ISDC as well as later provided to user or user groups for further process-
ing. Finalized data products are stored in a sustainable way at long-term and online
archive systems. Data sets are imported, if the appropriate metadata documents are
complete, consistent and valid. Thus at least a minimum of a formal data file val-
idation process is realized. Because of almost 300 different product types, there is
no real check of the content of the data files at the ISDC ingestion process possible.
But the standardized data product and product type metadata documents are used
for the creation of a complete and consistent ISDC data product catalog. Complete
data sustainability is realized, if the disclosure, the discovery and the reuse of data
is guaranteed for everybody, for a long time. Publication and citation of data are
important activities which support the sustainable data management idea. The dis-
closure of new data products in the portal is realized by special features of the portal,
such as e.g. the publication of newsletters or the provision of RSS feeds. The ISDC
data product catalog system enables a detailed search for data, which are accessi-
ble, downloadable and finally reusable. Knowledge generation starts with adding
value to the data, such as data integration, annotation, visualization or simulation.
Both, for the data integration and the annotation of data products, the portal provides
the appropriate features. Knowledge extraction processes are data mining, model-
ing, analysis and synthesis. Another process which is important, but not part of the
“Research Life Cycle view of Data Curation” in Fig. 3, is the science driven data
review process, which should be done on a cyclical basis. This review process con-
tains such activities, as the harmonization and aggregation of data, the tailoring of
data and the removal of data. Reviewing is necessary for the enhancement of data
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interoperability, the re-usage of data at other scientific domains and finally for the
maintenance of the operational status of the ISDC portal.

3 Metadata Model

The ISDC portal backend software manages almost 300 geoscience product types
from different projects. In order to handle such a big variety of product types, a
special ISDC product philosophy and metadata handling mechanism has been devel-
oped and introduced (Ritschel et al., 2006). The key for the solution of this challenge
is the compulsory usage of a standardized metadata format for the description of the
product types and the appropriate data products.

The relation of project-related product types at ISDC is shown in Fig. 4. Each
product type consists of a set of products. A product is composed of a data file(s)
and metadata that is created by using DIF XML.

As explained in detail in Mende et al. (2008) and Ritschel et al. (2007b), each
product type that results from a geoscience project consists of a set of data products.
A data product is composed of a data file or a data set and a standardized metadata
document. In order to describe and manage the data products, the ISDC sys-
tem uses NASA’s Directory Interchange Format (http://gcmd.gsfc.nasa.gov/User/
difguide/difman.html) metadata standard DIF. Currently, the ISDC backend accepts
both, ASCII DIF version 6, e.g. for CHAMP satellite data products, and an
enhanced XML DIF version 9.x, e.g. for TerraSAR-X satellite data products.
First, the DIF standard was developed for the Global Change Master Directory
(http://gcmd.nasa.gov/Aboutus) and is used for the semantical description of all
kinds of Earth science data sets, which are categorized in domain specific product
types. The metadata standard uses general metadata attributes, which are defined
as required attributes, such as e.g. Entry_ID (unique identifier), Entry_Title (title
of the product type), Parameters (science keywords that are representative of the
product type being described), Summary (brief description of the product type that

Fig. 4 Project — product type — data product schema, which especially illustrates the relations
between product types and data products and appropriate XML schemata
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allows users to determine if the data set is useful for their requirements) and oth-
ers. In addition to the required elements there is a set of metadata attributes, which
describe the product type in a much more detailed way. Such attributes are e.g.
Start_Date and Stop_Date describing the temporal coverage of the data collec-
tion, or Latitude, Longitude and Attitude or Depth, which determine the spatial
coverage of the data. The DIF metadata standard has the potential to provide the
right structure for the description of all kinds of geosciences data sets. Counting
all GCMD DIF files, almost 40,000 different data sets or product types from A
as agriculture to T as terrestrial hydrosphere are semantically described by DIF
compliant metadata documents. Even more, DIF metadata is transferable to the
Federal Geographic Data Committee (FGDC) standard (http://www.fgdc.gov), and
there are XSL transformation specifications, as shown in Fig. 5 for the creation
of ISO 19115 (http://www.iso.org/iso/search.htm?qt=ISO+19115&published=on)
compliant metadata documents. The listed features of the DIF standard proof the
right choice of the DIF standard for the management of ISDC product types
(Ritschel et al., 2006; Ritschel et al., 2007a). The ISDC base schema of the prod-
uct type DIF XML documents is defined in the “base-dif.xsd” file (Mende et al.,
2008). The ISDC XML Schema Definition (XSD) has been defined on the basis
of the GCMD XSD and is available at http://isdc.gfz-potsdam.de/xsd/base_dif.xsd.
Because the ISDC portal manages both — product types and data products — it was
necessary to extend the DIF standard. For the management of data products, the
ISDC deals with a combination of product type and data product DIF documents.
The metadata of product types is stored in associated data product type DIF files
according to the “base-dif.xsd” schema. The data file specific metadata is docu-
mented in data product DIF XML files. The combination of a data file or a set
of data files (currently max. 3 data files) and the appropriate metadata file define

DIF XML metadata file Thesname
(DIF Version 9.0 XSD) ® oo
vv
DIF <=> ISO o
XSL Transformation O

ISO 19115 XML metadata file
(ISO 19115/19139 XSD)

Fig. 5 Mapping of metadata standards'

IDreftymac (2007) diagram of the basic elements and processing flow of XSL Transformations
retrieved February 2009 from http://en.wikipedia.org/ (edited by Ritschel, B.).
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the ISDC data product, as seen in Fig. 4. Each product type has its own schema
for the data product DIF XML files. Data product DIF documents are necessary
for the description of the data file specific properties. The complex XML type
<Data_Parameters> in the data product DIF XML document provides the specific
extension of the product type DIF XML structures, which are used for semantic
information of the data file, such as e.g. temporal and spatial information about the
data in the data file and technical information such as e.g. data file name or data
file size and other information. The connection between the data product DIF XML
files and the product type DIF XML document is given by the equality of the main
parts of the <Entry_ID> element in both the product type and the related product
metadata documents. Additionally, the content of the <Parent_DIF> element in the
data product DIF XML document refers to the appropriate product-type DIF docu-
ment. Figure 4 illustrates the relation between the XML schemata for the definition
of product types and the definition of data products. The addition of mandatory
elements to the schemata of data products keeps the usefulness of data product
metadata DIF documents without the appropriate product type DIF documents.

The ISDC ontology class model based on the semantic Web approach (Daconta
et al., 2003) contains the metadata classes project, platform, instrument, product
type and institution. Keywords from controlled and free vocabularies are used for
the description of the different metadata classes. The new ISDC metadata concept
is an extension to the ISDC product type and metadata philosophy (Ritschel et al.,
2008) and is based on the extended metadata classification model of the GCMD.
Figure 6 illustrates the new metadata classes and its relations as well as the use
of controlled and free vocabularies. The ISDC metadata class model defines the
appropriate classes, relations and the input of different vocabularies. The relation
between project and instrument (dashed line) is an implicit one only, realized via
the project — platform — instrument relation. The science domain, used for semantic
description of the product type is defined by the project objectives and extended by
the physical features of the instrument.

Controlled Vocabulary Free Vocabulary ‘

| Platform I—)] lnstrsment }>‘ Science Domain ]

Institution Product Type

Fig. 6 The ISDC metadata class model
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Table 1 ISDC metadata classes and semantical relations

Metadata classes Product type Instrument  Platform Project Institution

Semantical occurrences

<project> Attributes Attributes

<platform> Attributes References  Attributes References
<instrument> Attributes Attributes References

<institution> Attributes References  References References  Attributes

The introduction of the new metadata classes project, platform and instrument are
a result of the necessity both to describe the semantics of the appropriate classes in a
deeper, more detailed and standardized manner (Pfeiffer, 2008). The concept model
of the ISDC metadata classes also contains the independent class institution, because
data and information about institutions, organisations and persons are always part
of the other classes in the model.

The relations between ISDC metadata classes and attributes are shown in
Table 1. Because of historical reasons, the class product type always contains
real attributes, whereas the other classes have attributes for the description of own
properties and use references for the crosslink to the appropriate classes. Detailed
information about the ISDC metadata concept model is available at (Ritschel
et al., 2008a).

As done for the semantic description of product type metadata, keywords from
controlled and free vocabulary is used for the metadata content of documents
related to projects, platforms and instruments. The implementation of the new ISDC
concept model will provide advanced and new ISDC portal retrieval features. A clas-
sified keyword search over the complete stock of metadata documents offers a total
new view about the relations between and in projects, platforms, instruments and
product types.

4 Portal Architecture

The current solution uses PostNuke? as a portal framework. The decision for using
this platform was based on the detailed analysis of different portal systems in
2004. The main selection criteria were costs and simplicity. Because of PostNuke’s
open architecture and the large community around this open-source software,
there are many free components that became part of the current portal imple-
mentation. One main component for backend services is a Sybase database
(http://www.sybase.com), where data flow information, rights management and user
statistics is stored and periodically updated. This big challenge that had to be solved:
managing metadata and fine-granular rights for tens of millions of data files. As
mentioned already, there are currently around 20 million products, and each product
has its own set of access rights.

2Now known as Zikula (http://zikula.de/)
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4.1 Application Framework

The PHP Application Framework PostNuke, stands is a PHP-based portal and
Content Management System (CMS). The implementation details are not spe-
cific for this platform. The independence from a specific framework was a central
point for the software development because PostNuke was meant to be a solu-
tion to consolidate the existing systems and prepare the way towards the planed
GFZ-wide portal system solution. The PostNuke framework runs on a typical
LAMP3-Environment. We use Solaris (http://www.sun.com/software/solaris/) as
operating system, an Apache Webserver with a MySQL database and PHP as web
scripting language. This configuration provides flexibility and basic functionality for
specific functions, such as e.g. user management. Another standard component is the
CMS in PostNuke for managing news postings or article editing and the storage and
handling of such accessible documents as e.g. descriptions of product types, project
related information or documentations and publications of the portal. The PostNuke
Application Program Interface (API) provides the possibility for the implemen-
tation of encapsulating functionality into ISDC-specific plug-ins. There are four
big areas:

Data product retrieval
User account management
User collaboration

System monitoring

The use of an application-wide theme for a standardized layout for all compo-
nents makes it easy to separate the data model from the portal GUIL

4.2 Data Flow

As already mentioned, there is a main database interface between user portal and
backend services. This design decision was done because of evolutional-based
development reasons, which result in both, positive and negative aspects. The main
system limit is the time delay between the ingestion and the provision of data. Every
backend process runs as operating system cronjob in time intervals between 1 and
15 min. Some jobs (e.g. aggregation of statistics) even only run on a daily or weekly
basis. The advantage of that asynchronous process handling approach is the work
independence or loose coupling of system modules. If a new file is imported, deliv-
ered or archived, not all systems have to work synchronal or on-request, which
avoids mutual process blocking within and between system modules and compo-
nents. For example, data providers often upload their files just from time to time
into appropriate FTP-directories, but the services for the import of data run indepen-
dently and periodically and process these files sequentially. Therefore performance

3Linux/Unix + Apache + MySQL + PHP.
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issues can be controlled efficiently and transactions are safely. The FTP based ser-
vices are a central aspect of data ingestion, data storage and data delivery. Users
do not have direct access to the data, instead of the system sends a qualified user
requests to the archive system in order to transfer the requested files to the appropri-
ate user FTP-directories, where the files are cached for the download. This approach
is used because of security reasons and the necessity for the system to operate with
different archive systems at the same time. Background processes collect the data
files from these different services and transfer them to the user directories. The
user is notified when the transfer process was completed and the files are ready for
download.

4.3 Interfaces

Internally all inter-system communication is controlled by database transactions. All
functional needs are covered by this approach. As an example, here is the workflow
of the user registration process:

new user registers at the portal website

user data is saved to the database

a cronjob checks newly registered users

new users are added to the FTP user accounts and appropriate user home
directories are created

system clears specific portal area for input of required data for system usage

e users now choose projects and interests and define favorite product types

e administrator checks users data in order to apply grants for certain internal
product types (grants for public product types are assigned automatically).

Only a part of the presented work flow is human-centric. Lots of activities are
done in an automatic mode. Only the triggering of some process and the approval
tasks are realized be user interaction. The Graphical User Interface (GUI) of the
ISDC homepage is presented in Fig. 7.

The portal frame of the GUI contains navigation and monitoring elements on
the right and left side of the portal. The central area is used for the report of news,
and after clicking a navigation link, for the display of appropriate content, such as
information about projects and product types or tools for the retrieval and access to
data products. In order to provide a project-centric access to data and information
every project has its own homepage within the portal framework, such as e.g. the
CHAMP ISDC homepage (http://isdc.gfz-potsdam.de/champ) or the GRACE ISDC
homepage (http://isdc.gfz-potsdam.de/grace).

The Data Product Browser, which can be seen as virtual FTP directory browser,
shown in Fig. 8, is an excellent example for the realization of a user request driven
interface for an easy access to the different data product files. The files are catego-
rized into projects, such as e.g. CHAMP and GRACE, processing levels (1-4), the
product types and temporal units (year, month, day). Also the visibility of product
types and data products is granted according to the user access rights only, which
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was an essential data policy constraint. The calendar function of the Data Product
Browser provides data products of a specific product type on a daily basis which are
put into MY PRODUCT CART on user request. The user can repeat this action for
different product types until the user-dependent limit (standard: 1,000 files, 1 giga
byte per day) is reached. After clicking the “Request product card”-button, the
required files are transferred to the user FTP directory.

5 Backend for Operational Services

As explained in Chap. 4 already, there are several cronjobs, which run on the
different backend servers and zones (Fig. 9). There are data transfer processes,
such as the data import or export, metadata extraction processes, and actions,
which are necessary for data mining and aggregation purposes. Most of appropriate
jobs are driven by database transactions. An example for a background aggre-
gation process is the computation of user grant dependent time-line information
for the creation of an occurrence chart, which displays the availability of data
products in a certain period of time. This process is too complex for an on-the-fly
computation.

5.1 Component Deployment
Whereas the former ISDC system components were installed on SUN Servers,

Fibre Channel RAID Systems and the Solaris 9 Operating System in 2003, as
described and illustrated at (Ritschel et al., 2006), the new ISDC portal is based
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Fig. 9 Deployment diagram
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on a new system architecture using innovate features of Solaris 10 operating
system, such as a new virtualization technology (http://www.sun.com/software/
solaris/virtualization.jsp) called Solaris Container and the Zettabyte File System
(ZFS) (http://www.sun.com/software/solaris/data_management.jsp). Now it was
possible to decrease the number of required workstation based servers, to reduce
system administration tasks and to fulfill increasing requirements related to higher
performance and system availability. A Solaris Container is the combination of
resource control and partition technology provided by zones. Zones are lightweight
Virtual Machines with an isolated process tree. That means active processes in
a zone cannot affect processes outside in another zone. Each Zone is an iso-
lated virtual server with an own node name, virtual network interface, and storage
assigned to it. Zones do not require a dedicated CPU, storage or physical net-
work interface. Any of these resources can be assigned specifically to one zone.
(http://www.softpanorama.org/Solaris/Virtualization/zones.shtml) Solaris ZFS is a
128-bit file system and therefore memory management should not be a problem
in the foreseeable future. The ZFS protects data from corruption, with integrated
error detection and correction, and provides virtual unlimited scalability by using
virtual storage pools. Another advantage is the snapshot feature for the preserva-
tion of the current state of the file system. File systems can be expanded by simply
adding more drives. Building up virtual storage pools with integrated mirroring,
Solaris ZFS RAIDZ or Solaris ZFS RAIDZ2 mechanisms increase redundancy and
availability. Solaris Container technology provides the advantage of storage sharing
via different Zones. Because of security constrains, network connections between
hosts in the demilitarized zone (DMZ) are not allowed at the Helmholtz Centre
Potsdam German Research Centre for Geosciences (GFZ). Using Zones, former
four separate operating workstations could be integrated on one new workstation
(PRODUCTION), each deployed into a single zone, as shown in Fig. 9. One of
these zones, the external FTP-server has an own network interface into the DMZ,
the other three zones using network interfaces into the LAN. Now the disc storage
based on ZSF can be shared with different zones. A part of the storage is used for
the internal and external FTP-server. The same storage is used simultaneously at the
processing zone and the Online Product Archive (OPA). Another part of the stor-
age is mapped only into the OPA, invisibly by all other zones. This prevents FTP
users for the compromise of the data archive. A second machine, called BACKUP
is setup with the same configuration as the PRODUCTIVE machine and is used as
production host in case of hardware failures.

6 Outlook

The step-by-step implementation of the ISDC ontology metadata concept is
important for the realization of a semantic-driven information system (Daconta
et al., 2003) for the multi-domain retrieval of geosciences data, information
and knowledge. The planned integration of Web 2.0 technologies and the
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implementation of appropriate user interfaces are necessary for user feedback and
communication processes in order to ingest the often uninvested knowledge of the
user community. A new release of the ISDC portal will be based on JAVA tech-
nology and will provide new user interfaces as well as standardized interfaces and
services to other information systems, such as e.g. GCMD and GEOSS.
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Improvements for the CHAMP and GRACE
Observation Model

Grzegorz Michalak and Rolf Konig

1 Introduction

Highly precise GPS orbits and clock estimates are the basis for many navigation
applications and for this reason special attention for the proper modelling of many
small dynamical and geometrical effects is required. In this chapter we present initial
results of recent improvements in modelling of GPS-based orbits in GFZ’s Precise
Orbit Determination (POD) software system called EPOS (Earth Parameter and
Orbit System). In particular, this concerns the so-called GPS carrier phase wind-up
and the attitude model for GPS satellites. Phase windup is an effect of the relative
orientation between the sending and transmitting antennas on the observed phase
measurements. If neglected, phase windup causes range errors in the phase obser-
vations at the decimetre level (Wu et al., 1993). The GPS attitude model defines
the nominal attitude of the GPS satellites as well as their attitude behaviour dur-
ing shadow crossing or orbit noon/midnight periods. An accurate attitude model
is the pre-requisite for the precise computation of the phase wind-up correction.
Additionally, since the antennas on the Block ITA satellites have an offset of 27 cm
in X-direction, the correct attitude allows to properly relate the measurements to the
centre of mass of the satellite. The GPS attitude model as presented in this chapter
is based on the model developed by Bar-Sever (1996).

2 GPS Carrier Phase Wind-Up

2.1 General

The relative orientation between the sending and the receiving GPS antennas influ-
ences the observed carrier phase measurements; the change of the phase due to
this orientation is called phase wind-up (Wu et al., 1993). The relative orientation
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between the GPS satellites and the receiving antennas near the Earth surface or
onboard Low Earth Orbiting satellites (LEOs) undergoes continuous changes. The
phase range increases or decreases depending on the direction of the relative rota-
tion. One full rotation translates into one cycle phase change. The GPS satellites
perform a continuous attitude yaw rotation in order to keep the solar panels per-
pendicular to the direction to the Sun. In addition, the orbital motion of the GPS
satellites and the motion of the receivers (for ground stations due to Earth rotation,
for space-borne receivers due to LEO satellite dynamics) change the sending-
receiving geometry which is sensed by the receiver also as a relative rotation.
Neglecting the phase wind-up causes significant differences in GPS clock solutions.
It influences also the orbits, in particular when integer ambiguity fixing is applied.

The phase wind-up correction (in units of degrees), according to (Wu et al.,
1993), is given by:

Dr - Dg
A¢ = SIGN(¢) - arccos | ——=— @))
|Dr||DR|

where DT and I3R are effective dipole vectors for the transmitter and the receiver
respectively, ¢ is the angle between the satellite-station vector T and the vector
perpendicular to the plane of the two effective dipoles:

¢ =Tg - (Dr x Dp) @
DRZXYR—%R'(TR'XR)'F(TRX_Y.R) (3)
Dr = X7 — Tg - (Tg - X7) — (T x Yr) @)

where )?T, I?T, )?R and 1713 are unit vectors in the direction of two dipole elements
of transmitter and receiver. For a ground station the local right hand system con-
sists of the triad North-West-Up, so XR = North, YR = West. For LEO satellites,
the antenna local system is composed of the azimuth origin vector (XR), antenna
boresight vector (ZR) and third axis (f’R) completing the right hand system. In most
cases the LEO local antenna system is close to orbital transversal-normal-radial sys-
tem, the deviation from this system is given by satellite attitude. For GPS satellite
antenna the X7 and Y7 match the satellite body fixed system unit vectors X and Y.
For the GPS Block II/ITA satellites the Z axis points to the Earth center, Y is in the
solar panel beam direction and X is towards the Sun direction completing the right
hand system. For the Block IIR satellites the sense of the X and Y axis is reversed
by 180°. All vectors must be transformed into a common reference frame.

A positive rotation of the transmitter (right hand screw) around the receiving
antenna boresight vector +Z increases the phase range. In order to correct for this,
the wind-up correction A¢ (converted to cycles), which is also positive in this case,
has to be subtracted from the phase measurements. The A¢ given by Eq. (1) is
in the range (180, +180) degrees; to assure continuity the integer number of full
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Fig. 1 Typical CHAMP windup corrections to L1 phase observations of PRN 18 on April 02,
2008

rotations is added in case of transition of A¢ between +180° and —180° within the
observation time window.

For the proper computation of the wind-up correction, the accuracies of GPS
and LEO orbits are not needed to be very high. A test computation shows, that
for elevations above 0° an orbit error of 100 km produces differences of the wind-
up corrections in the order of ~0.6°, what is less then the 1° of the GPS attitude
error due to mispointing of the satellite (Bar-Sever, 1996). An example of wind-up
corrections between PRN18 and CHAMP on April 02, 2008, is given in Fig. 1.

2.2 Carrier Phase Wind-Up Validation

The influence of the application of the carrier phase wind-up correction was tested
for both, GPS and LEO orbits. The parameterization of the orbits is the same as for
the so-called Rapid Science Orbits (RSOs, see chapter “Rapid Science Orbits for
CHAMP and GRACE Radio Occultation Data Analysis” by Michalak and Konig,
2010, this issue). For the GPS orbits, when no integer ambiguity fixing is applied,
an improvement of the orbit accuracy was not found in comparison to IGS orbits.
The orbit improvement becomes clearly visible when integer ambiguity fixing is
applied. The integer ambiguity fixing is applied here by estimating floating L3
ambiguities and imposing side constraints on the double-difference integer ambi-
guities (Ge et al., 2005). In Table 1 the results of the tests for four GPS 1-day
long arcs in January 2009 are presented. The orbits are estimated by applying
the ambiguity fixing both with and without phase wind-up and compared to IGS
Rapid Orbits (IGR). The values in the table are the RMS values of 3-D posi-
tion differences before and after an applied Helmert transformation. In the last
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Table 1 Comparison of the GPS orbits to IGR orbits without and with phase wind-up corrections.
The RMS of the 3-D position differences are given before/after a Helmert transformation. In the
last column the windup was computed assuming the satellite Block IIR body fixed axes to be the
same as for Block ITA (+X towards the Sun)

GPS Orbits (yy/mm/dd) Without wind-up (cm) With wind-up (cm) Axes IIR = IIA (cm)

09/01/28 7.2/6.2 5.8/5.7 6.3/5.7
09/01/29 7.6/6.9 6.6/6.2 6.6/6.2
09/01/30 8.7/7.1 6.6/5.8 6.6/5.7
09/01/31 7.8/6.8 6.9/6.5 6.9/6.5
Mean 7.8/6.8 6.5/6.1 6.6/6.0

column the phase wind-up correction is computed for the case when the X and
Y axes of the satellite body fixed system of Block IIR and IIA satellites are cho-
sen to be the identical (as practiced by some IGS analysis centers, for example
CODE) instead of being reversed (according to the Block IIR definition) to see
the influence of such a convention. It is obviously from Table 1 that the mean
improvement due to the application of the phase wind-up correction is quite sig-
nificant (1.3 cm without Helmert transformation). There is almost no influence of
changing the axes convention for block IIR satellites on the orbits. A closer anal-
ysis of one of the orbits showed that the half cycle bias (180°) resulting from
the Block IIR axes reversal is absorbed by the estimated floating ambiguities, the
orbits, clock values and other parameters remained almost unchanged. Just a small
degradation of 0.1% of the standard deviations of the parameters was observed in
this case.

For testing of the influence of the phase wind-up corrections on LEO orbits, a
one week period (July 15-21, 2008) was selected. The GPS RSO-type orbits (1-d
arcs), without application of integer ambiguity fixing, are estimated with and with-
out wind-up correction. The resulting GPS orbits and clocks are next used as fixed
for 1-d long LEO RSO-type orbits (two-step method), estimated with and without

Table 2 Statistics of orbital fits for CHAMP. GRACE-A and TerraSAR-X RSO-type orbits
obtained with and without applying the phase wind-up correction. For this test, seven orbits of
1-d arc length were used in the period April 15-21, 2008

Code RMS (cm) Phase RMS (cm) SLR RMS (cm)

Without wind-up

CHAMP 61.84 0.980 4.85
GRACE-A 118.23 1.286 4.09
TerraSAR-X 63.93 0.940 3.85

With wind-up

CHAMP 61.70 0.953 4.62
GRACE-A 117.95 1.245 3.68

TerraSAR-X 63.83 0.930 3.66
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wind-up correction. Although the application of the wind-up correction for GPS
orbits without integer ambiguity fixing shows no effect as mentioned above, for
LEO satellites there is a noticeable impact. The results for CHAMP, GRACE-A and
TerraSAR-X orbits (code, phase and SLR RMS values) are summarized in Table 2.
It can be seen that the application of the phase wind-up correction improves the over-
all fit to code and phase data. The average SLR RMS, used for external validation,
improves also by about 3 mm.

3 GPS Attitude Model

The description of the GPS attitude model is given in details in Bar-Sever (1996)
or Kouba (2008). Below, for the purpose of clearness, we summarize shortly the
attitude regimes and formulas used.

Geometric (Nominal) Yaw Regime: Normally the GPS satellites keep their nom-
inal attitude which is defined by the condition, that the Y-axis (along solar panels)
must always be perpendicular to the Sun direction, the Z-axis points always towards
the Earth centre and the X-axis points either towards the Sun (in case of the Block
IT and IIA satellites) or into the opposite direction (Block IIR). These conditions
force the satellites to rotate continuously around its Z-axis, producing a changing
yaw angle which is defined as the angle between the orbit transversal vector and
the X-axis of the satellite. The yaw angle defined this way can be called geometric
yaw angle, sometimes it is called nominal yaw angle when neglecting the so-called
B-yaw bias (see below).

Noon/Midnight Turn Regime: When the elevation of the Sun over the orbital
plane (the “Sun g angle”) is small, the maintenance of the nominal (geometric)
yaw model would require a very fast rotation (even becoming infinitely large if
B becomes zero) around the orbit noon and midnight points respectively. A hard-
ware limit restricts the rotation in such a way, that the actual yaw angle always
lags the nominal yaw angle. This attitude behaviour is called noon/midnight turn.
It starts when the nominal yaw rate exceeds the maximum rate allowed and ends
when the satellite resumes the nominal attitude. The noon turn is performed by all
satellites, the midnight turn by satellites of Block IIR only. The satellites of Block
II/TIA perform shadow turns instead of midnight turns.

Shadow Crossing Regime: A further attitude regime is when a satellite enters the
Earth’s shadow. The signal from the satellite’s Sun sensor is no longer available
to determine the nominal attitude. The satellite starts to rotate in one direction, first
with maximum rotation acceleration and next with maximum rotation rate. This atti-
tude behaviour is called shadow turn. This turn is performed by satellites of Block
I/TIA only. The IIR satellites perform midnight turns in the shadow as if they saw
the Sun. To make the direction of the rotation in the shadow determinable, a constant
hardware yaw bias (typically +0.5°) is imposed on the Sun sensor of the Block II/ITA
satellites. Outside the shadow this has a side effect on the nominal yaw attitude, i.e.
the actual yaw angle error due to this bias is larger than 0.5° and can reach more
than 10° in extreme cases.
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Post-shadow Manoeuvre: After emerging from the shadow, the satellite tries to
recover the nominal attitude in the fastest possible way. This attitude regime is called
post-shadow manoeuvre. In this regime the satellite can continue its rotation in the
same direction as it was in shadow or it can reverse the rotation direction. Both
actions intend to regain the nominal attitude. The decision is dependent on the dif-
ference between the actual yaw angle when exiting the shadow and the nominal yaw
angle. The yaw angle when leaving the shadow is very uncertain as it depends on
uncertain shadow entry and exit times and on uncertain maximum rotation rates.
For this reason the modelling of the post-shadow manoeuvre is the most uncertain.
A common approach for the data processing is to remove all observations up to
30 min after leaving the shadow. In the following we eliminate data only up to the
estimated end time of the post-shadow manoeuvre and in the case of large deviations
from some conditions (see below for more details).

3.1 Nominal Yaw Regime

Mostly the satellites remain in the nominal attitude regime. For the Block II/ITA
satellites, the nominal yaw attitude is given by

W, = arctan (— tan S, sin i) + B(b,B8,1) 5)

where B is the sun beta angle, w is the “orbit angle” (the angle between the satellite
position vector and the vector in the orbital plane that points furthest from then sun,
i.e. orbit midnight), b is the hardware yaw bias (typically +0.5°). The first term in
the Eq. (5) is the geometric yaw angle; the second one is the contribution of the
hardware bias b to the yaw angle and will be given below. For Block IIR there is no
hardware bias b and the +X axis is reversed in comparison to Block IIA, the nominal
yaw attitude is therefore given by

W,, = arctan(tanf, — sin [) (6)
The nominal yaw rate is computed from formula
Wy = futan B cos u/(sin® u + tan® B) + B(b.B.10) )

The constant ;© = 0.00836°/s. For Block IIR the yaw bias is B = 0. For Block
II/TTA the yaw B bias and its rate is given by

B(b,B,1) = B(b,E) = arcsin (0.0175b/ sin E) )
B(b,B,jv) = —0.0175b1 cos E cos B sin j/(cos B sin’ E) ©)]

where E is the “Earth-Spacecraft-Sun” angle. The yaw error B is singular for
E satisfying the condition 0.0175|b| < sin(E). The |b| should be taken here
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because E>0 and the b bias can be negative, f.i. b = —3.5° for PRN23 in the
past (see http://ftp://sideshow.jpl.nasa.gov/pub/GPS_yaw_attitude/yaw_bias_table).
It should be noted here, that the B-yaw bias is generally in the range 0.5-0.8°
for large B angles. At the beginning of the noon turn, when S is close to zero,
the bias can be as large as 7-8°, in extreme cases (f.i. PRN 29 on September 28,
2007, B = 0.06) the B-yaw bias reaches even 15-20° before starting noon turns.
Neglecting this bias (like f.i. in Kouba, 2008) can lead to non-negligible differences
in the yaw angle during the noon turn. The rate of the bias (Eq. 9) contributes addi-
tionally to the nominal yaw rate (Eq. 7) what has significant impact on the proper
time of the beginning of the noon turn and finally for the actual yaw angle during
the turn.

3.2 Noon/Midnight Turn Regime

The noon/midnight turn regime starts when the nominal yaw rate reaches the hard-
ware threshold for the yaw rate. This happens around orbit noon, and for the
satellites of Block IIR additionally at orbit midnight. The begin epoch #; for the
noon and midnight turn is obtained from the condition that the nominal yaw rate ¥,
(Eq. 7) is equal to the maximum allowed hardware yaw rate R, e.g.

U, (=R (10)

To find this epoch, Eq. (10) is solved numerically. The hardware yaw rates R
are satellite dependent (we use here the values estimated by JPL or specified by
the satellite producers). For all epochs after the begin of the turn, the satellite
rotates with constant maximum rotation rate R. The turn ends when the actual yaw
approaches the nominal one. The duration of the turns depend on the values of R,
which is satellite block dependent. For Block IIR R is 0.2°/s, the turn can last up to
15 min, for the other blocks for which R is in the range of 0.08-0.14°/s, the noon
turn can last up to approximately 30 min. If the begin of the arc lies in the singularity
region of E or is already within the turn regime where the condition (Eq. 10) is not
fulfilled, the approximate begin of the turn #; is search up to 45 min back in time.
The B angle needed in Eq. (7) is assumed to be constant, the quantities © and E are
computed as

e = o + ot — to) 1D

E; = arccos (cos f cos ;) (12)

where 7o and w1 are the current epoch and orbit angle for the current epoch. Once the
start time of the manoeuvre is known, for all epochs 7 > 7, the yaw angle is modeled

as rotation with maximum yaw rate R in the same direction as at the beginning of
the turn according to the formula:
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W(t) = Wu(ty) + SIGN(R, W, (1y)) - (1 — 1) (13)

The SIGN(x,y) is a Fortran function returning ABS(x)SGN(y).

3.3 Shadow Crossing Regime

The satellites undergo Earth’s shadow crossing events when the Sun 8 angle is less
then approximately 13.5°. It is commonly assumed, that a shadow crossing starts if
the Earth-Spacecraft-Sun angle E reaches 13.5°. The start time #; and end time 7, of
the shadow turn is computed from the following analytical formulas (Kouba, 2008):

ty =1+ tn — \/ Eg, — B2/ 11 (14)
te =1+ 1ty +/Eg, — B2/IL (15)
tn = £\ EX(1) — B2/ 11 (16)

where ¢ is the current epoch, ¢, is the mid epoch of the shadow turn, it is positive
(+) if the current epoch ¢ is before the mid epoch, and negative (-) if ¢ is after the
mid epoch. Es;, = 13.5° and E(¢) are the Earth-Spacecraft-Sun angles at the shadow
crossing and at the current epoch, respectively. Together with Egs. (11) and (12)
these analytical formulas allow the computation of the shadow crossing time and
finally the correct yaw angle, even if the start of the arc is already within the shadow
or post-shadow regime.

After the shadow entry, the satellite starts to spin-up with the yaw acceleration RR
(yaw rate) to reach the maximum rotation rate R and then it rotates with this constant
rate in the direction determined by the hardware b yaw bias until the shadow exit.
The spin-up time ¢ is given by

11 = [SIGN(R,b) — W,(t;)]/SIGN(RR,b) 17)

The yaw acceleration RR is assumed to be 0.00165°/s> for block IIA and

0.0018°/s% for block II. For 7, < 1 < (t; + 1) the yaw angle in the shadow is
given by:

W(1) = W, (ty) + Walts) - (£ — 1) + 0.5 - SIGN(RR,b) - (t — 1;)° (18)

and for (¢, + 11)<t <, by

W(t) = Wy(ts) + Wy (ty) - 11 4 0.5 - SIGN(RR,b) - 12 + SIGN(R,b)(t — 1, — 11) (19)
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3.4 Post-shadow Regime

After leaving the shadow, a GPS satellite tries to resume the nominal attitude as
quickly as possible. Upon the shadow exit, the satellites attitude control system has
two options to reach the nominal attitude. One is to continue the rotation in the same
direction and with the same rotation rate. The second option is to reverse the yaw
rate and to rotate with full rate until the nominal attitude is reached. In this model
this decision is based on the difference D between the nominal and the actual yaw
angle at the shadow exit time 7,:

(20)

D = W,(t,) — W(t,) — NINT (M) . 360

360

The difference D is in the range (—180, +180) degrees, the sign of the yaw
rate during the post-shadow manoeuvre is dependent on the sign of D and will be
SIGN(R,D). Given the yaw angle W(z,) and the yaw rate SIGN(R,b) at the shadow
exit, the spin-down time is given by:

11 = [SIGN(R,D) — SIGN(R,b)]/SIGN(RR,D) 2n

The #; is O if the sign of D is the same as the sign of the yaw bias b; there is no
reversal of the yaw rate in such a case and the satellite continues its rotation in the
same direction until the nominal yaw angle is reached. For ¢ < (7, + 1) the yaw angle
is given by:

(1) = W(t,) + SIGNR,D) - (t — 1) + 0.5 - SIGN(RR,D) - (1 — t,)* (22)
and for t > (¢, + 11):
V(1) = W, (1) +SIGN(R,D)- 11 +O.5-SIGN(RR,D)‘t%+SIGN(R,D)(t—te—t1) (23)

The time of reaching the nominal yaw angle is computed just after the satellite
leaves the shadow by finding the root of the equation W(¢) = W, (f). The yaw angle
during the post-shadow manoeuvre is largely uncertain because of yaw errors caused
by the uncertain shadow entry, shadow exit time and maximum yaw rate during the
shadow. For this reason most of the analysis centres eliminate all data up to 30 min
after leaving the shadow.

To avoid unnecessary elimination of data, we have implemented three possible
options for the post-shadow data elimination. The first option is the unconditional
elimination of all data up to the computed end time of the post-shadow manoeuvre.
The second option is the conditional elimination of data when |D| differs less than
10° from 180°. In such a case, due to the actual yaw angle uncertainty, the model
could reverse the rotation direction; therefore the probability of getting incorrect
yaw angles is high. The third option is to accept all post-shadow data.
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Fig. 2 Difference between the actual yaw angle (including modeling of shadow and noon turn)
and the geometric one for PRN29 on September 28, 2007. During the post-shadow manoeuvre the
satellite reversed the yaw rate and reached the nominal attitude which differs by 1 cycle from the
geometric one. The maximum difference is larger then one full rotation of the satellite

As an example of the performance of the model, the difference between the mod-
elled yaw angle (nominal + shadow turn + post-shadow manoeuvre + noon turn) and
the geometric yaw (no B-yaw bias and turns) for the Block ITA satellite PRN 29 on
September 28, 2007 (B = ~0°) is given in Fig. 2. It can be clearly seen that assum-
ing the nominal (geometric) attitude in the processing can lead to yaw errors larger
than one full rotation (360°) in the shadow and tens of degrees yaw angle errors
during noon/midnight turns.

The here presented GPS attitude model is not yet fully validated. First tests are
already performed and indicate orbit improvements on the level of centimeters for
satellites performing the turns. For testing purposes the model was developed out-
side the operational software. For the final validation it is planned to integrate the
model into the operational software.

4 Summary

GFZ is continuously working on improvements of its data processing systems to
guarantee high accurate and reliable orbit products for a wide range of applications
(radio occultations, baseline determination, gravity field estimation). In this chapter
the details of the carrier phase wind-up correction and the GPS attitude model, as
well as its implementation are given and initial validation results for both GPS and
LEOs (CHAMP, GRACE and TerraSAR-X) are presented. It has been shown that
the application of the phase wind-up corrections improves the GPS orbit accuracy
by 1-2 ecm (15-25%). The LEO orbit improvement measured by SLR is also sig-
nificant and amounts to 3 mm (6%). It was also demonstrated, that reversing the
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GPS Block IIR X-axis direction to match the convention for the Block II/IIA has no
influence on the orbit and clocks in case when integer ambiguity fixing is applied.
In that case half of the phase cycle differences is absorbed by the ambiguities. The
correct application of the phase wind-up additionally requires the correct modelling
of the GPS satellite attitude (in particular the yaw rotation), since this affects the
orientation of the transmitter antenna. A test version of the attitude model includ-
ing the modelling of midnight/noon, shadow and post-shadow turns is built and
will be also implemented in the main data processing software at GFZ after fur-
ther tests. It was shown that neglecting the attitude model and assuming an ideal
geometric attitude as the nominal one can raise large yaw angle differences exceed-
ing even one full rotation of the satellite. This can have non-negligible impact on
the estimated orbits and clocks, which are intended to be used for high precision
applications.
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The Release 04 CHAMP and GRACE EIGEN
Gravity Field Models

Frank Flechtner, Christoph Dahle, Karl Hans Neumayer,
Rolf Konig, and Christoph Forste

1 Introduction

At the beginning of 2005 GFZ had produced a release 02 (RL02) time series of
17 monthly gravity field models for the period February 2003 until July 2004 and a
corresponding static satellite-only gravity field model based on 376 days of GRACE
mission data. These models were called EIGEN-GRACEQO3S and are complete to
degree and order 120 and 150, respectively. Additionally, a high resolution static
model up to degree and order 360 had been derived from combination of CHAMP,
GRACE and terrestrial gravity data (EIGEN-CGO3C, Forste et al., 2005). The evalu-
ation of these static models showed that both models benefit in their long-to-medium
wavelength part from an extended data base of GRACE, an improved processing of
GRACE data as well as a meanwhile more complete and homogeneous compilation
of surface data (Schmidt et al., 2006).

At about the same time the latest CHAMP-only model called EIGEN-
CHAMPO3S (Reigber et al., 2004) was derived from CHAMP GPS satellite-to-
satellite and accelerometer data covering the period October 2000 through June
2003. EIGEN-CHAMPO3S is the final version of the preliminary model EIGEN-
CHAMPO3Sp (Reigber et al., 2004) and resulted from a homogeneous reprocessing
of all normal equations including an improved parameterization of the accelerom-
eter calibration parameters. EIGEN-CHAMPO3S is complete up to degree and
order 120 plus selected terms for CHAMP sensitive and resonant orders up to
degree 140. A regularisation was applied starting at degree 60. The processing
standards were similar, but not identical to GRACE RL02. The monthly EIGEN-
GRACEO3S time series already allowed monitoring and quantifying present-day
mass redistributions near the Earth surface which are related to mass changes in the
continental water cycle, the oceans or ice melting in Greenland and Antarctica. The
high-resolution combination model EIGEN-CGO3C had been successfully applied
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for various oceanic and geophysical applications including the determination of
ocean surface topography as well as the interpretation of the Earth’s interior and
geodynamic processes in the Earth’s mantle and lithosphere.

Although the GRACE RLO02 gravity fields were already of unprecedented accu-
racy, the expected GRACE baseline mission accuracy, as simulated before launch
(Kim, 2000) has not been reached by a factor of 12.5 (static field) and 25 (monthly
solutions), respectively. Besides imperfect algorithms and methods applied in the
gravity field determination process itself, also the processing strategy to derive
calibrated instrument data from raw data, deficiencies in the background models
such as the non-tidal atmosphere and ocean de-aliasing product or a wrong or
insufficient parameterization of the K-band range-rate and accelerometer instru-
ment data have been identified as potential reasons. To investigate these topics
two projects have been initiated within the German ministry for education and
research (BMBF) GEOTECHNOLOGIEN program “Observation System Earth
from Space”: “Improved GRACE Level-1 and Level-2 products and their valida-
tion by ocean bottom pressure” and “Better and faster CHAMP and GRACE gravity
fields for the user community”. Most of the findings of these two projects have been
used to derive firstly an improved intermediate RLO3 and further on, the present
RL04 CHAMP and GRACE gravity models. The latest time-variable models are
called EIGEN-GRACEOSS (now available as monthly and weekly solutions) and
EIGEN-CHAMPOSS (monthly solutions). The corresponding static satellite-only
and high-resolution combination fields are named EIGEN-5S and EIGEN-5C. In the
following sections background information and improvements related to all these
new RL0O4 models are described.

2 Monthly EIGEN-GRACEOSS Time Series

As all precursor CHAMP and GRACE gravity field models, EIGEN-GRACEOQ5S
has been derived by the so called “dynamic approach”. This method is based
on the Newtonian formulation of the satellites’ equation of motion in an inertial
frame centered at the Earth’s center of mass using a dedicated modeling of grav-
itational and non-conservative forces acting on the spacecraft. In order to solve
the non-linear problem for the orbit determination and gravity recovery a numer-
ical integration method is combined with an adjustment procedure. This allows
for the determination of unknown orbital, instrumental, geometric, kinematic and
dynamical parameters including the spherical harmonic coefficients of the gravity
field from the observation data. These comprise the GPS high-low SST (satellite
to satellite tracking), K-Band low-low SST, star camera and accelerometer instru-
ment data. Starting from best-guess (e.g. from a previous release) initial values the
gravity field parameters are estimated by minimizing the observational residuals
according to the Gaussian least-squares principle. The critical issue is the elimina-
tion of non-gravitational systematic effects (e.g. caused by instrumental errors) in
the observational residuals by means of an adequate parameterization which retains
the systematic distortions in the residuals caused by the unknown gravity signal to
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actually improve the initial values for the gravity field parameters. Further details
are given in e.g. Reigber et al. (2005).

At the time of writing, the RL04 EIGEN-GRACEOSS time series consists of
72 monthly gravity field models complete up to degree and order 120 cover-
ing the period between August 2002 and December 2008. The most important
changes in the applied processing methods, standards and background models com-
pared to RLO2 EIGEN-GRACEOQ3S are as follows (further details can be found in
the corresponding RL0O2, RLO3 and RL0O4 GRACE Level-2 Processing Standards
Documents; Flechtner, 2005a, b, 2007a):

Arc Length: CHAMP and GRACE RLO2 data were processed in batches of
36 h. As mentioned above, the optimum arc length within the dynamic approach is
always a compromise between “short” to avoid the accumulation of data and model-
ing errors during numerical integration and “long” to retain resonant longer-period
gravitational perturbations. Since the accelerometer data are treated as “true” non-
gravitational forces in the observation equations, the accelerometer errors and noise
are accumulated over time. Dedicated experiments for the intermediate RLO3 time
series EIGEN-GRACEO04S have shown that the processing of daily batches gives
slightly decreased observation residuals as well as slightly improved gravity fields.

GPS Data Processing: High-low GPS data are essential to observe the long-
wavelength part of the gravity field and to geo-locate the GRACE K-band measure-
ments. This is done in a two step approach: First the orbits and clock parameters of
the GPS satellites are adjusted from ground-based GPS tracking data. Then, in the
second step, the orbit determination and computation of observation equations of
the LEO (Low Earth Orbiter) is performed with fixed GPS spacecraft positions and
clocks derived from step one. The quality of this approach depends strongly on the
correct modeling of the GPS ambiguities or the phase center corrections. The ambi-
guity fixing of the GPS spacecraft constellation could be much improved within
RLO3 by implementation of an integer ambiguity fixing algorithm to our EPOS
(Earth Parameter and Orbit System) software. The comparisons of our orbits with
those delivered by the IGS (International GNSS Service) for the period June 2002 to
December 2004 show a significant improvement (see Fig. 1), as the orbit differences
decrease from 4.1 to 2.6 cm (radial direction), from 6.8 to 5.0 cm (along-track direc-
tion) and from 7.0 to 4.2 cm (cross-track direction). The GPS ambiguities for the
LEO satellites are still estimated as floating point numbers because the integer ambi-
guity fixing algorithm has not yet been implemented within the LEO subroutines of
EPOS. This indicates further room for improvements. Azimuth/elevation-dependent
phase center patterns, e.g. provided by JPL for GRACE, have been implemented for
RLO04 and led to slight improvements for the GPS residuals. As an example, for
August 2003 the GPS code residuals of more than 1 million observations decreased
from 36.3 to 35.7 cm and the phase residuals improved from 0.62 to 0.57 cm.

Static Background Gravity Field: The static background gravity field up to degree
and order 150 has been changed from EIGEN-CGO1C (Reigber et al., 2006) to
EIGEN-CGO3C (Forste et al., 2005) for RLO3 and to EIGEN-GL04C for RL0O4.
EIGEN-GLO04C is an update of EIGEN-CGO3C based e.g. on the RLO3 EIGEN-
GRACEO04S satellite-only model (Forste et al., 2008a). In both cases the improved
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Fig. 1 Radial (left), along-track (middle) and cross-track (right) orbit differences w.r.t. IGS orbits
in case of floating (fop) and integer (bottom) fixed GPS ambiguities between June 2002 and
December 2004

static background model gave slightly decreased omission errors (“the impact of an
imperfect mean reference gravity model on the solution™).

Secular Rates: The secular rates for low degree harmonics have been completed.
While for RLO2 and RLO3 only the rates for Cpg, C3p and C4p with respect to the
reference epoch January 1, 1997 were a-priori reduced, the rates for Co; and Sy
have been added and the reference epoch has been shifted to January 1, 2000. The
values of the Cp9, Ca1 and Sy rates are applied according to the IERS2003 conven-
tions (McCarthy and Petit, 2003); the C3p and Cy4p rates are taken from to Cheng
et al. (1997).

Ocean Tide Model: The FES2004 model (Lyard et al., 2006) is applied since
RLO2. For RL04 the K tide has been corrected to the FES2000 model values as
proposed in Lyard et al. (2006) and the non-linear tide My has been added.

Non-tidal Mass Variations: Until RLO2 the atmospheric and oceanic non-tidal
mass variations have been calculated with the barotropic ocean model PPHA
(developed by Pacanowski, Ponte, Hirose, and Ali; Hirose et al., 2001). But tests
performed in 2004 (Flechtner et al., 2006) indicated that this model has certain defi-
ciencies, e.g. the exclusion of the Arctic Ocean requires a pure inverse barometric
response assumption of the sea surface north of 65° or a reduced energy when com-
pared to in-situ ocean bottom pressure. As a consequence, since RLO3 the baroclinic
model OMCT (Ocean Model for Circulation and Tides, Thomas et al., 2001) with
global (including the Arctic ocean) output is used. For the latest RL0O4 atmosphere
and ocean de-aliasing level-1B product (AOD1B) OMCT is mass conserving, its
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bathymetry is adjusted to the AOD1B land-ocean mask and it uses an updated ther-
modynamic sea ice model and a new data set for surface salinity relaxation. Further
details on the OMCT model and the de-aliasing product can be found in Dobslaw
and Thomas and Flechtner et al. (both in this issue).

Ocean Pole Tide Model: The model (Desai, 2002) describes the long-wavelength
component of the geocentric pole tide deformations at the Chandler wobble period
and is applied since RL0O3. A software bug in the implementation was corrected with
RLO4.

Relativity: The general relativistic contributions to the satellite accelerations are
computed as specified in the IERS2003 conventions (McCarthy and Petit, 2003).
For RLO4 the Lense-Thirring and de Sitter effects have been added as proposed by
IERS2003.

Reference Frame: For RL04 the IERS2003 nutation and precession model has
been implemented and the numerical integration of the orbits and variational equa-
tions is now performed in the Conventional Inertial System (CIS). Until RLO3 it was
performed in the quasi-inertial True of Date System (TDS).

Statistical Constraints: GRACE experienced a 4d repeat cycle orbit between July
and October 2004. The resulting sparse ground track pattern (Fig. 2) caused instabil-
ities in the quality of the corresponding 4 monthly GRACE gravity field products.
To overcome this problem, also constrained solutions (using a-priori information
from the background gravity model EIGEN-GL04C) have been generated for this
period. In December 2006 there was a GPS anomaly on GRACE-B causing a 4 day
data gap between December 24 and December 27 which degraded the corresponding
standard monthly field. Consequently, the same methodology as for 2004 has been
applied. At higher degrees users will observe that all monthly coefficient values of
the constrained solutions tend towards the coefficient values from the background
mean field EIGEN-GLO04C. The lower degree harmonics are variable from month
to month, and still represent the monthly average mass variability. Also, the for-
mal errors of these constrained solutions appear to be too optimistic. Therefore,
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Fig. 2 GRACE ground track pattern over Europe for September 2004 (left) and September 2005
(right)
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calibrated errors have not been derived and therefore identical as for the correspond-
ing unconstrained products. Caution is advised for these reasons in the use of the
5 months in conjunction with the unconstrained solutions. For example, they should
not be used in an equally weighted time-series analysis.

Figure 3 and Table 1 show the improvements of the calibrated errors of the static
and monthly EIGEN gravity field time series from the very first model EIGEN-
GRACEO1S (RLO00) to the recent solution EIGEN-GRACEO5S (RL04).

It becomes obvious that (a) every new release results in an improved error level
(decreased degree variances towards the pre-launch simulated GRACE baseline
accuracy (Kim, 2000) and smaller accumulated errors) and (b) the relative improve-
ments of RLO4 mentioned above with respect to the precursor models RLO3 and
RLO2 is relatively large (25 and 40% for the static field, 14.3 and 40% for the
monthly solutions, respectively). Nevertheless, EEGEN-GRACEOQSS is still a factor
of 7.5 (static field) and 15 (monthly solutions) above the baseline. Consequently, the
current background models and processing standards should be further investigated
and improved.
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Fig. 3 Improvement of the static EIGEN gravity field time series in terms of degree variances
(left) and accumulated errors (right) from the very first model EIGEN-GRACEOIS (RLOO0) to the
recent solution EIGEN-GRACEO5S (RL04)

Table 1 Error level of the static and monthly GRACE-only EIGEN models in terms of
“factor above the pre-launch simulated baseline error” and “improvement with respect to precursor
solution in percent”

Model EIGEN- Static field Monthly fields

Factor (-) Improvement (%) Factor (-) Improvement (%)
GRACEO1S ~50.0 No monthly fields processed
GRACEO02S ~20.0 60.0 ~40.0
GRACEO03S ~12.5 37.5 ~25.0 375
GRACE04S ~10.0 20.0 ~17.5 30.0

GRACEO05S ~1.5 25.0 ~15.0 14.3
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EIGEN-GRACEOS5S monthly models are available in the GRACE ISDC at GFZ
(http://isdc.gfz-potsdam.de/grace) along with their calibrated errors and monthly
mean non-tidal mass variation products (GAA-GAD; Flechtner, 2007b).

3 Weekly EIGEN-GRACEOSS Time Series

Parallel to the monthly EIGEN-GRACEO5S time series GFZ has processed weekly
gravity field solutions in the framework of the German Research Foundation (DFG)
Special Priority Program SPP1257 “Mass Transports and Mass Distribution in the
Earth System” (Ilk et al., 2005) within the JIGOG project (surface mass redistribu-
tion from Joint Inversion of GPS site displacements, Ocean bottom pressure (OBP)
models, and GRACE gravity models, Rietbroek et al., 2009).

These models have the highest temporal resolution compared to all other pro-
cessing centres and will provide insight into mass variations which take place at
ten-daily or even shorter time scales such as barotropic Rossby waves, continental
water storage changes or solid Earth and ocean tides (Ilk et al., 2005). The models
are aligned to the GPS calendar week and complete to degree and order 30. These
maximum values are a result of a dedicated ground track analysis based on orbit
configuration (see also Fig. 2) and GRACE instrument data availability. The RL0O4
weekly solutions have been derived from 7-day batches of daily GRACE normal
equation systems using the same processing standards and background models as
applied for the monthly solutions. No further constraints have been applied.

Time series of pure and pseudo-weekly (smoothed version from combination
with two down-weighted preceding and succeeding weekly products) solutions have
been compared to the corresponding results of the monthly RL04 GRACE gravity
models (see Fig. 4). Although the pure weekly solutions show a larger variability,
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Fig. 4 Cy (left) and C3g (right) spherical harmonic coefficients of EIGEN-GRACEQO5S monthly
and weekly gravity field products
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they generally agree well with the monthly solutions. For some weeks, larger devia-
tions (“outliers”) are visible which do not necessarily correlate with the results of the
ground track analysis. Therefore, it seems to be plausible that some of these outliers
rather represent physically induced signal than noise. The well-known “GRACE Cy
bias” e.g. when compared to the latest version of GFZ’s RL04 LAGEOS time series
is obvious and has still to be investigated.

Presently 306 pure weekly EIGEN-GRACEOSS products for the period August
2002 till July 2008 are available. Only 7 weeks could not be derived due to
sparse GRACE L1B data. These models are available in the GRACE ISDC at GFZ
(http://isdc.gfz-potsdam.de/grace) along with their weekly mean non-tidal mass
variation products (GAA-GAD; Flechtner, 2007b). The calibrated errors will be
provided soon. Further information on the processing method and validation of the
weekly products can be found in Schmidt et al. (2007) and Dahle et al. (2008).

4 Monthly EIGEN-CHAMPO0SS Time Series

All CHAMP data between October 2002 and September 2008 have been repro-
cessed using the EIGEN-GRACEO5S background models, processing standards and
strategy described above. While the pure GRACE monthly gravity field solutions
can be estimated up to degree and order 120, the CHAMP monthly gravity fields
- due to the missing low-low SST link — are limited to degree and order 60 and
based on a moving average of three month of data. As for GRACE and in contrast
to previous CHAMP solutions, no regularization is applied.

Figure 5 shows the correlation between the spherical harmonic coefficients of the
EIGEN-GRACEOS5S and EIGEN-CHAMPOS5S time series up to degree and order
9. Figure 6 depicts selected results for the time series of four selected harmonics.
The GRACE error bars are the calibrated errors while for CHAMP still the formal
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Fig. 5 Correlations between the spherical harmonic coefficients Cpy, (left) and Sy, (right) of the
EIGEN-GRACEO05S and EIGEN-CHAMPOSS time series up to degree and order 9
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Fig. 6 Time series of spherical harmonic coefficients Ca4 (fop left), Coy (top right), Sa» (bot-
tom left) and S73 (bottom right) from the EIGEN-GRACEO5S and EIGEN-CHAMPOS5S monthly
gravity fields

errors from the gravity field solution are given. It is obvious that the majority of the
coefficients are highly correlated and the smaller the a-posteriori sigmas are for both
GRACE and CHAMP the higher the correlations are.

The EIGEN-CHAMPOS5S monthly models are available at the CHAMP ISDC at
GFZ (http://isdc.gfz-potsdam.de/champ). The still missing monthly models from
the beginning and end of the mission, the corresponding mean field, calibrated
errors and monthly mean non-tidal mass variation products (GAA-GAD; Flechtner,
2007b) will be provided soon.

5 Satellite-Only and Combined EIGEN-5S and EIGEN-5C
Solutions

The combined gravity field model EIGEN-5C is an upgrade of EIGEN-GL04C
(Forste et al., 2008a). The model represents a combination of GRACE and LAGEOS
mission data plus 0.5° x 0.5° gravimetric and altimetry surface data. The combi-
nation of the satellite and surface data has been done by the combination of normal
equations, which are obtained from observation equations for the spherical harmonic
coefficients.
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The satellite data have been provided by GFZ (EIGEN-GRACEOQSS static field
derived from monthly solutions between February 2003 and January 2007) and
GRGS (Groupe de Recherches Geodesie Spatiale) Toulouse (static field derived
from 10-daily GRACE solutions for the period August 2002 till January 2007 and
10-daily LAGEOS solutions for the period January 2002 till December 2006). The
GRGS processing standards and background models are, with minor differences
(e.g. the ocean model to correct short-term non-tidal mass variations is MOG2D;
Carrere and Lyard, 2003), nearly identical to EIGEN-GRACEOSS.

The used surface data are identical to EIGEN-GLO4C except of new gravity
anomaly data sets for Europe (H. Denker, IfE Hannover, 2007, personal commu-
nication), the Arctic Gravity Project gravity anomaly data (Forsberg and Kenyon,
2004) as updated in 2006 and newer Australian gravity anomalies (W. Featherstone,
Curtin University of Technology, 2008, personal communication). As the precursor
joint GFZ/GRGS combined gravity field models, EIGENS-C is complete to degree
and order 360 in terms of spherical harmonic coefficients which corresponds to a
spatial resolution of 55 km on the Earth’s surface. Also, a special band-limited nor-
mal equation combination method (Forste et al., 2008a) has been applied in order
to preserve the high accuracy from the satellite data in the lower frequency band of
the geopotential and to form a smooth transition to the high frequency information
coming from the surface data.

Independent comparisons with geoid heights determined point-wise by GPS
positioning and GPS levelling show notable improvements (Table 2). The results
given in this table have been derived for GPS/leveling points of the USA (Milbert,
1998), Canada (M. Véronneau, Natural Resources Canada, 2003, personal com-
munication), Germany (Ihde et al., 2002), Europe (Ihde, 2008, personal commu-
nication) and Australia (G. Johnston, Geoscience Australia and W. Featherstone,
Curtin University of Technology, 2007, personal communication). For this com-
parison, height anomalies were calculated from the spherical harmonic coefficient
data sets and reduced to geoid heights (c.f. Rapp, 1997). The topographic correction
was done by using the DTM2006.0 model, which is available in spherical harmonic
coefficients (Pavlis et al., 2007).

Also, the unrealistic meridional striping patterns over the oceans in the pre-
cursor EIGEN models could be much reduced (Fig. 7). Therefore, EIGEN-5C
and its associated satellite-only model EIGEN-5S have been selected as standard
for ESA’s official data processing of the upcoming gradiometer satellite mission
GOCE.

Table 2 Root mean square (rms) about mean of GPS-levelling minus gravity field model derived
geoid heights (cm) (number of points in brackets)

Gravity Model =~ USA (6169)  Canada (1930) Australia (201) Europe (1234) Germany (675)

EIGENSC 34 25 24 30 15
EIGEN-GL04C 34 25 24 34 18
EIGEN-CG03C 35 31 26 36 20

EIGEN-CGOIC 35 27 26 37 22




The Release 04 CHAMP and GRACE EIGEN Gravity Field Models 51

Fig. 7 North Atlantic geoid heights (scale £0.8 m) of EIGEN-CGO3C (left), EIGEN-GL04C
(middle) and EIGENSC (right) after subtraction of a surface gravity data based geoid

The EIGEN-5C as well as the EIGEN-5S spherical harmonic coefficients
are available for download at the ICGEM (International Centre for Global
Earth Models) data base at GFZ Potsdam (http://icgem.gfz-potsdam.de). Further
details about these gravity field models as well as the coefficients can
be found at http://www-app2.gfz-potsdam.de/pb1/op/grace/results and in Forste
et al. (2009).

6 A New Mean, Static EIGEN-CHAMPO0SS Gravity Field
Model and Its Evaluation

The reprocessed CHAMP data have been used to compute a new mean, static
CHAMP-only gravity field model. This has been done by accumulating the men-
tioned monthly CHAMP normal equations from the time span between October
2002 and September 2008. The obtained mean EIGEN-CHAMPOSS gravity field
model is of a maximum degree/order 150. Before solving the accumulated normal
equation system, the system has been stabilized by stochastic a-priori information
for all spherical harmonic coefficients with a degree 1 > 70, because the gravita-
tional signal fades out for these higher degree terms. The stabilization, following
Kaula’s degree variance model (Kaula, 1966), constraints the resulting coefficients
towards a value of zero if there is no information at all in there observation data.

Figure 8 shows a global gravity anomaly plot of EIGEN-CHAMPOSS in compar-
ison with its precursor CHAMP-only model EIGEN-CHAMPO3S. The resolution
of the plotted grid is 1° x 1°. It can be seen from the comparison of these two
plots, that the unrealistic meridional stripes in EIGEN-CHAMPO3S are significantly
reduced in the new EIGEN-CHAMPOSS, in particular in the south pacific and south
atlantic regions as marked by the red and blue circles. This enhanced quality of
our new mean CHAMP-only model is assumed to be achieved by the mentioned
application of the improved RL04 background modelling, processing standards and
strategies.
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Fig. 8 Gravity anomaly plot (spatial resolution 1° x 1°) for the new mean EIGEN-CHAMPO05S
(bottom) in comparison with EIGEN-CHAMPO3S (fop). The blue and red circles mark regions,
where the meridional stripes in EIGEN-CHAMPO5S are obviously reduced w.r.t. EIGEN-
CHAMPO3S

One measure of the long-to-medium wavelength accuracy of a gravity field
model is the fit of observations to the adjusted satellite orbit. Here we present
satellite laser ranging (SLR) residuals for CHAMP and GRACE arcs after an orbit
determination by using GPS-SST and accelerometer data (CHAMP and GRACE)
and K-Band Range-Rate data (GRACE), where the SLR measurements were not
included into the orbit adjustment. Table 3 gives the number of the included SLR
observations and the measurement time periods:
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Table 3 SLR data and test arcs of the orbit computation tests

Number of included SLR observations/data

Satellite period/tested arcs: number and lengths
CHAMP 358/October 2001/4 x 1.5 days
GRACE 592/September 2002/4 x 1.5 days

Table 4 SLR residuals (cm) after an orbit determination based on GPS-SST and accelerometer
data (CHAMP, GRACE) and K-band range-rate data (GRACE). The SLR data were not included
in the orbit adjustment

Max. degree EIGEN- EIGEN-
Satellite used GGMO03C EGM2008 EIGEN-5C CHAMP03S CHAMPO5S
CHAMP 80 9.51 9.34 9.69 10.77 9.40
90 6.10 6.02 6.14 7.11 5.91
100 5.96 597 6.03 6.36 5.59
110 5.53 5.57 5.59 6.23 5.43
120 5.45 5.51 5.51 6.28 5.31
150 5.44 5.46 5.49 6.19 5.52
GRACE 80 6.54 7.27 6.44 11.54 6.92
90 5.05 5.57 4.93 11.34 5.48
100 5.20 5.54 5.09 11.03 5.42
110 5.31 5.45 5.19 11.45 5.56
120 5.28 5.46 5.15 11.51 5.48
150 5.27 5.43 5.14 11.51 5.45

The orbit fits for CHAMP and GRACE were performed with the adjustment of
one scaling factor and one bias parameter per arc for each of the three accelera-
tion components in addition to the orbital elements, GPS ambiguities and clocks.
Additionally for CHAMP one thruster parameter per arc and thruster pair and one
scaling factor per component and arc for the Lorentz force on the accelerometer
proof mass have been adjusted. In the case of GRACE one Range bias 1/rev per arc,
range acceleration and range-rate bias per revolution were adjusted for the K-Band.

Table 4 gives the orbit fit residuals for the mean CHAMP models EIGEN-
CHAMPO3S (blue column) and EIGEN-CHAMPOS5S (red column) in comparison
to the most recent global combined gravity field models GGMO3C (Tapley et al.,
2007), EGM2008 (Pavlis et al., 2008) and EIGEN-5C (Forste et al., 2008b). We
carried out our orbit computations for these two satellites with different maximum
degrees of the spherical harmonic coefficients to investigate possible degree-related
differences between the tested gravity field models.

For both satellites the obtained orbit fit residuals for EIGEN-CHAMPOS5S are sig-
nificantly smaller i.e. better than for EIGEN-CHAMPO3S. In particular the obtained
residuals of GRACE (~11 cm for EIGEN-CHAMPO3S vs. ~5.5 cm for EIGEN-
CHAMPOSS above maximum used degree 80) are an impressive indication for the
strong improvement of EIGEN-CHAMPOSS vs. EIGEN-CHAMPO3S. Furthermore
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it is noticeable, that the obtained numbers for GRACE with the new EIGEN-
CHAMPOSS as well as with the GRACE-based combined models are of the same
order of magnitude of about 5 cm. This finding indicates that our new CHAMP-only
model features no major performance difference with the compared GRACE-based
models for the investigated degree range up to 150 when using for LEO orbit com-
putations. Lastly, EIGEN-CHAMPO5S show no significantly different behaviour
compared to the combined models, when inspecting the dependency of the orbit
fits on the maximum used degree.

To investigate the error of the mean EIGEN-CHAMPOS5S model we compared
the variability of partial solutions. For this purpose we computed two partial solu-
tions, namely from the accumulation of the odd as well as of the even months for
the included time span from October 2002 till September 2008. Figure 9 shows the
difference degree amplitudes between these partial solutions (black line) in com-
parison with the formal errors of EIGEN-CHAMPOSS (red line). The values of the
difference degree amplitudes have been divided by 2 to take into account the dou-
ble number of observation in the EIGEN-CHAMPOS5S models with respect to the
partial solutions. When taking the variability of partial solutions as measure for the
error of the obtained spherical harmonic coefficients, it is remarkable that the formal
errors for EIGEN-CHAMPOSS (red) till about degree 70 (wherefrom the regulariza-
tion starts) are almost of the same order of magnitude as the computed variability

5 EIGEN-CHAMPO5S

2 regularized beyond degree 70 EIGEN-CHAMPO5S
formal error

0.2
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Fig. 9 Difference degree amplitudes between CHAMP partial solutions (i.e. the difference
between the accumulated odd and evens months between October 2002 and September 2008) in
comparison to the formal errors of EIGEN-CHAMPOS5S. Additionally the degree amplitudes for
EIGEN-CHAMPOS5S and EIGEN-CHAMPO3S are given
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values. This indicates an optimum parameterization and a good internal consistency
of our CHAMP gravity field processing.

Additionally the degree amplitudes of EIGEN-CHAMPOSS and EIGEN-
CHAMPO3S are given in Fig. 9 for comparison. It can bee seen, that the spectrum
of EIGEN-CHAMPOSS contains more power beyond degree 60 compared to the
older EIGEN-CHAMPO3S. This should be mainly caused by the increased number
of included measurement years (6 years for EIGEN-CHAMPOSS vs. ~3.5 years
for EIGEN-CHAMPO03S) and by an increased sensitivity due to the meanwhile
decreased altitude of the CHAMP satellite (~350 km end of 2008 vs. ~400 km end
of 2003, which was the end of the EIGEN-CHAMPO03S measurement time span).

7 Summary and Conclusions

At GFZ release 04 (RL04) EIGEN (European Improved Gravity field of the Earth
by New techniques) time series of monthly CHAMP and GRACE gravity mod-
els, pure weekly GRACE solutions and satellite-only and terrestrial data combined
static gravity fields of the Earth have been derived by homogeneous reprocessing for
nearly the whole CHAMP and GRACE mission periods. The updated background
models, processing standards and strategies led to significant improvements of the
reprocessed gravity field models. Both the monthly and static EIGEN-GRACEOQ5S
gravity fields could be improved by about 60% (in terms of “factor above the pre-
launch simulated baseline error; Kim, 20007). For the first time, GRACE gravity
fields are provided with weekly resolution (up to degree and order 30 and aligned to
GPS calendar week) which may provide further insight into mass variations which
take place at ten-daily or even shorter time scales such as barotropic Rossby waves,
continental water storage changes or solid Earth and ocean tides. The monthly
EIGEN-CHAMPOS5S models show a high correlation to EIGEN-GRACEOQS5S for the
long-wavelength components. The new static satellite-only and combined gravity
models EIGEN-5S and EIGEN-5C are complete to degree and order 150 and 360,
respectively. Independent comparisons with geoid heights determined point-wise by
GPS positioning and GPS levelling show notable improvements. Also, the unreal-
istic meridional striping patterns over the oceans in the precursor EIGEN models
could be much reduced. Therefore, ESA has decided to use both models as the
standard for ESA’s official data processing of the upcoming gradiometer satellite
mission GOCE.

In addition to the monthly EIGEN-CHAMPO5S models a new 6-years mean
CHAMP-model has been computed. In particular orbit adjustment tests with
CHAMP and GRACE show a significant improvement of this model with respect to
its precursor EIGEN-CHAMPO03S.

These new RL0O4 EIGEN models provide an important data base to monitor
mass transport and mass distribution phenomena in the system Earth, such as the
continental hydrological cycle, ice mass loss in Antarctica and Greenland, ocean
mass changes or the ocean surface topography. Nevertheless, the GRACE base-
line mission accuracy has still not been reached by a factor of 7.5 (static field)
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and 15 (monthly solutions), respectively. Therefore plans already exist for a fur-
ther consistent reprocessing of the complete CHAMP and GRACE time series.
This includes (a) refinements in the observation models, (b) improvements of
the background models and (c) upgrade of the applied processing strategy and
standards.

The first topic comprises the treatment of the accelerometer data after filtering,
outlier removal and calibration as direct observations instead of measured surface
forces. Additionally, the accelerometer data shall be improved by analysis of var-
ious satellite induced effects such as heater and magnet torquer spikes, twangs
or penumbra-transitions. Finally, for GPS data processing the still missing integer
ambiguity fixing for LEO satellites and phase wind-up and absolute phase center
corrections for ground and LEO GPS observations will be implemented. The back-
ground models will be completed by seasonal variations derived from the RL04 time
series as well as by improved tidal and non-tidal oceanic and atmospheric models.
As the integrated one-step approach turned out to give more reliable and precise low
degree harmonics (geocenter motion, Earth flattening) compared to the “standard”
two-step approach (Zhu et al., 2004), also the processing strategy to derive GRACE
gravity fields has still room for improvements.

RL04 EIGEN models along with their calibrated errors and ancillary products
such as the corresponding mean atmospheric and oceanic non-tidal mass variations
as well as supporting documentation are or will be shortly available at the CHAMP
and GRACE Integrated System and Data Center (ISDC, http://isdc.gfz-potsdam.de)
at GFZ. Additionally the models can be downloaded from the ICGEM (International
Centre for Global Earth Models) data base at GFZ Potsdam (http://icgem.gfz-
potsdam.de).
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Orbit Predictions for CHAMP and GRACE

Krzysztof Snopek, Daniel Konig, and Rolf Konig

1 Introduction

Precise orbit predictions are service products to support SLR, pre-processing of
mission data and mission operations. In all cases it is necessary to know the position
of the satellite at some time in the future with a dedicated accuracy depending on
the application. Currently, GFZ delivers a suite of orbit prediction products for these
purposes for the Low Earth Orbiters (LEOs) CHAMP, GRACE-A and -B, and, since
June 2007 also for TerraSAR-X. These applications highly contribute to the success
of these missions as, e.g. in the end, SLR observations play an important role for
validation in Precise Orbit Determination (POD).

The orbit prediction system is running fully automated and it is robust
against various critical situations, e.g. hardware problems. Though a high per-
centage of the distributed orbit prediction products meet the requirements of
the users, as will be shown later in this article, a constant effort is put to
improve the quality which is monitored regularly by a Quality Control (QC)
subsystem.

The most demanding application of the orbit predictions is the laser tracking
of the above-mentioned satellite missions carried out by the International Laser
Ranging Service (ILRS; Pearlman et al., 2002) ground stations. For the acquisi-
tion of SLR data the required accuracy for these LEOs is about 70 m in along-track
direction that is equivalent to a 10-ms bias of the time the satellite becomes visible
over a station (i.e. the satellite is too early or too late), shortly the time bias. With
view on this quality criterion the QC is carried out. Based on the actual QC, the
frequency of the generation of orbit predictions is chosen; currently it is twice a day
for GRACE-A/-B and four times per day for CHAMP.
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2 Orbit Prediction System

The orbit prediction software system consists of a set of UNIX shell scripts and
binary programs. The kernel of the whole system is the GFZ-own EPOS-OC (Earth
Parameter and Orbit System — Orbit Computation) software that carries out the
proper POD from recent tracking data and predicts the orbit by numerical orbit inte-
gration with an optimized dynamical model. All software components are regularly
upgraded. In general the orbit prediction algorithm comprises the preprocessing of
tracking and auxiliary data, the orbit adjustment and prediction, the generation of the
orbit prediction products, and the dissemination of the products, see also (Schmidt
et al., 2003).

2.1 Preprocessing

In the preprocessing part the observational data as well as some auxiliary data are
assembled and provided in EPOS-OC-readable format. On the basis of the assem-
bled data an EPOS-OC control file is created defining as well the parameterisation
of the respective POD problem.

The main observational data used are orbit ephemerides available as on-board
navigation solution (NAV) or as near real-time orbits (NRT) from the mission
ground segment parts run in-house (chapter “Near-Real Time Satellite Orbit
Determination for GPS Radio Occultation with CHAMP and GRACE” by Michalak
et al., this issue). Originally, NAV solutions have been used for both CHAMP and
GRACE. Since the year 2007 NRT orbits are used as the primary source of orbit
ephemeris for CHAMP. The advantages of using NRT orbits instead of NAV solu-
tions is that they do not have to be downloaded from a remote place and that they

Residuals [m]
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Time advance [d ]

Fig. 1 Differences between a reference orbit (RSO) and a predicted orbit (solid line: NRT based,
dashed line: NAV based). Time advance 0.0 refers to the epoch of the last available observation
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lead to smaller positional residuals in the observed part of the orbit prediction pro-
cess as revealed by Fig. 1. In addition to orbit ephemerides also SLR normal points
are used as observations.

The auxiliary data used comprise gravity fields of Earth, Sun, and Moon, Earth
orientation parameters, an atmospheric density and solar radiation pressure model
driven by solar and geomagnetic activity indices, an atmospheric gravity variation
model, ocean tides and solid Earth tides models, and a macro model of the respec-
tive satellite for modelling the atmospheric density and the solar radiation pressure
forces acting on its surface.

2.2 Orbit Determination

The proper calculation of the predicted orbit consists of two steps. In the first step the
POD for that part of the orbit covered by observations (the “observed part”) is car-
ried out. The length of the observed part depends on the availability of observation
data; in general 1 day is used.

The accuracy of the predicted orbits of CHAMP is influenced by the observa-
tional data. In Fig. 1 the differences between a reference Rapid Science Orbit (RSO;
see chapter “Rapid Science Orbits for CHAMP and GRACE Radio Occultation Data
Analysis” by Michalak and Konig, this issue) and a predicted orbit, based one time
on NRT data and the other time based on NAV data, is plotted. As a RSO is a highly
accurate reference orbit with an accuracy of orbit positions on the level of a few cen-
timetres Fig. 1 clearly reveals that the predicted part is more accurate if the whole
predicted orbit is based on NRT data.

In the POD step, various model parameters are estimated allowing the adjustment
of the modelled perturbing forces acting on the satellite from the tracking data.
Among the parameterised orbit forces the atmospheric drag is the most critical one
in case of LEOs, it mainly influences the along-track error of the adjusted orbit.
Atmospheric drag parameters are set up every 6 h in the observed part resulting in
four values to be estimated.

Once the orbit adjustment of the observed part has converged the critical esti-
mated parameters as well as the RMS values of the residuals are checked for certain
thresholds. In case all requirements are met the second step of the orbit predic-
tion process is carried out by extrapolating the orbit of the observed part by pure
numerical forward integration using the estimated parameters stemming from the
first step. The resulting orbit is called the “predicted part”. For the modelling of the
atmospheric drag the mean of the last three drag parameters of the observed part is
introduced into the predicted part as starting value of a linear function leading to
1.0 approximately 30 days later. The aim of this averaging is to make the predicted
part more stable. The histograms in Fig. 2 show a comparison of residuals for a
time advance of 12 h in along-track direction. The left histogram refers to predic-
tions without averaging of the atmospheric drag parameters; the right plot refers to
the case where the drag parameters are averaged as explained before. A significant



62 K. Snopek et al.
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Fig.2 Comparison of residuals of predicted orbits in along-track direction 12 h (i.e. 0.5 d) after the
last available observation as compared to a reference orbit. Left histogram: residuals of predicted
orbits without extrapolation of atmospheric drag parameters; Right histogram: residuals in case of
extrapolation of atmospheric drag parameters

improvement in bias and standard deviation can be detected justifying the averaging
of the atmospheric drag parameters.

2.3 Products

The prediction products to be derived from the predicted orbits depend on their
application. Table 1 summarizes the prediction products generated by GFZ as well
as the corresponding archive used and the application intended. The main recipients
of GFZ orbit prediction products are the ILRS community and the telemetry stations
of GFZ and DLR (German Aerospace Centre, Cologne, Germany).

Prior to June 2008, beside Smithsonian Astronomical Observatory (SAO;
Pearlman et al. 1979) elements and Two-line elements (TLEs, 2009) the ILRS
required predictions as well in the standard “Tuned Inter-Range Vector” (TIRV,

Table 1 GFZ prediction products for CHAMP, GRACE, and TerraSAR-X

Product Application Archive Comment

IRV + DRAG SLR tracking CDDIS, EDC, ISDC Ceased after 2008
function

SAO Scheduling of satellite passes CDDIS, EDC, ISDC Ceased after 2008

CPF SLR tracking CDDIS, EDC, ISDC Since 2006

TLE Scheduling of satellite passes ~ CDDIS, EDC, ISDC Ongoing

PDO CHAMP science data system  ISDC Since 2000

Only for CHAMP
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2009) format accompanied by DRAG functions (2009) for additionally modelling
the atmospheric drag. As the ILRS decided in 2005 to migrate to the Consolidated
Prediction Format (CPF; Ricklefs, 2006) in order to replace the TIRVs from
February 2006 on, the ILRS also required predictions in this new format. Thus,
for a transition period from 2006 to 2008 both TIRVs with DRAG functions and
CPFs were generated and disseminated accordingly. Since the official ILRS predic-
tion format is CPF as of June 2008 GFZ ceased the generation and distribution of
TIRVs, DRAG functions, and SAO elements.

The TLEs are used by SLR stations (formerly mainly SAO) and telemetry sta-
tions for scheduling the contacts with the satellites, the CPFs serve for steering the
laser beam to hit the satellites to be tracked. All orbit prediction products mentioned
so far are immediately disseminated after generation and stored to various data cen-
tres comprising the Crustal Dynamics Data Information System (CDDIS, 2009),
the EUROLAS Data Center (EDC, 2007), and GFZ’s Information System and Data
Center (ISDC, 2009). Additionally, CPFs are directly sent to some SLR stations
by email.

Other orbit prediction products generated only for CHAMP are the Predicted
Science Orbits (PDOs). They are available at the ISDC in the CHORB format
(Koenig et al., 2001).

3 Accuracy of Predicted Orbits

The accuracy of the predicted orbits is continuously monitored at GFZ by means
of a QC subsystem. The predicted orbits are compared to RSOs that act as highly
accurate reference orbits. Analysis of cross-track and radial components shows that
the residuals with respect to the reference orbits have a sinusoidal characteristic with
amplitude of up to five metres in cross-track and eight metres in radial. The most
critical factor of the quality of the predicted orbits is their accuracy in along-track
direction or time bias. It is important to note that the time bias grows exponentially
with time as revealed by Fig. 1. The most demanding requirement on orbit prediction
accuracy is posed by tracking a satellite by SLR during daylight. There, the absolute
value of the time bias has to remain below 10 ms.

In order to monitor the accuracy, two kinds of statistics are computed. The first
one is a success rate of time biases below 10 ms at a given time advance, i.e. at
a given time after the last observation. This 10-ms rate is defined as a percentage
of orbits for which the time bias is less than 10 ms. For CHAMP, the rate is com-
puted at a time advance of 9 h and for GRACE at a time advance of 12 h. Figure 3
shows monthly 10-ms rates for CHAMP opposed to solar flux and the orbit height of
CHAMP. A strong correlation between the solar activity and the quality of the pre-
dicted orbits is visible. The quality improvement in 2005 is on the one hand caused
by lower solar activity, and on the other hand due to updates of various background
models used. For instance, as of June 2005 the newer EIGEN-CG01C-2 which is
a derivative of EIGEN-CGO1C-1 (Reigber et al., 2006). Earth gravity field is used
replacing the old GRIMS5-C1 (Gruber et al., 2000) model. The 10-ms rate plots for
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the GRACE satellites are similar to those for CHAMP, but due to the higher orbit
height (about 470 km in 2005), the rates are higher than for CHAMP and on a level
of 80—-100% at a time advance of 12 h.

In order to check the accuracy of the predicted orbits, a second statistic is com-
puted. The prediction validity time is defined as the time after the last observation
in which the time bias is less than 10 ms. In other words, the validity time deter-
mines how long a given prediction can be used at SLR stations, before it has to
be replaced by a newer one. The validity time is computed for each orbit predic-
tion for CHAMP and GRACE generated in the period January 2005 to November
2008. The results of this analysis are plotted in Fig. 4. The upper plot shows the
validity time for CHAMP and the lower one for GRACE-A. The plot for GRACE-
B is almost identical to the GRACE-A plot. The thick solid lines mark the linear
trend. The increasing trend for both satellites can be again attributed to the lowering
solar activity and to the upgrading of the prediction procedures. Remarkable is the
trend for CHAMP for which it was expected that the decreasing orbit altitude would
eliminate the positive effect of the low solar activity. The analysis of the validity
time for CHAMP and GRACE shows also that the majority of predictions are valid
more than 6 h for CHAMP and more than 12 h for GRACE. These results justify the
update frequency of the predictions which are: four per day for CHAMP and twice
per day for GRACE.

4 Conclusions

Orbit predictions for the CHAMP and GRACE satellite missions are computed and
distributed regularly and automatically at GFZ. The QC of the generated products
focuses particularly on monitoring the time biases of the predicted orbits. Thanks
to the decreasing solar activity and a constantly upgraded processing the quality of
orbit predictions produced at GFZ has increased in the last years. For CHAMP, the
10-ms success rate at 9 h after the last observation is usually higher than 66%. For
GRACE the rate computed 12 h after the last observations exceeds regularly 80%.
The prediction validity time analysis justifies the present prediction frequency for
CHAMP: four times a day, and for GRACE: twice a day.
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Rapid Science Orbits for CHAMP and GRACE
Radio Occultation Data Analysis

Grzegorz Michalak and Rolf Konig

1 Introduction

One of the important objectives of the CHAMP and GRACE satellite missions
(Reigber et al., 2003; Wickert et al., 2005) is to measure the GPS signal propagat-
ing through the Earth’s atmosphere during occultation events. The characteristics of
the signal enable the computation of important atmospheric parameters as humidity
and temperature on a global scale. These parameters are used in atmospheric studies
and weather forecast systems (Wickert et al., 2009; Healy et al., 2007). To enable
processing of the GPS occultation data, precise and rapidly available orbits for the
GPS constellation and for the Low Earth Orbiters (LEOs) are needed. For this rea-
son the Helmholtz Centre Potsdam GFZ German Research Centre for Geosciences
(shortly GFZ hereafter) has set up a Precise Orbit Determination (POD) system
for the generation of Rapid Science Orbits (RSOs) for the GPS constellation and
for CHAMP in March, 2001, after the enabling of the occultation measurements
on-board CHAMP (Michalak et al., 2003). The system delivers satellite orbits and
clock biases on a daily basis to GFZ’s Information System and Data Center (ISDC)
making them available for evaluation of radio occultations (Wickert et al., 2001).
The orbits are used also to support the magnetic/electric field studies. Over the
years the system has constantly been subject to improvements and developments
to enable multi satellite processing. Currently, the RSOs are generated besides for
GPS, CHAMP and GRACE-A also for GRACE-B, SAC-C and TerraSAR-X. In
addition, the applicability of the RSO system for the six FORMOSAT-3/COSMIC
satellites (Anthes et al., 2008) was also demonstrated. The rapid orbits are generated
with approximately 1 day latency. In case of data or processing problems, the RSOs
are always generated manually. The core of the system was also applied in a Near-
Real Time (NRT) orbit processing system (chapter “Near-Real Time Satellite Orbit
Determination for GPS Radio Occultation with CHAMP and GRACE” by Michalak
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et al., 2009, this issue) which generates less precise orbits with latency below 2.5 h
required to use the occultation data products for weather predictions (Wickert et al.,
2009). The NRT system is, however, affected by data gaps and delays as well as net-
work outages and can not guarantee 100% orbit accessibility. For this reason precise
RSOs are necessary for off-line validations and climate studies based on occultation
products.

In the LEO orbit determination, the so-called two-step approach is used in which
firstly estimated GPS orbits and clocks are fixed for the subsequent estimation of the
LEO orbits. For this reason, the RSO processing consists of chains generating GPS
orbits and separate chains generating the orbits of the LEOs. Details of the chains
and processing strategies are given in the following sections.

2 GPS Rapid Science Orbits

The dynamic RSOs for the GPS satellites are generated on a daily basis using the
ionosphere free L3 combination of GPS code and phase data from the GFZ/JPL low
latency ground station network (Galas et al., 2001) as well as from IGS sites (hourly
and daily data). To reduce the computation time and assure high precision of the
orbits, a ground station optimization procedure is applied that selects approximately
60 stations with preferably uniform distribution on the globe. The orbits cover 1 day,
the spacing was initially 5 min and since October 2007 decreased to 30 s, thus
matching the spacing of the LEO data. The dynamic model for POD of the GPS
satellites consists of

the gravity field and Earth tides model GRIMS5-C1 (12 x 12) (Gruber et al., 2000)
perturbations from Sun, Moon and the planets (JPL ephemerides DE 403)

solar radiation pressure model ROCK 4 (Fliegel et al., 1992)

periodic empirical forces in orbit transversal and normal directions.

For each arc the following parameters are estimated:

e (initial states for all GPS satellites,

e global scaling factor and y-bias for the solar radiation model,

periodic empirical coefficients in cross- and along-track direction, four for each
satellite,

tropospheric corrections, six for each station,

station coordinates,

station clock biases,

floating ambiguities, since February 2009 constrained by fixed double difference
integer ambiguities.

The processing time of a 1 day arc with 30 s spacing and ambiguity fixing
amounts to almost 6 h on an UltraSparc III 900 MHz machine. The orbits are
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generated in SP3 format and delivered to GFZ’s Information System and Data
Center (ISDC) with a latency of approximately 12 h. We define here the latency
as the difference between the time of the orbit generation and the last epoch in the
data used in the processing. Currently, for the GPS RSO the relative phase cen-
tres for ground antennas are used (see [I[GSMAIL-5189] for more details). It should
also be noted, that some components of the dynamic model (especially the solar
radiation pressure model) are out of date, but they are not critical to meet the orbit
accuracy requirements for LEO satellites (~0.05 mm/s for velocity corresponding to
~1 dm for position at LEO orbit altitudes; see, e.g., Wickert, 2002). For the future,
however, for applications requiring high orbit accuracy (f.e. gravity field determi-
nation, precise inter-satellite baseline determination, precise kinematic positioning)
a number of improvements are required. Some of them, like the phase wind-up
correction (Wu et al., 1993) and ambiguity fixing (Ge et al., 2005) were already
implemented. Another important improvement which is planned for implementa-
tion is the introducing of the solar radiation pressure model COD9801 (Springer
et al., 1999) and the GPS attitude model (Bar-Sever, 1996), and the change from
relative to absolute antenna phase centre corrections both for the ground stations
and for the GPS satellites. The GPS orbit accuracy is constantly monitored by com-
parison with IGS Rapid Orbits (IGR). The resulting differences computed after
Helmert transformation can be seen in Fig. 1. The typical 3-D difference is in
the range of 13-14 cm. The recent implementation of integer ambiguity fixing
significantly improved the RSO accuracy, mainly in along-track and cross-track
directions, reducing the 3-D difference to IGR orbits to 7-8 cm, as can be seen
also in Fig. 1. The obvious oscillations with yearly period can be attributed to
cumulative, multi-satellite dynamical effects of mismodelling of the solar radiation
pressure.

35F 3
C * GPS RSO comparison to IGR 1
aof. T . ]
S S 1
[N B 1
w25, . .
E i :}' :. 3 ]
B oo L, "igad . ]
8203 . Teool, .
5, | U e 5,
£15F 48 8 4 S5
ot 55 A A |
Q | ST |
@10 o : ]
- Ambiguity fixing activated ————s= #:
5F -
L. L1 PRI (NS NS (T S S n

2002 2004 2006 2008

Year

Fig. 1 Comparison of the daily GPS RSOs to the IGR



70 G. Michalak and R. Konig

Two of the GPS satellites, PRNO5 and PRNO6, are equipped with laser retro-
reflectors, what enables validation of the orbits by means of Satellite Laser Ranging
(SLR). The SLR residuals for both satellites are given in Figs. 2 and 3. The SLR
residuals exhibit a negative bias of 3—4 cm, this bias was found earlier also by others
(see, e.g., Urschl et al., 2007) and the reason for it is still unclear. The standard
deviation of the SLR residuals is around 5 cm what allows to conclude that the
radial accuracy, most important for positioning applications, is also close to 5 cm.
The generation of the GPS RSOs runs fully automatic, in case of data or software
problems, manual interaction is performed to assure 100% availability of the orbit
products.
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3 Low Earth Orbiters Rapid Science Orbits

The RSO system for LEO satellites uses the GPS RSO orbits and clocks as fixed
reference (two-step approach) and generates on a daily basis two 14 h long dynamic
orbits with 30 s spacing from space-borne GPS Satellite-to-Satellite Tracking data.
As in the GPS RSO chain, ionospheric free L3 combinations of both code and
phase data are used in the processing. The 14 h long LEO orbits begin always at
22:00 and at 10:00, with 2 h overlaps for 22:00-24:00 and 10:00-12:00 respec-
tively. The overlaps serve for internal quality checks. More details on LEO POD can
be found in (Michalak et al., 2003; Konig et al., 2005). The LEO orbits are gener-
ated with a latency of 1 day. Currently for the LEO orbit adjustment the force model
consists of:

Earth gravity model EIGEN-CGO1C-2 (120 x 120) (Reigber et al., 2004),

third body attraction by Sun, Mercury, Venus, Mars, Jupiter, Saturn (DE 403),
lunar gravity field Ferrari (4 x 4),

Earth and ocean tides GRIM5-C1 (Gruber et al., 2000),

atmosphere drag based on density model DTM94 (Berger et al., 1997),

solar radiation pressure model,

apparent forces, relativistic effects,

empirical periodic accelerations in along- and cross-track direction, 1/rev and
2/rev.

For each 14 h LEO arc the following parameters are estimated:

initial state vector,

scaling factor for solar radiation pressure model,

scaling factors for air drag model (linear, continuous, every 4 h),
periodic empirical coefficients (every 45 min),

floating ambiguities ( ~300 parameters),

30-s clock biases (~1,700 parameters).

The RSO system was initially designed to support radio occultations and mag-
netic field studies for the CHAMP satellite launched on July 15, 2000. Over
the years the system was successfully extended by more LEOs. In March 2002
the Argentinian/US satellite SAC-C, carrying the same GPS receiver as CHAMP
(BlackJack) and performing occultation measurements as well, was included.
GRACE-A and GRACE-B RSOs started to be generated in October 2004, the
TerraSAR-X satellite was included in September 2007, 3 months after its launch.
The RSO system was also used to generate some days of orbits of the six COSMIC
satellites (Michalak et al., 2007) increasing the total number of LEOs we use in the
RSO system temporarily to 11.

The quality of the data and orbits is monitored internally by checking the post-fit
code and phase residuals, the overlap comparisons, the total number and the percent-
age of eliminated observation and the data coverage. For external, independent orbit
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quality check the SLR residuals are used. An example of the post-fit RMS values for
the L3 code and phase residuals for CHAMP RSOs are given in Fig. 4. The aver-
age code RMS value is around 60-70 cm, the periodic oscillations present in the
code RMS values could be probably caused by longer periods with large multi-path
effects due to tracking of the satellites at low elevations. Similar regular oscillations
of the code RMS values, but with quite different frequencies are visible for other
LEOs as well. The definite explanation of the oscillations requires more detailed
investigations. The average CHAMP phase RMS value, 2.8 cm, was recently sig-
nificantly reduced to below 1 cm after changing the spacing for GPS RSOs clocks
from 5 min to 30 s in October 2007. The reason being that there is no need anymore
to interpolate the 5 min GPS clocks to match the 30 s LEO spacing. The SLR residu-
als, which serve as independent accuracy assessment for CHAMP, for both GRACE
and for the TerraSAR-X satellites can be seen in Figs. 5, 6, 7, and 8. The overall
LEO RSO accuracy is here around 5 cm. It has to be noted, that the RSO proces-
sor does not perform SLR outlier elimination, therefore the mean and RMS values
given in the plots can be affected by poor quality or systematic biases in the data
of some of the laser stations. Surprisingly, a negative bias of 0.6—1.2 cm could be
detected for all but the GRACE-A satellite. The origin of the bias is unclear, prob-
able reasons are deficiencies in the dynamic modelling of the orbits or incorrect
values of the retro-reflector locations. The differences in the biases for GRACE-A
and GRACE-B could result from missing attitude data, which are not available dur-
ing the RSO processing; but this requires independent confirmation. The SAC-C
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Fig. 4 CHAMP phase (left axis) and code (right axis) RMS values in the course of the mission
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satellite has no retro-reflector and for this reason an independent orbit validation
using SLR can not be done. For this satellite, solely overlap values from the internal
quality checks can be used; they are displayed in Fig. 9, the consistency of the orbits

is 7-8 cm.
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GRACE-B RSO SLR Residuals:
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Fig. 7 GRACE-B SLR residuals

The RSO orbits, besides being pre-requisite for radio occultation and magnetic
field applications, are also used for the quality assurance of the orbit predictions
(chapter “Orbit Predictions for CHAMP and GRACE” by Snopek et al., 2009, this
issue). Due to their public accessibility, a variety of applications outside of GFZ are
reported e.g. in (Reigber et al., 2005).
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Fig. 8 SLR residuals for TerraSAR-X residuals
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Fig. 9 SAC-C satellite overlap values for the last 2 h of each orbit

4 Summary

Within the German “Geotechnologien” research programme a reliable RSO pro-
cessing system was developed for the daily generation of precise GPS and LEO
orbits with latencies of 1 day to support radio occultation and magnetic field stud-
ies. Currently the system generates regularly orbits of five LEO satellites: CHAMP,
GRACE A/B, SAC-C and TerraSAR-X. The system is flexible and allows easy
extensions to new LEO missions, what was demonstrated by the inclusion of the
six COSMIC satellites for a test phase. The 3-D position accuracy of the GPS RSOs
obtained from comparisons to IGR orbits is 14 cm and was recently improved to 7—
8 cm as a result of the introduction of integer ambiguity fixing into the processing.
It can be concluded, that the GPS RSO accuracy in any direction (radial, along- and
cross-track) is now close to 4-5 cm. The radial accuracy can be confirmed indepen-
dently also by SLR. The laser ranging to PRNO5 and PRNO6 shows a scatter of the
residuals of around 5 cm. Position accuracy of the LEO orbits, obtained also from
SLR, is nearly uniform for all LEOs and in the range of 4-5 cm. Orbits of both
GPS and most LEOs show centimetre-level negative biases in the SLR residuals.
The origin of the biases requires more detailed investigation. In spite of this, the
accuracy of the orbits fulfil the radio occultation accuracy requirements, the avail-
ability of the orbit products is guaranteed to almost 100% due to operator interaction
in case of failures of the automatic processing. The RSO orbits are publicly avail-
able at GFZ’s Information System and Data Center (ISDC) also for other scientific
applications.
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Parallelization and High Performance
Computation for Accelerated CHAMP
and GRACE Data Analysis

Karl Hans Neumayer

1 Introduction

At the Helmholtz Centre Potsdam GFZ German Research Center for Geosciences,
CHAMP (Konig et al., 2006) and GRACE (chapter “The Release 04 CHAMP and
GRACE EIGEN Gravity Field Models” by Flechtner et al., this issue) base products
are provided in a broad variety and on a regular schedule. Among others, there are
Rapid Science Orbits (RSO) for Radio Occultation (RO) data analysis (Konig et al.,
2002; Healy et al., 2007), orbit predictions distributed to laser tracking stations to
facilitate satellite laser ranging (SLR) data acquisition (chapter “Orbit Prediction for
CHAMP and GRACE” by Snopek et al., this issue), and, most important, there is
the obligation to produce monthly gravity fields (Flechtner et al., 2008) within the
GRACE mission as well as static fields from GRACE (Forste et al., 2008) and suites
of satellite missions including CHAMP, GRACE and other useful geodetic missions.
Mid of 2005, at the beginning of a thorough and consistent reprocessing of the com-
plete CHAMP and GRACE missions, with more extensive background modeling
involved, and a steadily growing amount of all types of data, it became obvious that
something had to be done with respect to computation efficiency and processing
speed. Out of these needs emerged the work package Parallelization and High-
Performance Computing. The task was two-fold: to make the vector of solve-for
parameters as large as possible, and to make computations faster at the same time.
In a preliminary step, a significant part of the processing chains was migrated
from available (and still existing) SUN workstations to network clusters of high-
performance, low-cost Linux PCs. Most items of the Linux world are public domain,
this helped to save costs for software, consulting and service. CPU performance is
growing on a breathtaking scale year by year, thus the PCs were already faster as
the workstations simply because they were purchased more recently. As Linux is
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almost similar to UNIX, all of the shell and perl scripts of the CHAMP and GRACE
processing environment could be easily adapted to run on both operating systems.

A more serious problem posed the substantially different memory architectures.
The SUN workstations feature a large number of CPUs, typically 16-20 that use
one large random access memory — again, typical values would be 64-128 GB —
in common. This is a so-called shared memory architecture. On the other side,
the individual nodes of the PC cluster have generally 2-8 CPUs sharing 4-8 GB
only, but those nodes are connected via a network of a dedicated topology. We
have a distributed memory scenario. This peculiarity had to be taken into account
when implementing parallelization. A combination of shared memory applications
already realized so far in the UNIX environment had to be combined with algorithms
using the Message-Passing Interface (MPI), which is typical for computational work
on high-performance clusters.

With the exception of the raw GPS and GRACE K-band ranging data prepro-
cessing, the GFZ automatic software chains that produce CHAMP and GRACE
gravity field models are essentially made up of three Fortran95 packages with
suitable interfaces controlled and combined by shell and perl scripts. These three
packages (see Fig. 1) are named EPOS-OC, VERBGL_2_NGL and TOTSOL.
The functionality may briefly be described as follows: EPOS-OC (EPOS - Orbit
Computation module) is primarily used for precise orbit determination, and it can
adjust from ground and satellite observations of various data types (GPS, SLR,
Precise Range and Range Rate Equipment (PRARE), Doppler Orbitography and
Radiopositioning Integrated by Satellite tracking system receiver (DORIS), space-
borne GPS satellite-to-satellite tracking data (SST) etc.) any parameters involved
including the gravity field coefficients. It features (a) the generation of normal equa-
tions and their solution (in case of GPS the clock parameters are reduced beforehand
and substituted back after inversion), (b) the generation of normal equations and
their storage (in case of GPS the clock parameters are reduced) and (c) the gener-
ation of observation equations and their storage. VERBGL_2_NGL generates in a
highly parallel mode large normal equations (e.g. for gravity field, ocean and atmo-
spheric tides) from the observation equations produced by EPOS-OC. In case of
GPS, the clock parameters are reduced. TOTSOL provides a collection of linear

EPOS-OC

parameter adjustment
(nonlinear, some 10%)

design equations .
(massively parallel) normal equations

|

| VERBGL_2_NGL |

Fig. 1 Essential modules for
gravity field determination normal equations TOTSOL
and their state of "~ (massively parallel) > ;()I?rzzr;e!:; fgl:lostsTent

parallelization mid of 2005
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algebra functionalities to manipulate those normal equations: adding, parameter
reduction, parameter mapping, parameter solution and post-processing.

In principle EPOS-OC can carry out the adjustment on its own, without the help
of the other software packages. Mild non-linearities are admissible, as the solution
is achieved in an iterative manner. However, the number of estimable parameters is
limited to a few thousands and the satellite arc lengths to some days. In contrast,
TOTSOL can solve for some ten thousands of parameters at the same time, but the
problem must be strictly linear.

Several work packages have been defined to achieve the goals mentioned, and
three of those we will enlarge upon in the following. It should be noted that, for all
changes applied to the software, its original convenient modularity was maintained.

2 Removal of GPS Clock Parameters from the Observation
Equations Using Dedicated Projections

As the implemented reduction of GPS clock parameters and their back-substitution
is hard to handle from the viewpoint of parallelization, an alternative was planned
by adding an off-projection of the clock parameters from the observation equations.
This offers excellent possibilities for parallelization in both memory architectures,
shared and distributed.

The general structure of the observation equations for un-differenced GPS
measurements is

1
Ay -x1+ B - u = reode + Veodes  Veode NN(()’p, 'I)
code (1)
1
Ap-xi+ Ay 0+ Bru= Tphase 1 Vphases Vphase ™ N (O’R :

The vector x5 comprehends the float ambiguities, the vector x; the non-ambiguity
parameters, as e.g. station coordinates, tropospherical scaling factors, spacecraft
dynamical parameters etc.

Both the matrices A; and A, have as many rows as there are code/phase mea-
surement pairs in the GPS campaign. The rows of the matrix A; are the partial
derivatives of the pure code observation with respect to those parameters that are
not ambiguities. The rows of the matrix A, are the partial derivatives of the phase
observations with respect to the ambiguities.

The column vectors r¢ode and rphase contain the observed-minus-computed values
for code and phase measurements. We always suppose that code and phase obser-
vations occur in pairs, i.e. 7code and 7phase have the same dimension, and for a given
index j, rcode(j) and rphase(f) are the code and the phase part of one and the same
measurement.

The measurement errors veode and vppase are assumed to be Gaussian and uncor-
related with measurement variances that give rise to the weights peode and pphase,
respectively.
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The common row number of the matrices A; and A5 is the total number of obser-
vations (in a low earth orbiter (LEO) satellite arc or for a ground network campaign
or for an integrated solution, Zhu et al., 2004). The sender and the receiver clock
parameters are contained in the vector u. The corresponding part B of the design
matrix has a block structure, we have

By
B;

By

where N is the number of measurement epochs. For a given measurement epoch
number m, the number of rows of B,, equals the number of paired code/phase mea-
surements in that epoch, and the number of columns equals the number of sender
and receiver clocks that were involved at the given epoch. As every observation is
the signal travel time between a GPS sender and a ground station or a LEO GPS
receiver, the corresponding row in the matrix B, has exactly two nonzero entries at
most: 1 (plus one) for the receiver clock and —1 (minus one) for the GPS satellite
sender clock. If one clock is fixed a-priori, such as e.g. in the context of the LEO
two-step method, we have only one nonzero entry.

The normal equation system originating from the design equations (1) is given by

(Pcode +pphase) -+ C11 Pphase * C12 (Pcode + Pphase) - C13 X1 d
Pphase * C{z Pphase * Cx Pphase * C3 N ]=1a
code T Pphase) * L3 Pphase * L) phase T Pcode) * L33 3
(Peode + Pphase) - Cl3 CL3 (Pphase + Peode) - C u d
(3)
where
Cix = A] - Ay
Cj3=AjT-B forl <j<k<2 4)
Cs3 = BT .B
and
dy = AlT * Zmean
d2 = AT * Zphase (5)
d3 = B" - Zmean
with
Z_mean = Pcode * Fcode + Pphase * 'phases (6)
Zphase = Pphase * T'phase

The matrix B of Eq. (2) and, therefore, also C33 of Eq. (4), have a very sparse
block structure. To get an impression of that sparseness cf. Fig. 2.

Up to now, it has therefore been the policy in EPOS-OC and its auxiliary
programs to reduce the clock parameters epoch-wise.
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19 epochs L 99 epochs

Fig. 2 The structure of the matrix B'B of Eq. (4) for a realistic example, the combined adjust-
ment of satellite orbits, clock parameters and ground station coordinates for April 26th 2009.
Sub-matrices of B B are shown for the first epoch, for the three first epochs, the first 19 epochs and
the first 99 epochs. As the GPS data spacing is 30 s, we have 2,880 (!) epochs for the whole day

This leads to a normal equation matrix of the form

<(pc0de +I7pha§e) : 611 Pphase * ?12) . (xl ) _ <C~il ) 7)
Pphase * C1T2 Pphase * Cx» X2 dy
with
Cii=A]-(I—-P)-A
Ci2 = AT -(I—P)- Ay ®)
Cn=Al-(I—zP)- Ay
and
dy= Al -(I=P)- Zmemn
~ T T. )
dy = Az * Zphase — < Az P - Zmean
where P is the projection matrix
P=B-(B"B)~'B" (10)
and z equals the ratio
Pphase (11)

Pphase T Pcode
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That reduced normal equation is then solved for x| and x;.

Due to the pairing of code and phase measurements, and because of the pres-
ence of clock parameters, the computation of normal equations from observation
equations in the case of GPS observation processing is rather involved. If we had
non-GPS measurements with an observation equation of the form

A-x=b+v v~N(O,D, (12)

where we assume, for the sake of simplicity, that the measurement noise has unit
variance (which can always be achieved with a proper scaling of the lines of the
observation equations), then the normal equations

C-x=d (13)
with

C=ATA

d = ATb (14)

can be established with a trivial matrix—matrix and a matrix—vector multiplication,
for which there are very efficient subroutine libraries, e.g. LAPACK or NAG. In the
case of GPS, things are much more complicated, as the epoch parameters (clocks)
have to be taken care of via parameter reduction.

The idea for the simplification which will be sketched here has been inspired by
the observation that it is possible to re-write the sub-matrices él] on the left hand
side of the normal equation system of Eq. (7) in the form

Cyj=AT -4 (15)
with
A= (I-P)-A

s 16
Ay=(—yP)-As (16)

where P is the highly sparse, block-diagonal projection matrix of Eq. (10) and y is
any one of the two roots of the quadratic polynom

Pphase

_ (17)
Pphase + Pcode

vyt =2y +

When the pre-multiplication of A; and A, have been performed according to

Eq. (16), the normal equation matrix of Eq. (7) can be obtained by first computing
the matrix

ATA (18)

with

A= (A A) (19)
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as in the first part of Eq. (14), and then by scaling dedicated sub-matrices of the
result with the weighting factors pphase and pphase + Peode, respectively.

More or less the same trick is applied to the sub-vectors d; and d> on the right
hand side of Eq. (7). We have

0= AT b,
- (20
dr = Al - by

with

l}l = Pcodelcode + Pphase/phases 1)
by = Pphase((I — (1 + ©)P)rphase + TPrcode)

where 7 is the square root of I#;‘fphm with either the positive or the negative sign.

Abbreviating
- (d - (b
d=1{ -~ d b= -~ 22
(dz ) o ( ba ) ¢
we have
d=ATh (23)

just as in the second part of Eq. (14).

Thus the complicated GPS case has been essentially reduced to the much simpler
processing method for non-GPS measurements.

The clock parameter reduction in the normal equation has been replaced with
the pre-multiplication of the design equations with dedicated projection matrices
according to Eq. (16). Crucial for an overall performance gain is the speed of that
latter operation. The following remarks are in order:

e The projection matrix P of Eq. (10), and, therefore, also the matrix /-¢P with any
real number ¢, are block diagonal where every diagonal block corresponds to a
dedicated measurement epoch. The pre-multiplications of Eq. (16) are epoch-
wise independent, and the multiplication may therefore be performed for all
epochs in parallel at the same time.

e As the said pre-multiplication of a matrix amounts to pre-multiplying every
column vector independently, it may be done for all columns independently in
parallel.

e The pre-multiplications according to Eq. (16) amounts to replacing a vector y
with y—tPy where either t = 1 or t = y with y of Eq. (17). The latter oper-
ation becomes extremely simple if all sender clocks are fixed and all receiver
clocks are solved for. This is the case for the adjustment method for LEOs with
GPS receivers, where GPS sender satellite arcs and their clock parameters are
determined and fixed in a preceding step. If we have only one receiver in the
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epoch, then the clock parameter design matrices B, of Eq. (2) are column vec-
tors ( 11---1 )T with unit entries, and a dimension N that is equal to the number
of observations made by the given receiver. The projection reduces to replacing
every entry y; of the vector y = (y; - - -yn)T with yj—ty wherey = 1%, fo:l Yp is
the mean of all elements referring to that receiver. In the case of several receivers,
this applies for every receiver independently.

So henceforward, the processing chains of GPS and K-band processing for
GRACE are more or less similar, which simplifies process management and, due
to the efficient bypass of the clock parameters, increases processing speed up to a
factor of two.

3 Accelerated Computation of Normal Equations from
Observation Equations via Additional Row-Block
Parallelization

The already realized distributed memory parallelization for the determination of
observation equations with EPOS-OC by column-wise distribution of processes
has been augmented in TOTSOL by a line-wise distribution. The creation of
normal equations from observation equations amounts to performing a matrix mul-
tiplication with a re-scaled version of the design matrix. Before the advent of
Geotechnologien II, that procedure was parallelized in such a manner that the
normal equation matrix was computed block-wise as sketched in Fig. 3, just like
the tiles at a bathroom wall. This was, and is still achieved by a Fortran95 pro-
gram called verbgl_2_ngl_mpi_multi-input that distributes the computation of the
individual sub-matrices over the nodes of a computer network with the help of MPI,
see the right half of Fig. 4.

In a preceding step, the design equation files for the individual parameter sub-
blocks are created by EPOS-OC runs started in parallel; and there are as many
individual runs as there are parameters subsets. This is shown on the left half of
Fig. 4. Contrary to the above-mentioned matrix product, an inter-process commu-
nication environment like MPI is unnecessary, as the individual EPOS-OC runs are
mutually independent.

In gravity field processing, the overwhelming part of the parameter vector
is made up of gravity field expansion coefficients. It is therefore appropriate
to distribute those coefficients in the first place, and to leave the rest of the
parameters alone.

This method is sketched in Fig. 5. where the original set of solve-for Stokes
coefficients, up to degree and order 150 of an example gravity field, are evenly dis-
tributed over 40 individual gravity fields that have some 280 free coefficients each.

For each one of those fields, one EPOS-OC job is started. The original, un-
distributed job would have had almost 23,000 solve-for parameters from the gravity
field alone. It is clear that, by employing more and more processing nodes of the



Parallelization and High Performance Computation 87

observation equation

matrix A
column
block 3
Sof A

X0

=

R
R

7

777

nodei ||node2
=
column block 2 of 4 \ nOdei n9deg, | nede?
=

>

knodes nodes
transpose of

observation equation normal equation nodeto
matrix AT matrix ATA ‘

3
o
Q.
®
w

node4

-/

/

Fig. 3 Computation of the normal equation matrix on a distributed memory computer cluster
(nodel, node2, node3, . ..). The design matrix is broken down into column blocks, and the normal
equation matrix is created block-wise in parallel

computer network, the processing time may be brought down to the time EPOS-OC
takes for an adjustment without any gravity field coefficients at all.

The method implemented here for further acceleration is to employ that block-
wise distribution not only with respect to the columns of the overall design matrix,
i.e. the parameter vector, but also with respect to its rows, which means to bundle
the set of observations into appropriate subsets.

How this is achieved is sketched in Fig. 6 for an example with 100,000 obser-
vations that are broken down into groups of 10,000. The number of EPOS-OC jobs
started at the same time to create the design matrices is still equal to the number of
parameter groups, i.e. column blocks, however every individual EPOS-OC run does
not create one design equation file, but as many as there are observation subsets.

For the second step, the block matrix multiplication programverbgl 2 ngl
mpi_multi-input is not invoked once, but as many times in parallel as there are row
blocks, and the same number of intermediary normal equation files are created. The
latter ones are added up using the Fortran95 program ad_hoc_add_neq.272 to the
target normal equation, and then removed in the end.

It is obvious that thus the processing time is reduced further by a factor that is
equal to the number of observation subgroups: where, up to now, 1 day was neces-
sary to accumulate a GRACE normal equation of 1 month worth of GPS and K-band
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Fig. 6 Improved way to compute a normal equation, in a manner that is at the same time column
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ranging data, we can finish the job in 4-5 h if the observations of every individual
day of that month are cut into 5-h batches, and in some 2-3 h if the whole day of
observations is cut into 10 slices. The optimal way of distributing computational
work depends on the individual case and has to be found empirically.

However, it shall not be denied that this gain of processing speed does not come
entirely for free: not only one, but several normal equation files have to be kept on
the storage disks, with a typical size of 4 GB per observation subgroup and every
observation type. Thus, if we have GPS as well as K-band ranging measurements,
and the observations are distributed into 5 subgroups, we need at least 40 GB of
intermediary normal equations at the intermediate stage, just to produce a 4 GB
normal equation matrix in the end.

If the intermediate normal equation matrices are produced in parallel, then
as many verbgl_2_ngl_mpi_multi-input processes have to be started as there
are measurement subgroups. One verbgl_2_ngl_mpi_multi-input process needs
n - (n + 1)/2 computation nodes, where 7 is the number of row/column blocks the
normal equation matrix is made up for processing, so if we cut the parameter vector
into n = 5 sub-vectors of roughly the same size, we need 15 free processing nodes
per individual normal equation matrix. If the whole set of measurements is divided
into 5 subgroups, we need 75 processing nodes alone for the computation of the
normal equation from the observation equations, and if we divide into 10 groups,
we need 150. On the 202 node computation grid at GFZ this is basically possible
only at times of low ambient computation load.
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4 Adjustment of Satellite Arcs of Arbitrary Length

GRACE and CHAMP data are typically analyzed in batches of 1 month and
3 months (in the sense of a moving average of 1 month), respectively. From the view-
point of consistency, the parameter adjustment (primarily 22,500 spherical harmonic
gravity field coefficients in case of an upper bound for degree and order of 150)
should be performed in one step taking into account all available instrument data
(approximately 1,100,000 GPS and 500,000 K-Band range-rate observations per
month). As this would require an enormous amount of memory, in practice the
data are processed in daily batches and the corresponding normal equations are
accumulated and solved.

This straightforward method has the drawback to produce daily initial states,
namely positions and velocities of the satellites at the beginning of each day, as
auxiliary parameters. Thus for 1 month, and for every satellite, we have some 30
positions and 30 velocities, both somewhat artificial, in addition to the original
pool of parameters that enter the overall adjustment and, in the worst case, may
distort it.

The remedy implemented is to eliminate those additional states in the final phase,
when the daily normal equations are added up to the whole month, with the help of
dedicated side constraints that emerge in a quite natural manner, as the position
and the velocity of a given satellite at the end of a given day must coincide with
the position and the velocity of that satellite at the beginning of the following day.
The linear map that connects both is the solution of the homogenous variational
equation, which is produced anyway as a by-product of the observation equations.

The basic idea of the method is sketched in Fig. 7. For the day number m, we
have a 1-day normal equation of the form

Ciném = dp,.

Here &,, is the parameter vector of the given day, C,, is the normal equation
matrix and d,, is its right hand side.

The solution vector may be interpreted as the minimum of the quadratic polynom
in several variables

£ > ETCpt —2dTE + g

where ¢, is the weighted mean square of the observation residuals. The connection
between day number m and day number m+1 is established with an equation of
the form

Emgm-l-l = Fmgm + hy

where E,, is that fragment of a unit matrix that picks out satellite positions and veloc-
ities from the overall parameter vector, and F,, contains the matrix of the partial
derivatives of satellite positions and velocities at the end of day m with respect to
the positions and velocities at the begin of day m. Figure 7 shows how the individual
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Fig.7 Daily normal equations for 1 month of data are combined to a linear-quadratic optimization
problem via suitable side constraints connecting adjacent days

adjustment problems for the sequence of the days in the month, together with the
side constraints connecting adjacent days, are combined into one linear-quadratic
optimization problem with a side constraint sequence in form of a linear dynamical
system.

EPOS-OC and TOTSOL have been connected via suitable interfaces so that arcs
of any length (up to approximately 1 month) with any number of non-linear param-
eters become feasible. The adjustment of such long arcs is based on a preliminary
adjustment of short arcs with EPOS-OC, and then the parameters are corrected via
linear relations between the arc-wise normal equations. These parameter corrections
can be achieved by linear-quadratic optimization process outside of EPOS-OC. As
the short a-priori arcs are independent, a massive parallel processing becomes fea-
sible without having to change the source code of EPOS-OC (e.g. insertion of MPI
instructions).

It is therefore now possible to process 1 giant arc of 1 month length or more,
together with all non-linearities, in the disguise of a batch of daily satellite arcs for
1 month worth of data.

5 Conclusion

In the context of the recent re-processing of GRACE and CHAMP gravity field
data, a thorough re-work of software and processing chains was performed, with
a special stress on storage management and computation speed. First significant
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improvements were already obtained by simply migrating the processing software
from large shared-memory SunOS workstations to a cluster of high performance
Linux PCs. A more efficient treatment of clock parameters that emerge in GPS pro-
cessing allowed to increase the processing speed by a factor of up to two. Crucial
here was the exploitation of certain structures in the normal equation matrix. As
a side effect, the treatment of GPS measurements is now more or less similar to
the treatment of non-GPS data. An already existing column-block parallel compu-
tation method to obtain normal equation matrices from design matrices has been
augmented with a corresponding row-block parallel computation scheme. If those
new features are fully exploited on the high-performance Linux cluster of GFZ, the
gain in processing speed may reach a factor five to ten. A drawback is the need to
have large intermediary storage space, to use a large number of computation nodes.
The adopted method of choice to generate monthly gravity fields by stacking daily
normal equations has been transformed, by adding appropriate side constraints, to a
method to process satellite arcs of arbitrary lengths in a consistent manner.
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Improved GRACE Level-1 and Level-2
Products and Their Validation
by Ocean Bottom Pressure

Frank Flechtner

1 Introduction

At the end of last century tracking data from some tens of satellites at different alti-
tudes and orbit inclinations with various observation techniques (e.g. Doppler, SLR,
PRARE or Doris) covering almost about three decades had to be used to improve
our knowledge on Earth’s gravity field. While this “conventional” strategy has pro-
vided useful information on the static and long wavelength field, these models have
insufficient accuracy and spatial and temporal resolution to support a wide range of
geophysical applications. The limitations are due to the attenuation of the gravita-
tional signal with altitude, the inhomogeneous and sparse tracking data quality and
global coverage as well as the difficulties in modeling the non-gravitational forces
for most of the satellites.

With the German CHAMP (CHAllenging Mini-satellite Payload) mission,
launched in 2000, for the first time a dedicated configuration has been realized to
solve the afore mentioned problems: a satellite flying on a low and near-polar orbit
carrying an on-board accelerometer and a GPS receiver for continuous, simultane-
ous precise tracking of up to 10 high-orbiting GPS satellites. These characteristics
led to a break-through in the determination of the long-wavelength gravitational
field already from a limited amount of mission data (Reigber et al., 2002).

It was noted already decades ago by Wolff (1969) that the intersatellite signal
between a pair of satellites orbiting the Earth in the same orbit plane has significant
information on the medium to shorter wavelength components of the Earth’s grav-
itational field and, if this relative motion can be measured with sufficient accuracy,
this approach will provide significant improvement in the gravity field modeling.
This mission concept was proposed for the early GRAVSAT experiment by US sci-
entists (Fischell and Pisacane, 1978) and the SLALOM mission in Europe (Reigber,
1978). Both of these experiment proposals as well as the follow-on US Geopotential
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Research Mission GRM and the European POPSAT and BRIDGE mission propos-
als were not successful in being accepted for funding. The break-through came with
the acceptance of the Gravity Recovery and Climate Experiment (GRACE) mission,
proposed as a joint US—German partnership mission (Tapley and Reigber, 2001)
within NASA’s Earth System Science Pathfinder (ESSP) program.

2 The GRACE Mission Configuration and Key
Instrumentation

The GRACE mission is a first realization of the so-called Satellite-to-Satellite
Tracking concept in the low-low mode (low-low SST). The basic idea is to trace the
spatio-temporal gravity field with an increased sensitivity by means of micrometer-
precise inter-satellite range respectively range-rate observations of two co-planar
orbiting satellites. As the two satellites move along their common orbit separated
by a mean inter-satellite distance of approximately 220 km the relative motion of
the spacecrafts, visible as continuous variations in the measured range and range-
rate, respectively, is proportional to the differences of the gravity accelerations felt
by each satellite at its individual position. Exploiting these differential observations,
corrected for contributions from non-conservative forces, the underlying gravity
field can be derived with high resolution and accuracy. Onboard the GRACE satel-
lites such low-low SST measurements are realized by means of a microwave radio
link using two frequencies in the K/Ka-band (therefore labeled K-Band-Instrument)
providing dual one-way range observations. To allow for a detection of the gravity
signals in the inter-satellite data well below the micron level the GRACE satellites
are placed into a low orbit (initial altitude &~ 500 km, no ground track control respec-
tively natural orbit decay due to drag forces) and to yield a global coverage an almost
polar inclination of 89.5° has been selected.

The absolute positioning of the spacecrafts, required for a precise referencing of
the inter-satellite observations with respect to an Earth fixed frame, is provided by
a space-proofed multi-channel, two-frequency GPS receiver onboard each GRACE
satellite as well as by two star camera assemblies for the determination of the abso-
lute and relative orientation of the observations in space. For the consideration of
non-conservative components in the inter-satellite data each GRACE satellite is
equipped with a capacitive SuperSTAR accelerometer with ten times better accuracy
than the CHAMP STAR instrument. Located precisely in the center of mass of each
satellite (offset better than 100 wm) the accelerometer measures the three dimen-
sional vectors of the non-conservative forces (originating from air drag and solar
and Earth radiation pressure acting on the individual satellite) which can be used to
remove the non-gravitational signal components from the observed range and range-
rate data. Finally, a laser retro-reflector (LRR) is placed at the nadir-looking panel
of each GRACE spacecraft. The independent mm-cm precise laser ranging data
from the ground station network of the International Laser Ranging Service (ILRS)
is used for the verification respectively calibration of the prime microwave-based
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Fig. 1 GRACE mission configuration and key instrumentation. GPS-SST = satellite-to-satellite
tracking based on GPS observations between the onboard GPS receivers and the GPS sender
satellites, KBR-SST = K-band range and range-rate satellite-to-satellite tracking between the two
GRACE satellites orbiting in a low (500 km), almost polar (89.5°) co-planar orbit. Until mid of
December 2005 the leading satellite was the spacecraft labeled GRACE-A and the trailing one
was GRACE-B. Then, the order has been changed in order to avoid any possible loss of thermal
control over the K-band horns which would affect the ranging signal quality, making GRACE-B
the leading and GRACE-A the trailing satellite. The orbit altitude is not kept fixed and therefore
decreases due to air drag with an average rate of about 2.7 km/year (from Schmidt et al., 2007)

tracking instruments, i.e. the GPS receivers and the K-band instrument. Figure 1
displays a sketch of the GRACE mission configuration and key instrumentation.

3 The GRACE Level-1 and Level-2 Products

The Jet Propulsion Laboratory (JPL) in Pasadena is responsible for the GRACE
Level-1A and Level-1B instrument data processing. Level-1A data products are the
result of a non-destructive processing applied to the raw Level-0 data which are
routinely downloaded from the two satellites to the ground stations in Neustrelitz
and Weilheim in Germany as well as to Ny Alesund on Spitsbergen. In this
initial step the binary encoded measurements are converted to engineering units
and time tagged to the respective satellite receiver clock time. Quality control flags
are added and the data is reformatted for further processing. The Level-1B data
products are the result of an irreversible processing applied to the Level-1A data.
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Here, the data are correctly time-tagged to GPS time and the data sample rate
is reduced by appropriate filtering from e.g. 10 to 0.2 Hz. The German Research
Centre for Geosciences in Potsdam (GFZ) is responsible for the routine provision of
the AOD Level-1B product to take into account short-term non-tidal atmospheric
and oceanic mass variations in the monthly gravity field determination process.
This process is called “de-aliasing” and is necessary to avoid the mapping of signal
from higher frequencies onto the lower frequencies due to undersampling. Further
information on the GRACE gravity sensor system and Level-1 instrument data pro-
cessing is given in chapter “The GRACE Gravity Sensor System” by Frommknecht
and Schlicht, this issue. The chapters of Flechtner et al. and Dobslaw and Thomas
provide further insight in the de-aliasing process.

The Level-1B instrument data are then used by the GRACE Science Data System
(SDS) teams at the Center for Space Research at the University of Austin (CSR),
GFZ and JPL or at other processing centers such as the Institute for Geodesy and
Geoinformation (IGG) of the University in Bonn or the Group de Recherches de
Geodesie Spatial (GRGS) in Toulouse to derive GRACE Level-2 gravity field prod-
ucts. These products comprise time-series of monthly or even sub-monthly sets
of spherical harmonic coefficients and a corresponding long-term mean field and
are provided to the user community by the GRACE archives ISDC (Integrated
System and Data Center) and PODACC (Physical Oceanography Distributed Active
Archive Center) at GFZ and JPL, respectively (see Fig. 2).

Fig. 2 Coarse GRACE SDS data flow

Since mission launch several model releases have been made public while the
length of the time series has been extended and the quality of these models has been
significantly improved from release to release through several complete iterations
and reprocessing of the steadily increasing GRACE data set. At GFZ and IGG
nearly the complete GRACE mission data have recently been reprocessed based
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on updated background models and processing standards. These time series are
called EIGEN-GRACEOSS (chapter “The Release 04 CHAMP and GRACE EIGEN
Gravity Field Models” by Flechtner et al., this issue) and ITG-GRACEOQ3S (chap-
ter “ITG-GRACE: Global Static and Temporal Gravity Field Models from GRACE
Data” by Mayer-Giirr et al., this issue), respectively.
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Fig.3 Inter-annual water mass variations and extremes in Central Europe from GRACE, based on
global spherical harmonics from GFZ (grey dots), CSR (black dots) and a regional multi-resolution
representation (grey line), and independent data from a combined atmospheric-terrestrial water
balance (black line) (from Seitz et al., 2008)
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Fig. 4 GRACE-based estimate of ice mass changes in a part of the Antarctic Ice Sheet (from
Horwath and Dietrich, 2009). The considered region (see boundary in the map on the right) is
responsible for the bulk of present Antarctic ice mass changes. Monthly changes (dotted curve) are
derived from GFZ Release 04 monthly solutions for the period of 08/2002 to 01/2008. A model
of glacial isostatic adjustment (GIA) (Ivins and James, 2005) is reduced. The overall trend of —
105 Gt/a corresponds to a +0.30 mm/a eustatic seal level contribution. The given uncertainty of
35 Gt/a results from a comprehensive error assessment including the GIA correction uncertainty.
To illustrate the need for a long-term mass monitoring the trend over a selected 3-year section is
shown as well
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In principle, GRACE observes the integrated effect of the total gravity field
(static and time-varying), which is composed by many sources in the Earth sys-
tem. For the interpretation of the residual (monthly minus long-term mean) signal
various known time-variable gravity effects are already reduced from the GRACE
data in the course of the adjustment process in order to reduce the signal size
of the gravity observations. These comprise e.g. the gravity signals induced by
the third-body accelerations on the satellites and the Earth due to the gravita-
tional pull from the Sun, the Moon and planets, gravity variations from short-term
(non-tidal) mass redistributions in the atmosphere and the oceans (the AODI1B
product), secular gravity changes in selected long-wavelength gravity coefficients
due to the global isostatic adjustment as well as the pole tide effect on the solid
Earth and the oceans caused by the variations in the Earth’s rotation. Finally the
luni-solar tides of the solid Earth, the oceans and the atmosphere (inclusive the
indirect effects from loading and deformation due to the change in the mass distribu-
tion) are corrected by appropriate models. Consequently, the residual gravity signal
derived from the GRACE monthly models should mainly represent unmodeled
seasonal to secular time-varying geophysical and climatologically driven phenom-
ena in the system Earth such as the continental hydrological cycle (see Fig. 3),
post glacial rebound or ice mass loss of the polar and Greenland ice caps (see
Fig. 4) and inland glaciers. Until now, the mission’s sensitivity to trace such mass
motion signals has been widely demonstrated. A list of (non-exhaustive) GRACE-
related publications covering at the time of writing about 450 papers is collected at
http://www.gfz-potsdam.de/pb1/op/grace (follow link “Publications”).

4 Main Results of the BMBF/DFG Project “GRACE”

In 2005 the available GRACE-only gravity field models already showed a sub-
stantial improvement in consistency and accuracy when compared to the existing
pre-GRACE satellite-only solutions such as GRIM-5S1 (Biancale et al., 2000)
or EIGEN-CHAMPO3S (Reigber et al., 2005). For example, time series of grav-
ity changes induced by the global seasonal hydrological cycle derived from
EIGEN-GRACEOQO2S showed a high correlation compared to predictions derived
from hydrological models (see contributions from project TIVAGAM, this issue).
Nevertheless, as shown in chapter “The Release 04 CHAMP and GRACE EIGEN
Gravity Field Models” by Flechtner et al. (this issue), the 2005 performance was
still significantly below (approximately a factor of 18) that projected by simulation
studies before launch (Kim, 2000). Additionally the GRACE solutions show typical
meridional-oriented spurious distortions (“stripes”). This geographically correlated
systematic effects are most likely due to the non-isotropic data sampling due to the
GRACE North-South oriented orbital ground tracks and the subsequent pure along-
track sampling of the K-band SST instrument data. This degradation and the not yet
reached baseline accuracy has a significant effect on all higher-level scientific prod-
ucts derived (separated) from GRACE gravity field solutions such as ice melting in
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the Polar Regions, derivation of surface and deep ocean currents or estimation of
ocean mass for sea level rise analysis.

Besides weak algorithms (e.g. the numerical integration of the GRACE satellite
orbits or the ambiguity fixing of the GPS ground and LEO observables) and methods
(such as the two-step approach to solve the GPS satellite orbits and clocks first
which then serve as a fixed reference frame in the following gravity field adjustment
process) applied in the gravity field determination process, three principal causes
have been identified. First, the accuracy of the GRACE instruments could be below
its specification or the processing strategy to derive calibrated instrument from raw
data could not be optimal. Second, deficiencies in the background models, such as
the short-term non-tidal atmosphere and ocean mass variations or the ocean tides,
could alias into the solutions (Wiinsch et al., 2005). Third, a wrong or insufficient
parameterization of the GRACE K-band range-rate or accelerometer observations
could have an influence on the quality of the derived gravity field models.

Additionally, the global gravity field solutions based on the adjustment of glob-
ally defined spherical harmonic coefficients could show deficiencies which may be
reduced by dedicated regional modeling derived by alternative mathematical rep-
resentations. Finally, the validation of these global and regional GRACE gravity
models and the benefit of the applied improvements is not trivial as no global data
sets with comparable resolution and accuracy are available. Therefore, beside stan-
dard methods such as the comparison with an oceanic geoid (derived from a mean
sea level model and a dynamic ocean topography) or gravity anomalies over land a
validation with globally distributed in-situ ocean bottom pressure (OBP) data was
suggested.

To answer the above questions and to develop improvements for the GRACE
Level-1 instrument data and Level-2 gravity model products a consortium build by
GFZ, IGG, the Institute for Astronomical and Physical Geodesy of the Technical
University of Munich (IAPG), the Institute for Planetary Geodesy of the University
of Dresden (IPG), and the Alfred-Wegener-Institute in Bremerhaven (AWI) has been
formed. The tasks and results of the project “Improved GRACE Level-1 and Level-2
products and their validation by ocean bottom pressure” funded within the pro-
gramme “Geotechnologien” of BMBF (Ministry for Education and Research) and
DFG (German Research Community) under grant 03F0423 are described in detail
in the following chapters and can be summarized as follows.

The GRACE gravity sensor system, comprised by the low-low SST K-band
tracking system, the 3-axis accelerometer, the star camera system and the GPS
receiver has been investigated and realistic error measures for the Level-1B instru-
ment data have been derived by analysis of real Level-1A and Level-1B data. It
turned out that the GRACE instrument performance generally agrees within its spec-
ification and that all suggested data processing model enhancements currently do
not yield to improvements in the corresponding alternative gravity field models (see
chapter “The GRACE Gravity Sensor System” by Frommknecht and Schlicht, this
issue).

The background model to correct for short-term atmospheric and oceanic mass
variations (AOD1B) has been analyzed in detail. As the barotropic model PPHA
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(developed by Pacanowski, Ponte, Hirose, and Ali) used for release (RL) O1 and 02
showed some deficiencies such as the exclusion of the Arctic ocean or less variance
in ocean bottom pressure than other comparable models the latest AOD1B versions
RLO3 and RLO04 are based on the baroclinic Ocean Model for Circulation and Tides
(OMCT). For the operational RL04 processing the model configuration is based on
an improved bathymetry and the total ocean mass has been held artificially constant
at each time step as investigations have shown that the impact of freshwater fluxes
is generally small on time scales less than 1 month. The increase of the temporal
resolution from 6 to 3 h using European Center for Medium-range Weather Forecast
(ECMWEF) forecast instead of analysis data has shown no improvements implying
that the S; air tide is corrected for properly. Even the error caused by complete
neglecting of the S, air tide is below the current GRACE error level which was
confirmed by a simulation study (see below). For a consistent combination of SLR
derived low degree harmonics with GRACE gravity models the AOD1B model time
series has been reprocessed back to 1976 (see chapter “The Release 04 CHAMP and
GRACE EIGEN Gravity Field Models” by Flechtner et al., this issue).

A simulation study taking into account real GRACE instrument data errors from
the GRACE gravity sensor system and various background model uncertainties has
been performed. The results (chapter “Global Gravity Fields from Simulated Level-
1 GRACE Data” by Meyer et al., this issue) point to inaccuracies in the applied
FES2004 ocean tide model which may be partly accounted for in the future by
parallel estimation of ocean tide constituents (Bosch et al., 2009). Additionally it
was found that the accelerometer noise is not treated sufficiently by the current
instrument parameterization. A solution could be a more dense parameterization or
to shorten the arc length (currently 24 h at the GRACE Science Data System centers)
for GRACE data analysis to avoid noise accumulation over time.

In an alternative approach — compared to the standard GRACE Science Data
System (SDS) spherical harmonic representation — the model ITG-GRACEO3S is
parameterized by continuous base functions in the time domain (chapter “ITG-
GRACE: Global Static and Temporal Gravity Field Models from GRACE Data”
by Mayer-Giirr et al., this issue). The physical model of the gravity field is based on
Newton’s equation of motion, formulated as a boundary value problem in the form
of a Fredholm type integral equation. The principle characteristic of this method
is the use of short arcs of the satellite orbits in order to avoid accumulation of
instrument noise (as suggested by the simulation study) and a rigorous consider-
ation of correlations between the range observations in the subsequent adjustment
process.

In-situ ocean bottom pressure (OBP) data time series have been collected from
various institutes and fed into an OBP data base at AWI. As of February 2009 the
data base comprises 168 data sets from 152 deployments at 100 different loca-
tions. These time series have been compared by means of a correlation analysis
with various SDS and non-SDS GRACE gravity field time series showing that the —
compared to hydrological mass variations — much smaller OBP signal is generally
captured quite well by all latest GRACE gravity models especially at high latitude
sites with comparatively large OBP signals (up to 5 cm equivalent water height,
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EQWH) and dense satellite ground track pattern. In contrast, some other regions
such as the tropical Atlantic, the coastal Northern Pacific or the Drake Passage
show remarkably large differences between the GRACE solutions and the in-situ
data. Here, the in-situ OBP variability is close to the current GRACE accuracy limit
of about 1 cm EQWH at spatial scales of some 100 km. Possible reasons for this
may be due to differences in the captured spatial scales of the point-wise in-situ and
the area-averaged GRACE data, deficiencies in the tidal and non-tidal background
models or measurement and processing errors in the in-situ and GRACE OBP data.
Details are given in chapter “Validation of GRACE Gravity Fields by In-Situ Data
of Ocean Bottom Pressure” by Macrander et al., this issue.

Finally, the representation of the transport variability of the Antarctic
Circumpolar Current (ACC) as derived from GRACE gravity field models and the
Finite Element Sea Ice-Ocean (FESOM) model has been investigated to gain further
insight into the capability of GRACE to derive real ocean mass phenomena (see
chapter “Antarctic Circumpolar Current Transport Variability in GRACE Gravity
Solutions and Numerical Ocean Model Simulations” by Boning et al., this issue).
Simulations with FESOM have shown that a part (more than 50%) of the ACC trans-
port variability can be explained by OBP anomalies. A major outcome of the study
was that the GRACE gravity models, which can be connected to OBP fluctuations
(see above) and thus also to geostrophic transport variations, show a high correlation
(>0.75) for the annual and semi-annual components as derived with FESOM.

This and other related results give trust in the consistency and accuracy of the
current GRACE gravity field models. Also the “factor above the GRACE base-
line accuracy” could be reduced within this project by about 15% from 18 to 15.
Nevertheless, as mentioned before, there is still room for improvement. Especially
the background models could be further enhanced by adding seasonal variations
derived from GRACE or hydrological models, by updated ocean tide models or by
inclusion of uncertainties of meteorological data used to derive the AOD1B product.
Also an integrated adjustment of ground, LEO and GPS satellite observation data
seems to be promising.
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The GRACE Gravity Sensor System

Bjorn Frommknecht and Anja Schlicht

1 GRACE Sensor System

Since the gravity field modelling by orbit distortion of a proof mass is limited today
to around 1 cm by GPS tracking, a better insight in the variations of the gravity field
in time and space can be achieved by taking two proof masses following each other
in the same orbit and measuring the differences in the orbit distortion via a tracking
link. In the case of GRACE it is a dual one way microwave link working with two
frequencies in the K/Ka band. So both satellites carry a K-band ranging equipment
consisting of an ultra stable oscillator (USO), a K-band horn, and a phase sensitive
electronic device (KBR assembly). As the orbiters do not compensate for atmo-
spheric friction they have an accelerometer on board. The centre of mass (CoM)
of the spacecraft can be regulated with a trim assembly (MTM) and corresponding
electronics (MTE) to ensure that the accelerometer is always exactly in the centre
of mass. The GPS navigation antenna is essential for exact orbit determination and
the star cameras (SCA) measure the orientation of the satellite, which is regulated
by magnetic torquers (MTQ) as well as cold gas thrusters.

Figure 1 shows the sensor location within one GRACE satellite. The accelerom-
eter is in the CoM and the star sensor heads and GPS antenna are near by. The gas
tanks for the cold gas thrusters are placed symmetrically around and at the front
of the satellite, the equipment for the K-band ranging system can be found. The
back of the satellite holds the on-board data handling unit, the radio frequency and
electronics assembly and the GPS occultation antenna.

In the following, we give a short overview of the sensors that are relevant for the
gravity field determination.
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Fig. 1 Detailed view of the different sensor systems and their location inside the satellites, figure
from www.gfz-potsdam.de

1.1 The Accelerometer

In a satellite in free fall there is one point where gravity is exactly compensated by
centrifugal force; this is the centre of mass (CoM). A levitating proof mass put in
this point does not move from its position. But mostly a satellite is not really in free
fall as frictional forces like air drag, solar wind and earth albedo tend to slowdown
the orbiter, In this case, the levitating proof mass will leave the CoM. Measuring the
force needed to keep the proof mass in the centre shows up for the non-gravitational
forces acting on the satellite.

The SuperSTAR accelerometer is a three-axis capacitive accelerometer. There
are two high-sensitive axes and one less-sensitive axis for testing the instrument on
Earth. The accelerometer is orientated in the way that the less-sensitive axis goes
insight with cross track direction. The proof mass is a gold-coated titan cube, its
size is about 40 x 40 x 10 mm?, its mass is 70 g. In principle the accelerometer
consists of two parts: a position detector, that detects the position of the proof mass
inside the cage and the servo mechanism that keeps the proof mass at its nominal
position. The electrodes are arranged in a way that the rotation of the proof mass
can be detected as well (see Fig. 2).

The accelerometer specifications are summarized in Table 1.

1.1.1 Logical Model

Figure 3 shows the schematic design for one axis. The proof mass is located between
two electrodes, charged with voltage +V and -V, respectively. The proof mass is
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Fig. 2 GRACE accelerometer

Table 1 SuperSTAR

accelerometer specifications Axis (SRF) Range Accuracy
x +5.107 m/s? 1-1071° m/s?//Hz
y +5.10~* m/s? 1-107 m/s?/v/Hz
z +5.107 m/s? 1-10710 m/s?/v/Hz
Wy +1-1072 rad/s? 5.107 rad/s®/+/Hz
@y +1-1073 rad/s? 21077 rad/s*/~/Hz
o, +1-1072 rad/s? 5.107% rad/s*/v/Hz

Fig. 3 Logical concept of the actual position

accelerometer nominal position

——» control
E, E,
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charged with a voltage V; consisting of the polarization voltage V), and an alternating
current, the detection voltage Vy:

Vi = Vy + Va(t). M

The frequency of the detection voltage is about 100 kHz, too high to affect the
motion of the proof mass. The nominal position of the proof mass is in the mid-
dle between the electrodes, with no offset, i.e. x = 0. Between the walls of the
proof mass and the electrodes, there are two electric fields E; and E; are forming.
If V and V; are assumed to be positive and constant, the proof mass will start to
move towards the electrode charged with —V. The gap between proof mass and elec-
trode reduces, increasing the capacitance, the electric field and the attraction. In
this configuration the accelerometer system is inherently unstable and servo control
of the proof mass motion is mandatory. A capacitive detector measures the posi-
tion of the proof mass by comparing the capacitances. A feedback loop including a
PID (Proportional Integrative Derivative) controller determines the control voltage
V and keeps the proof mass motionless at its nominal position. This voltage V is the
measure for the acceleration of the satellite due to non-conservative forces.

1.1.2 Accelerometer Noise Model

A detailed derivation of the noise model can be found in Frommknecht (2009) and
Josselin et al. (1999). The accelerometer instrument noise rises at low frequencies
with a rate of 1/+/f in the root PSD. At high frequencies, the noise is white at a
level of 1107 m/s2/+/Hz for the less-sensitive axis and 1-10710 m/s2/y/Hz for the
sensitive axes, cf. Fig. 4.

1.2 The Star Sensor

The purpose of the star tracker is to determine the absolute orientation of the satel-
lite with respect to an inertial system. In order to accomplish this task, digital star
images taken by each of the two sensor heads are processed. The observed stellar
constellations are compared to stellar maps and catalogues (e.g. the HIPPARCOS
catalogue) inside the processing unit by means of image processing. The derived
orientation is the orientation with respect to the reference frame of the used star
catalogue (Fig. 5). The star sensor or Advanced Stellar Compass (ASC) used on
the GRACE satellites is identical to the star sensor used for the CHAMP mission.
It is manufactured by the department of automation of the Technical University of
Denmark (DTU). It was used and tested for the missions Teamsat, ASTRID 2 und
grsted, see Jorgenson (1999). The database contains 13,000 of the brightest stars
from the HIPPARCOS catalogue. An orientation based on star positions deviating
more than 10 arcs from the star catalogue data is rejected. The typical duration of
an attitude acquisition is about 200 ms. Attitude is given as a set of quaternions.



The GRACE Gravity Sensor System

109

T ¥
——less sens. axis

10 poonion Poriooiniiniin i:| -B sens. axis

error [m/sz/sqrt(Hz)]

frequency [Hz]

Fig. 4 Accelerometer noise model showing the root PSD of the error

Fig. 5 Star sensor and its inertial system (X,Y,Z) oriented to the vernal equinox. The position of a

star S is given in right ascension o and declination 3

1.2.1 Star Sensor Noise Model

A detailed description and derivation can be found in Wertz (1991) and

Frommknecht (2009).
The star sensor measurement error contributors are:

e The position errors of the stars positions in the star catalogue,
e the error caused by the optical system,
e the error caused by the image digitalization.
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Fig. 6 Star sensor noise in the time (upper) and spectral (lower) domain

Table 2 Standard deviation

of quaternion components Component s (arcs)
q4 11
ql 9
q2 9
q3 9

The star sensor quaternion noise is assumed to be white; it is about 11 arcs for the
rotation angle and about 9 arcs for the rotation axis vector components, see Fig. 6
and Table 2.

1.3 The GPS Receiver

On both GRACE satellites a space approved Black-Jack Global Positioning System
(GPS) receiver is installed, see Fig. 7. In contrast to the K-band ranging system,
the GPS receiver is a passive ranging system, i.e. it does no emit electromagnetic
signals, it only receives them via the GPS antenna. The signal source are the GPS
satellites. We will not give a detailed description of the GPS, the interested reader
may consult (Rothacher, 2001), also for additional literature. We will not give a
measurement model here, a detailed description is given in Rothacher (2001).
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Fig. 7 GPS receiver

1.3.1 Error Model

The error model we will use for the data analysis is simple; we model the phase mea-
surement error and the code measurement error as white noise of a certain power.
The other error sources are neglected as they are not random but systematic, at least
over short time intervals. During the real data analysis, only consecutive epochs,
where the same satellite has been tracked, are used. The noise specifications are
given in Table 3, cf. Stanton et al. (1998).

Table 3 GPS receiver measurement noise specification, from Stanton et al. (1998)

Noise level 1o (cm) 10 s

Observation type sampling Error (+/PSDem/s? «/Hz)
Code measurements 100 400
Phase measurements 1 4

1.4 The K-Band Ranging System

The K-band ranging system (KBR) is the key instrument of the GRACE mission.
A schematic overview is shown in Fig. 8. Each satellite is equipped with a horn
used for transmission and reception of the intersatellite dual-band p-wave signals
at 24 GHz for K-band and 32 GHz for Ka-band. The horns are based on the type
of feed horns used in JPL’s Deep Space Network. The transmitted signals on the
K- and Ka-band are sinusoidal. On each band there is a frequency offset between
the two satellites signals of 0.5 MHz. The signals are generated by an ultra stable
oscillator (USO). Upon reception the signals of each band are down-converted to
0.5 MHz using the transmitted signal of the same band as a reference. In the instru-
ment processing unit (IPU) the phase is extracted and delivered to the on-board data
handling (OBDH) computer at a nominal sample rate of 10 S/s.
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1.4.1 Error Model

A detailed derivation of the KBR measurement error model can be found in Kim
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(2000), Thomas (1999), and Frommknecht (2009).

Figure 9 shows the KBR total noise expressed in m/~/Hz. At low frequencies, the
measurement error is determined by the error of the USO that generates the K-Band
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measurement signal and rises at a rate of 1/f. If the measurements on both satellites
are synchronized using GPS timing, this error can be reduced. At high frequencies
the measurement error is white at a level of about 1 pm/+/Hz.

2 Sensor System Interaction

In Fig. 10 the interaction of the sensor system components among themselves and
the environment of the GRACE satellites are shown. We start from the top. There
are two kinds of forces that act on the satellite: the gravitational force G5 and then
frictional forces Fa. Ga act on the centre of mass (CoM) of the satellite causing
mostly linear accelerations (only small torques are caused by the gravity gradient).
Fa acts on the centre of pressure (CoP) and can cause linear accelerations as well as
rotational torques (M), if the CoP goes not insight with the CoM. The torques result
in angular velocities (€2) and angular accelerations (£2), their magnitude depends on
the inertia tensor (/;;). Angular velocity and angular acceleration lead to a change in
the orientation of the satellite, which is measured by the star sensors. The star sensor
measurements are input to the attitude control system. It applies control torques via
the cold gas thrusters and the magnetic torque rods.

The linear accelerations measured by the accelerometer are the sum of two
components: linear accelerations acting on the satellite and the part due rotational
accelerations and velocities influencing the measurements as the accelerometer is
not exactly in the centre of mass. The measurements are downsampled as their

— ,mum Contral

Fig. 10 Overview of the GRACE sensor system
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bandwidth is limited, corresponding to a sampling rate of 10 Hz by the application
of a low-pass filter and are converted from analogue to digital (I").

The position of the satellite (X) is measured by the GPS receiver with cm
precession. Last but not least, the K-band system measures the differential range
between the two GRACE satellites with pm precession. GPS and K-band measure-
ments together provide differential range and range rates between the two GRACE
satellites, caused by the difference in the geopotential (Vo—Vp).

3 Force Models

The motion of the GRACE satellites is determined by two kinds of forces acting on
them: Gravitational forces and non-gravitational forces. In the following sections
we give a brief overview of them.

3.1 Gravitational Forces

Concerning the acceleration of the satellites caused by gravitational forces, the
acceleration caused by the Earth is strongest, followed by the acceleration caused by
the Moon, the Sun, the indirect tides by the Sun and the Moon, the Ocean and Pole
tides and the Frequency-dependent corrections to the solid Earth tides. An analysis
in the frequency domain shows that the main power is at twice per revolution, as
the satellites pass through the tidal ellipse. Only for the gravitational acceleration
caused by the Earth, the main power is on once per revolution. Table 4 shows a
comparison of the magnitude of the different effects.

3.2 Non-gravitational Forces

The non-gravitational forces acting on the satellites, directly affect the K-band mea-
surement as differential accelerations. As for gravity field determination only the

Table 4 Gravitational forces

Power on twice per

Source Mean (m/sz) rev (m/szlm) o (m/sz)
Earth 8.4 31072 (on 1 cpr) 2.1072
Direct sun 4.5-1077 1-10° 1-10°8
Direct moon 5.5.1077 4.10°° 21077
Indirect sun 1.3-1077 5-107° 2-107
Indirect moon 1.6-1077 8.107 6-1078
Ocean 5.10°8 2-107° 2-1078
Pole 1.10°8 6-1077 5.107°

Freq. dep. corr. 1-10°8 5.107° 2:107°
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Table 5 Comparison of gravitational forces

Source Along (m/s?) Cross-track (m/s?) Radial (m/s?)
Air drag (1.5 £ 1)-1077 0=+1)10°8 (0.25 £ 1)-1078
Solar drag (0+2)-108 0+ 3)-10°8 0 +7)108
Albedo 0=+ 1)-107 0=+ 1)-107 —~(1.5+1)-10°8

gravitational forces by the Earth are the desired quantity, the non-gravitational forces
are measured by the accelerometers in order to correct the K-band observations.
We restrict our analysis to the forces caused by air drag, solar radiation pressure
and Earth albedo. A detailed analysis can be found in Frommknecht (2009). The
analysis in the spectral domain shows that, apart from a mean value, the main power
is at once per revolution. Table 5 shows a comparison of the different effects in the
satellite fixed reference frame.

4 Real Data Analysis

The gravity sensor system consists of all the different sensors described before. The
logic is the following: The basic measurement is the intersatellite range, derived
from the K-Band measurements (for details see Josselin et al., 1999). The mea-
sured range is the distance between the phase centres of the K-Band measurement
systems of both GRACE satellites. This range has to be reduced to the line connect-
ing the mass centers of the satellites, using the star sensor measurement. In order
to correct the range, that is not only affected by gravitational forces, but also by
non-gravitational forces like air drag, solar radiation pressure and earth albedo, the
accelerometer measurements have to be projected on the same line as the range
measurement. Therefore also the star sensor accuracy has an impact on the quality
of the derived pure gravitational range measurement.

In this section however we restrict the real data analysis to 10 Hz Level 1A data
of the accelerometer. The accelerometer is chosen as its measurements are affected
by a series of interesting phenomena:

1. peaks,
2. thruster effects and
3. twangs.

Detailed analyses can be found in Flury et al. (2007), Frommknecht (2009),
Hudson (2003), and Flury (2004). All other instruments agree well with its
specification.

The most frequent acceleration spikes are due to switching in about 30 of the
64 heaters onboard of the satellites. These events occur in average nearly once per
second being the major signal contribution at high frequencies. The duration of these
peaks is about 1 s. Thruster effects are accelerations due to the activation of the cold
gas thrusters. Twangs are damped oscillations in the acceleration signal.
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Figure 11 shows the accelerometer measurement signal and the contributions
caused by thruster events, twangs and peaks in the spectral domain. We notice a peak
at once per revolution that is less prominent as for the linear accelerations them-
selves. The signal then decreases to about 2-3-10~2 Hz, where the signal seems to
level out into white noise. Looking at the root PSD of the thruster events of the same
day, one realizes that the thruster events seem to be responsible for the flat spectrum.
The characteristic peak at 1 Hz and multiples is also caused by the thruster events.
The peak effects mainly cause an effect at frequencies higher than 2-3-10~> Hz and
rise to a level of about 1-107® m/s?/v/Hz. At frequencies lower than 2-3-1072 Hz
the peak effect is below the specified measurement accuracy. The twangs seem to
affect high frequencies mainly as well. The magnitude of their effect rises to a level
of about 1-10~® m/s%/v/Hz. At frequencies lower than 2-10~" Hz, the twang effect
is below the specified measurement accuracy. One should also keep in mind that
during the next step in the data processing the bandwidth of the accelerometer mea-
surement is reduced to about 0.1 (5 s sampling) resp. 0.5 Hz (1 s sampling). The
effects visible in the differential acceleration measurement caused by the thruster
events represent real accelerations, assuming the K-band measurements contain
them as well, they do not contribute to the error budget of the measurement. The
peak and twang effects contribute to the error budget of the measurement, as they
are supposedly no real accelerations. As their influence for a 5 s sampling is below
the measurement error specification, it seems that they can be neglected. For a 1 s
sampling however, it seems that they would rise the measurement error to a level of
about 1-10 m/s?/+/Hz, so it may be worthwhile to think about a way of correcting
these effects. As conclusion, we can state that the performance of the linear accel-
eration measurement is about 6-10719 m/s2/</Hz, i.e. about 2 times higher than the
performance specification, if 5 s data is used. If 1 s data is used and the effects of
the twangs and peaks are not corrected for, the performance is estimated to be about
1-107° m/s2//Hz or about 3 times the specified performance. Flury et al. (2007)
state that during a time span, without heater activity the accelerometers indeed
achieve the expected sensitivity with a noise level just below 107'° m/s?//Hz in
the sensitive axis.
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5 Data Processing

The raw instrument data of all sensors has to be processed before it can be used for
the gravity field determination. The basic processing steps are described in Wu et al.
(2006). A key processing step is the application of an anti-aliasing low-pass filter. In
Frommknecht (2009) alternatives to the approach described in Wu et al. (2006) were
investigated. The resulting filter performance is shown in Fig. 12, for the K-Band
measurement, as there the performance requirements for the filter are strictest. The
Kaiser filter performs significantly better that the convoluted rectangle filter, but
also the convoluted rectangle filter error is below the K-Band error specification.
Therefore only a slight improvement of the measurement quality is expected around
the orbit frequency of the measurement spectrum.

m/sqrt(Hz)

: Absolute filter error with Kaiser(140.7s)

o i o | ====Absolute filter error with convoluted rect (70.7 s)
10 F o | = Error spec for the range measurement
- | === Cutoff for low—pass

I I > I

107 1072 10 10

frequency [Hz]

Fig. 12 Comparison of the Kaiser filter with the convoluted rectangle filter

6 Conclusions and Outlook

Concerning the accelerometer measurement performance, it can be stated that the
twangs and peaks seem to have limited influence if a 5 s sampling rate is used,
if a 1 s sampling rate is envisaged, it may be worthwhile to investigate adequate
correction methods. But as the physical mechanism for the various effects are not
understood yet, a final conclusion can not be drawn and further investigations have
to be made. Concerning the star sensor and the K-Band measurement system perfor-
mance estimation, it can be stated that they are nominal, cf. Frommknecht (2009).
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The alternative low-pass filter seems to yield only slight improvements in data qual-
ity for the K-Band measurement around the orbit frequency, at least for the orbit
height of the time span under investigation. In later stages of the mission, when
the orbit height decreases and thus the signal to noise ration increases, a more
significant improvement may be achieved. Further investigations on the data pro-
cessing methods may e.g. focus on the combination of the star tracker and the
accelerometer data.

Acknowledgment This is publication no. GEOTECH-1266 of the GEOTECHNOLOGIEN pro-
gram of the BMBF, grant 03F0423B.
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Numerical Simulations of Short-Term
Non-tidal Ocean Mass Anomalies

Henryk Dobslaw and Maik Thomas

1 Introduction

The Earth’s gravity field undergoes changes due to mass exchanges between and
mass re-distribution within its sub-systems. A significant contribution to the Earth’s
time-variable gravity field is caused by atmosphere and ocean dynamics. As these
variable masses influence the gravity field estimation from satellite missions like
the Gravity Recovery and Climate Experiment (GRACE), such signals have to be
removed from the data in order to calculate a monthly mean gravity field.

By means of simulated gravity data, Wahr et al. (1998) showed that GRACE is
expected to be sensitive to large scale ocean mass variations on annual timescales
up to degree 37. Wiinsch et al. (2001) additionally analysed high-frequency ocean
mass variations, finding significant variability even on daily timescales which is
well above the sensitivity threshold of GRACE. In order to reduce aliasing effects
due to such short-term mass variations, atmosphere and ocean mass anomalies
are reduced in standard GRACE gravity field processing using European Centre
for Medium-Range Weather Forecasts (ECMWF) analysis data and corresponding
oceanic data obtained from the baroclinic Ocean Model for Circulation and Tides
(OMCT; Thomas, 2002).

Here, sensitivity experiments performed with OMCT are described in order to
define the most appropriate model configuration for operationally calculating the
ocean mass anomaly fields for the GRACE atmosphere-ocean de-aliasing (AOD)
product. After a brief description of the OMCT model physics (Sect. 2), different
atmospheric forcing fields from the ECMWF are evaluated (Sect. 3). In the follow-
ing, atmospheric and continental freshwater fluxes and their impact on short-term
ocean mass anomalies are presented (Sect. 4), together with their impacts on the
time-variable total ocean mass. These total ocean mass variations are in particular
discussed in view of the requirements for operationally running a numerical ocean
model (Sect. 5).
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2 Ocean Model for Circulation and Tides (OMCT)

The OMCT was developed by adjusting the originally climatological Hamburg
Ocean Primitive Equation Model (HOPE) (Wolff et al., 1997; Drijthout et al.,
1996) to synoptic time-scales of the atmosphere and coupling with an ephemeral
tidal model. The model is based on the nonlinear balance equations for momen-
tum, the continuity equation for an incompressible fluid and conservation equations
for heat and salt. The hydrostatic as well as the Boussinesq approximations are
applied. Implemented is a prognostic thermodynamic sea-ice model (Hibler, 1979)
that predicts ice-thickness, compactness and drift. Prognostic variables are horizon-
tal velocities, surface elevation, three-dimensional temperature and salinity fields,
sea ice thickness and compactness. Higher order effects such as nonlinearities are
accounted for as well as the secondary potential due to loading and self-attraction
(LSA) of the water masses (see Thomas et al., 2001). To maintain sufficient long-
term stability of the thermohaline circulation, surface salinity has been coupled to
a mean climatology obtained from the World Ocean Atlas (Conkright et al., 2002)
with a relaxation time-scale of 38 days. In its present configuration, the model uses
a time step of 30 min, a horizontal resolution of 1.875° and 13 layers in the vertical.

Since baroclinic ocean models using the Boussinesq approximation conserve vol-
ume rather than mass, and artificial mass and consequently bottom pressure changes
are introduced due to applied heat and freshwater fluxes, following Greatbatch
(1994) a spatially uniform layer of mass is added to the sea-surface to enforce
mass conservation (see, e.g., Ponte and Stammer, 2000; Gross et al., 2003). The
implications of freshwater fluxes altering the total oceanic mass will be discussed in
Sect. 5.

In order to allow the reproduction of tidal dynamics, the OMCT takes into
account effects from the complete luni-solar tidal potential computed from the
ephemerides of the tide-generating bodies. Ephemerides are derived from a sim-
plified version of the VSOP87 theory (Bretagnon and Francou, 1988) following
suggestions by Meeus (1991). Thus, the model is now capable of generating pre-
cise ephemerides from knowledge of the actual date alone (Thomas and Dobslaw,
2010). Although the chosen numerical approach allows to study the interactions
among circulation and tides, tidal dynamics have not been considered throughout
this study and throughout all other OMCT simulations related to GRACE. Within
the GRACE processing, ocean tides are corrected by means of the FES2004 tide
model (Flechtner, 2007).

To produce a quasi steady-state thermohaline and wind-driven circulation, the
OMCT was initially spun up for 265 years with cyclic boundary conditions, i.e.,
climatological wind stresses according to Hellerman and Rosenstein (1983) and
annual mean surface temperatures and salinities according to Levitus (1982). The
climatological initial model run was followed by real-time simulations for the period
1958-2000 driven by wind stress components, 2m-temperatures, freshwater fluxes,
and atmospheric surface pressure from the ECMWF reanalysis project ERA-40
covering the period from September 1957 to August 2002. Starting 2001, OMCT
model runs have been forced by different operational ECMWEF data-sets in order



Numerical Simulations of Short-Term Non-tidal Ocean Mass Anomalies 121

to separate individual effects of various physical processes and forcing conditions.
Mass anomalies from all these runs have been stored every 6 h concurrent with the
applied atmospheric forcing fields.

3 ECMWEF Analyses and Forecasts

The ECMWF provides atmospheric data from its weather prediction model on an
operational basis. The numerical model currently in use has a spectral resolution of
wave number 511 (which corresponds to ~25 km grid spacing along the equator)
and 60 vertical layers. Every day, four global analyses are disseminated describing
the state of the atmosphere at 00, 06, 12 and 18 UTC. These analyses are obtained
from two 4D-VAR minimisation cycles (Klinker et al., 2000, and references therein)
running from 03 to 15 UTC and from 15 to 03 UTC. By assimilating observational
data for this time period, an optimal transient state of the model atmosphere is deter-
mined. Instantaneous fields from these optimal fits, containing the best estimate of
the atmospheric state at a certain time step, are provided as analysis fields. These
analyses are applied in the standard GRACE de-aliasing procedure.

Additionally, medium range forecast runs are performed following each 4D-VAR
minimisation cycle. Forecasts with a temporal resolution of up to 3 h are dissemi-
nated up to 10 days ahead the main synoptic hours at 00 and 12 UTC. These forecast
fields contain information on instantaneous state quantities of the atmosphere like
three-dimensional distributions of temperature, pressure, and wind speeds for the
end of each forecast interval. In addition to instantaneous fields, forecasts provide
accumulated information on evolving properties of the atmosphere, e.g., the amount
of precipitation and evaporation as well as wind stresses accumulated over the fore-
cast interval (Persson, 2003), which lead to representative mean values of these
quantities for the considered time interval.

Although forecasts are not constrained by data and consequently may contain
forecast errors, the accumulated wind stress information and the doubled tempo-
ral resolution make forecasts potentially valuable also for post processing tasks. As
updated forecast sets become available every 12 h, the first four forecast steps at
+3, +6, +9 and +12 h have to be used. While instantaneous fields provided in each
forecast are referenced to the end of the forecast interval, accumulated fields contain
information from the last analysis until the end of the forecast interval. Therefore,
the ultimate preceding forecast field has to be subtracted in order to assess the infor-
mation for the considered 3 h interval only, which is subsequently used to calculate
a representative mean.

To analyse the impact of atmospheric forecasts on numerical simulations of
short-term ocean mass variations, different OMCT model runs are compared in
order to separate the impact of accumulated winds and forecast induced errors. In
particular, the effects of accumulated wind stresses are assessed by means of instan-
taneous wind speed information provided with each forecast. Further, this dataset is
comparable to standard analysis and is therefore applied to estimate the impact of a
transition from analysis to forecast alone. For simplicity, analyses serve as reference
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Fig.1 Rms variability of simulated global ocean mass anomalies due to forecast errors as deduced
from differences among ECMWF analyses and short-term forecasts (a), as well as differences
among wind stresses accumulated over the 6 hourly intervals and instantaneous wind estimates (b)

fields and, thus, are assumed to be error-free in this study and all deviations from
these reference states are considered as forecast errors.

The impact of increased temporal resolution is not further considered in this
chapter, since the benefit of 3 hourly forecasts in resolving the semidiurnal atmo-
spheric tide has been already discussed by Dobslaw and Thomas (2005). Moreover,
the additional synoptic variability contained in 3 hourly forecasts has been evalu-
ated with respect to the GRACE gravity field processing by Dobslaw and Thomas
(2007b).

Based on the numerical experiments performed with OMCT, the impact of fore-
cast errors on simulated ocean mass anomalies (Fig. 1a) is typically around 1 hPa
(which corresponds to a 1 cm change in sea-level) in large parts of the ocean, with
generally higher values along the coasts. Highest impacts can be found in shallow
water areas as, €.g., the Bering Strait, where rms values of more than 3 hPa are sim-
ulated. In turn, the potential benefits of using accumulated rather than instantaneous
wind stresses (Fig. 1b) are significantly smaller with values below 0.5 hPa in most
open ocean areas, while higher values exceeding 3 hPa are only predicted in shallow
enclosed areas as the Yellow Sea or the Mediterranean Sea. Although the application
of accumulated wind stresses is expected to be of great benefit for coastal applica-
tions, it is not expected to outweigh the drawback due to the forecast errors, leading
to, consequently, disregarding of ECMWEF forecast fields for the GRACE standard
gravity field processing.

4 Continental and Atmospheric Freshwater Fluxes

In order to analyse freshwater fluxes among atmosphere, oceans and continental
hydrology, the representation of the hydrological cycle in ECMWEF short-term fore-
cast data is primarily important, since freshwater fluxes are not available from the
analyses. The accuracy of the modelled hydrological cycle in ERA-40 has been vali-
dated by Hagemann et al. (2005), while the current representation in the operational
model has been reviewed by Andersson et al. (2005). According to their findings,
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significant changes in precipitation trends occur within ERA-40, which are con-
nected with the advent of new observing systems rather than with real changes
of mass transports in the hydrological cycle. Moreover, due to significant over-
estimations of precipitation over tropical oceans within the atmospheric model,
precipitation exceeds evaporation over oceans as well as over land. As indicated
by Andersson et al. (2005), improvements of clouds and rain assimilation in the
ECMWEF forecasting system will take place in the near future, which will probably
result in more realistic net freshwater fluxes from ECMWF operational data. Despite
these errors, data from weather prediction models currently provide the only oppor-
tunity to examine the transient impact of freshwater fluxes on ocean circulation in
an operational model set-up.

To ensure consistent water mass fluxes among the major sub-systems of the
Earth, river discharges used in this study are based on the same atmospheric
data, which are also used to force the ocean model OMCT. Geographically dis-
tributed river discharge data have been obtained from numerical simulations with the
Hydrological Discharge Model (HDM; Hagemann and Diimenil, 1998). This model
is part of the coupled atmosphere-ocean global circulation model ECHAMS/MPI-
OM (Latif et al., 2003) and has been used in several studies, e.g., to validate the
hydrological cycle of ERA-40 (Hagemann et al., 2005) and to analyse the impact
of hydrological mass variations on the Earth’s rotation (Walter, 2007). HDM is a
linear cascade model with a constant horizontal resolution of 0.5° in longitude and
latitude and uses a time step of 1 day. The model is capable of simulating lateral dis-
charge in 3 layers: overland flow, river flow and ground water flow. Applied forcing
fields are daily estimates of run-off and drainage, which have been obtained from
2m-temperatures and precipitation provided by ERA-40 and ECMWEF’s operational
data sets using a land-surface scheme (Hagemann and Diimenil, 1998). The qual-
ity of simulated river flow has been validated by means of gauge data provided by
the Global Run-off Data Centre (Koblenz, Germany). According to Walter (2007),
annual mean discharges as well as seasonal variations are reproduced realistically
by HDM.

Based on OMCT simulations covering the period 1958-2005, the impact of
time-variable freshwater fluxes on ocean mass variability has been evaluated. Mass
varability due to changes in total ocean mass have been corrected for, since they
will be considered separately in the following section. Generally, the direct effects
of freshwater fluxes on ocean mass transports are small (Fig. 2a), since freshwater
anomalies primarily cause variations in the density structure and therefore in steric
sea-level (see, e.g., Dobslaw, 2007). Thus, there are consequences on ocean bot-
tom pressure only in the rare case of density changes throughout the whole water
column down to the bottom, or indirectly due to changes in the thermohaline cir-
culation. Significant mass variability due to freshwater fluxes is therefore confined
to shallow coastal areas, while mass re-distributions of most parts of the oceans are
not affected, provided that the long-term stability of the thermohaline circulation is
maintained by, e.g., relaxation of the sea surface salinity towards an observational
climatology (Conkright et al., 2002). For this particular analysis, the relaxation time-
scale has been extended to 180 days in order to avoid influences of the relaxation
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Fig. 2 Rms variability of simulated global ocean mass anomalies due to precipitation and
evaporation (a), as well as continental runoff (b)

on subseasonal mass redistributions (see Dobslaw and Thomas, 2007a for further
details).

According to Fig. 2b, the impact of river runoff is even more local, except for a
significant mass anomaly in the Arctic Ocean. Further analysis of the signal’s tem-
poral pattern reveals a strong effect of the large river transports during the snow-melt
season of the northern hemisphere (Dobslaw and Thomas, 2007a), which contains
almost no sub-monthly mass variability. Therefore, river discharges are not affect-
ing the generation of monthly mean gravity fields from the GRACE observations
and have therefore not to be corrected for during the GRACE de-aliasing pro-
cess, allowing to safely neglect river runoff within the operational simulations for
GRACE.

5 Variations in Total Ocean Mass

Besides the impact of freshwater fluxes on altering the ocean’s density structure and,
consequently, the ocean’s mass re-distribution through changes in the thermohaline
circulation, net-freshwater fluxes additionally alter the total ocean mass. ECMWF
analyses indicate a seasonal variation of the total atmospheric mass. Expressed in
hPa of a homogeneous layer of mass extended over the surface of the world’s oceans,
the total atmospheric mass varies annually about 0.7 hPa peak-to-peak due to the
changing moisture content (Fig. 3). In comparison, variations in total continental
water masses as derived from HDM reach amplitudes up to 2 hPa on annual scales,
with additional interannual variations super-imposed, since the storage capacities of
soil layers and groundwater aquifers are much larger compared to the atmosphere’s
ability to absorb precipitable water. Assuming that mass is not lost but re-distributed
among the sub-systems atmosphere, ocean, continental hydrosphere and cryosphere,
with the latter being disregarded in this study, a seasonal variation of ~1.5 hPa of
the total ocean mass is expected.

However, changes of total ocean mass are difficult to derive from freshwater
fluxes provided by numerical models. Daily atmospheric freshwater fluxes into the
ocean reveal that net-transports are significantly overestimated (Fig. 4). Instead of
confirming a continuous mass-loss of the oceans due to excess of evaporation, global
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Fig. 3 Variations of total atmospheric mass from ERA-40 reanalysis data (solid black) and from
operational ECMWEF data (solid grey), as well as of the continental water masses as simulated with
HDM (dotted)
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Fig. 4 Globally integrated daily freshwater fluxes into the ocean from ERA-40 reanalysis data
(solid black), operational ECMWF data (solid grey), as well as from the continental hydrosphere
as simulated by HDM, each expressed in globally homogeneous changes of ocean bottom pressure

integrations of precipitation and evaporation indicate a mass gain of the global
oceans from the atmosphere. However, due to continuous improvements of the rep-
resentation of the hydrological cycle in the operational ECMWF model, this bias
has been significantly reduced during the last years, and is expected to become even
smaller in the near future.

Due to that bias, total ocean masses would raise steadily, if atmospheric fresh-
water fluxes are uncorrected accounted for. At first order, an apparent trend of
total ocean mass change is reduced from the data independently for both ERA-40
and the operational ECMWF data. However, due to the aforementioned changes in
the model configurations and satellite data availability, a multi-year trend removal
generates strong interannual variations of the total ocean mass from atmospheric
freshwater fluxes alone (Fig. 5), which is physically unreasonable due to the
restricted capacities of water vapor storage in the atmosphere. Therefore, a lin-
ear trend of changes in total ocean mass due to atmospheric freshwater fluxes has
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Fig. 5 Changes of total ocean mass due to atmospheric freshwater fluxes from ERA-40 reanalysis
data (solid black), operational ECMWF data (solid grey), as well as due to continental runoff as
simulated with HDM (dotted)
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Fig. 6 GRACE based total ocean mass anomalies expressed in homogeneous changes of ocean
bottom pressure from CSR release 01 fields (black diamonds with error bars), from CSR release
01 constrained fields (black squares), and ocean mass anomalies as simulated with OMCT caused
by yearly de-trended freshwater fluxes due to precipitation, evaporation and run-off (grey line)

been reduced for every single year, reducing all interannual variability but retain-
ing the seasonal variations only (Fig. 6). For consistency, similar trends have been
removed from the hydrological data, although these data are much less subject to
such dubious interannual changes.

Simulated ocean mass variations from yearly de-trended atmospheric and conti-
nental freshwater fluxes are contrasted to corresponding GRACE estimates of total
ocean mass anomalies according to Chambers et al. (2004) as provided by J. Wahr
(2006, personal communication; Fig. 6). In general, the seasonal variations of total
ocean mass are reproduced reasonably, the results are frequently close to the uncer-
tainties of GRACE derived values. This is especially encouraging, since cryospheric
mass fluxes were not considered in the model simulations and ECMWF derived
freshwater fluxes exhibit several problems as indicated above. Improvements in
assimilating rain and clouds within the ECMWF model (Andersson et al., 2005) as
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well as the use of more sophisticated models of continental hydrology and the incor-
poration of cryospheric mass fluxes might lead to even better agreement between
GRACE observations and numerical models, hopefully allowing for the analysis of
interannual variations as well.

However, for operational purposes the application of a yearly de-trending is not
applicable. Experimental attempts to predict correction terms for an approximate
de-trending of the freshwater fluxes have not been successful. They are leading to
arbitrary long-term trends or variations in the total ocean mass, which might cause
spurious effects in the GRACE gravity field time-series if contained in the AOD
products. For operational purposes, it has been therefore agreed to consider the
dynamic effects of atmospheric freshwater fluxes, to disregard the continental ones,
and to artificially correct freshwater induced total ocean mass variations in OMCT
by adding or removing a globally homogeneous layer of mass at each time-step of
the simulation. Variations in total ocean mass are therefore not reduced during the
de-aliasing process of GRACE and are consequently contained in the monthly mean
gravity fields.

6 Conclusions

Various simulations have been performed with the numerical Ocean Model for
Circulation and Tides (OMCT) in order to identify an optimal model configura-
tion for de-aliasing non-tidal ocean mass anomalies within the GRACE processing.
Short-term ECMWF forecasts have been considered as alternative atmospheric
forcing fields, since they provide increased temporal resolution of up to 3 h and
accumulated wind stress information compared to the typically used 6-hourly
analysis fields. However, sensitivity experiments indicate that forecast errors well
outweigh the benefits of the accumulated wind stresses, so that ECMWF forecasts
are no longer considered for GRACE de-aliasing purposes. Atmospheric and conti-
nental freshwater fluxes have been found to have only minor impacts on ocean mass
anomalies. While atmospheric freshwater fluxes vary on shorter time-scales and are
therefore considered in the operational ocean simulations for GRACE processing,
continental discharges change primarily on seasonal time-scales, which allows them
to be safely neglected for GRACE purposes. Finally, the treatment of variations of
the total ocean mass within the OMCT simulations has been discussed. Although
reasonable variations are obtained from OMCT simulations by yearly de-trending
of the freshwater fluxes, this concept cannot be applied in an operational setting.
For the operational GRACE simulation, the total ocean mass is therefore artificially
held constant at each time-step. However, since the total ocean mass varies globally
homogeneous and on seasonal time-scales only, its variations do not cause alias-
ing effects and can be therefore directly obtained from the GRACE monthly mean
solutions.
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Improved Non-tidal Atmospheric and Oceanic
De-aliasing for GRACE and SLR Satellites

Frank Flechtner, Maik Thomas, and Henryk Dobslaw

1 Introduction

The initial force field considered during Precise satellite Orbit Determination (POD)
of CHAMP and GRACE includes — besides Earth and third bodies gravity effects
or non-gravitational forces observed by on-board accelerometers — temporal gravity
variations due to solid Earth, atmosphere and ocean tides by the use of appropriate
tidal models (Reigber et al., 2005). Modern missions such as CHAMP, GRACE
and GOCE which derive the Earth’s static and time-variable gravity field with
unprecedented accuracy with monthly or even sub-monthly resolution are sensitive
to short-term (weekly or shorter) non-tidal mass variations due to mass transports
and mass redistribution phenomena in the atmosphere, the oceans and the conti-
nental water storage. The correction of these high-frequency impacts, which can
reach up to 2 mm in terms of geoid height at wavelengths of 500 km accord-
ing to analysis of GRACE real data or simulations performed by Thompson et al.
(2004), by appropriate models, is commonly called “de-aliasing” in the GRACE
community.

Precise global hydrological models with high spatial and temporal resolution
are not yet available and are therefore not taken into account during gravity field
determination. Non-tidal high-frequency atmospheric and oceanic mass variation
models, however, are routinely generated at GFZ Potsdam as so-called GRACE
Atmosphere and Ocean De-aliasing Level-1B (AOD1B) products to be added to
the background static gravity model during GRACE monthly gravity field determi-
nation. Consequently, the outputs of the GRACE mission are spherical harmonic
coefficients that signify the sum of all unmodelled mass redistribution in the system
Earth during given months. Neglecting small scale or small amplitude effects such as
post glacial rebound or ocean mass variability the prime result are therefore monthly
maps of global continental water mass redistribution (e.g., Schmidt et al., 2006).
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Additionally, GRACE data have also been studied to analyse various geophysical
phenomena, such as mass balance of ice sheets in Antarctica and Greenland, the
corresponding contribution to sea level change, ocean mass variability and redis-
tribution, ocean tides, sterical effects when combined with satellite altimetry, post
glacial rebound in Canada and Fennoscandia, vertical crustal displacements when
combined with GPS, or relativistic effects such as dragging of inertial frames.

The GRACE AODIB products are 6-hourly series of spherical harmonic coef-
ficients up to degree and order 100 which are routinely provided to the GRACE
Science Data System and the user community with only a few days time delay.
These products reflect spatiotemporal mass variations in atmosphere and oceans
deduced from operational atmospheric weather data and corresponding ocean
dynamics simulated as response to wind stresses, atmospheric pressure as well as
heat and freshwater fluxes provided by an ocean model (Flechtner et al., 2006).
Due to its huge vertical extension, atmospheric mass anomalies cannot be taken into
account by means of a thin layer approximation via surface pressure (SP) data, but
have to be deduced from a vertical integration (VI) over pressure levels. This so-
called 3D problem has been studied by various authors (e.g., Boy and Chao, 2005
or Velicogna et al., 2001) and can result in weighted root mean square (WRMS)
geoid height errors of some tens of a millimeter. The variability is derived by sub-
traction of a long-term mean of vertical integrated atmospheric mass distributions
and a corresponding mean of ocean bottom pressure as simulated with an ocean
general circulation model.

For AOD1B RLOO (release 0) and RLO1 the barotropic ocean model PPHA
(developed by Pacanowski, Ponte, Hirose and Ali; Hirose et al., 2001) based on
a 2001 mean field was used. As summarized in Flechtner et al. (2006), this model
has deficiencies which influence the quality of the GRACE gravity field solutions:
Due to the exclusion of the Arctic Ocean a pure inverse barometric response of the
sea surface has to be applied north of 65° latitude; PPHA has less variance in ocean
bottom pressure than other comparable models and shows reduced level of energy
compared to in-situ ocean bottom pressure data (Kanzow et al., 2005). Dedicated
gravity field modeling tests based on PPHA, the barotropic MOG2D (Carrére and
Lyard, 2003) and the baroclinic OMCT (Ocean Model for Circulation and Tides
Thomas et al., 2001) models gave the conclusion that PPHA should be substituted
by MOG2D or OMCT for GRACE data reprocessing. Therefore the production of
RLO1 has been stopped on June 30, 2007 and since RLO3 OMCT is used for oper-
ational AOD1B model generation (RLO2 was an intermediate test series which was
only made available for some dedicated months).

The latest AOD1B product version RL04 (Flechtner, 2007) is, as all other previ-
ous releases, still based on 6-hourly meteorological analysis fields of the Integrated
Forecast System of the European Centre for Medium-Range Weather Forecasts
(ECMWF) and output from OMCT forced by these analyses. The mean field was
extended to the period 20014+2002.

In the following chapters the basic improvements of OMCT RLO04 version and
the implications from an enhanced temporal resolution of 3 h for the AODIB
model and related gravity field models are described. Finally, the AOD1B model
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has been reprocessed back to 1976 for a consistent processing of and combination
with Satellite Laser Ranging data.

2 OMCT Configuration for AOD1B RL04

Ocean mass anomalies for AOD1B product release 04 are obtained from the Ocean
Model for Circulation and Tides (OMCT; Thomas, 2002). OMCT has been pre-
viously used to investigate the impact of ocean circulation and tides on the Earth’s
rotation and the gravity field (Thomas et al., 2001; Wiinsch et al., 2001; Dobslaw and
Thomas, 2005). Further information about the model physics can be obtained from
chapter “Numerical Simulations of Short-Term Non-tidal Ocean Mass Anomalies”
by Dobslaw and Thomas (this issue) or Flechtner (2007).

For the RL04 simulations, the bathymetry of the model based on the ETOPOS5
topography (NOAA, 1988) has been augmented by water depth estimates below
Antarctic ice-shelves obtained from Padman et al. (2002). The total ocean mass is
held constant at each time-step by adding a globally homogeneous layer of mass
(Greatbatch, 1994), correcting for artificial mass changes due to the model formu-
lation as well as for changes in the total ocean mass due to time-varying freshwater
fluxes.

RLO4 ocean mass anomalies have been simulated by starting from a quasi
steady state circulation obtained from an initial model spun up for 265 years
using climatological wind stresses (Hellerman and Rosenstein, 1983) and mean
sea surface temperatures and salinities according to Levitus (1982). Subsequently,
OMCT has been forced by 6-hourly wind stresses, atmospheric surface pres-
sure, 2m-temperatures and freshwater fluxes due to precipitation and evaporation
obtained from the ERA-40 reanalysis project of the European Centre for Medium-
Range Weather Forecasts (ECMWF) covering 1958 until 2000. From January 2001
onwards, forcing fields are taken from ECMWF’s operational analyses, allowing
to simulate the general ocean circulation with OMCT nearly in real-time. Ocean
mass anomalies as well as additional data-sets including sea surface height anoma-
lies have been stored every 6 h concurrent with the application of new atmospheric
forcing fields.

Since GRACE typically provides monthly mean gravity fields, ocean mass vari-
ations on time-scales shorter than 30 days have to be corrected for during the
de-alias