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Preface

International Conference on Engineering, Project, and Production Management
(EPPM) conference series has a well-established scientific tradition. EPPM has
started in 2010 as an autonomous, self-organized event by a group of independent
scientists. The sprite is to unify engineering management, project management, and
production management on academic and commercial grounds. It was evident that
the field of “strong interactions” still has a broad way for further developments to
create a synergy for more effective use of academic and industrial assets. EPPM
offers a unique platform to inspire new thinking by merging and/or combining
different approaches from diverse fields. The engineering, project, and production
fields are plenty of opportunities, and it is the spirit of human vocation to explore
those domains where interactions can improve some essential aspects of our world
and the quality of life.

EPPM Conference has been established in 2010 by David Chua at National
University of Singapore and Thanwadee Chinda at Thammasat University and
continued annually in different parts of the Globe, see Fig. 1. Previous EPPM
Conferences have been held in Pingtung, Taiwan, 2010; Singapore 2011; Brighton,
United Kingdom, 2012; Bangkok, Thailand, 2013; Port Elizabeth, South Africa,
2014; Gold Coast, Australia, 2015 and Bialystok, Poland, 2016.

EPPM2017 was organized by Al Zaytoonah University of Jordan in Amman,
Jordan, under the Patronage of HRH Princess Sumaya Bint El Hassan. The con-
ference chair was Prof. Dr. Wejdan Abu Elhaija. The conference has received
95 papers, and 45 papers have been accepted for presentation. Table 1 shows the
number of accepted papers by topics. In parallel, the special postgraduate poster
session was conducted, where 30 student projects were presented.

Professor Wejdan Abu Elhaija, chair of EPPM2017, and Prof. Turki Obaidat,
president of Al Zaytoonah University of Jordan, have delivered welcome and
opening speeches. The High Guest was HRH Princess Sumaya Bint El Hassan, the
patron of the event, and has delivered the “Keynote Speech” on the close relation of
science and engineering and their importance for the benefit and convenience of
man.
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EPPM2017 has been attended by 44 participants out of 24 countries, depicted in
Fig. 2. The number of participants by country is shown in Fig. 3 with major par-
ticipations from Jordan being the host country, followed by South Africa, Poland,
Australia, and UK.

Fig. 1 Geographical view of EPPM conference venues

Table 1 EPPM2017 accepted papers per theme

EPPM2017 themes Number of accepted papers per theme

Risk management 7

Project and process management 12

Engineering management 7

Operational management and decision support systems 2

Transportation systems 1

Cost analysis and financial management 1

Environmental science and management 1

Quality and reliability management 2

Construction management 10

Maintenance management systems 2
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Fig. 2 EPPM2017 participant countries
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Finally, 35 papers were accepted to be included in the Proceedings of “The 8th
International Conference on Engineering, Project, and Production Management
(EPPM2017),” Amman, Jordan.

Istanbul, Turkey Sümer Şahin
October 2017
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Keynote

Importance of Science and Engineering for Human Society

HRH Princess Sumaya Bint El Hassan, President of the Royal Scientific Society,
Amman, Jordan

It is indeed an honor for me to be a part of the 8th International Conference on
Engineering, Production, and Project Management 2017, here at Al Zaytoonah
University of Jordan, among so many illustrious men and women of science and
engineering from all over the world. The theme of the conference, when I first heard
of it, brought to mind in sharp focus the new reality that faces our modern world—a
reality in which various branches of science, engineering, and humanities are not
separate little islands any more, but are rather coalescing ever faster into vast new
areas of interdisciplinary studies, especially tailored to deal with the formidable
multi-dimensional challenges of our times.

The speed with which science and engineering have transformed our lives in just
a few short decades has thrust us all, willingly or unwillingly, into a superfast
digital age where every facet of life demands an easy, practical, and ideally
instantaneous solution. It is here that engineering and its twin supplemental bran-
ches of production and projects come into play. In fact, their footprint is ubiquitous
and may be found in every field including power generation, infrastructure,
industry, transportation, telecommunications, education, health care, agriculture,
and more. Naturally, engineering projects and production being at the very heart of
modern life, new and imaginative specializations, vocations, trades, businesses, and
professions have mushroomed around them. And, it is agreed that none of them
could function efficiently without proper management.

Jordanian universities have recognized the importance and potential impact of
science and engineering and now offer an array of specializations in these fields
along with several in management and administrative sciences. Traditional fields of
engineering no doubt continue to exist as the bases for all engineering programs,
but they now have to coexist with the more unconventional branches of study such
as mechatronics, biotechnology, biomedical engineering, bioinformatics, networks
and information security engineering, enterprise systems engineering, and natural
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resources engineering, among others. So it can undoubtedly be assumed that the
myriad branches of engineering today with their various products and projects are
transforming the world in ways we did not envisage perhaps even just a decade ago.

Progress has been extraordinary. Who would have thought that a journey which
took months, or even years, could now be made in a few short hours? Who would
have imagined that regular surface or sea mail which took days or sometimes
months to deliver letters would become practically obsolete, with the ability to chat
with our loved ones, friends, and colleagues instantly and even seeing them in real
time, while doing so? I doubt whether just a few decades ago medical professionals
thought they might be able to conduct consultations, and even complex surgeries,
remotely. It is the magic of engineering that has transformed deserts into oases, and
the sun, wind, and rain into great sources of power for the benefit of mankind.
I could go on…engineering has made possible a world that was never thought or
dreamt of, not so long ago. The great American writer Lyon Sprague de Camp
rightly observed that “The story of civilization is, in a sense, the story of engi-
neering—that long and arduous struggle to make the forces of nature work for
man’s good.”

This begs the question, where are we heading? If engineering is a means to an
end; to what end? Is technology hurtling along toward a goal that we can see, or is it
yet unknown? Are we keeping an eye on the possible ramifications? Are engi-
neering breakthroughs meant to simply make life easier, or are they meant to make
a real difference to the quality of human life? How affordable and within reach are
the solutions that engineering and technology offer? Does engineering offer equality
to the masses or ever greater disparity? Are we mindful of the consequences of
technological advances on nature and our environment?

To me these questions must indeed be raised because the ultimate goal of any
branch of science and technology should, by default, be to improve, develop, and
enhance the human experience. While researching the subjects of product and
project management, I came across the areas that production and project managers
are responsible for. They included strategy, releases, ideation, organizational
training, delivery, resources, capacity, problem resolution, deadlines, quality, profit
and loss, budget, and more. Nowhere did I find the need to study, for example, the
long-term impact of particular engineering projects on resources, the environment
(including flora and fauna), and humans. Shouldn’t such studies necessarily be a
part of engineering production and projects, or even precede them before
implementation?

After all, what good is a dam if it has flooded hundreds of villages and displaced
thousands of rural families? Of what use is a combined harvester or modern irri-
gation system, if the food it produces in immense quantities remains too expensive
and out of reach for the masses? Wouldn’t information technology be more
effective and useful if it were available in every remote, underdeveloped corner
of the earth rather than just electrified towns and cities? The National Academy of
Engineering calls electrification, the greatest engineering achievement of the 20th
century,” yet today, in the 21st century more than a billion people all over the world
still do not have access to electricity. What about medical equipment that saves
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lives? Does it serve the underprivileged by giving them the same access to health
care as everyone else and help save their lives too? Every large city in the world
today is dotted with new housing and construction projects, but how many are
meant to shelter the homeless? Are new factories and assembly lines providing
enough jobs to the unemployed or are they rather creators of unemployment by
adopting automation and robotics without first examining the consequences?

I guess my point here is that engineering, production, and project management
are definitely tools that are necessary, even imperative, for our development and
progression as a human race. However, if these tools are not inclusive but rather
serve only a certain privileged group that can afford them, the goal of sharing our
technologies and resources together to benefit the entire human family could remain
a distant dream.

Also, let not our focus on a profit-making model of doing business, which
includes production and project management, blind us to the fact that the massive,
steadily growing disparity between the haves and the have-nots today is a testament
to our lack of focus on the well-being, prosperity, and success for all humankind.
Gordan Stanley Brown, the great professor of Electrical Engineering at MIT, put is
rather eloquently when he said, “Engineering is not merely knowing and being
knowledgeable, like a walking encyclopedia; engineering is not merely analysis;
engineering is practicing the art of the organizing forces of technological change.
Engineers operate at the interface between science and society.” In other words,
engineers are meant to, and must make it their goal to use the tools of science to
serve society. What is any progress, if it does not hold the promise of equality,
dignity and a decent livelihood for all? I would argue that all progress, including
technological progress, cannot be truly successful if it does not recognize that all
humans, irrespective of their social status, must have access to its benefits. In fact, I
would go so far as to say, engineering, production, and projects, apart from relying
on the regular elements of organization, strategies, planning, training, and budget,
need to make “empathy” and “social responsibility” a fundamental and essential
feature of their studies and proposals.

The 10 top inventions that changed the world as listed by National Geographic
are:

1. Printing Press
2. Light Bulb
3. Aeroplane
4. Personal computer
5. Vaccine
6. Automobile
7. Clock
8. Telephone
9. Refrigeration

10. Camera
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All of the above are indeed engineering feats that will go down in the annals of
history as having completely transformed human existence. Today, I would add to
the list the World Wide Web, space technology, quantum computing, artificial
intelligence, indeed this amazing list could go on.

But I stop here to laud scientists and engineers who revolutionized the world,
and yet others who stood on the shoulders of giants and continued to improve,
develop, and transform it through their incredible knowledge, imagination, and
innovation.

I reiterate what has been said before that “Engineering is the art of directing the
great sources of power in nature for the use and convenience of man.” Indeed, I ask
all the illustrious scientists and engineers gathered here today to use this great and
noble profession as a tool for bringing about a social renewal that promises equality
and dignity to all; to harness its inevitable disruption and make it positively
transformative for all people.
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Confirmatory Factor Analysis of Perceived
Risk Factors for Crowd Safety in Large
Buildings

Mohammed Alkhadim, Kassim Gidado and Noel Painting

1 Introduction

Crowd safety is a major concern in facilities management and to those who attend
events in large buildings and at venues such as sport stadiums, concert halls, and
religious events (i.e. Hajj). Crowd safety can be achieved when there are no inju-
rious or serious incidents outcomes experienced by any individual in the crowd. In
large buildings used by large numbers of people, there are many threats and dif-
ferent levels of risk that require effective management. A flaw or hazard in large
buildings or spaces during an event has resulted in many crowd disasters across the
world. Two key existing crowd safety models were identified; FIST [5], and six
dimensions and loci of crowd disaster [4]. These models include important factors
that may cause risk to crowd safety and lead to crowd disaster. The acronym FIST
is defined as: Force (F), Information (I), Space (S) and Time (T) while the six
dimensions and loci of crowd disaster model involve 6 factors (Stampede, Riot,
Structural and Mechanical failure, Terrorist attacks, Explosion (fire, chemical) and
Natural disaster). Two more factors have been added from analyses of previous
studies and major crowd incidents including user behavior and perceived safety.
The research in this paper used the Holy Mosque during Hajj event as a case study
in order to test, verify and to measure the reliability of the factors. The Holy
Mosque is the largest mosque in the world, at approximately 356,800 square meters
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and has 32 doors. It can accommodate around 1.2 million worshipers at the same
time. Hajj is one of the five pillars of Islam which is mainly concentrated in four
holy places: The Holy Mosque, the Mina, Muzdalifah and Arafat. It takes place
once a year in a period ranging between 4 and 6 days. The Holy Mosque is a large
building and has unique characteristics that facilitate an in-depth understanding of
risk factors that may affect crowd safety.

2 Perceived Risk Factors to Crowd Safety

2.1 Perceived Risk of Stampede (PST)

Human stampede is a phenomenon that has occurred many times around the world.
It has been associated with grave consequences such as loss of life, serious injury,
property damage, psychological trauma and distress. Stampede can occur in many
types of large gatherings including political rallies, social events, sporting events or
religious events (pilgrimages, etc.). Several studies have reported that religious
events have seen the worst incidents of human stampede with most incidents
occurring in developing countries. Sociological theorists have stressed that indi-
viduals lose their sense of responsibility during a stampede situation. Studies on
crowd disaster have shown that when the crowds need to turn in order to change the
direction (e.g. in corners and stairwells), there is a risk of trampling and/or stam-
pede to occur. They further state that when such restricted passage has sudden
changes in the escape direction, it could also trigger trampling and stampede as
people rush to flee.

2.2 Perceived Risk of Riot (PR)

Riot is a risky phenomenon, with many possible causes of incidents. The National
Disaster Management Authority of India, defined riot as “a form of civil disorder
characterized often by what is thought of as disorganized groups lashing out in a
sudden and intense rash of violence against authority, property or people”. It has
frequently occurred in some part of the world. One example of a riot occurred in
1992 in Los Angeles in which resulted in 52 people dead and 2500 injured as well
as at least $446 million in property damage. Riots are often aggressive and violent,
they usually start peacefully and then transform into a violent mob. Once they start,
it is likely impossible to control them.
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2.3 Perceived Risk of Structural Failure (PSF)

The failure of any temporary or permanent structure in a crowded venue can have
an overwhelming effect. It has been indicated that structural failure is not uncom-
mon. Insufficient design, poor construction, inadequate codes of practice and
overloading have all caused significant failures. According to the National Disaster
Management Authority of India (NDMA), structural failures have also been cited as
reason for crowd disasters on numerous occasions.

2.4 Perceived Risk of Terrorist Attack (PTA)

In recent decades, terrorism has been increasing worldwide. Most studies on ter-
rorism have lacked theoretical and empirical analysis. Furthermore, accepted def-
initions of terrorism are unclear but several elements are shared in common. These
common elements refer to the violence or threat of actions that result in fatalities
and serious injuries. Although many terrorist events seem irrational, these events
must have been planned. According to the current definition of the U.S. Department
of Defense (US DoD 2015): terrorism is the unlawful use of violence or threat of
violence, often motivated by religious, political, or other ideological beliefs, to
instill fear and coerce governments or societies in pursuit of goals that are usually
political. The Oxford English Dictionary defines terror as ‘the state of being
terrified or greatly frightened; intense fear, fright or dread’. Nowadays, terrorism
has become one of the main risk dimensions which requires safety planning. It is a
veritable threat which targets public venues particularly, crowded places including
sports and, religious events.

2.5 Perceived Risk of Explosion (Fire/Chemical) (PE)

Fire and explosion are major accidents which are classified as technological dis-
aster. The International Labour Office (ILO), defined major accident as “an
occurrence such as a major emission, fire or explosion resulting from uncontrolled
developments in the course of an industrial activity, leading to a serious danger to
man, immediate or delayed, inside or outside the establishment, and to the envi-
ronment, and involving one or more dangerous substances”. Many technological
disasters have occurred around the world, such as: the fire that swept through a tent
in Mina, Makkah during Hajj in 1997; the Gothenburg, Sweden, Disco in 1998; the
Rhode Island Rock concert in 2003. A number of disaster cases were reviewed by
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the researcher with respect to the fire and behavior of the people within the fire
situation. These disasters included the Beverly Hills Supper Club in 1977;
Summerland Woolworth’s in 1937; Bradford King’s Cross in 1985. In these cases,
the fire made people to panic in response to save their lives; and it is the panic that
resulted in fatalities. For example, due to behavior of the people who panicked at
the Beverly Hills Supper Club event in Kentucky, USA in 1977, 300 people were
stampeded.

2.6 Perceived (Risk of) Natural Disaster (PND)

Natural disasters are catastrophic events which occur due to natural forces and are
not controllable by mankind. Examples include flood, climate change (heat waves
or cold waves), strong wind, volcanoes, earthquakes, etc. Asia and the Pacific are
the regions most exposed to natural disasters. Most natural disasters result from
heavy rains. Another natural disaster threat comes from climate change. Several
studies have shown the significant association between climate change (e.g. high
temperature) and mortality. Based on the Intergovernmental Panel on Climate
Change 7 report in 2014, the increase of heat and decrease of cold due to climate
change will result in increase of mortality in some parts of the world. Numerous
studies have discovered that exposure to heat waves may cause cramps, fluid loss,
fainting, heat exhaustion, dehydration, heat stress, heat stroke and ultimately
mortality. Within a short time of exposure to high temperatures, people affected by
heat may suffer fatalities. The elderly (aged 60 years or older), particularly women,
and those with chronic lung diseases are more affected. High temperatures are likely
to affect people physically and psychologically. It can increase aggressive behavior
by directly increasing feelings of hostility and indirectly increase aggressive
thoughts. This could be worse within large gathering events including sport, reli-
gious and political events.

2.7 Perceived Risk of Force (PF)

Perceived force refers to the feeling of the individual while within a crowd that may
be produced by either hearing, seeing or sensing the force. The force may reach
such a high level that it cannot be controlled or resisted because of crowd pressure.
It has been emphasized that crowd compression, compressive asphyxia and a
subsequent loss of footing or inability to move are the main reasons of deaths
during an event (not by trampling). Berlonghi [3], claims that serious injuries and
fatalities may occur from suffocation when people in a crowd are being swept along
with movement and compressed. Generally, the forces that can be created when
density exceeds a certain level may lead to a serious incident.
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2.8 Perceived Risk of Poor Information (PPI)

In large buildings, it is crucial to obtain real time information about the crowd
condition including crowd action, reactions whether real or perceived. Information
communicated to—or withheld from—the crowd can influence their perceived
safety. The communicating with the crowd is essential in maintaining order and
managing behavior. It was found that poor information prior to or during an event
has led to many crowd incidents. Information comprises all means of communi-
cation such as signs and announcements. Fruin [5], suggests that actions and
training of personnel, sights and sounds all affect group perceptions. Setting up a
communication center and a centralized crowd management system is good prac-
tice. Experts have highlighted that real-time information and communication are
significant factors in minimizing risk of crowd disasters.

2.9 Perceived Risk of Insufficient Space (PIS)

Fruin [5], claimed that architects and engineers typically pay minimal attention to
planning people’s movement and perceptions but greater emphasis to meeting the
local building codes regarding space in large buildings involving physical facilities,
seating areas, corridors, stairs, escalators, and lifts. It has been shown that human
psychology usually undergoes a change when the capacity becomes high and the
venue does not have enough space to accommodate the crowd. Generally, when the
individuals within a crowd perceive risk or a possible disaster, they panic and move
to an exit ignoring alternative exits made available. Fruin [5], stated that within a
high- density crowd it is difficult to describe the psychological and physiological
pressure, and individuals may lose their control. Several studies have emphasized
that crowd density has an effect on perceived safety and on people’s behavior [1]. It
has been argued that insufficient or poor use of space is considered a key risk factor
to crowd safety.

2.10 Perceived Risk of Poor Real Time Management
(PPRTM)

Poor real time information and interventions are key risk factors to crowd safety [5].
Failure to detect the behavior of the crowd at the right time can lead to serious
incidents. Time plays an important role, for example, the inflow of the pedestrian
compared to the rapid egress is much less while the pedestrian is leaving an event. It
has been emphasized that the flow of the pedestrians must not exceed the capacity of
the spaces available. It was indicated that lack of consideration is sometimes given to
how crowd flow and density can be successfully managed by controlling timings.
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2.11 Perceived Safety (PS)

Feeling unsafe during an event can drive people to panic from real or perceived risk
through acting unusually by pushing and shoving. Studies in urban design have
identified several factors that may have an influence on perceived safety including
characteristics of the environment, the physical condition, and the configuration of
spaces. The perception could differ from one person to another, for instance women
and older people have a more diverse sense of safety compared with others. Crowd
studies have defined the perceived crowding as “the psychological counterpart to
population density” is closely tied to perceived safety. There is a negative corre-
lation between perceived safety and perceptions of crowding; people’s sense of
safety declines as perceptions of crowding increase.

2.12 Crowd (Users) Behavior (UB)

Crowd behavior refers to the way in which persons act or behave towards others.
Berlonghi [3], suggested important factors that can influence crowd behaviors and
play an important role in designing, management and crowd control at events.
These factors include location and time of the event, size of the crowd, crowd
mobility, demographics of the crowd, schedule of event activities, crowd movement
models, weather conditions and density of crowd in different areas. At some events,
the crowd can turn into a mob and become aggressive. The aggressive behaviour
may be in response to such strictures or emotional triggers such as elation, fear, or
anger, and may be exaggerated by impairments such as drug or alcohol intoxication
and lack of accurate information. Aggressive behavior may also result from
physical discomfort due to environmental conditions such as heat, cold, noise, etc.,
and may become more likely if others are displaying aggressive behavior and are
either rewarded or go unpunished. Psychological experiments, they have shown that
when people get a high level of arousal responsibility is diffused, people may act
irrationally and not be able to control their own behaviour [3]. Those people may
start throwing objects, screaming and pushing people while some may turn into
mobs carrying out theft, vandalism, rioting, group violence leading to a potential
crowd disaster.

3 Method

Confirmatory Factor Analysis (CFA) is used as statistical technique for this study.
This statistical technique does not specify variables to factors instead the factors are
determined by the researcher based on the theory being tested prior to any results
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being obtained. CFA is applied to test the theoretical pattern of the variables loading
on specific constructs and to show how well the theoretical specification of the
factors can match the reality (the actual data). CFA enables the research to accept or
reject the theory that has been studied [8]. 1940 pilgrims (both local and foreign)
were surveyed within the zone of Makkah during the Hajj of the year 2016 (1437
Arabic Calendar). The questionnaire covered thirteen sections: section one is
background information and sections two to thirteen are designed to test the per-
ceived risk factors to crowd safety. The items included in the questionnaire were
adapted from [1, 4, 5]. All the items were measured using a 5-point Likert scale
(1 = strongly disagree to 5 = strongly agree; or 1 = never occur to 5 = almost
always occurs). Several items were modified to attain the aim of the research.

4 Results and Discussion

4.1 Confirmatory Factor Analysis (CFA)

When undertaking a CFA, it is necessary to assess the uni-dimensionality, con-
vergent and discriminant validity, as well as reliability [2]. The uni-dimensionality
should be made first before assessing the convergent and discriminant validity, and
reliability. Uni-dimensionality refers to the measurement items that have acceptable
factor loading for the latent construct which is 0.60 and above [2]. Figure 1 presents
the structural model; some modifications have been made based on Modification
Indices (MI). Several items have been deleted one at a time and others have
been covarying the error terms with the purpose of achieving the minimum fitness
index.

4.2 Convergent Validity

To establish convergent validity, the model fit must be adequate, and the average
variance extracted (AVE) must exceed 0.50 [8]. Table 1 provides the result of the
model fit measures. Awang [2] recommend a comparative fit index (CFI) � 0.90,
standardized root mean square residual (SRMR) � 0.08, and root mean square
error of approximation (RMSEA) � 0.06 for acceptable model fit. The values
included in Table 1 indicate that the model is fit and all measures of CFI = 0.940,
SRMR = 0.046, and RMSEA = 0.045 have achieved the required level. Also, the
results of AVE for all constructs as illustrated in Table 2 have achieved the standard
minimum required level of 0.50.
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4.3 Discriminant Validity

To establish discriminant validity three criteria must be met [7, 8]. The
Fornell-Larcker test needs the square root AVE for each construct to be greater than
any inter-construct correlations [6]. All constructs for this study have met this
criterion. The square root of the AVE of the construct is greater than its estimates of
correlation as presented in Fig. 2.

The other two criteria for discriminant validity that must also be met are the
Maximum Shared Squared Variance (MSV) and Average Shared Squared Variance
(ASV). Hair et al. [8], recommend that MSV and ASV must be less than the results
of AVE (MSV < AVE, ASV < AVE). The results of ASV and MSV as detailed in
Table 2 indicate that our measurement model is valid.

Fig. 1 The path diagram on the confirmatory factor analysis for all variables

Table 1 Fit indices Measure Estimate Threshold Interpretation

CFI 0.940 >0.95 Good fit

SRMR 0.046 <0.08 Good fit

RMSEA 0.045 <0.06 Good fit
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4.4 Reliability and Construct Validity

Table 2 presents the results of the reliability and construct validity test. Two reli-
ability tests have been undertaken for this study: composite reliability (CR) and
Cronbach’s alpha. Both tests were used to guarantee the reliability of the data
before conducting further analysis. CR is more accurate than Cronbach’s alpha
because it does not assume that the loadings or error terms of the items are equal.
The CR test has met the standard minimum threshold of 0.60.

The model also confirms that all Cronbach’s Alpha values for the construct as
given in Table 2 are above the recommended value of 0.70 [7]. This indicates the
acceptability of internal consistency and confirms that all the items used in the

Table 2 Reliability and construct validity

CR
(above
0.60)

AVE
(above
0.50)

Cronbach
(above 0.7)

MSV ASV Convergent
validity
CR > AVE
AVE > 0.50

Discriminant
validity
MSV < AVE
ASV < AVE

PF 0.878 0.644 0.886 0.622 0.37 Yes Yes

PPI 0.920 0.697 0.922 0.643 0.32 Yes Yes

PIS 0.811 0.593 0.824 0.556 0.31 Yes Yes

PPTM 0.867 0.685 0.866 0.643 0.38 Yes Yes

PST 0.796 0.568 0.748 0.448 0.22 Yes Yes

PR 0.803 0.577 0.804 0.484 0.31 Yes Yes

PSF 0.779 0.543 0.774 0.210 0.09 Yes Yes

PTA 0.836 0.630 0.833 0.403 0.27 Yes Yes

PE 0.811 0.590 0.780 0.403 0.21 Yes Yes

PND 0.785 0.549 0.784 0.068 0.04 Yes Yes

UB 0.864 0.616 0.834 0.561 0.33 Yes Yes

PS 0.805 0.508 0.804 0.401 0.23 Yes Yes

Fig. 2 Discriminant validity Fornell-Larcker test
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model are technically free from the errors [8]. Overall, the result of the assessment
of the measurement model shows solid evidence of unidimensionality, convergent
validity, discriminant validity, and reliability.

5 Conclusion

This research presents the results of confirmatory factor analysis examining twelve
important factors that may cause risk to crowd safety. The theoretical patterns of the
variables loading on a developed construct were tested confirming the validity and
reliability of the model. It clearly shows that the items on each construct of the
study are reliable and the model has got enough measurement properties. Forty-one
items were identified with an acceptable factor loading of at least 0.60. The results
of CFA show acceptable evidence on the FIST, the six dimensions and loci of
crowd disaster, and the two additional items of user behavior and perceived safety.
The results of good internal consistency and validity of the constructs support the
potential use of these 12 factors for large buildings used for hosting large events.
For instance, the model can be used as indicators to evaluate large buildings used
for large numbers of people whether it involved any of these risks. Many crowd
disasters have occurred across the world where hazards were either not recognized
or completely ignored. We concluded therefore that these 12 factors and items must
be taken into account for managing large buildings and spaces in order to enhance
crowd safety and reduce risk.
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A Comparison of Paid Versus Free
Weather Services for Site Specific
Weather Forecasts for Construction
Projects

Evan M. Lauterbach, Salman Azhar and Amna Salman

1 Introduction

Weather is an undeniable factor that impacts almost every construction project
around the world. The science of weather prediction is complex and there may
probably never be a way to precisely determine the exact weather forecast well in
advance for a specific area to plan day to day activities. However, over the past few
decades, meteorologists have been able to refine the prediction accuracy to a pretty
astounding level. However, there remains room for improvement and still almost
every industry in the world is affected by weather in one way or another.

Weather plays a vital part in most aspects of the construction industry. Historical
observations of weather conditions in an area play a pivotal role in construction
planning long before the ground is broken. Design parameters are often dictated by
the anticipated weather conditions the project will be subjected to over the course of
its life. However, what construction managers are most concerned with after the
design has been completed is the unexpected weather conditions during the con-
struction execution phase [3].

In the United States, federal projects typically include contractual provisions that
mandate a contractor to account for a certain amount of adverse weather days in a
given month. These “adverse” days should be added into the weather dependent
activity durations, so that when adverse weather happens, the overall completion of
the project is not impacted by the event unless the provided amount of days for the
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month exceeded. The intent of the Federal government’s provision is to transfer risk
to the contractor to account for a reasonable amount of weather events for the field
work so that the planned occupancy date will not be missed. Should that be the
case, a contractual liquated damages assessment amount occurs for each day
beyond the agreed beneficial occupancy. In order to reduce or eliminate unplanned
additional costs due to weather, the contractor must be savvy enough to dynami-
cally plan during construction how weather will impact specific construction
activities [3].

A typical construction site will most likely undergo a variety of inclement
weather events. Benjamin and Greenwald [1] found that almost 50% of a con-
struction project’s activities are sensitive to weather. Probably one of the most
significant conditions is extreme high and low temperatures. Temperature can have
a broad impact on multiple facets of a job site. Worker efficiency due to fatigue and
heat exhaustion from high temperatures may have unfavorable impacts on sched-
uled productivity. Furthermore, high temperatures impact the placement and curing
of concrete. Consideration for hot weather placement may include extra equipment,
specialized material and additional procedures, all of which must be in-place prior
to execution in order to place and cure concrete according to specifications.
Conversely, cold temperatures have just as significant impact. In addition to similar
concrete issues such as concerns over slow rate of strength gain, the formation of
ice on material and equipment takes time to remove and may manifest into serious
site safety issues [1].

Often times the most significant weather condition that comes with little and
undependable forewarning, is the wind. High wind speeds require careful obser-
vation and quick decision making to cease sensitive operations [5]. High wind
conditions in excess of 20 mph will almost always shut down crane work and other
elevated operations, such as man-lifts, equipment booms and other hosting proce-
dures. Cranes are typically one of the most important pieces of equipment on a
jobsite and are often times tied directly to critical path activities. Wind poses a
serious danger to crane due to unaccounted moment forces on the crane which
could cause overturn. The more accurate forecast to plan for high wind speeds, the
better planning can be done in order to minimize delays and the risk of jobsite
damage and injuries. Other considerations for high wind include limited visibility
and flying loose construction debris throughout the site. Often times contractors are
left to their own judgement in responding to high wind situations in their projects
[5].

Typically, in the planning phase of laying out the schedule, the contractor
provides input as to how activities sequencing should occur, along with a big
picture view of when major milestones are completed in conjunction with the time
of the year. In locations that are subject to wet seasons, contractors always strive to
get buildings “dried in” before the start of the wet season. However, precipitation
does occur throughout the year, leaving construction managers with weather related
disruptions [7]. In cases of heavy civil construction, a complete jobsite shut down
may be required to deal with erosion control measures and overly saturated and
unworkable soils [2].
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Throughout the construction industry, project managers are continually looking
for ways to increase productivity and accurately forecast potential schedule impacts
by means of all information and services available. One of the services available is
site-specific paid weather forecasts. However, there has to be valid justifications in
order to employ a pay-for-use service as opposed to what is freely available.
Published research studies have not formally analyzed paid services for site-specific
weather forecasts versus free and readily available information from the internet
specifically for construction projects. The aim of this research is to compare the
reliability and accuracy of “paid” site-specific weather services against readily
available “free” information, to justify their use as an effective decision-making tool
in construction project management. The rest of the paper is organized as follows:
next section discusses the critical role weather plays in project scheduling, it is
followed by methodology and major results, and at the end conclusions and rec-
ommendations are outlined.

2 Role of Weather in Project Scheduling

Knowing the impact adverse weather conditions may potentially have on a multi-
tude of construction activities, a prudent construction manager will continually
monitor upcoming weather for potential issues and revise construction activities to
account for their prospective impacts. Continual reevaluation of weather sensitive
activity durations is an essential part of project cost control. Moselhi et al. [4]
developed an automated decision support system called WEATHER for estimating
the impact on construction productivity. The system is a stand-alone interface that
requires user-input to define parameters such as temperature, humidity and wind to
estimate weathers impact on productivity. The software focused on the human
productivity rate as a result of weather. This software application however was
under development in 1997 and at the time was limited to electrical work, masonry
construction, outdoor manual and equipment tasks and general construction. The
current availability of this software is unknown.

Similarly to Moselhi et al. [4], Shahin et al. [6] proposed a framework for
simulating weather-sensitive activities under extreme weather conditions [6]. In line
with Moselhi et al. [4], Shahin et al. [6] work is based upon human productivity
rates. While the model is based upon historical weather observations, the model
also relies upon generated weather parameters as opposed to future forecast weather
data. However, the simulated weather outputs were statistically analyzed for ade-
quacy in comparison to historical observations.

In 2008, Thorpe and Karan acknowledged that weather delays pose a significant
risk in project delivery, and construction managers need a simplistic tool to cal-
culate expected revised durations based on weather delays. They developed a
prediction model to help evaluate the effect of weather conditions on the of con-
struction project duration. However, what differentiates their effort from previous
research is that instead of being based upon labor productivity to simulate
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durational impact, their methodology takes a specific activity’s sensitivity to a
particular weather condition into account. The foundation of their method for
calculating schedule delay is based on the following equation:

SD ¼
Xn

i¼1

Si � Pt � Di ð1Þ

SD Schedule Delay
n number of activities
S Sensitivity factor based on its category (e.g. snow, rain, cold temperature)
P Probability of occurrence
D Duration of activity

The equation proposed by Thorpe and Karan [8] provides a revised duration for
each activity based upon its sensitivity to a weather activity, its probability of
occurrence and the original duration of the activity. The parameters of the equation
rely on the judgement and expertise of the construction manager. Thorpe and
Karan’s intention was to develop future forecast probabilities (Pi) based on his-
torical observations of occurrences broken down into months in which either snow,
rain or cold weather would occur. Though recommended in all but none of the cited
studies evaluated the accuracy of weather forecast data.

3 Research Design and Methodology

All data collected for this research study are quantitative in nature. The amount of
potential weather data available is extensive. Due to limited time available to
complete this research, only a small amount of weather forecast data and subse-
quent observations were recorded. Quantitative weather data was compiled on a
daily basis from the National Weather Service (Free) and WeatherGuidance.com
(Paid) at latitude and longitude of 30.05466 N, −97.82466 W, outside of Buda,
Texas, USA. In order to assess the short and long term accuracies of both weather
services, all defined conditions data were collected and recorded for next day,
2-day, 3-day, 4-day and 5-day forecasts. Table 1 depicts the conditions in which
data was recorded for a period of 90 days, from May 31, 2016 to August 30, 2016
along with the driving action limit for possible schedule analysis.

In order to keep the comparison of data independent, neither the National
Weather Service (NWS) nor WeatherGuidance.com (WG) could be relied upon for
the collection of observed historical weather information. Using either service for
that purpose could give the appearance of the recorded observations being more
favorable to the future forecast data. Traditionally, actual weather observations are
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limited to regional airports and weather balloons as sources. The problem with
collection of actual observed data from these sources is that it may show a much
greater variance if the site is farther from the weather station. In this study, the
closest station was in San Marcos, TX (29.89275 N, −97.863 W), over 12 miles to
the south of site. Hence a neutral and unbiased weather station named KTXBUDA5
residing at 30.065 N, −97.774 W, which is less than 3 miles from the site location
was used. KTXBUDA5 is managed by Weather Underground (wunderground.com)
which is a world-wide network of personal weather stations providing instanta-
neous observations and historical data in more locations than reliance on local or
federal government weather stations.

After data has been collected for a period of 90 calendar days, statistical analysis
on the data was conducted in order to show how accurate the forecasts are in
comparison to the actual observed data of the corresponding day. Both descriptive
and inferential statistical analysis were used The analysis conducted was overall
descriptive statistics, which provided the mean, median, mode and standard devi-
ation of both weather service forecasts for all weather conditions for next day,
2-day, 3-day, 4-day, and 5-day weather forecasts. In addition, inferential statistical
analysis was conducted to identify relationships between the two sets of forecasts
and actuals. Correlation analysis was performed to determine if a relationship
between the weather services and the actual observations exists. In addition, T-tests
were conducted to perform hypothesis testing. For this research, the null hypoth-
esis, Ho, was that there is no significant difference between the two compared
weather services. The alternative hypotheses, H1, is that there is a significant dif-
ference. This logic was used to compare the two weather services to each other as
well as each individual weather service to the actual observed conditions. Lastly, a
direct comparison of accuracy of each weather service against the other was con-
ducted to determine which service provides a more accurate forecast. This was done
by examining the standard deviation of each forecast as well as looking at other
statistical calculations, include Mean Squared Error (MSE) and Mean Average
Percent Error (MAPE).

Table 1 Weather data collection parameters

Weather event Comment Action limit for schedule
analysis

High
temperature

Daily maximum was recorded, regardless of time
of event

Above 95 °F

Low
temperature

Daily minimum was recorded, regardless of time
of event

Below 32 °F

Wind Maximum sustained and peak wind gust was
recorded

Above 20 mph

Precipitation Precipitation potential was recorded Any recordable amount
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4 Results

Figures 1 and 2 show the results for maximum (highest) and minimum (lowest)
daily temperatures based on 5-day forecast which is found to be the most critical
one. Results for 1-day, 2-day, 3-day and 4-day advance weather forecasts are not
reported here and can be found in Lauterbach [3].

Fig. 1 Maximum daily temperatures comparison and statistical analysis
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Beginning with the high temperature category, the overall observation was that
both weather services continually predicted higher than observed temperatures for
all forecasts. The correlation between the National Weather Service (NWS) and
WeatherGuidance.com (WG) was a very strong positive correlation, with no less
than a correlation coefficient of 0.98 between them. While the correlation between
each weather service and the actual observation lessened the farther out the forecast
got, with WG showing the weakest correlation compared to the actual over all days.
According to the mean squared error, the two services were within a few degrees of
accuracy apart. Examining the t-test results is the true indicator of how their per-
formance was in relation to the observed temperature. For all forecast days the null
hypothesis was unable to be rejected between NWS and WG, however it was

Fig. 2 Minimum daily temperatures comparison and statistical analysis
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rejected for both services in comparison to the actual observations meaning that the
two weather services for high temperature prediction were similar to each other, but
neither was similar to the actual temperature. Examining the low temperature cat-
egory generally showed a much tighter relationship between the forecast data and
the observed conditions. The correlations between the two services once again
displayed a very strong positive correlation through the forecast range, which
would indicate a similar pattern in forecasting.

As for the correlation between each service and the actual observations, both
services remained at least a strong correlation. Looking at the mean squared
averages and mean average percent error, WG generally showed a greater degree of
accuracy for both, however it was within a few degrees of error and percentage
points of NWS. Investigating the t-test results showed that in no case was the null
hypothesis able to be rejected which means there was no significant difference for
either weather service in comparison to each other and versus the actual observed
conditions.

The precipitation and wind results for 5-day forecast are shown in Figs. 3 and 4.
The precipitation category was a difficult category to analyze due to the fact that
only two rain events occurred over the entire period of analysis, with several
occasions of both weather services predicating above a 50% chance of precipitation.
On those two occasions, both weather service predicted less than 50% chance of
precipitation the day before. The correlation analysis indicated that the two weather
services maintained a very strong positive correlation with each other throughout
the forecast range, while in every case both services had either a very weak, or weak
correlation with the actual observations. According to the MSE and MAPE, the WG
forecast held a slight edge in accuracy, but not by more than a percentage point. As
expected, the t-test results indicated that both weather services were able to reject
the null hypothesis, meaning there were significant differences between both NWS
and WG and the actual observations. However, in examining the t-test between the
two services, the null hypothesis was unable to be rejected, meaning the two
services were similar.

By first examining sustained maximum wind, the correlation between NWS and
WG remained as a strong positive correlation. According to the MSE and MAPE
for sustained winds, the WG forecasts displayed a higher degree of accuracyonly by
a very small percentage over the NWS forecasts. Examining the t-tests, the null
hypothesis was rejected on all occasions for both weather services in comparison to
the actual observations, and failed to be rejected between NWS and WG, with the
exception of the next day forecast. This infers that both services were not similar to
the actual observations, but with similar to each other with the exception of the next
day forecast. As for comparison with the actual observations, the correlations
between WG and the actual were a moderate positive throughout and generally very
weak or weak positive for NWS. The t-tests results demonstrate that there are
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significant differences between the actual observations and both forecast services,
however both forecast services were similar to one another.

In a nutshell, both weather services under-predicted sustained wind and maxi-
mum wind gusts throughout the forecast range. This is highlighted by universally
low sustained wind predictions along with multiple actual observed wind gusts with
no forecast from either service.

Fig. 3 Precipitation forecast comparison and statistical analysis
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Fig. 4 Sustained wind and gust forecast comparison and statistical analysis
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5 Conclusions and Recommendations

Based on the comparison criteria set forth in this study and examining the results for
each weather category through statistical analysis, it does not appear that using a
“paid” site-specific weather service is more valuable as a project management tool
than using “free” weather forecast services. The statistical analysis generally
showed that both forecasting services provided very similar results. There were
however significant statistical differences between both weather services and the
observed actual weather conditions. It implies that the current weather forecasting
tools do not provide very accurate information where a construction manager can
solely make scheduling decisions based on the provided forecasts. This study
recommends not to invest resources in utilizing paid site-specific weather services
for use as a decision-support tool. However, it is important to note that the results of
any other site-specific weather forecasting services may lead to a different set of
conclusions so caution is advised in interpreting these results. This paper presented
a brief overview of this research study. Readers interested in more details are
recommended to review the full thesis [3].
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Use of Ocean Sensors as Wave Power
Generators

Rahul Basu

1 Introduction

Solar energy can be harvested from the ocean through ocean currents. Ocean
currents being solar and wind generated near the equator are classifiable into marine
and tidal currents. Marine currents flow in one direction and are relatively constant.
Tidal currents, however, are found near the shoreline due to gravitational forces.
Some important currents include the Gulf Stream, Florida Straits Current, and the
California Current. The wind and thermal energy get stored in the ocean as currents
and surface waves. Wave heights and widths change during the year. Kinetic
energy is proportional to the cube of velocity and density. Ocean energy is com-
parable to wind energy because the two are forms of hydrodynamic and fluid flows.
Ocean currents are slower than wind speeds, however, as sea water is 832 times
denser than air. Also, ocean currents can be predicted years in advance, since these
depend on the sun and the moon. Worldwide, ocean currents of more than five
knots or 2.5 m/s (1 knot = 0.50 m/s) exist. Current energy has been estimated
greater than 5000 GW, with power densities of up to 15 kW/m2.

Ocean currents of 4–5 knots occur along the E. African coast and have been
studied extensively [11, 16]. The feasibility of using ocean currents off Hawaii was
also undertaken [5]. Extractable power from the flowing fluid varies with kinetic
energy as

P=A ¼ ð1=2ÞqV3 ð1Þ
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where A (in square meters), q, fluid density (in kilograms per cubic meter;
1000 kg/m3 for freshwater and 1025 kg/m3 for seawater), V being flow velocity
(meters per second). The velocity is the main factor, also in wind power, since it
appears as a cube power. Figure 1 shows power outputs for various speeds. Wave
energy also goes as the square of the amplitude and period of the wave. Hence, long
periods and large amplitudes are attractive. Various wave energy generators have
been used, the Indian experiments have been with oscillating water columns types
(150 kWh) at Vizingham fisheries harbor near Trivandrum (Kerala) in 1991 [10].
Successful trials led to improved capacity turbine generators in 1996 of 1.1 MW.
Some studies have been done on the spectral components of waves and their effect
on the overall energy content [17]. The extractable power available goes as the
following formula:

P ¼ 0:55 h2z
� � ð2Þ

where P is in kW per meter length of the wave crest. Where h = average of
one-third of the highest waves in meter z = zero crossing periods in seconds. That
means a significant wave height of 4 meters, with a zero crossing period of five
seconds, will have the wave power of 44 kW per meter length of the wave crest.
Along the Indian coast of approximately 7500 km, the average wave energy is
around 5–10 kW/m. India has a total potential around 40,000 MW. At 15% uti-
lization this would mean an output of approximately 6000 MW.

Fig. 1 Power density versus speed of fluid
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1.1 Available Technologies

Since the 1970s, many technologies have been attempted Among these are:

1. Cockerel raft
2. Flexible Bag Energy Converter
3. Submerged circular cylinder converter
4. Clamp wave energy converter
5. Oscillating water column Converter
6. Ocean swell powered renewable energy Converter

The Japan Research and Development Corporation developed wave-powered
devices after a study in 1965, resulting in wave powered generators and wave
powered light buoys (Wavepowerlab 2016).

1.2 Indian Ocean Networks

In the Indian Ocean, the Indian Meteorological Department (IMD) and other net-
works provide real-time Seismic data. Indian Ocean Earthquakes larger than
Magnitude 6 can be detected within 20 min. The main advance warning method for
Tsunami detection is by Deep Ocean Bottom Pressure Recorders (BPRs). In the
Bay of Bengal, NIOT (The National Institute of Ocean Technology), has installed 4
BPRs, with 2 BPRs in the Arabian Sea [8]. 30 Tide Gauges to monitor the progress
of tsunami waves were placed by the NIOT and Survey of India (SOI). The
Integrated Coastal and Marine Area Management (ICMAM), has validated the
Tsunami Model for five historical earthquakes and inundations. Another study
suggests that high concentrations of mangroves help protect the shoreline from
wave action [acm.org]. In Indonesia, the UN Information Management Service
(UNIMS) worked with local agencies for planning and recovery activities
(Springerlink 2017). Tidal and wave energy development has been attempted in
Bay of Bengal and Vizingam. The economics of the project will determine if the
investments are worthwhile in the long run. Similar cooperative networks exist in
the Pacific region [13].

1.3 Equations

Taking Investment for the WBREDA Sundarbans Project at 40 crores [10], and by
using the annualized cost or amortized cost over the life of the project, gives an
annual cost A, with P being the present value, “i” the interest rate and n the no. of
years as
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A ¼ P � i 1þ ið Þn½ �= 1þ ið Þn�1½ � ð3Þ

At a market rate of interest i = 10%, for an Output 3.75 MW, at 10 h per day
365 days per year, the annualized output comes to

3:75 � 10 � 365 ¼ 13687:5 MWh: ð4Þ

The INCOIS Centre (Indian National Centre for Ocean Information Services)
operates 24 by 7. Satellite data is received from six ocean buoys—equipped with
water pressure sensors. Six back-up buoys should also now be ready. Two faults in
the Indian Ocean can cause a tsunami and the Bay of Bengal, are potentially
hazardous [1].

1.4 The potential for Incorporating Wave and Tidal Energy
Generators in Early Warning Buoy Systems

Although higher wave heights exist at higher and lower latitudes, good wave
potentials exist around the Indian coast. Potential sites in India have been identified
as Gulfs of Cambay, and Kutch in Gujarat with maximum tides in the range of 11
and 8 m and average tidal range of 6.77 and 5.23 m respectively [10]. Power
generation potentials are 7000 and 1200 MW. At Durgaduani creek in the
Sundarbans, a potential of 100 MW with a maximum tidal range of 5 and 2.97 m
has been identified, and in Belladonna creek, mean tidal range of 3.6 m is esti-
mated. All these regions are in gulf and inlet areas which act as natural funnels for
the gathering of wave energy. Global maps of wave heights illustrate the typical
wave distributions as being highest above and below 40° latitude (Fig. 2).

Fig. 2 Global distribution of wave amplitudes [7]
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2 Potential for Harvesting Wave Energy

Estimates [2] were that hydroelectric potential was of the order of 10% of the total
incident offshore wave energy. A typical wave energy harvesting schematic is given
below in Fig. 3

The tabulation shows a cost ranging from 10 cents per kWh to 30 cents per
kWh. In Rupee terms, this translates to approx 5 Rs to 20 Rs per kWh. These
figures compare favorably with the estimates given in the earlier part of this paper
for the Bengal plant, rate of interest 10–15% over 20–25 years (Table 1).

The use of energy transfer from surface waves to the floor has been studied in
view of the fact that muddy sea floors can attenuate surface turbulence [1].
Significant surface energy may be extractable using an artificial floor carpet in this
manner. A review of the current understanding of tidal energy from stream power
generation was given [2]. Around the same time reviews were done, estimating tidal
electric power generation and giving the current state of the art and its status [3, 4].
Recently, specific application to Malaysia [14] was done, using a Utility function.

Fig. 3 Wave energy park concept (oregonstate.edu, 2017)

Table 1 Cost per kWh from various power generation units offshore the USA from Bedard [2]

Commercial plant Hawaii Oregon Calif Calif Mass Maine

No of units needed for
300,000 MWh/yr

180 130 215 152 206 615

Total plant investment (m$) 220 235 229 238 273 235

Annual O&M cost (m$) 11 11 13 11 12 33

10 yr. refit cost (m$) 24 23 23 15 26 74

COE (cents/kWh) nominal 12.4 11.6 13.4 11.1 13.4 39.1
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A recent study has evaluated the generation of power from ocean-based generators
regarding matching it to electric grid systems using network and impedance
theory [15].

3 Economic Analysis

Supposing it supplies only 25% of its capacity, then from Eq. (3), the actual output
is 3421.9 MWh. At a market rate i of 10% over 25 years, the annual capitalized
cost is Rs 4.4 crores (one crore is 107). Taking an annual maintenance cost of 2%
gives 80 lakhs per year (one lakh is 105). Hence total annual cost is 5.2 crores.
Equating the power output at 25% capacity for 10 h per day gives a cost of 3799
per MWh or Rs 3.8 per kWh. At a rate of 15% over 20 years: annualized cost is 6
crores, with annual maintenance of 80 lakhs per year, give a total of Rs 6.8 crores
for 3421.9 MWh, yielding a rate of 19.8 per kWh. These estimates may be com-
pared to the rate in Bangalore of 5–6 Rs per kWh. Appropriate adjustments can be
made for inflation and incremental increases in maintenance, depreciation, and
other factors. Sufficient sites exist for incorporating wave generators into the
information gathering network [7]. It is seen that sufficient potential exists in the
Indian Ocean region for energy generation and can be availed of by neighboring
countries. As regards the logistics, one must make sense of a large number of
devices and agencies that operate data gathering units in the area. A start has been
made in the Disaster management regimes initiated amongst the SAARC countries
[9, 12] (Wikipedia 2017) and amongst the Asia Pacific nations [6]. The possibility
of using these sensors to track aircraft and naval vessels is also possible [13].
A rough calculation of the economics shows that the tide and wave energy pro-
duction schemes can be self-sustaining at current market rates. However, actual
implementation is still far off due to regional differences and bureaucracy.

4 Conclusion

The key to generating power from ocean currents lies in the harvesting of streams
situated near the coast lines. Among these are currents such as the Gulf Stream and
others in the Indian Ocean. Apart from tidal currents, surface motions (bobbing) can
also be harvested based on wave amplitudes and frequencies. Utilization of the
density difference to augment energy output results in a diameter reduction of
approximately 10, as compared to wind flows. This factor can lead to enormous
amounts of energy harvest from ocean currents. One may also consider the eco-
nomic rate of return (ROI) as an efficiency measure, instead of mechanical effi-
ciency, since the source of power is renewable and sustainable solar and wind
energy which impacts and is absorbed by the ocean.
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Web-Based Intelligent RFID Facility
Maintenance Systems

Chien-Ho Ko

1 Introduction

The operating condition of any facility directly affects occupant satisfaction.
However, a facility’s functions deteriorate with time. To extend the service life of
constructed facilities, a well-tuned maintenance program is required [2, 10]. Facility
functions are provided by the facilities themselves and their equipment. Both
depend on continuous maintenance to maintain normal functions. Assigning an ID
to each facility and apparatus is a regular way to manage them. Barcodes seem to be
the most frequently employed system for acquiring the information. However,
barcodes printed on paper are easily broken. In addition, obstacles between the
barcode and laser scanner can interrupt optical communications. These problems
limit their efficacy in facility maintenance [4, 7].

Radio Frequency Identification (RFID) technology has characteristics of repet-
itive write and read abilities. It can access tags without physical contact. This
technology has become one of the most important management systems in recent
decades [9, 14]. Various reports can be found under facility management. For
example, [3] surveyed innovations in facility management and claimed RFID a
hopeful information technology (IT) in the field. Legner and Thiesse [13] also
applied RFID to maintenance at Frankfurt Airport. Wing [16] reported RFID
applications in construction site as well as facility management. The authors
combined this technology with portable devices for implementing asset manage-
ment operations. Another study overcame difficulties faced in facilities maintenance
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by using the same technology [6]. Ergen et al. [6] improved data transfer between
maintenance workers by this technology. Although various research works have
investigated advantages of applying RFID technology to facility maintenance, a
comprehensive system integrating the required management technologies has rarely
been discussed. How does the RFID technology work with the practical mainte-
nance environment? In addition, a tremendous amount of maintenance data are
collected and created while implementing maintenance jobs. How the collected
records are analyzed through the assistance of RFID technology has rarely been
fully addressed [12].

The main purpose of this research work is to improve efficiency of facility
management by integrating RFID, web-based, and artificial intelligence. To
accomplish the set goal, first, RFID technology is reviewed from published journal
and conference papers. Three modules, i.e. prediction, statistical, and data man-
agement modules are then developed based on the requirements on facility man-
agement. To understand the performance in a practical maintenance environment,
an experiment was conducted with RFID devices using environmental challenges.
Finally, feasibility of the developed system is tested by a real case. Implementation
outcomes are discussed in the paper.

2 RFID Technology

RFID technology is first proposed by Stockman in 1948 [15]. The original purpose
of using the method is to fulfill the need to identify useful applications for
“reflected-power communication.” One of the first large-scale commercial uses was
documented in the 1990s in electronic toll collection [1]. After that, RFID has been
used in various kinds of fields. These days, RFID is a general technological term
that uses radio signal to identify objects.

A classical RFID architecture is demonstrated in Fig. 1. In the figure, radio
waves are sent by a transceiver through an antenna. The transponder (noted as RF
tag in the figure) is awakened by the radio signal. Data stored on it are read and
written by the requested signals emitted from the antenna. RF tag transfers data
according to a request sent from the transceiver. Data can thus be transferred for
processing accordingly [5, 8].

3 Web-Based RFID Facilities Management System

3.1 Hardware and Software

Facilities operating conditions are referred to functions provided by facilities
themselves and their apparatuses. Therefore, facility maintenance as discussed in
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this study includes facilities and any facility apparatus. Portable RFID devices
(reader/writer) are adapted to conform to mobile requirements. RFID devices are
chosen by considering weight, transmission power, size, interface, price, and fre-
quency range. Ensyc RFID Block shown in Fig. 4 is thus selected. Gen 2 RFID tag
displayed in Fig. 2 on Ensyc RFID Block is selected with the corresponding
communication protocol.

To allow multiple users to use the system, a web-based application is planned.
ASP.NET framework is select as the development platform. Microsoft ASP.NET
can integrate the selected RFID hardware with web application. It supports brow-
sers in executing different kinds of platforms such as the PC, mobile devices, Palm,
etc. Users can manipulate these systems using all kinds of hardware and software
platforms.

Antenna

Transceiver sends 
request for information

Transceiver Transponder 
(RF tag)

Tag processes request 
and sends information

Fig. 1 Schema of typical RFID system

(a) RFID Block
(http://www.ensyc.com) (b) Gen 2 RFID tag (http://www.ni.com)

Fig. 2 Selected RFID hardware and Gen 2 RFID tag
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3.2 Data Management Module

Maintenance works are carried out by staff members using portable RFID devices
attached on tablet. Objects are identified by the RFID device. As shown in Fig. 3,
maintenance data were entered into the system using the web-based RFID system
through a wireless Internet connection. The number of facilities and equipment may
increase day by day. The proposed web RFID management system connects to the
database via internet. This feature enables users to operate maintenance works
simultaneously at the same time from different locations.

3.3 Statistical Module

The developed system updates the database in a real time base. The statistical
module thus can offer an ability of avoiding data re-typing. In addition, duplicate
maintenance and missing maintenance activities can be eliminated from the
maintenance works. Maintenance records stored in the database can be analysed
and displayed using graphs at any time with up-to-date status from anywhere that
has internet connection. A graph summarizing the purchasing cost is shown in
Fig. 4.

Fig. 3 Data management module
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3.4 Prediction Module

Using fuzzy neural networks, the developed prediction module can forecast the
possible lifetime of objects through historical maintenance data, as shown in Fig. 5.
Users can configure a prediction model for a specific component. Parameters of the
prediction model can be modified corresponding to user’s requirements. Facility
functions can therefore be ensured before the next maintenance.

A fuzzy neural network is employed to develop a prediction model. In this
module, uncertain information is processed using fuzzy logic. Fuzzy rules in the
fuzzy logic are formulated using artificial neural networks. Mapping relationships
of inputs (influencing factors) and output (component lifetime) are allocated using
learning algorithms. The fuzzy neural network architecture used in the prediction
module is comprised of four layers. First layer (input layer) of the fuzzy neural
networks gets the input data and sends them to the backward neurons in the
fuzzification layer. The fuzzification layer converts crisp inputs into fuzzy values
using membership functions. Intermediate Neurons process the input signals.
Finally, output layer processes the fan-in signals and generates output signals. Since
this module calculates component lifetime as inference result, the fuzzy neural
network only involves single output neuron.

Fig. 4 Statistical module
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4 Experiments

Effective ranges of the RFID device are influenced by environmental factors
[11, 12]. To analyze the environmental impacts on the used RFID equipment,
practical conditions encountered in facilities maintenance were provided. Nearby
appliances, metal, and dusty conditions were thus tested. The experimental results
are depicted in Table 1. The effective range of the selected RFID device is 10 cm.

RFID tags can become covered with dust over a short time span. To understand
the influence of dust, grime conditions were conducted. Table 2 demonstrates the
experiment results. The results show that grime and dust have limited influence on
the effective RFID reading range.

Facilities and their equipment frequently consist of metal parts. Because metal
reflects radio waves, metal parts have been regarded as the most challenging issue
for effective RFID reading ranges. Table 3 shows the experimental results. From

Fig. 5 Prediction module

Table 1 Effective ranges
with normal conditions

Distance (cm) Successful times Failure times

8 5 0

9 5 0

10 5 0

11 0 5

12 0 5
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the table, in RFID applications, it is inappropriate to Placing an RFID tag directly
onto a metal surface is.

Radio signals may collide with surrounding electric waves. Electrical equipment
emits electromagnetic waves that affect radio communications. Consequently, the
effect of electrical appliances on RFID signals was examined. A personal computer,
regarded as one of the most popular electrical devices, was used in this experiment.
The experimental results summarized in Table 4 show that a minimum distance of
3 cm is required to avoid the impact of the electromagnetic waves emitted by
electrical appliances like PCs.

A real case of building maintenance was used to validate the feasibility of the
developed prediction module. More than 72 historical fluorescent maintenance
records were used to train the module. The derived prediction module could obtain
79% accuracy.

5 Conclusions

The development of a web-based RFID facility management system was presented
in this study. The system consists of a prediction module, a data management
module, and a statistical module. Maintenance jobs are carried out using a tablet PC
attached with a portable RFID reading/writing device. RFID performance was
examined to verify its applicability in a practical environment.

Table 2 Effective ranges
with grime conditions

Distance (cm) Successful times Failure times

7 5 0

8 5 0

9 5 0

10 0 5

Table 3 Effective ranges
with metal conditions

Distance (cm) Successful times Failure times

0 0 5

1 3 2

2 5 0

3 5 0

Table 4 Effective ranges
nearby running appliance

Distance (cm) Successful times Failure times

0 0 5

1 0 5

2 0 5

3 5 0

4 5 0

5 5 0
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The proposed application software combined internet with RFID technology.
The system could identify object IDs through electronic tags, thus prevents typing
errors and reduce maintenance time. Unlike conventional barcode systems, infor-
mation stored in RFID tags can be re-written conveniently. In addition, RFID tags
have been proven practical under challenging conditions.

The developed web facility maintenance system can be operated with wire or
wireless Internet connections. This characteristic improves facility management
efficiency. Regarding statistical module, it provides functions to display historical
maintenance records using graphical charts. Maintenance data could be visualized
accordingly. This research forecasts possible lifetime of facility components using a
fuzzy neural network. Using the predicted results, maintenance staff could arrange
maintenance schedules. Therefore, malfunctions and unexpected breakdowns could
be reduced.
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Causal Relationships of Construction
Performance Using the Balanced
Scorecard

Jainnarong Jantan, Veedard Tesan, Pitchayanan Purirodbhokhin,
Sasawat Aree, Jean Meenchainant, Katawut Noinonthong
and Thanwadee Chinda

1 Introduction

Construction industry is one of the important industries, as it has a great impact on
the economy of the nation. It makes a vital contribution to the competitiveness and
prosperity of the economy. It has a major role in delivering the built infrastructure in
an innovative and cost effective way. Firms throughout the economy are dependent
on the performance of built infrastructure, such as roads, rail, power stations, and
telecoms networks to remain competitive, and make location decisions. In Thailand,
the growth of construction spending in 2014–2019 is around 4.5%, which is the
second rank in Southeast Asian region following Vietnam (see Fig. 1) [3].

Based on SAP [20], construction companies now face four major challenges to
survive and improve its growth, including (1) poor productivity and profitability,
(2) project performance, (3) skilled labor shortages, and (4) sustainability concerns.
These main outputs will indicate the performance of the organization and quality.
However, the productivity also depends on the efficiency and nature of the built
environment. The flexibility, mobility and effectiveness of the workforce and the
productivity of firms depend on the availability of properly configured and located
houses and premises [20].

Many research studies attempt to improve project performance in the con-
struction industry utilizing a number of international performance measurement
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models. Enshassi et al. [8], for example, examined performance of a construction
project in Gaza Strip, and summarized six key factors, including (1) delays because
of borders/roads closure leading to materials shortage, (2) unavailability of
resources, (3) low level of project leadership skills, (4) escalation of material prices,
(5) unavailability of highly experienced and qualified personnel and (6) poor quality
of available equipment and raw materials. Al-Otaibi et al. [1] adopted a new
standard design model (SDM) approach to improve a construction project perfor-
mance in Saudi Arabia in the design modification, pre-construction, construction,
and post-construction phases. Davis and Sammy [7] utilized a balanced scorecard
(BSC) to achieve a quality excellence in the construction industry, and mentioned
four main perspectives, namely financial, internal business process, learning and
growth, and customer perspectives. Spender [21] stated that the BSC has been
adopted in more than half of all major firms to improve their performance.

Despite the above researches, there is a need to examine causal relationships
among key factors affecting a construction performance to better plan for con-
struction improvement. This paper, therefore, develops a causal loop diagram,
based on the BSC, to understand the relationships and feedback of factors affecting
construction performance. It is expected that the study results assist a construction
company to better plan for its performance.

2 Balanced Scorecard: Key Factors and Items Affecting
Construction Performance

Balanced scorecard is a tool for performance management that an organization uses
to measure the performance. It has been used in many construction-related studies.
Oyewobi et al. [16], for example, examined and compared a performance

Fig. 1 Growth of construction spending in 2014–2019 [3]
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measurement system and performance frameworks commonly used within the
construction industry, and concluded that the BSC can be used to help organiza-
tions achieve performance excellence, financial integrity, and continuous
improvement in business results to sustain competitive advantage. Maya [13]
examined the application of balanced, integrated, and recent performance man-
agement system to be used as a tool to measure and manage Syrian construction
projects performance, and concluded that the BSC performance management
framework proved to be an excellent tool for performance measurement and
management.

The BSC framework is not only used to measure financial perspective, but also
customer, internal business, and learning and growth perspectives (see Fig. 2) [12].
Financial perspective concerns about the financial performance in company in
relation with profitability, growth, and shareholders’ value. Customer perspective,
on the other hand, concerns about customer satisfaction and customer focus.
Internal Process perspective assists companies in deciding processes to be imple-
mented, such as, training program, communication tools, and green image.

Learning and Growth perspective examines three main parts, including leader-
ship, employee, and innovation. Leadership considers leaders’ roles in motivating
their employees to work more effective. Employees, on the other hand, should have
skills, abilities, and knowledge to improve performance of the organization.
Various innovative and information technology should also be provided to enhance
work performance and reduce rework.

In this study, a total of six key factors, including (1) Financial, (2) Customer,
(3) Internal Process, (4) Leadership, (5) Employee, and (6) Innovation perspectives
are used, based on the BSC, to improve a construction performance. Based on a
number of construction-related literatures, each factor consists of a number of items
to explain its construct.

• Financial factor: This factor consists of three items, including (1) cost,
(2) available budget, and (3) market expansion. Tenant and Langford [22], for
example, mentioned construction cost as a key criterion of financial perspective.

• Customer factor: This factor is associated with five items, namely (1) customer
satisfaction, (2) customer focus, (3) customer relationship, (4) competitiveness,
and (5) time. Davis and Sammy [7], for example, mentioned customer satis-
faction as an indicator in the customer perspective. BSC Designer [2], on the

Fig. 2 Balanced scorecard tool [7]
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other hand, stated three objectives of customer perspective, including product
quality, customer experience, and time.

• Internal Process factor: This factor consists of five associated items, namely
quality management checklist, green image, specific training program, quality
policy, and rework. Environmental impact must be considered when improving
the internal process perspective [7]. Mistakes and rework should also be min-
imized to enhance work performance [2].

• Leadership factor: Role model, management review, management commitment,
and top-down communication are four items explaining the Leadership factor
[2, 4].

• Employee factor: This factor consists of seven items, including incentive,
employee involvement, employee attitude, worker’s skill, motivation, team-
work, and turnover rate [4, 12].

• Innovation factor: This factor is associated with three items, namely commu-
nication tool, research and development, and continuous improvement [2, 7].

In summary, six key factors, including (1) financial, (2) customer, (3) internal
process, (4) leadership, (5) employee, and (6) innovation perspectives are used,
together with a total of 27 items, to investigate causal relationships to enhance
performance of the construction industry.

3 Causal Relationships Among Key Factors and Items
Affecting Construction Performance

Causal loop diagram is a diagram used in visualizing how interrelated items or
factors affect one another [18]. It identifies processes and root causes. It also brings
out the systematic feedback in processes. The diagram consists of a set of nodes
representing the items connected together. The relationships between the items and
factors are represented by arrows, and can be considered as positive or negative
causal links [19]. Positive causal link ( ) explains that the two nodes change in the
same direction, while in negative causal link ( ), a change in a node changes the
other node in opposite direction.

The relationships between the items or factors can also be defined in terms of
positive or negative feedback loops. A positive feedback loop ( or ) explains
that if a particular element starts the loop by changing its value in one direction, and
closes the loop with the value changed in the same direction, it is a positive
feedback loop. If a particular element, on the other hand, starts the loop by changing
its value in one direction, and closes the loop with the value changed in the opposite
direction, it is then a negative feedback loop ( or ).

The 27 items under six key factors affecting a construction performance form a
causal loop diagram, as shown in Fig. 3.
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The diagram explains a number of positive and negative causal loops. With
management commitment in improving performance, for example, a number of
communication tools are used to manage top-down communication (positive links)
[5]. This brings more employees’ involvement and teamwork in performance
program implementation (positive links) [6]. With good cooperation in the team,
work skill is enhanced (a positive link), resulting in less rework (a negative link)
and cost (a positive link), and high customer satisfaction (a positive link) [2, 12].
This raises company’s competitiveness, and expands the market, resulting in more
commitment from management (positive links) [5, 14, 17]. This thus closes a
positive loop of the 11 items, and the six key factors affecting construction per-
formance (see Figs. 4 and 5).

Good management review leads to a better and realistic quality policy, in which
it could result in proper training for employees [10, 11]. This represents a positive
link from the management review to quality policy items, and from the quality
policy to training items. Employees have higher working skill when received the
training. This thus reduces rework, representing a negative causal link from the
employees’ skill to rework items [12]. Less rework reduces cost, and enhances
customer satisfaction, which, in turn, brings a better management review [17]. This
closes a positive causal loop of the seven items, as shown in Fig. 6.

Fig. 3 A causal loop diagram of construction performance using the balanced scorecard
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When budget is available, incentive program can be used to motivate workers to
achieve a better performance by reducing working time [12, 15]. This, however, can
lead to more rework and cost, resulting in fewer budgets provided for the perfor-
mance improvement program [12]. This closes a negative causal loop of the six
items, as shown in Fig. 7.

Fig. 4 A positive causal loop of the 11 items

Fig. 5 A positive causal loop of the six key factors
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4 Continuing Study

The causal loop diagram of construction performance using the balanced scorecard
will further be used to develop a dynamic model of construction performance
assessment utilizing a system dynamics modeling. Causal relationships between the
six key factors, together with their 27 items, are used to set equations for the
dynamic model. Applications of the BSC framework will further be investigated
through the developed dynamic model.

Fig. 6 A positive causal loop of the seven items

Fig. 7 A negative causal
loop of the six items
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5 Conclusion

The balanced scorecard is an effective tool for improving construction performance.
In this study, six key factors, including (1) financial, (2) customer, (3) internal
process, (4) leadership, (5) employee, and (6) innovation factors are concluded
based on the balanced scorecard. They are associated with a total of 27 items, to
form a causal loop diagram to explain a number of positive and negative links, as
well as positive and negative causal loops of construction performance. The con-
struction company can use the study results to better understand the relationships
between factors and items affecting construction performance, and plan for a better
improvement.
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Understanding Associations Between
Project Team Involvement, Project
Design and Project Outcomes:
A Case Study of Health Development
Projects in Thailand

Jantanee Dumrak, Nick Hadjinicolaou, Bassam Baroudi
and Sherif Mostafa

1 Introduction

How a project is designed generally impacts on project implementation and out-
come delivery. Judicious project design will hopefully produce successful and
satisfactory results. Thus, including the project team in the design process at an
early stage is deemed necessary. Like many development projects, reproductive
health development (RHD) projects in Thailand are commonly funded by inter-
national donors through international development agencies. These projects are
implemented by governmental recipients and/or non-governmental organizations
under agreements between the participating parties. According to Golini et al. [1],
international projects are defined and designed in develop countries but executed in
different context. Project donors and sponsors are likely to influence on the initial
design of projects at the high level when projects are initiated and not fully
developed [2]. At this stage, project strategies are aligned with the strategies of the
program before a detailed design phase is proceeded whereas project plans, time
and cost estimation as well as monitoring and control processes are developed by
project designers assigned by project donors and sponsors [3]. Relying solely on
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project designers for detailed design may misread micro politics, cultural sensitivity
of implementing organizations, organizational and team dynamics, needs and
capabilities of project teams etc. that result in weak design and project failure.
Although project design and project team performance are proven as key critical
success factors in many development projects, an indication of early project team
involvement in project design is not clearly presented. This research paper, there-
fore, aims to examine the associations between the involvement in project design,
project management (PM) application and implement of PM tools as well as project
outcomes.

2 Literature Review

Project design is a process which a set of activities is established to satisfy project
objectives [4]. Many studies [5–8] agree that effective project design results in
project desirable outcomes and that an effective project design should include the
expected goals and objectives to achieve the planned results [5, 7]. Project design
that fails to deliver expected and satisfied outcomes can impede the project
achievement.

Toakley and Marosszeky [9] identify the association between project design and
project quality management stating that key quality decisions are generally made
during the design stage prior to quality management implementation and assess-
ment. Imran and Zaki [10] mention that project and organizational risks as well as
logistic problems The significance of project design is to not only PM knowledge
and implementation but also to overall success of a project. According to Ika et al.
[11], project design is among other factors that are defined as critical success factors
for projects initiated by the World Bank.

Early involvement of project teams and other stakeholders in project design can
result in prevention of project failure. According to Ika [3], fatal errors in the
execution of projects are caused by exclusion of key stakeholders during the project
design stage. Environmental factors e.g. socio-cultural and political factors can
influence successful design of a project [12]. In development projects such as RHD
projects, cultural perspectives, knowledge and expectations of the project donors
(sponsors) and target recipients (customers) are not always well-aligned [13] which
can lead to a poorly designed project. Therefore, the role of a project team in this
situation is to bring collaboration, mutual understanding and alignment of expec-
tations during the design stage while maintaining the compliance with the funding
policies. Despite unclear classification of project stakeholders in the studied pro-
jects, Mathur et al. [14] affirm stakeholder involvement is the center of project
design and as a vehicle to project-related dialogues.

It can be said that to accomplish in delivering desirable project outcomes, the
aspects contributing to project performance should be given attention at all stages of
project management including project planning, design, implementation and
operation [15]. Achieving targeted results of a project requires strong integration
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and penetration of project management knowledge, techniques and tools from the
beginning of the project implementation. To enhance the ability in maximizing
project performance, [16] argue that project design which can become incorporated
into the day-to-day operations will create greater results. Project design also covers
how the projects are structured as well as other important project components in
respect to achieving project objectives.

3 Research Methodology

This empirical research was conducted using a questionnaire survey to obtain data
from the Thai RHD projects. The distributed questionnaires targeted at the project
personnel to identify the relationships between the project team involvement in
project design and effectiveness in project management. Data collection was con-
ducted from 75 participants from four RHD projects. The construction of the
research questionnaire was based on A Guide to the Project Management Body of
Knowledge (5th Edition) published by Project Management Institute [17].
Additional questions in the research questionnaire were developed using a group of
experts recruited from provincial public health offices (PPHO) and a regional health
promotion center (HPCR) in Thailand to ensure that this study incorporated other
criteria that could result from project design. The Statistical Product and Service
Solutions (SPSS) was employed to obtain statistical results mainly from the
questionnaire survey. The descriptive, correlation, and inferential statistics were
included in data analysis.

To achieve the aim of this research, the research analysis employed descriptive
statistics, Spearman’s Rho Correlation and Kruskal-Wallis Test. The descriptive
statistics was mainly to present demographic information while Spearman’s Rho
was used to investigate the directional relationship between project design
involvement of the studied project teams, effectiveness application of PM knowl-
edge and implementation of PM tools, and other managerial criteria of the projects
that could be impacted by project team involvement in project design. According to
Jackson [18], when correlation coefficient (r) values are between ±0.00 to 0.29,
±0.3 to 0.69 and ±0.7 to 1.00, they indicate no relationship to a weak relationship,
a moderate level of relationship and strong relationship respectively. Kuskal-Wallis
Test was performed to produce the results on differences of opinions between three
or more groups of the respondents. The test was to examine if project team
involvement was the same or different in funding sizes, project durations, number
of sites and sizes of project teams.
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4 Data Analysis and Findings

The research data was obtained from 75 public health and project management
practitioners who were recruited to undertake four RHD projects in Thailand.
Experience in managing RHD projects and roles of the respondents are illustrated in
Fig. 1. It can be seen that ‘Project team’ was the largest group among others
(74.7%) that undertook the RHD projects. Project experience of the project teams
was found diverse ranging from less than 3.0 years (34.7%), 3.0 to 4.99 years
(28.0%), 5.0 to 6.99 years (1.3%), 7.0 to 9.99 years (4.0%) and 10 years or more
(6.7%) respectively.

An overview of RHD project team involvement in project design was taken into
account using the quantitative data obtained from the questionnaire survey which is
presented in Table 1. The results below responded to a question asking if the
respondents were ever involved or included in the RHD project designing process.
It was found that the majority of respondents (46.7% of 75 respondents) highly
participated in the RHD project design process. A large percentage (34.7% of 75
respondents) responded that they moderately involved in the design process.
However, the number of respondents who rarely participated in the process was
accumulatively 16% of overall respondents.

1.3
6.7

34.7

5.31.3

4.0

28.0

1.3

2.7

4.0

2.7

6.7

1.3

Top management Project management Project team Expert/Specialist

Less than 3 years
3.0 - 4.99 years
5.0 - 6.99 years
 7.0 - 9.99 years
10 years or more

Fig. 1 Project experience roles and experience (in % of respondents)
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A further examination of project design involvement was conducted and the
results are revealed in Table 2 in the context of the project phases. It was discovered
that there was a very low level of involvement for designing most project phases
namely Initiation, Planning, Monitoring and Control, and Closing of the RHD
projects. It can be said that a large number of respondents had Not at all involved
on how each phase should be structured and managed. Nevertheless, 56% of the
respondents reported that they were very highly involved in the design of the
Execution phase.

To confirm the level of team involvement allowed in project design as shown in
Table 2, Kruskal-Wallis Test was conducted across different funding size, project
duration, number of sites and size of project team. The statistical significance
(Asymp. Sig.) presented in Table 3 for all tested data is greater than 0.05. This
indicates that all respondents from different grouping agreed to the same level of the
studied variable namely the involvement level in RHD project design.

To understand the relationship between project team involvement and project
design, the study investigated further into the involvement and effectiveness of PM
knowledge application and implementation of PM tools in the projects using

Table 1 Involvement of RHD project team in project design

Involvement in project design % of respondents (N = 75)

Very high 2.7

High 46.7

Moderate 34.7

Rare 13.3

Very rare 2.7

Table 2 Involvement of RHD project team in project phase design

Involvement in phase-based
project design

(% of respondents, N = 75)

Initiation Planning Execution Monitoring and
control

Closing

Very highly 14.7 14.7 56.0 12.0 6.7

Highly 1.3 1.3 1.3 2.7 0.0

Moderately 0.0 1.3 1.3 2.7 1.3

Somehow involved 4.0 4.0 25.3 30.7 25.3

Rarely 16.0 26.7 8.0 2.7 1.3

Not at all 64.0 52.0 8.0 49.3 65.3

Table 3 Kruskal-Wallis test of project team involvement in project design

Funding size Project duration Number of sites Size of project team

Chi-square .307 3.311 1.211 3.860

df 2 3 4 3

Asymp. Sig. .858 .346 .876 .277
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Spearman’s Rho Correlation. The term ‘effectiveness’ in this research was referred
to the objectively verifiable indicator (OVI) that the respondents would be at least
80% satisfied with the PM knowledge and tools designed for implementation in the
studied projects. The results are illustrated in Table 4.

The analysis shows that the level of involvement in project design mostly
contributes to the effectiveness of PM knowledge application and implementation
of PM tools of the studied projects. In other words, more involvement in project
designed can lead to more effectiveness of PM knowledge and tools applied to the
projects. According to the result, quality management knowledge (r = .504,
p < 0.001) and stakeholder management tools (r = .791, p < 0.001) contain the
strongest relationships to project design. This is interpreted that the more
involvement the project teams contributes to project design, the higher level of
effectiveness in PM knowledge and PM tools utilized in the projects can be
expected. The study extended the investigation into the correlations between other
managerial criteria that were associated to team involvement in project design.
These aspects were developed from the experts’ recommendations specifically for
these studied RHD projects.

The results from Table 5 reveal that the involvement in project design in the
RHD projects did not only contribute to PM knowledge application and PM tools
implementation but also to other criteria that the projects were measured against.
These criteria were generally to ensure that the projects worked in alignment with
the project goals and objectives in addition to effectively apply PM knowledge and
tools. It was found that the level of involvement in project design is strongly
associated to the ability of the projects to conduct environmental analysis (r = .791,
p < 0.001) and attain project success (r = .672, p < 0.001).

Table 4 Spearman’s rho
correlations between project
design and effectiveness of
PM knowledge application
and implementation of PM
tools

Involvement in project design PM knowledge PM tools

Integration management .276b .265b

Scope management .391a –

Time management .335a .378a

Cost management .316b .417a

Quality management .504a .292b

Human resource management .297b .289b

Communication management .308b .350a

Risk management .316b .380a

Procurement management – .256b

Stakeholder management .254b .791a

aCorrelation is significant at the 0.01 level (2-tailed)
bCorrelation is significant at the 0.05 level (2-tailed)
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5 Discussion and Conclusion

According to the results shown in the Data Analysis and Findings section, the study
found that the studied RHD project teams consisted of project personnel with
diverse roles and experience. Where percentage of project staff with less than three
years of experience was reported as 48%, the remaining 52% of the project teams
had project experience from three years and more. Moreover, approximately 10%
of the respondents possessed rich experience in working with projects for 10 years
or more. This enriched experience is considered as valuable resources to RHD
projects if opportunities for project staff early involvement in project design of all
project phases are provided. It was discovered that only 58.6% of project teams
were significantly involved only in the design of project execution phase while they
were mostly excluded in the design of other phases including monitoring and
control where project performance assessments and change management are gen-
erally the key activities undertaken in any projects. The impact of not having project
staff involvement in the project phase design can lead to under performance of the
project teams as the research results show that involvement in project design is
associated to project management application and implementation of project
management tools in the RHD projects, especially on quality management and
stakeholder management. Furthermore, project design also correlates to the ability
of the project teams to conduct effective project environmental analysis and
accurately understand both internal and external forces that can influence on project
implementation and project success. Allowing early involvement of project teams
during the project design can overcome the issues of delayed project appraisal, poor
impact assessment and ineffective project management application and tools stated
in Mosley [19], Hekala [20] and Ika et al. [11].

Acknowledgements The authors also gratefully acknowledge the helpful comments and sug-
gestions of the reviewers, which have improved the presentation.

Table 5 Spearman’s Rho
Correlations between project
design and effectiveness of
PM knowledge application
and implementation of PM
tools

Recommended managerial criteria Spearman’s Rho (r)

Project management training .617b

Project team competency development .652a

Project environment analysis .791a

Customer engagement .266b

Customer satisfaction .425a

Operations management .400a

Shared lessons learned .283b

Project success .672a

aCorrelation is significant at the 0.01 level (2-tailed)
bCorrelation is significant at the 0.05 level (2-tailed)
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Improving Project Success with Project
Portfolio Management Practices

Nick Hadjinicolaou, Jantanee Dumrak and Sherif Mostafa

1 Introduction

According to Turner [1], it has been estimated that one third of the world’s
economy is generated through projects. The tangible benefits of projects may
include increasing sales, improved profit margins and cash flows through increased
revenue or reduced costs are amongst these. Intangible benefits might include areas
of safety, improving customer service, relationships with stakeholders, and
organisational capability [2]. Despite the benefits gained from projects, the Standish
Groups’ 2015 Chaos Report [3] measured project success for information tech-
nology project sand found that success rates of these projects are below 50% and
continue to be a problem. As a result, the group’s definition of a successful project
was redefined to include a measure of perceived value by the customer in addition
to the triple constraint of delivering on time, within budget and to the required
scope. By adding perceived value, project success rates dropped further by 7%.

The need to align project delivery capability with corporate strategy is
well-recognized [4]. Organisations increasingly realise that corporate strategy is
delivered through projects, and selecting the right projects is key to their ability to
deliver their strategic intent is required for strategic alignment [5].
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2 Project Portfolio Management

The Standard for Portfolio Management by PMI [6] defines project portfolio
management (PPM) as the management that coordinates one or more organisational
portfolios i.e. component collections of programs, projects, or operations, to
achieve strategic objectives. One of the benefits gained from PPM is the right
projects are chosen and implemented for organisational success. All types of
organisations can benefit from implementing PPM regarding monetary return and/
or strategic achievement. Projects and project management practices have been
employed as key enablers to serve success in strategy implementation. In the early
days, PPM was executed mainly to make rational investment decisions for orga-
nizations [7]. Decades later, the utilisations of PPM have been extended to project
prioritization, selection of projects [8], project evaluation and control [9–11],
optimisation of decision, processes and resources [12, 13] and knowledge sharing
between projects [14].

Portfolio managers are responsible for executing the PPM process.
Responsibilities of portfolio managers include, but not limited to, establishing and
maintaining PPM framework, methodology and processes; selecting, prioritizing
and managing portfolio components; establishing and maintaining portfolio
infrastructure and systems; reviewing, reprioritizing and optimizing portfolio;
measuring and monitoring portfolio performance and value; supporting manage-
ment decision making; and influencing sponsorship engagement [6]. Despite the
availability of PPM standards and decades of practices, Patanakul [15] points out
that understanding of research and practitioners on constituents of PPM effective-
ness remains insufficient and that affects business outcomes, financial performance,
productivity as well as morale of project stakeholders. The conceptual problems in
the existing body of PPM knowledge highlighted in the study of Young and
Conboy [11] could explain the lack of understanding in PPM effectiveness. These
are PPM competency-related problems caused by the lack of: cumulative tradition,
clarity, theoretical glue, parsimony, and applicability.

The role of PPM is not crucial at only the organisational level but also at the
project level. According to Killen and Hunt [16], the processes of PPM aim to
improve project success rate through aholistic and responsive decision-making
environment to maximise the long-term value of the project portfolio. Pajares and
López [17] state forward and backward interrelations between projects and PPM
especially on the aspects of cost and risk management. The study urges further
research to investigate the role of interactions between projects and PPM.
Regardless the growing studies on PPM, existing research works on the relation-
ships between PPM practices and project success appear limited. This paper,
therefore, aims to contribute to broader understanding of PPM practices about
project success, particularly on applicability and interconnections between these
two variables.
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3 Project Success Criteria

Project success has been measured in many different ways. Traditionally, the focus
of success was on the iron triangle and tangibles such as meeting scope, time and
budget goals [18]. It is evident in that the three traditional dimensions of project
efficiency were time, budget and scope in which scope had the largest role of impact
on the customer and their satisfaction as well as on the business [19]. Munns and
Bjeirmi [20] note that much of the previous project management literature con-
sidered measuring success at the end of projects when the projects are delivered to
the sponsor, project management is terminated, and the project managers move on
to other projects.

Years later, researchers increasingly measured success by examining the impact
on the organisation rather than success at only meeting the triple constraint.
Cooke-Davies [21] differentiates between project management success, where the
project is well-managed to finish the desired scope within time and cost, and project
success, where the project achieves its business objectives. Jugdev and Moller [22]
review the project success literature over the past 40 years and report that a more
holistic approach incorporating several dimensions to measuring success was
becoming more evident. Thomas et al. [4] emphasise that measuring project success
is not straightforward. Shenhar and Dvir [23] suggest a model of success based on
five dimensions, judged over different timescales. These five dimensions of project
success are as follows:

1. Project efficiency (end of project)
2. Team satisfaction (end of project)
3. Impact on the customer (months following the project)
4. Business success (years following the project)
5. Preparing for the future (years following the project).

Turner [1] also states that the reward structure in many organisations encourages
the project manager to finish the project on cost and time and nothing else.
Moreover, it is suggested in the current thinking that stakeholders’ satisfaction is a
primary measure, especially the primary sponsor [24]. At the end of the projects,
project success is judged by whether the scope is completed on time and budget,
and the project outputs are delivered to the specification as well as whether benefits
are delivered.

One can argue time, budget and scope are an important part of project success.
However, they are only necessary conditions, but not sufficient conditions [24]. The
importance of broader success measures for projects is now the norm. The most
recent version of PMBOK [6] as an example, no longer mentions the triple con-
straint. In addition to scope, time and cost, stakeholder satisfaction has been
incorporated. The future research extended from this proposal will align with
PMBOK and focus on the modern concepts of the project success and its factors
including scope, time, budget, team satisfaction, customer satisfaction, business
success, preparing for the future.
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4 Research Methodology

In 1736, Leonhard Euler, the Swiss mathematician, introduced the application of
Graph Theoretic Approach (GTA) through his work on the Königsberg Bridge
Problem to list all of the possible routes among the seven bridges and find any
route that satisfies the conditions of the problem [25]. Today, the application of
GTA is widely utilised in various field of science and technology to deal with
problems of structural relationship and decision-making [26]. In this research, GTA
is employed to quantify and prioritise project success resulted from project
portfolio management (PPM) practices. GTA presents an analysis in three repre-
sentations, the matrix presentation, the directed graph (digraph) representation and
the permanent representation. All representations were constructed to demonstrate
the research results.

In this research, the main objective is to determine the intensity of PPM practices
(P) about project success (S) by quantifying them. A questionnaire survey was
utilised as a data-collection method. The data was obtained from 64 respondents in
differing Australian sectors including (1) Transport and Logistics, (2) Banking and
Insurance, (3) Construction and Engineering, (4) Consulting, (5) Defence,
(6) Education, (7) Energy and Utilities, (8) Government, (9) Healthcare and
Pharmaceutical, (10) Information Technology, and (11) Telecommunications to
identify the interrelationships between PPM practices and project success as
illustrated in Fig. 1. The development of the research variables and the
representation in Fig. 1 derived from the existing related scholarly publications (as
discussed in Project Portfolio Management and Project Success Criteria). The
selection criteria of the participants included current positions in portfolio
management level and minimum of 2-years involvement in PPM practices.

Fig. 1 Representation of PPM practices for project success
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The intensity of these relationships indicates the deterring strength in the
implementation of PPM practices to attain project success and depends upon their
inheritance and the extent of the interaction among the studied variables (Fig. 2).
A panel of experts was invited to determine the interconnections amongst PPM
practices and the sub-factors nominated under each PPM practice. The permanent
function, a mathematical expression of combinatorial mathematics based on the Pi

and pij values, is used to construct an index of project success. The four categories
of PPM practices and their sub-elements are used to evaluate project success by (1):

PPM for “Project Success”¼ f Practicesð Þ ð1Þ

4.1 Matrix Representations

The relative importance matrix (RIM) representation of the digraph presented in
Fig. 1 demonstrates its one to one representation. The matrix consists of two key
elements, the off-diagonal and diagonal elements. This is an N � N matrix, which
represents all project success about PPM practices and relative importance of the
practices. In this research, there are four different categories of PPM practices in
relation to project success (S). The matrix is represented as:

S ¼
S1 r12 r13 r14
r21 S2 r23 r24
r31 r32 S3 r34
r41 r42 r43 S4

2
664

3
775 ð2Þ

where, Si is the value of the factor represented by node and rij is the relative
importance of the ith factor over jth factor represented by edge rij (as in Fig. 1).
Where, S11; S

1
2; S

1
3; S

1
4 represent P1, P2, P3, and P4 respectively.

Fig. 2 Interactions of PPM
practices
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5 Research Results and Discussion

This section presents the research data analysis and its results of relationships
between PPM practices and project success. Graph Theory Approach (GTA) was
employed to represent relationships between the studied variables. The inheritance
and interdependencies of the four PPM practices categories are presented in the
permanent function matrices. The inheritance and interdependencies were deter-
mined from the questionnaire survey with the industry practitioners using two
proposed scales, i.e. 1–9 for inheritance and 1–5 for interdependencies. Then, the
permanent function values were obtained from the computation using MatLab. The
values of all PPM practices about project success are indexed as below.

Perðp1Þ ¼

P1
1 r112 r113 r114 r115 r116 r117

r121 r12 r123 r124 r125 r126 r127
r131 r132 r13 r134 r135 r136 r137
r141 r142 r143 r14 r145 r146 r147
r151 r152 r153 r154 r15 r156 r157
r161 r162 r163 r164 r165 r16 r167
r171 r172 r173 r174 r175 r176 r17

2
666666664

3
777777775

¼

0:7 0:6 0:8 0:7 0:7 0:7 0:7
0:4 0:6 0:7 0:6 0:5 0:5 0:6
0:2 0:3 0:6 0:4 0:4 0:4 0:4
0:3 0:4 0:6 0:6 0:5 0:5 0:5
0:3 0:5 0:6 0:5 0:6 0:5 0:5
0:3 0:5 0:6 0:5 0:5 0:6 0:5
0:3 0:4 0:6 0:5 0:5 0:5 0:7

2
666666664

3
777777775
¼ 40:24

Per P2ð Þ ¼

P2
1 r212 r213 r214 r215

r221 P2
2 r223 r224 r225

r231 r232 P2
3 r234 r235

r241 r242 r243 P2
4 r245

r251 r252 r253 r254 P2
5

2
66664

3
77775
¼

0:7 1:0 0:9 0:5 0:7
0:0 0:6 0:5 0:0 0:3
0:1 0:5 0:5 0:1 0:3
0:5 1:0 0:9 0:6 0:7
0:3 0:7 0:7 0:3 0:6

2
66664

3
77775
¼ 1:67

Per P3ð Þ ¼

P3
1 r312 r313 r314 r315

r321 P3
2 r323 r324 r325

r331 r332 P3
3 r334 r335

r341 r342 r343 P3
4 r345

r351 r352 r353 r354 P3
5

2
66664

3
77775
¼

0:5 0:5 0:4 0:4 0:4
0:5 0:5 0:4 0:4 0:4
0:6 0:6 0:6 0:5 0:5
0:6 0:6 0:5 0:5 0:5
0:6 0:6 0:5 0:5 0:5

2
66664

3
77775
¼ 3:72
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Per P4ð Þ ¼

P4
1 r412 r413 r414 r415 r416 r417 r418

r421 r42 r423 r424 r425 r426 r427 r418
r431 r432 r43 r434 r435 r436 r437 r418
r441 r442 r443 r44 r445 r446 r447 r418
r451 r452 r453 r454 r45 r456 r457 r418
r461 r462 r463 r464 r465 r46 r467 r418
r471 r472 r473 r474 r475 r476 r47 r418
r481 r482 r483 r484 r485 r486 r487 r488

2
66666666664

3
77777777775

¼

0:6 0:5 0:8 0:8 0:8 1:0 0:9 1:0
0:5 0:6 0:8 0:8 0:8 1:0 0:9 1:0
0:2 0:2 0:6 0:5 0:4 0:6 0:4 0:6
0:2 0:2 0:5 0:6 0:5 0:6 0:5 0:6
0:2 0:2 0:5 0:5 0:6 0:6 0:5 0:6
0:0 0:0 0:4 0:4 0:4 0:6 0:5 0:5
0:1 0:1 0:5 0:5 0:5 0:5 0:6 0:5
0:0 0:0 0:4 0:4 0:4 0:5 0:5 0:6

2
66666666664

3
77777777775

¼ 53:66

Per SPPMð Þ ¼
40:24 r12 r13 r14
r21 1:67 r23 r24
r31 r32 3:72 r34
r41 r42 r43 53:66

2
664

3
775 ¼

40:24 0:5 0:5 0:5
0:5 1:67 0:5 0:5
0:5 0:5 3:72 0:5
0:5 0:5 0:5 53:66

2
664

3
775

¼ 14107:59

The value of the permanent function is computed as demonstrated in the above
matrices for each category of PPM practices and the overall project success (SPPM)
The matrices of the permanent value indicate the values of each PPM category in
project performance in overall studied industrial sectors. Moreover, it represents the
inherited power of each category mathematically with the project success.
Computing the hypothetical lowest and highest values of SPPM were proposed in
this paper to calculate the range within which the values of SPPM can vary. These
values are the maximum and minimum values of SPPM. The SPPM is maximum or
minimum when the inheritance of all PPM practices is maximum or minimum. The
inheritance of each PPM category is calculated at the sub-system level by applying
GTA. Therefore, the inheritance of each practices category depends upon its
sub-practices. SPPM is at the lowest value when the inheritance of all practices is at
lowest level value i.e. 0 and highest value i.e. 1 (from scale of 0 to 1 for inherence).

For instance, permanent function value for the first category of PPM practices,
project portfolio inventory, is minimum when the inheritance of all its sub-practices
is minimum, i.e. 0 (from a scale of 0 to 1 inheritance). Hence, the matrix of project
portfolio inventory category for the minimum value of SPPM is written as:
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P1ð Þmin¼

0 0:6 0:8 0:7 0:7 0:7 0:7
0:4 0 0:7 0:6 0:5 0:5 0:6
0:2 0:3 0 0:4 0:4 0:4 0:4
0:3 0:4 0:6 0 0:5 0:5 0:5
0:3 0:5 0:6 0:5 0 0:5 0:5
0:3 0:5 0:6 0:5 0:5 0 0:5
0:3 0:4 0:6 0:5 0:5 0:5 0

2
666666664

3
777777775

On calculating the permanent value of the above matrix, the value of P1min is
9.5. Likewise, SPPM is at its highest value when the inheritance of all its practices at
its highest value, i.e. 1. Therefore, the matrix for project portfolio inventory cate-
gory for the maximum value of SPPM is written as:

P1ð Þmax¼

1 0:6 0:8 0:7 0:7 0:7 0:7
0:4 1 0:7 0:6 0:5 0:5 0:6
0:2 0:3 1 0:4 0:4 0:4 0:4
0:3 0:4 0:6 1 0:5 0:5 0:5
0:3 0:5 0:6 0:5 1 0:5 0:5
0:3 0:5 0:6 0:5 0:5 1 0:5
0:3 0:4 0:6 0:5 0:5 0:5 1

2
666666664

3
777777775

On calculating the permanent function of the above matrix, the value of P1max is
79.64. Consistently, the maximum and minimum values of each SPPM category are
calculated as presented in Table 1.

Table 1 displays the maximum, minimum, and current value for each PPM
category at system (SPPM) and sub-system (P1, P2, P3, P4) level. Therefore, the
maximum and minimum value of the SPPM indicates the range within which the
PPM practices groups can diverge. The analysis of the GTA revealed that the
practices of PPM benefited competency improvement in projects to the greatest
degree when compared to other studied categories whereas project management
improvement showed the least affected results from PPM implementation. It should
be noted that these values may be used to develop self-assessment baselines for
organisations that wish to pursue the PPM implementation and maturity.

Table 1 Maximum, min and
current values of the
permanent functions

Permanent
function

Max value Min
value

Current
value

Per P1 79.64 9.50 40.24

Per P2 4.82 0.33 1.67

Per P3 9.82 1.29 3.72

Per P4 144.83 11.90 53.66

Per SPPM 546,963.46 91.48 14,107.59
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6 Conclusion

Projects are means serving organizational objectives and goals. Project portfolio
management is to ensure that only the right projects are selected and resources
supporting the projects are optimised and effectively managed. As a result, a
practice of project portfolio management (PPM) generally contributes to success of
a project. This research demonstrates the interrelations between PPM and project
success by developing indexes from the determined values of PPM practices and
project success obtained from differing Australian sectors. The research results
include the maximum and minimum values of PPM practices and overall project
success using permanent functions which allow a benchmarking range to be
established. Moreover, the presented values indicate the current performance of the
11 Australian sectors as indicated in the research methodology section. Project and
portfolio management practitioners and executives can gain benefits from this
research by conducting self-assessment and mapping their PPM performance to
improve future project success.
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The Model of Assessment for Flexographic
Printing Technology

Krzysztof Ejsmont and Jan Lipiak

1 Introduction

In the last decades the standard of life of the population has significantly improved.
That brought about growing production of consumer goods, and consequently, the
development of packaging and label industry. Companies operating in the FCMG
sector must offer its clients fast, safe, effective and sustainable solutions. An answer
to that issue can be provided by flexographic printing that has appeared a rational
alternative to heat-set offset or screen printing [11]. Flexography offers faster, more
efficient and frequently more profitable production of packages, but it is also
effective in low and specialised stocks as well as large, but highly diversified orders,
e.g. in the pharmaceutical branch.

Flexography has evolved from low to high-quality printing and at present is
widely used in package and label production with its diversified applications, e.g.:
flexible packages, plastic bags, carton and cardboard packages, shrink-sleeve and
shrink-wrap packages [10]. Flexographic technology is a standard applied in the
packaging sector all over the world. The lifecycle of technology is a developmental
phase, thanks to which it is subject to constant modifications and modernisations,
which in turn allows for strengthening its leading position on package printing
market [18]. The development concerns each stage of technology: from the pack-
age’s design, through the preparation and creation of the printing plate, until the
final product is obtained. It seems that further expansion of the flexographic
technology is eminent and constitutes an interesting research area, particularly in
terms of new technological opportunities and their rational assessment.

Despite numerous publications on flexographic printing technology [8, 14], the
authors failed to identify a complex assessment model dedicated to this printing
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technology. Scientific literature has dealt with the problem of quality (TPM, SMED,
standardisation) and effectiveness (OEE) of flexographic printing [4], and described
key assessment measures for this printing technology [5, 13]. Still, there is no
assessment model that combines the measures in a coherent structure, at the same
time observing the principles of system and holistic approach [1].

2 Flexographic Printing Technology

Flexographic printing technology, apart from the printing process (production)
itself, involves many other elements (Fig. 1). There are three most general stages
before the product reaches the final client: printing preparation, the actual printing
and finishing processes [12].

To facilitate a better understanding of the flexographic printing technology, the
authors present the characteristics of its components as follows:

• Marketing—prepares and supervises the graphic design of the flexographic
product as well as acquiring clients (e.g. with the use of advertising).

• Development department—in cooperation with the printing company it studies
and creates a package suited to the product’s needs. It verifies the profitability of
the printing process, types of materials and difficulties in design reproduction.
While cooperating with the development division, the management defines the
production schedule and initial product distribution.

• Production—evaluates the design’s prototype on the production line and
counteracts potential problems in the product’s exploitation.

• Suppliers—provide materials necessary for the execution of the production and
ensure a reliable supply process.

Fig. 1 Elements comprising flexographic printing technology
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Flexographic overprint is a complex production process exposed to many
variable parameters (Fig. 2) connected with such activities as: manual print adding,
matching colours, adjusting shades, washing of ink units. These are operations
consuming a significant percentage of the total production time and generating
various waste—frequently quantities difficult to estimate and calculate in the final
price of the product. Controlling variables means precise familiarisation with all
stages of the image’s reproduction in the printing company, not only variables
directly connected with the printing machine. It is crucial that various divisions of
the printing company are accordingly responsible for: accepting the order, its
graphic processing, mixing inks, controlling supplies of raw materials, printing and
eventually quality control—interact within the same plane that should be spectral
data.

There are many variable parameters affecting the result of flexographic printing,
among which the most significant ones are:

• Printing machine—each machine is different, it has its advantages and disad-
vantages. It may exhibit various inaccuracies, clearances, construction faults.
That situation makes it an important variable in the printing process.

• Print form—while printing, the printing plate directly contacts the printing
substrate, and thus is prone to deformations. Upon its mounting on the printing
cylinder, the image that is reflected on the convex plate is subject to deforma-
tion, leading to the raster point gain and the resulting tonal change of the
overprint.

• Ink—has a liquid form, therefore it is vital to control its dosage so that the image
made on the plate is not overflown. Its viscosity, fixation speed and shade
should be controlled. Also the anilox cylinder has an important function, being
the main tool for dosing ink.

Fig. 2 Variables affecting flexographic printing (production)
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• Printer—the human factor that primarily influences the quality of the printed
copy. This is affected by human personal features, e.g.: experience, precision,
diligence. The printer decides on the plate coating, its proper pressure against
the substrate, the choice of the anilox cylinder, a standardised choice of ink
colours, the choice of the best double-sided adhesive tape.

3 Characteristics of Flexographic Printing

The process of flexographic printing is unique in its use of convex printing plates
that function as stamps pressing a pattern on the printing substrate. These plates are
most frequently made of polymer or rubber, which allows for printing on substrates
that are not ideally even. The printing unit is made of a steel printing cylinder that is
free of dressing and a plate cylinder onto which the plate is mounted (Fig. 3). The
ink is applied on the plate by e.g. the anilox. The ink is directly transferred from the
elastic plate onto the substrate by being pressed against with the printing cylinder
[9]. The ink unit of the flexographic machine is composed of: the ink roll, the anilox
roll, the ink tray and the tank. The ink roll is partly infused in the ink and with its
rotations, it collects the ink [19]. It contacts the anilox, whose surface has identical
hollows. The doctor blade is used for removing the excessive ink from the anilox
that directly touches the printing plate. Next, the ink from the plate is transferred
onto the substrate, which is supported by the pressure exerted by the impression

Fig. 3 Scheme of the printing unit of the flexographic machine
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cylinder [2]. Applying well-adhesive inks with their possible fast vaporisation on
non-absorbent substrates allows flexography to take all the greater share in the
packaging sector [15].

4 Model of Assessing Flexographic Printing Technology

Upon characterising key elements comprising flexographic printing technology, the
article can present a suggested model of assessment.

The authors of the model’s construction have applied a integrated method,
created by Prof. S. Marciniak in 1989 [16]. The integrated method is characterised
by three main properties: complexity, coherence and a well-organised choice of
measures, according to the principles of multi-dimensional structure. Thanks to the
modification of the method as well as accounting for a paradigm of new economy—
the authors propose the structure of the assessment process that is based on a
two-stage approach: dimension—measure (Fig. 4).

The first stage of this structure was described in the earlier part of this article.
The second stage focuses on characterising the properties that, according to the
authors, will allow for reaching the possibly fullest assessment of flexographic
printing technology. Such assessment should be holistic, complex and coherent.
The holistic approach refers to Aristoteles’s paradigm claiming that the entirety
precedes components, and thus the holistic approach dominates over the piecemeal
approach. Complexity means that the measures of the assessed undertaking are

3. Review of possible 
dimensions and assessment 
measures

4. Selection of assessment 
measures 

5. Assessment (mainly 
facultative) of the 
flexographic printing technology 

The enterprise’s 
preferences 

resulting from the 
execution of 

assumed 
objectives  

coherent with the 
environment’s  

objectives

1. Identification - overall 
architecture of the 
flexographic printing technology

2. Property characteristics 
depending on the objective of 
the assessment 

Interaction of 
external factors, 

e.g.:  
Environment, 

consumers, market 
requirements

Interaction of 
internal factors, 

e.g.: technical and 
operational  

parameters of 
technologies,  

materials, workers

Fig. 4 Proposed structure of the process of assessing the technology of flexographic printing
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addressed and interconnected. Coherence is expressed through the connections
between the assessment criteria and the elements of the system, as well as their
direction (e.g. through the assessment system).

At the third stage the authors decided to account for the economic, technological
and environmental dimensions.

The role of the economic dimension in the assessment of the flexographic
printing technology is unquestionable. Almost all manufacturing and servicing
companies that execute orders primarily rely on the calculation of the profitability
of the accepted order in their short-term planning. Before the contract on manu-
facturing the stock is signed, the company must know the cost of its execution.
Then it is possible to determine the profitability of the order and define the profit,
e.g. per 1 m2 of the printed sheet. These figures are most frequently estimated on
the basis of currently executed orders (historical data) although it is difficult for
many companies to properly calculate indirect costs and their connection with the
executed orders for a given recipient. The assessment model should account for the
largest possible number of economic measures that will allow for precise deter-
mination of the profitability of a given order.

The technological dimension is also highly significant in the assessment of the
analysed technology. This stems from the fact that many technical parameters of
flexographic machines considerably and directly affect the final product and its
ultimate quality. Any technological advancement in the technological aspect may
bring lower manufacturing costs, lower energy consumption, higher efficiency etc.

The significance of the environmental dimension in the developed model is
extensively described in the further part of this article.

Stage four includes assessment measures grouped in accordance with the
adopted research approach as well as the units for which their values should be
defined (Table 1). Before proceeding to a detailed assessment of the technology, it
is crucial to determine the set of clients’ requirements (acceptable and unacceptable)
that concern the print-out of a given order. For this reason, the norm ISO 2859 AQL
can appear helpful. It is important to determine the possibility of order execution
(while preserving the parameters demanded by the client) with the use of this
printing technology. If there exists such a possibility, one should proceed to further
analyses and assessment.

Such a set of measures allows for entering the obtained figures for any order and
comparing them with the planning figures (e.g. determined by the CEO, planner,
and technologist). On the one hand, this will allow for organising orders from the
most to the least profitable, on the other—it will indicate areas for improving the
functioning technology.

It is also crucial to pay attention to the fact that the presented measures are
interconnected. For instance, the type of material or the printing speed affect the
quality of the overprint, and energy consumption or the volume of the resulting
waste is reflected in the order’s profitability. Table 1 also presents conditions that
determine the value of a given measure (e.g. it is the client who chooses the type of
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material, whereas its width and thickness depend on the machine capability) or
improvement that indicate directions of the activities that should be undertaken in
more effective use of flexographic printing technology.

5 Significance of the Environmental Dimension
in the Developed Model

The environmental dimension plays a growing role in technology assessment
models. It is compatible with the paradigm assuming a balance between the
economy, environment and society as well as the idea of sustainable growth. These
days, package production of minor environmental impact is a necessity and at the
same times a technological challenge. On the one hand, they should be a product
that is attractive for the consumer and consequently create a positive image of both

Table 1 Measures used for assessing flexographic printing technology

Dimension Measure Unit Condition/
Improvement

Economic Cost of resetting the machine
Cost of materials
Machine resetting
Gross order stock
Added production per man-hour
Order profitability

€
€
h
mb
€
€/m2

5S/TPM/SMED
Negotiations
Better planning
Customer
>0
>0

Technological Type of material
Thickness of material
Width of material
Manufacturer of material
Quality of used material
Number of rolls used for printing the order
Type of ink
Number of ink overlays
Number of colours
Lacquer layer
Upgrading in the line
Level of printing difficulty
Printing speed
Quality of tonal transitions
Colour compatibility
Blanking quality
Overprint quality

[name]
mm
mm
[name]
pattern
pcs.
[name]
pcs.
pcs.
[0; 1]
[0; 1]
[1–3]
m/min
[0; 1]
ΔE
% of cracks
pattern

Customer
Machine
Machine
Customer
Control
Order
Customer
Order
Order
Order
Order
Machine
Machine
Control
Control
Control
Control

Environmental Energy consumption
Volume of waste
Material and ink waste
UV or LED fixation
CO2 emission
Adhesion strength

kWh
m2

kg
W/m
g/Mg
J/m2

Reduction
Better planning
Reduction
Minimisation
Reduction
Control
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the manufacturer and the distributor; on the other—they should protect the natural
environment by e.g. the possibility of their recycling [6]. Some market sectors are
growingly interested in flexography that gains popularity in, to start with, the
production of food packages [7].

The progress that flexography has made in recent years in terms of ecological
production is also visible in the used substrates [3]. Electron beam inks (EB) gain
popularity since they are characterised by a shorter drying time and higher dura-
bility. EB inks, hardened at reduced oxygen content, bring benefits in a form of
high-quality print, which leads to further reduction of production costs. This
technology eliminates loose remains of inks and chemical agents and this allows for
reducing the amount of the resulting ozone. At the same time, the printed surface is
smoother and glossier. Here it is vital to control the adhesion force or the amount or
the used energy [17].

6 Conclusion

This article presents the subject of flexographic printing technology and proposes a
model of its assessment. Thanks to the system approach, it enumerates key elements
that comprise the technology and describes the parameters that most significantly
affect its assessment. This has led to the development of a five-stage assessment
process that allows for a multi-dimensional assessment of flexographic printing
technology. The presented measures play a key role in the process of technology
assessment and were chosen on the basis of knowledge and experience of people
that for many years have been engaged in the printing industry.
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Using Building Information Modelling
to Facilitate Decision Making for a Mobile
Crane Lifting Plan

Ernest L. S. Abbott, Le Peng and David K. H. Chua

1 Introduction

Mobile cranes, because of their flexibility, are one of the most important pieces of
heavy lifting equipment used in Singapore’s construction industry. They are also
one of the main sources of workplace incidents and accidents. The Singapore
Workplace Safety and Health Council (WSHC) 2015 report [15] shows that across
all industries that there were 66 workplace fatalities in 2015, an increase of 6 over
the rate in 2014. In both 2014 and 2015, 27 of the fatalities were in the construction
section, which accounted for the highest fatal accident rate across all industries.
There were three crane related fatalities in 2014 and 5 in 2015. Crane related
fatalities account for 18.5% of all construction industry fatalities.

The Singapore government is committed to work towards a zero-accident rate in
the work place. Safe crane operations are one area where a significant contribution
can be made. A major cause of crane related accidents has been identified by the
Singapore’s Ministry of Manpower (MOM) [8] as a lack of supervision and proper
planning. To ameliorate this, the WSHC’s Code of Practice on Safe Lifting
Operations in Workplace [14] mandates the use of a permit to work system by the
contractors. The permit to work system records the key procedures for mobile crane
lifting operations.

The crane-lifting plan records the crane model, crane boom length and the
intended load to lift. The critical areas checks of the lifting plan are: (1) the crane’s
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lifting capacity, (2) obstruction in lifting path. The current industrial practice is to
carry out the checks and calculation manually, supplemented with the lifting
engineer’s experience. This leaves the young and inexperienced lifting engineer a
difficult task to complete. Manual checking is a tedious and possibly error prone
procedure, as each item to be lifted needs to undergo a check. Clearly, the use of an
automated procedure would eliminate or at least reduce the number of workplace
accidents and fatalities.

The use of Building Information Modelling (BIM) has been mandatory for all
new developments in Singapore with a gross floor area greater than 5000 m2 since
the 1st July 2015 [2]. Such a requirement, coupled with the use of 3D BIM models
and modelling software, gives the right conditions to develop an automated crane
lifting plan for all objects in a construction project. The 3D BIM model facilitates
the identification of: (1) the crane position, the objects loading and unloading point
in 3D space; (2) the identification of any spatial constraints in the lifting path.

This paper proposes a method of automated crane positioning for lifting using 3D
BIM, with AutoDesk’s software Revit coupled with crane lifting and loading capacity
provided by crane manufactures to derive automatically a safe lifting location.

The structure of the rest of this paper is a literature review followed by an
explanation of the various tools and data used. It then moves on to the use of the
tools. A worked exampled using a real situation is given.

2 Literature Review

The modelling of mobile crane operations needs to be cognisant of site impedi-
ments, which prevent easy lifting. Several researchers have proposed methods that
mitigate site impediments [17], propose the use of a Rapidly-exploring Random
Tree algorithm (RRT) to locate a safe lifting path. Lin et al. [6] improved on this by
the use of a sampling strategy and an expansion strategy to improve the RRT to
obtain an optimized path for a crawler crane lifting. The approach of the algorithm
is to discretize the working envelope into different nodes, which are checked for the
safe working load of the crane and being collision free of existing structures.

The focus of current research on collision detection tends to be between the
lifting object and the existing building structure. This ignores any possibility of a
collision by the crane with the existing building structure. However, Lei et al. [5],
who take collision between the crane and the building into account, propose a
generic method for mobile crane lifting binary (yes-or-no) path for mobile crane
path planning and checking. The method, using the crane’s capacity, calculates the
maximum and minimum lifting radii, which are adjusted to take the site’s con-
straints into account. The weakness of this approach is the simplification of the
building as cuboid. While this may be a reasonable simplification for some
buildings, it is incapable of handling irregular shaped buildings or structures such as
those found in the petro-chemical industry. The simplified approach can easily
ignore feasible lifting paths.
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Distinct from the modelling of a mobile crane operation is the action of mobile
crane planning, which considers the use of an appropriate crane model as well as
the position of the crane relative to the building and the pick-up point of the object.
Researchers have applied algorithms for this purpose.

Al-Hussein et al. [1], using manual placing of the crane, use a database of crane
models to selected suitable cranes for an operation.

Tantisevi and Akinci [12] generate all possible crane-lifting locations, elimi-
nating 3D spatial conflicts. The use of all 3D spatial conflict for every building
component at each possible crane location is obviously computational intensive for
anything but the simplest of buildings. To simplify this approach, Safouhi et al. [11]
reduce the 3D problem to a 2D problem. The simplification reduces computational
process, but it can easily miss some suitable crane locations.

BIM, as a repository, has the potential to be used for regulatory compliance
checks. Such an idea was proposed by Malsane et al. [7]. Some research has also
focused on utilizing BIM for construction safety. Nguyen et al. [9] have shown that
it is a firm basis for validating a design for safety at all stages of a building’s
lifecycle. Yeoh et al. [16], have proposed a framework for tower crane lifting plans.
This paper extend this work into mobile crane research planning.

Several researcher [4, 13], use BIM or IFC data in their work. They focus on
Tower Crane positioning within a building site, taking similar factors into account
as this research. However, with Tower Cranes boom angle and length are not taken
into account. The difference between their research and this makes their’s less
significant to this research.

Fang and Cho [3] work is labour intensive and ignores the legal requirement of a
lifting plan. Olearczyk et al. [10], inspite of encompasses several heavy lifting study
results does not provide a lifting plan per se.

3 Research Tools and Method

3.1 Research Tools

The software chosen for this research was Autodesk’s Revit. Revit is a BIM
compliant software used by architects among other disciplines. It is the architectural
aspects of Revit used here. The architect’s drawing is composed of the building
objects (beam, column, slab, wall etc.) that required lifting into place, if they are
prefabricated objects. Revit supports a Microsoft.Net user link to access building
components in an architect’s drawing. Programs written, using the Net framework
can extend the functionality of Revit. In this research, the programs were written
using C# language, one of the family members of Microsoft’s Visual Studio.

The various manufactures’ crane load charts were used to create a database of
crane information. Figure 1 is an example of a chart for the Liebherr LTF 1060-4.1
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Fig. 1 Example of a crane load chart

Fig. 2 Crane load chart in graphical format
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The crane load chart shows the boom length in the column headings. It shows
the boom reach, measured from the crane cab in the row headings. For example, a
17 m boom length with the hook distance of 5 m from the crane is able to lift a
weight of 33.4 tonnes. However, at a hook distance of 14 m is only able to lift
a weight of 9.6 tonnes.

The crane load chart in table format is also available in a graphical format, Fig. 2
illustrates this. Boom length, boom reach, and working angle of the boom are
shown. The working angle is calculated from the distance of the hook from the
crane and the boom length, using the table form of the chart.

The charts show the crane has physical lifting constraints. It is essential that
these constraints are taken into account when devising a lifting plan. The loading
charts only give the lifting constraints of the crane itself. Other constraints have to
be considered when generating a lifting plan. Figure 3 illustrates a mobile crane’s
space constraints, i.e. the crane’s circular clearance, since the crane can rotate a full
360°, and also the boom clearance, as the boom needs space when lifting a building
object into position.

Figure 4 shows the working envelope of the crane. The concept of the working
envelope is important in this research, as will be seen.

Using the manufacture’s load chart, the crane’s working envelope is divided into
four regions, as illustrated in Figs. 5 and 6. The parameters in Fig. 6 are: l = boom
length, RI = Inner Radius, Ro = Outer Radius, Wmax = Load Capacity (not
illustrated).

As illustrated in Fig. 7, the representation used for the various building structure
objects: beam, column and slab, is their bounding box. The bounding box for some
objects may be marginally larger than the object itself. This is not a concern, since a
marginally larger size does not detract from the method employed and is an
accepted limitation on the side of caution.

Fig. 3 Crane’s space
constraints
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The research approach deals with volumes and spaces, and does not discretize
them. Starting with the position of the object or objects requiring lifting and the
crane’s position to satisfy this is determined. The position of the crane can be
anywhere in the cranes working envelope that includes the object’s loading and
unloading point.

There are a number of questions that need to be satisfied to know if a building
element can be lifted into position from a given crane position.

1. Is the building component within the working envelope of the mobile crane,
both lifting and dropping?

2. Is the crane lifting capacity sufficient to move the building object?

Fig. 4 Isometric view of a
crane’s working envelope

Fig. 5 Crane load capacity
envelopes
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Fig. 6 Crane load envelope
parameters

Fig. 7 Bounding box for a
column
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3. Are there any obstacles for the crane cab (machine clearance)?
4. Are there any obstacles for the crane boom?

3.2 Checking the Crane Working Envelope

The building element lifting and dropping points must be outside the crane’s
minimum working radius, which is indicated by the cylinder in Fig. 4 and within
the cranes maximum working radius, which is indicated by the hemisphere in
Fig. 4. The crane manufacturers’ data is the source for these values.

3.3 Checking the Cranes Lifting Capacity

The crane’s loading chart, shown in Fig. 1, gives the lifting capacity of the crane as
various boom angles and distances from the crane’s cab. Figure 6 serves as an
example, using the variables as shown in Table 1. A boom length of 17 m, with the
working radius between 10 and 11 m from the cab, has a safe lifting capacity of
16.9 tonnes.

3.4 Obstacle Checking

Obstacle checking for the crane’s cab and its boom use the same procedure. The
checking for any encumbrances for the crane’s complete picking up and dropping
down operation is accomplished by volume reduction. The working envelope of the
crane searched for any obstacle and its volume is removed from the crane’s working
envelope. The volume is an extruded volume, i.e. the bounding box of any object
within the crane’s working envelope is extruded to the foot of the crane’s working
envelope. What remains is the feasible working envelope of the crane. Figure 8
illustrates a plan view of a crane’s working envelope with obstacles indicated.

Table 1 Example of crane lifting envelope

Boom length (l) Minimum radius (RI) Maximum radius (Ro) Maximum lift tonnes (Wmax)

17 m 10 m 11 m 16.9 tonnes
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3.5 Mathematics of a Complete Operation

Using with following notation:

Bnew Location of where to add the new building component
Bexist Volume occupied by existing building objects
Ccrane Clearance space of the crane
Ecrane Working Envelope of the crane
Wobject Weight of the new building component
Wcrane Load Capacity of the crane

Working envelope requirement of the new building component has to satisfy:
Bnew � Ecrane.

The load capacity requirement of the crane has to satisfy: Wobject\Wcrane.
Working clearance requirement for the operation has to satisfy:P ðBexists \CcraneÞ ¼ £.

4 Illustrative Example

The Revit model, shown in Fig. 9 was used to demonstrate the effectiveness of the
research. The user wishes to pick up a precast column, weighing 1.4 tonnes, from
the supply point and install it on the sixth storey. The selected crane is a
Liebherr LFT 1060-4.1 with a counter weight of 10.2 tonnes. The loading chart is
that shown in Fig. 1.

Table 2 shows the input data and the results of the algorithms used in this
research giving a safe and accurate crane load plan. The decision support algorithms
have eliminated boom lengths are less than 30.4 m as the unloading position is
outside it the total working envelope of the crane. Boom lengths of 34.2 and 37.6 m

Fig. 8 Crane working
envelope with obstacles
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have been eliminated as they result in a clash with existing structures. The boom
length of 40 m results in both the pick-up and unloading points being within the
working envelope and lifting capacity of the crane without any clashes.

The algorithm calculates the boom angle during the swing operation, with the
result that a swing angle of 74.8° should be maintained to avoid any clash with
existing building structures. This is acceptable since the maximum boom angle for
this crane is 81.3°. In the case of this example, there is only one feasible lifting plan.

A second example, based on Fig. 10, is the positioning of a crane for con-
struction. The building is a multi-storey car park. Using the same crane model,
Liebherr LFT 1060-4.1, the algorithms detect 1124 building elements that are
prefabricated and require a crane for installation. The crane, in the position shown
in Fig. 10. Lifting Plan with Single Crane is able to install 996 of the 1124 element.
In this case, using the crane for crane planning, a second crane of the same type
would easily cover the whole building, as is shown in Fig. 11.

Fig. 9 Site layout of illustrative example

Table 2 Algorithm input
data and results

Parameter Value

Supply point: distance from crane 15.2 m

Unloading point: distance from crane 24.0 m

Minimum boom length 30.4 m

Clashing boom lengths 34.2, 37.6 m

Accepted boom length 40.0 m

Loading boom angle 67.6°

Unloading boom angle 55.2°

Swing boom angle 74.8°
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Fig. 10 Lifting plan with single crane

Fig. 11 Lifting plan using 2 cranes
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5 Conclusion

The approach in this research is to leverage on BIM, using Revit, to derive a safe
mobile crane lifting plan. The algorithms developed covers all the aspects of the
crane’s lifting operations, taking into account the crane’s own working parameters.
This research, rather than focussing on the crane and discretising working areas,
begins with the building element and decides where it is possible to place a crane to
meet all lifting requirements. This reduces computational time significantly.

The resultant crane lifting plan is speedy and accurate, providing the lifting
engineers with a robust tool.
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Critical Success Factors for Public Private
Partnership in the Afghanistan
Construction Industry

Ghulam Abbas Niazi and Noel Painting

1 Introduction

Partnership between the public and private sector is an approach in order to bridge
the financial gap that the public sector is sometimes faced with. PPPs are collab-
orations in which the public and private sectors both bring their complementary
skills to a project, with different levels of involvement and responsibility, for the
sake of providing public services more efficiently [1]. The PPP is the arrangement
that ensures that value-for-money is delivered in public infrastructure or services
(Bing et al. 2004).

Developing countries like Afghanistan require significant infrastructure develop-
ment, and similarly to most developing countries Afghanistan is getting benefit from
public private partnerships (PPP). The profound advantages of PPP contracts (in-
cluding boosting the local economy, cost reduction, promoting operational efficien-
cies, improving service quality by utilizing the private sectors’ experience and
knowledge) have gained the attention of industry practitioners, policy makers and
researchers [2]. The public sector considers that using PPP contracts can enhance the
social benefits, improve the capacity, reduce cost and time overruns, improve allo-
cation of key risks to the private sector and ensuring value for money [3].

In Afghanistan, the government has recently enacted a public private partnership
law, while formulation of policies and guidelines are underway. The main aim of
the government is to take advantage of PPP procurement as the government
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struggles with limited capital financial resource. The aim of this research is to
identify the critical success factors for implementation of public private partnership
in the Afghanistan construction industry.

2 Literature Review

Critical Success Factors (CSFs) are defined as: “Those few key areas of activity in
which favorable results are absolutely necessary for a manager to reach his/her
goals” [4]. The CSFs are perceived as good outcomes for an organization that will
assist the organizational survival and performance, or enhance the project perfor-
mance [5]. Russell [6] states that understanding the CSFs could help organizations
to improve the process and reduce the cost of project failure.

Various studies have been carried out to assess and identify the critical success
factors for the implementation of the public private partnership in developed and
developing countries. Critical success factors were evaluated by Hardcastle et al. [4]
in the UK construction industry and factors were grouped under five principal
headings: (Effective procurement, Project implement ability, Government guaran-
tee, Favorable economic conditions and Available financial market).

Other research was conducted by Ismail and Ajija [7] to identity the critical
success factors in PPP implementation in the Malaysian construction industry. The
key success factors were determined as:—good governance, commitment and
responsibility of public and private sectors, favorable legal framework, sound
economic policy and available financial market.

Research was also conducted into the China construction industry and this
identified 18 factors, and then categorized them into five main groups:—stable
macroeconomic environment, shared responsibility between private and public
sector, transparent and efficient procurement process, stable political and social
environment, and judicious government control [8]. Stable political and social
environment are the indicators for successful implement of PPP [9].

Helmy and Lindbergh [10] carried out a research to assess the development
strategies of the government of Kuwait for the implementation of PPP in infras-
tructure projects, three critical factors were then identified, including effective
procurement, project implement ability and government guarantees. Dulaimi et al.
[11] did a study to ascertain the key success factor for the implementation of PPP in
United Arab Emirates; these were determined as the political support of the gov-
ernment. A risk which might prevent success is lack of proper knowledge and skills
of the consortium.

Additionally, Zhang [12] identified that the critical success factors in PPP
contracts as: economic viability, appropriate risk allocation via reliable contractual
arrangements, sound financial package, reliable concessionaire consortium, and
favorable investment environment.
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On the basis of a thorough review of previous similar researches, initially
eighteen critical success factors were identified that affect the public private part-
nership implementation in Afghanistan, the factors are presented in Table 1.

3 Research Method

After listing the possible critical success factors, a questionnaire was designed and
sent out to 125 carefully selected stakeholders. The stakeholders were asked to rate
the pre-determined factors having a significant contribution to the success of PPP
projects in Afghanistan. To measure the data from the questionnaire, survey the
ordinal scale was used. The Likert scale of five ordinal measures from 1 to 5
according to the level of contributing used where; 1 indicates not significant,
2 slightly significant, 3 moderately significant, 4 very significant, and 5 extremely
significant. The Relative Importance Index (RII) was used to rank the factors; the
RII is calculated as the following equation:

Table 1 CSF of PPP from published literature

Critical success factor Sources

Strong private consortium Jefferies et al. [5], Birnie [13]

Appropriate risk allocation and risk sharing Qiao et al. [14], Grant [15]

Competitive procurement process Jefferies et al. [5], Kopp (1997)

Commitment/responsibility of public/private
sector

Stonehouse et al. [16], Kanter [17]

Realistic cost/benefit assessment Qiao et al. [14]

Project technical feasibility Qiao et al. [14], Tiong [18]

Transparency in the procurement process Jefferies et al. [5]

Good governance Qiao et al. [14], Frilet [19]

Appropriate legal framework Bennett (1998), Stein [20]

Availability of financial market Qiao et al. [14], Jefferies et al. [5]

Political support Qiao et al. [14], Zhang [12]

Government involvement by providing
guarantees

Kanter [17], Qiao et al. [14]

Sound economic policy EIB [21]

Stable macro-economic environment Qiao et al. [14], Dailami and Klein [22]

Well organized public agency Jones et al. [23], Finnerty [24]

Shared authority between public and private
sectors

Stonehouse et al. [16], Kanter [17]

Social support Frilet [19]

Technology transfer Qiao et al. [14]
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RII ¼
P5

i¼1 Wi � Xi

A� N

where:

RII Relative Importance Index
W Weighting given to each factor by the respondents and ranges from 1 to 5
X Frequency of ith response given for each cause
A Highest weight (i.e. 5 in this case)
N Total number of respondents.

4 Data Analysis

The structured questionnaire survey was carried out by distributing a total of 125
questionnaire sets. 76 of the 125 questionnaires distributed were returned. The
summary of survey is illustrated in Table 2.

Table 3 presents the respondent’s position indicating that the majority of
respondents were project managers (53%) followed by construction manager
(26%), followed by program managers (14%) and others (7%). Others included
town planners, development managers and site officers. The data shows that 47% of
the respondents have 5–15 years of construction industry, 25% less than 5 years,
and 28% have more than 15 years of construction industry experience. Generally,

Table 2 Summary of survey carried out

Parameters Values

Number of questionnaire distributed 125

Number of questionnaire received 76

Percentage of responses received (%) 60.8%

Table 3 Respondents’ demographic

Parameters Frequency Percentage (%) Cumulative (%)

Respondent’s position

Project manager 40 53 53

Construction manager 20 26 79

Program manager 11 14 93

Others 5 7 100

Working experience

Less than 5 years 19 25 25

5–15 years 36 47 72

More than 15 years 21 28 100
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the demographic of respondents demonstrates that respondents were suitable to
respond to the survey.

From Table 4, it can be perceived that the six factors have the greatest impor-
tance in successful implementation of PPP in the Afghanistan construction industry:

1. an appropriate legal framework,
2. political support,
3. transparency in the procurement process,
4. good governance,
5. availability of financial market and lastly
6. appropriate risk allocation and risk sharing.

The respondents ranked that the appropriate legal framework is a crucial factor
for successful implementation of PPP projects in Afghanistan. It can be noted that
adequate legal and regulatory framework at reasonable cost should be available to
ensure transparency in the entire bidding process. Dispute resolution is another
main issue to be in place in order to maintain the stability of the PPP contracts.

Political support is ranked second by the participants, government support
politically is essential to ensure development of PPP projects. Political support by
the government can attract more national and international investors to participate
in infrastructure development of the country. The government of Afghanistan
should provide the political support to private investors to ensure the sound
implementation of the PPP projects.

Table 4 Critical success factor

Critical success factor RII value

RII Rank

Appropriate legal framework 0.91 1

Political support 0.88 2

Transparency in the procurement process 0.86 3

Good governance 0.83 4

Availability of financial market 0.82 5

Appropriate risk allocation and risk sharing 0.79 6

Sound economic policy 0.75 7

Shared authority between public and private sectors 0.72 8

Stable macro-economic environment 0.71 9

Strong private consortium 0.69 10

Well organized public agency 0.67 11

Competitive procurement process 0.65 12

Government involvement by providing guarantees 0.63 13

Realistic cost/benefit assessment 0.62 14

Project technical feasibility 0.60 15

Commitment/responsibility of public/private sector 0.59 16

Technology transfer 0.56 17

Social support 0.51 18
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The third most important success factor ranked by the respondents is trans-
parency in procurement process. In Afghanistan, lack of transparency in the bidding
process and bidding evaluation has had unfavorably impacts on procurement pro-
cess, which most of the bidders are not satisfied with the process. In the country,
most of the business transactions are carried out informally, so there is a need for a
well-organized body to regulate and monitor the procurement process in a trans-
parent manner. PPP is relatively a new concept in Afghanistan, still there should be
a well-developed strategy to build the capacity of the staff that is involved in PPP
implementation unit.

The participants ranked that good governance as another important success
factor. Good governance and strong public institutions should be in place to ensure
value for money of PPP projects. Good governance in PPP procurement should
follow a process to promote fair competitions and reduce the time and the cost of
the entire procurement process. The core aim of this process is to get the best
proposal that can assure value for money. Availability of financial markets is also
important success factor ranked by the respondents. Financing PPP projects is a
main indicator for private investment in public infrastructure projects. Access to
financial market with low interest cost and a wide range of financial products for
private sector would be great incentives to implement PPP projects.

The other important success factor ranked by the respondents is appropriate risk
allocation and risk sharing. One of the main principles in PPP contracts and
arrangements is the allocation and sharing the risks to the party that is able to
manage it. Generally, the public sector intends to transfer most of the risks to the
private sectors that have adequate experience in managing the risks. However, the
public sector should not allocate those risks that are beyond control of the private
sector. Logically, the public sector should have the right measures in place to
analyze the associate risks and share the risks in an effective manager between the
public and private sectors, so as to ensure that each party can best manage it. On the
other hand, the private sector should have a proper risk management strategy to
identify and understand all the project risks and price them accordingly.

5 Conclusion

This paper has presented the findings of a study carried out in Afghanistan to
identify the critical success factor for implementation of PPP projects. The ques-
tionnaire survey was employed to collect the data; the respondents were asked to
rank the 18 factors that are important for successful implementation of PPP projects
in the construction industry. The findings indicate that the most important success
factor is favorable legal framework, followed by political support, transparency in
the procurement process, good governance, availability of financial market and
lastly appropriate risk allocation and risk sharing.

On the basis of the findings it can be concluded that the government of
Afghanistan should develop the proper legal and regulatory framework to attract
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more national and international investors to participate in infrastructure develop-
ment of the company. Additionally, more attention should be taken to transit from
public planned economy to social market economy in order to boost the private
sector involvement in the county economic development.
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The Reference Methodology of Prospective
Analysis of Technology in Production
Engineering

Katarzyna Halicka

1 Introduction

In-depth analysis of technology is difficult due to the cost, complexity of the
problem and, above all, the pace of technological change on the global market.

The analysis of technology requires having adequate knowledge resources that
are dispersed and at the same time cover many aspects of technological develop-
ment. In the analysis technology, there is a need for tools and skills allowing for a
substantive technical assessment [1] of the properties of its current state.
Knowledge concerning the current trends in technology development is also nec-
essary. The concepts allowing to predict the future state of technology include
technology assessment, technological forecasting [2], technological foresight [3].
Each of these approaches has some important advantages, but also limits. The
approach integrating the technology analysis and development tools discussed
above is forward-looking technology analysis [4].

Prospective analysis of technology (PAT) allows, according to Saritas and
Burmaoglu, in the long term, to take action to enable the development of new future
technologies [5]. According to the author, PAT is a kind of a natural path of
technological foresight evolution. However, these are not identical terms and
technological foresight should not be identified with prospective technology anal-
ysis. According to the opinion of Boden et al. [6] as well as Eerola and Milesa [7],
PAT facilitates decision-making and coordinating future actions, especially in the
fields of science, technology, and innovation, as well as politics. Moreover,
Haegeman and others [8] and Cagnin et al. [9] and others have argued that
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prospective technology analysis is a single common term for a set of different tools
that can be used to study and understand the future of technology from a variety of
methodological perspectives.

The above definitions are general and do not reflect the nature of the PAT approach.
Consequently, the author proposed her own definition of prospective technology
analysis as a process whose main purpose is to anticipate the future of technology
through detailed analysis (scanning) and the assessment of its current state, as well as
the identification of strategic factors of its development in the future [10].

2 Proposition of the Research Process of Prospective
Analysis of Technology

Critical review of literature, analysis of foreign and domestic PAT initiatives, and
own research experience indicated the necessity of constructing a unified PAT
research process, as is the case in forecasting, foresight, and technology evaluation.
This process should have the nature of justified activities, covering the whole of the
research procedure, being in line with the definition of PAT, to anticipate the future
of technology. As a starting point for preparing the process of prospective tech-
nology analysis, the following processes were adopted: (1) prognostic process
comprising two phases: Diagnosis of past and present, and defining the future;
(2) technological foresight process consisting of research stages such as: prelimi-
nary, scanning, recruiting, main, planning, action and revision; (3) technology
assessment process taking into account the identification, selection and assessment
of the potential impact of technology on the environment.

Considering the definition of PAT, and the abovementioned assumptions, five
successive phases of the PAT process can be identified (Fig. 1): (I) Concept,
(II) Scanning, (III) Understanding, (IV) Anticipation, (V) Conclusions.

The first phase—Concept—focuses first on defining the premises, scope and
objectives of the analyses. During this phase, the research problem is formulated
and the data concerning the analysed technologies is collected. The formulation of
the research problem means the definition of: technology being analyzed; purpose
of technology analysis; time horizon; audience analysis; owned financial and
human resources; anticipated effects; form of presentation of the results. In turn,
within the framework of the collection of data regarding technology, basic data is
collected concerning technologies, their properties, determinants, application pos-
sibilities, costs based on bibliographic databases, patent databases, reports, and
websites. This phase also involves the collection of data on the institutions and
centres using the analyzed technologies. The result of the work carried out in this
phase, is the preparation of a set of data on the analyzed technology.

Then, in the second phase—scanning—the data collected in Phase I is sorted.
Next, based on this data, the genesis of the technology, its previous properties and
applications are analysed. The result of the research carried out within the second
phase, is the collection of information on the past of the analysed technology.
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The current level of technological development is also determined. Benefits of
using the technology so far are also indicated—not available in the case of the
application of alternative solutions.

As part of the third phase—understanding of technology—the information
collected in phase II is initially supplemented. Among other things, the economic
efficiency of the technology is determined [11], as well as its technical and
implementation feasibility [12]. The level of technological maturity is assessed.
Technology can also be evaluated taking account the criteria relating to its com-
petitiveness, usability, as well as environmental, and various social-ethical criteria.
This phase also involves the analysis of the current state of the technology in terms
of its impact on the environment as well as of the environment on technology. The
interactions between the technology and the environment are identified. The result
of these activities may be a catalog of factors influencing the analyzed technology
or a collection of information about the impact of technology on the environment
[13]. As part of this phase, the comprehensive, current state of technology is also
presented. Most often it comes down to the development of technology cards, the
preparation of technology knowledge maps (patents maps, publications) or

Fig. 1 Structure of the prospective analysis of technology (PAT)
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relational maps, or the creation of a knowledge base on technologies in the form of
descriptions, tabular figures, visualization of certain characteristics of technologies.

Phase Four—anticipation—focuses on exploring trends and presenting the
anticipated development of technology. Exploring the trends in the environment
primarily involves the identification and analysis of important trends and changes
occurring over time, which can affect the future of the technology being analyzed.

This phase initially identifies the factors influencing the development of the
analyzed technology. These factors are then analyzed and selected. It is possible,
inter alia, to reduce the available information on the factors affecting technology
development. It is also possible to merge similar variables into groups and also to
isolate the similarities between variables. In addition, the influence of factors on the
development of the analyzed technology is assessed, as well as the trends and
changes that may affect the development of the analyzed technology over time. The
results of the work carried out may be a catalog of factors influencing the devel-
opment of the analyzed technology or a collection of information on trends
influencing the development of the technology. On the basis of the information
obtained, the direct or indirect future and the changes and trends in selected areas
are depicted. Future audiences, technology developers (companies that want to use
or create a technology) are also identified. The directions of technological devel-
opments are also being developed, as well as activities promoting technological
development and technology development scenarios. The results of work in phase
four are routes, scenarios, and strategies.

The last phase (fifth) involves the summarization and application of the results of
the conducted analyzes. The conclusions phase, among others, assesses the chances
of achieving the objectives set and the possibilities for achieving them while
choosing specific instruments, taking into account the resources allocated. The
phase is aimed at optimizing resources, improving relevance in meeting the needs
of stakeholders. The purpose of the study are the objectives, anticipated results,
consistency with the development objectives of the technology, complementarity
with other projects, as well as procedures for the implementation, monitoring,
evaluation and financial management. This phase also includes verifying whether
the expected results adopted in Phase I have been achieved. The results of the work
in this phase are the conclusions and recommendations of the conducted analysis.

3 Identification of PAT Application Areas

In order to identify the areas of application of PAT, a detailed review of the
literature has been carried out. Initially, the database of the foreign periodical
Scopus was searched with the use of the term “future-oriented technology” con-
tained in keywords, titles, and summaries. Over the past thirty years (from 1987 to
2015), there have been 94 publications, identified in the Scopus database related to
prospective technology analysis. By analyzing the available publications, it has
been noted that the interest in this topic has been systematically increasing.
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The topics discussed in the PAT publications mainly concern business, manage-
ment, and accounting (about 38% of publications), engineering (over 32% of
publications), decision theory (about 8% of publications). The detailed typology of
the publication in view of the subject matter in the field of prospective technology
analysis is presented in Fig. 2.

Considering the potential of prospective technology analysis, it can also be used
by manufacturing companies. Analysis may facilitate the completion of subsequent
stages of the production process (Fig. 3). It can be used by manufacturing com-
panies for the production preparation in the structural, technological and organi-
zational area. PAT tools can also be useful at the stage of strategic planning,
product design, or process design and manufacturing system. The methods of the
prospective analysis of technology facilitate, among other things: (1) predicting the
development of products, production methods and production capacity; (2) de-
signing products and production methods; (3) constructing prototypes; (4) technical
and economic analysis.

4 Example of Using Prospective Technology Analysis

The author applied prospective technology analysis to identify and demonstrate the
development of pavement technologies in Poland with the greatest development
potential. Using this methodology, among other things, it was possible to develop
routes of the development of priority road paving technologies in Poland.

The process of prospective analysis of road paving technology in Poland con-
sisted of five successive phases. The research methodologies specific to prospective
technology analysis were used for the implementation of the various phases.

The methods were chosen based on the available resources, the subject matter of
the research, and the experience and knowledge of the research team in the
application of these methods. In phase 1—concept—the anticipated needs and
requirements of road pavement technology in Poland and designated priority

Fig. 2 Typology of PAT
publications concerning the
subject matter
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technologies have been presented. In this phase, webometric analysis, literature
review, desk research, as well as Delphi and expert panels were used [14].

The result of the work was the identification of five priority road paving tech-
nologies in Poland (Tech1: mineral-asphalt mix with gum-asphalt binder; Tech2:
porous mineral-asphalt mixes; Tech3: “perpetual” pavement; Tech4: traditional
cement concrete; Tech5: Binders with increased Elastomer content) together with
background data on these technologies [15].

In phase II—scanning—on the basis of previously acquired data, the analysis
was conducted concerning the past of the technology, its origins, its current
properties and applications. The result of the work in this phase was the develop-
ment of a collection of information on the current development of the analyzed
technologies, as well as the determination of the life cycle phase of technologies.

In this phase, methods such as S curve analysis and retrospective analysis were
used. In Phase III—understanding—technology is judged in terms of its techno-
logical maturity and competitiveness. Social and ethical and ecological criteria were
also taken into account during the analysis and evaluation. In the third phase of
prospective technology analysis, the methods belonging to the accumulation class

Fig. 3 The use of PAT in the production system
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were taken into consideration—TRL readiness model and literature review, as well
as the exploratory method—surveys, and from the typing class—statistic analyses.
The result of work within the framework of this phase was the development of a
card of priority road pavement technologies in Poland. The cards contained the
collected most important information about the technology being analyzed, such as:
technology characteristics, purpose of use, scope of use, approximate cost, degree
of implementation, technological readiness levels, examples of current technology
use, technology benefits, the level of social acceptance for the development of a
given technology, expert assessment). The fourth phase is mainly focused on
presenting the future development of the priority road paving technologies in
Poland. Taking into account the assumptions adopted in the first PAT phase, the
development of priority technologies has been presented in three time perspectives:
2015–2020, 2021–2030 and after 2030. The final result of the work carried out in
the fourth phase was the preparation and presentation of the route of development
for each of the priority technologies, in a clear and readable way. This phase of
prospective technology analysis included exploratory methods such as surveys and
brainstorming, and from projection class, methods such as technology development
routes.

In the last phase—conclusions—a number of actions conducive to the expected
development of priority technologies of road surfaces in Poland have been selected.
Within this phase, it was also verified whether the anticipated revisions of phase I
have been achieved. The final result of the work carried out within this phase was
the presentation of a catalog of guidelines (recommendations) facilitating the
development of road pavement technologies in Poland and presentation of con-
clusions from the analyses carried out. Expert panels were used during this phase of
the prospective analysis of this technology. The results of the research work have
been presented in detail in the publication [10].

5 Conclusion

Thanks to the prospective analysis of technology, it is possible to identify, examine
in detail, assess, present the current state, as well as predict the future of priority
technologies—with the greatest potential of development. With the use of PAT, it is
also possible to build up their portfolios. The prospective analysis of technology
also enables to distinguish the factors conducive to the development of these
technologies, examine the impact on the environment, and also allows predicting
the future of their development. An important advantage of this concept is the
consideration of technology in various time perspectives: up to 5 years, from 5 to
10 years and above 10 years. Thus, PAT, can be the basis for decision-making in
the selection of technology with the greatest potential for development.

The developed reference methodology will allow researchers to confront their
research targets with the justified, theoretically and practically verified pattern of
behaviour. It can also help to avoid many mistakes and contribute to the proper
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designing and carrying out of the process of the prospective analysis of technology.
The methodology has a universal value expressed in the possibility of adapting the
model to the various types of technology.

The undertaken subject is of an innovative nature, not yet described in the
literature. The developed methodology also has application advantages. The pos-
sibility of its use has been demonstrated on the example of the road surface tech-
nology in Poland as well as the battery technologies [16].
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Menu Engineering in Jordanian
Health-Care Centers: A Modified
Balanced Scorecard Approach

Madher E. Hamdallah and Anan F. Srouji

1 Introduction

Globalization and the advances in the recent years, have motivated industries to
make their work unique, it would also be logical to think that the adopting com-
panies of both ME and BSC deliver some benefits from this implementation.

Developing an executive scorecard is not self-sustaining and requires constant
oversight and maintenance in relation to ME. This requires management to have a
concise list of success factors that lead to the right perspective and the right
measures of an organization [1, 2]. Every measure used of the BSC has to be part of
a cause-and-effect association which ends in improving long-term sustainable
financial and non-financial performance [3].

2 Study Problem

Using the modified BSC approach, some deliberate verdict corporations should be
made in relation to performance; either financial or non-financial; as the hefty
proportion of competition also pushes companies to move from the traditional
model to new ones. It is also required from health-care centers to work on their ME
in relation to global usage and its easiness in facilitating the companies’ transac-
tions, in order to not lose market, share and expand earnings. The study problem
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was indicated to study if there is a relationship between ME and a modified BSC
approach in health-care centers in Jordan to ease such requirements, and whether
there is a difference between employees’ knowledge awareness on the importance
of using ME and the modified BSC.

3 Theoretical Framework and Hypotheses Formulation

Hypothetical improvements and genuine practices with the solicitation of the BSC
have revealed a need to acclimatize the standard tool in relation to the sector and
company. It is the application of cost required to satisfy the patients’ needs and
enabling managers to have direct access to human resource and other workplace
services for performance, reporting, knowledge management and learning as well as
administration applications [4]. Foodservice quality and services may also have an
impaction patients’ contentment with their general hospital familiarity [5]. Food
provisioning can be a key part of a hospital’s fundamental healing mission [6].
Measures must be analyzed for mutual links in order to avoid reciprocated barring
of the menu cost, in context of the entire perception of BSC.

3.1 Health-Care Centers in Jordan

Health-care centers are medical care corporations which store medical history and
permit easy and fast retrieval of information on patients’, equipped by different
departments. Each health-care organization is different and it is important to con-
sider the unique features of an organization when introducing standards. One size
does not fit all.

“Within the Ministry of Health in Jordan, the main authorities are the Head of
Mental Health Specialty and the Director of the National Center for Mental Health;
the largest governmental psychiatric hospital includes the National Center for
Addiction and outpatient clinics. In addition to mental health services provided
under the Ministry of Health, universities and the private sector, there are also
military services (Royal Medical Services), serving approximately 40% of the
population” [7, p. 5].

“Exact numbers of human resources for mental health are unknown for both the
public and private sectors. There are no coordinating bodies overseeing any mental
health awareness campaigns and there is a lack of collaboration between the mental
health and other relevant sectors in Jordan” [7, p. 6]. A registered dietitian will need
to write menus for participants with special nutrition needs, once the menus are
revised; they need to be evaluated for cost.
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3.2 ME

ME is a procedure where management can assess contemporary and imminent menu
rating, design and satisfied judgments. By using ME, items on the menu can indi-
vidually be categorized, a more perilous inquiry of the plates may be accomplished,
ME will facilitate and improve decision making for which items will be reserved or
detached, others may need advertisement or explain the increase in costs [8].

The objective is to increase the influence of ME by introducing it to restaurant
managers in the hope to be implemented to expand productivity and manageability
[8]. ME theory obliges managing alignment of the profit the menu contributes [9].
A traditional evaluating strategy that is only based on costs and cost mark-ups may
be hazardously imprecise and unintentionally obliging the food facility worker’s
aptitude to exploit revenues and profits. Patients and residents understanding
increases in the service sector, when they have chances to select meals as in
restaurants [10].

Customer-oriented service is being loomed by hospitals nowadays. Hospitals hire
culinary-trained chefs to arrange pleasing and highly sophisticated food to augment
patients’ fulfillment [11]. In hospitals, staffs are liable on helping patients with their
meal selections, compelling menu orders, and conveying food. Based on Fig. 1 the
following terminologies could be clarified in relation to the menu items Profit Margin
(PM) and selling rates. STARS: sell well and they bring the highest gross PM.
PLOWHORSES: sell well, but don’t do aswell in PM. PUZZLES: don’t sell aswell as
you’d like, but when they do, the PM is above average. DOGS: are items that don’t
produce for you at all, but are sometimes necessary to have on the menu.

Indulgence and observing costs and margins is required for any company owner
and the inability to get it right indicates a lack of cost-effectiveness. In fact, the main
reason of small businesses failure is mainly referred to low prices or high costs

Fig. 1 Menu engineering [27]

Menu Engineering in Jordanian Health-Care … 111



which lack cost-effectiveness [8]. The PM designates the percentage profit com-
panies make and specifies the influence a company has to earn profits. Profitability
may be delineated as the investments ability to earn return [12].

3.3 BSC Approach

BSC leads to strategic management improvement and better strategy employment
and assessment. The BSC is a new tool of measuring both financial and
non-financial performance systems. As pointed out by Kaplan and Norton [13] the
scorecard is accompanied gradually with strategy implementation. It performs as a
management framework that helps in classifying and achieving companies’ goals
and strategies [14].

In general, with respect to competitiveness of organizational environment and
survival in environment, application of BSC as a tool for evaluation of organiza-
tional strategies is a requirement in today organizations [15]. Term “score” was
used in title of this approach because of the fact that this attitude is employed in
order to allocate score to a group of performance evaluation parameters. While
using the term “balanced” is due to point that this approach produces steadiness
among financial and non- financial constraints, domestic and foreign benchmarks,
internal and external recipients, performance leader and followers’ parameters, and
derives and barriers of strategy [16, 17].

In service sectors, as health-care where non-financial indicators are commonly
used for effective managing, there are adverse constraints between the financial
image and the medical outlook of health-care authorities, as measurement structures
are still not able to efficiently assimilate between both visions [18]. As BSC has
amplified in the health-care sector through the years, it also hit the ground running
with an effective measurement system, for flexibility, openness, efficiency, and
inclusiveness [19].

Duke University Hospital elucidated the four perceptions in health-care orga-
nizations as follow [20].

(a) Customer perspective: Bring qualified inventive care based on patients’
preferences. (b) Financial perspective: Bring sturdy and reliable financial perfor-
mance which satisfies all shareholders. (c) Learning (Clinical Quality) perspective:
To help in improving worker’s skills and enactment. (d) Business (Operational
Effectiveness) perspective: To be accepted as a health-care service leader in the
area.

Figure 2 illustrated the proxies of both the financial and non-financial perfor-
mance of the centers.

Since the study added new BSC perspectives, the research came with a new
template model to help health-care centers improve their performance, and the first
main hypothesis was proposed that:

H1: There is no significant nexus between the modified BSC model and ME in
health-care centers.
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First and in relation to the financial viability the research model came to add
cost, and remove the volume. For volume here is the difference between both
revenues and costs in the cost-volume profit analysis [21], so there is no need and
impractical to repeat revenues in the two viabilities as in the traditional model (Net
Revenues and Volume). This exposed the first sub-hypothesis:

H1a.: There is no significant nexus between financial perspectives and ME in the
centers.

However, in the non-financial perspectives the research came to separate
employee efficiency and morality from the operational effectiveness [22].
Operational effectiveness in new research is called Internal Business, while Quality
is learning and innovation [23]. For internal business patient’s lengths of stay and
technical provisions were added to clinical internal business (while staff loyalty was
shifted to the employee efficiency and morality, which included the staffs’ length of
stay and ethics). This exposed the second sub-hypothesis:

H1b.: There is no significant nexus between non-financial perspectives and ME
in the centers.

Based on the idea whether there is a difference between respondent’s awareness
of the modified BSC perspectives in relation to ME in health-care centers, the
second main hypothesis was positing that:

H2: There is no significant nexus between the respondents’ different demo-
graphical factors and their awareness of the modified BSC perspectives and ME in
health-care centers (gender, age, education, monthly salary and experience). Based
on the previous literature the new BSC template model would be formulated as
illustrated in Fig. 3.

Fig. 2 Traditional BSC templates in health-care centers
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4 Research Method

4.1 Methodology

The study used primary data to collect the information needed, by using a structured
questionnaire. Extensive stakeholders can benefit from the modified model as
management, financial in addition to nutrition departments. Stratified random
sampling was used as a type of probability sampling technique.

Information was collected through a questionnaire distributed in the different
health-care centers; in Amman the capital of Jordan. Two hundred questionnaires
were distributed among 45 centers, and 182 were recollected and valid for analysis
by using SPSS 22 software.

4.2 Regression Equation

Multiple linear regression is used, by expressing y as the dependent variable, in
relation of several independent variables x1, x2, …, xn [24]; as applied in study.

Yit ¼ b0þ
X

bKXitþ eit ð1Þ

where, Yit indicates the dependent variables (ME); of Health Center i for time
period t. b0 is the intercept, bK epitomizes the coefficients of the Xit variables. Xit
embodies the explanatory independent variables which are the modified BSC
perspectives (financial and non-financial) of Health Center i for time period t. eit is
the error term, which interpreters all indefinite factors not encompassed in t.

Fig. 3 Modified balanced scorecard templates in health-care centers
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5 Results and Findings

5.1 Descriptive Statistic Results

After testing the reliability coefficient by alpha, the degree of reliability was (0.86),
and deliberated to be suitable for the aims of study [25]; the study tested the
correlation between the efficiency of BSC on ME. As in Table 1, a correlation of
0.873 and 0.795 was for financial and non-financial perspectives, respectively.
Results showed a strong nexus between the variables, with a high correlation level
of 0.000 significance.

5.2 Hypotheses Testing Results

Calculated (t) for hypotheses (H1a) and (H1b), has significance level of (0.00)
which is greater than tabulated (t) value (a = 0.01), by using multiple linear
regression, as there were two independent variables (financial and non-financial
perspectives). So both hypotheses were statistically not accepted indicating a
relationship among the variables, as illustrated in Table 2.

One way Anova including Post Hoc tests was used to analyze the second
hypothesis (Sheffe, and Dunett’s C) to investigate the homogeneity [26], as illus-
trated in Table 3. The table indicated a positive significant nexus for age, as F was
(6.875) at a significant level of (0.011), and outcomes indicated that those elder than
46 years were more realizable of the effect of the BSC than the others. Results also
revealed that experience had a positive significant relationship, where respondents
with experience more than 11 years (4.3135) were more realizable than others.

Table 1 Pearson correlation

Type of variables Financial perspectives Non-financial perspectives

ME (Pearson) 0.873 0.795

ME (Correlation) 0.000a 0.000a

Note aSignificant at a level of 0.01

Table 2 Testing hypotheses

Hypothesis H1a H1b

Significance 0.007a 0.043b

Note aSignificant at a level of 0.01
bSignificant at a level of 0.05

Menu Engineering in Jordanian Health-Care … 115



6 Conclusions of Study

Multiple regression results indicated that the modified BSC template including both
financial and non-financial perspectives affect the ME in health-care centers in
Jordan, with a positive significant relationship. This is a good indication that all the
perspectives included in the model affected the modified BSC template.

Age and experience of the respondents had a positive significant effect on their
awareness of the relationships between the modified perspectives and ME, as they
grew elder or experience period increased. Such a result verifies how the level of
experience and age could truly affect the results in a positive manner regardless of
the respondents’ gender, marital status and education level.

7 Limitations and Recommendations

The study syndicates two different analytic systems (ME and BSC) into a new
method; that exposes the performance image for menus’ in Jordanian health-care
centers. As it was found necessary to identify the following when dealing with
health-care centers in order to increase efficiency and reduce limitations.

Financial and non-financial perspectives may differ from one point of view to
another, so results may also differ widely. Depending on the proxies studied under

Table 3 One way Anova (Second main hypothesis)

Demographic variable Type of variable Mean df F Sig

Age Younger than 25 years 4.0733 5 6.875 0.011a

26–30 4.2833

31–35 4.2833

36–40 3.9753

41–45 4.0259

Elder than 46 4.5300

Gender Male 3.8154 1 9.163 0.064

Female 4.1280

Marital status Single 3.9875 1 3.057 0.751

Married 4.2536

Education Diploma 4.3340 2 2.479 0.122

Bachelors 3.9839

Masters 4.0231

Experience Less than 5 years 4.0433 2 8.095 0.031a

6–10 4.2433

More than 11 years 4.3135

Note aSignificant at a level of 0.05
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each perspective. The research sample included only health-care centers in Amman
(the capital) that covers more than 50% of the health centers population. Upcoming
studies ought to relate the proposed model by including additional health-care
centers located in different geographical areas to make sure it is accepted widely.
Taking into consideration the type of centers may also vary the results. As hospitals
for example, are the leading structured centers in Jordan, should be recommended
as a future sample.
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Data Analysis and Design of Construction
Productivity Efficiency Multipliers

John-Paris Pantouvakis

1 Introduction

In every construction project the expected output per time unit (hour or day),
usually termed productivity, determines the cost and the duration of construction
activities [1] as such is of paramount importance. Productivity, on the other hand, is
influenced by both managerial decisions and by the dynamically changing opera-
tional conditions [2]. As such, productivity estimation remains a difficult task to be
performed during the pre-construction stage.

To this purpose various methodologies have been proposed, such as industry
guidelines [3], construction equipment manufacturers’ handbooks [4, 5], scientific
publications [2, 6, 7] and other sources (e.g. [8, 9]). A comparative review of the
various methods proposed for productivity estimation has been presented in [10, 11].
It should be noted that most of the methodologies used are based on deterministic
mathematical models in which the effect of the operational conditions on produc-
tivity is expressed by the use of efficiency multipliers. In other words, the “ideal”
productivity is multiplied by a number of factors to take into account the specific
situation in hand (e.g. congested construction site, hard soil etc.). It has been argued
[12] that although the deterministic nature of these methodologies does not portray
accurately reality, the methods are still highly regarded because of their ability to
capture the physical features of the problem in a way that is understandable to
practitioners.

An interesting point, which formed the stimulus of the work presented in this
paper, is the fact that different methodologies follow a somewhat different approach
and propose different efficiency multipliers to be used in the various construction
operations. As such, the results of the different methodologies are not directly
comparable [11]. But what are the basic data requirements and their dependencies?
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The question will be further analyzed in this paper for excavation operations
based on two of the most well established productivity estimation methodologies,
namely those proposed by Caterpillar and Komatsu [4, 5]. We will first present and
compare the Komatsu and Caterpillar productivity estimation methodologies. We
will then discuss briefly relational database concepts and we will then attempt to
apply data analysis and design to the two methodologies with the purpose of
designing a unified database for both methods. Finally, we will present the findings
of this research. Although the scope of the paper is limited to excavation operations,
the same principles may be applied to other construction operations.

2 Estimating Productivity

As mentioned in the introductory section, we will focus on two of the more widely
accepted methodologies, namely the productivity estimation of excavation opera-
tions based on the 31st edition of the Komatsu Specifications & Application
Handbook [5] and the 46th edition of the Caterpillar performance handbook [4].
More specifically, the general formula for excavation productivity determination in
both methodologies is:

Q ¼ q � 3600
Cm

� �
� E ð1Þ

where: Q is the hourly production (m3/hr), q is the production per cycle (m3), Cm is
the cycle time (sec) and E is the job efficiency, i.e. a factor multiplying the ideal
productivity to arrive at a more realistic estimate.

More specifically, E according to Komatsu depicts such influences to the job in
hand as topography, operator’s skill and disposition of machines. According to
Caterpillar it mainly depends on actual work time per hour (e.g. 50 min/h). E values
range from 0.58 for poor to 0.83 for good operating conditions (Komatsu) and 0.67
to 0.91 (Caterpillar).

In both methodologies, q (the production per cycle) is calculated by:

q ¼ q1 � K ð2Þ

where q1 is the bucket capacity (m3) and K is the bucket fill factor. Whereas q1 is a
physical characteristic of the excavator, K is a factor related to the general exca-
vating conditions (easy, average, rather difficult and difficult) (Komatsu) and the
type of material excavated (Caterpillar) as shown in Table 1.

The calculation of Cm is somewhat more complicated. More specifically,
according to Komatsu Cm is estimated based on the standard cycle time which
depends on the excavator model and the swing angle multiplied by a conversion
factor which depends on the digging depth and the dumping conditions as shown in
Eq. (3):
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Cm ¼ C � tC ð3Þ

where C is the standard cycle time (taken from Table 2) and tC is the cycle con-
version factor (from Table 3).

The calculation of Cm according to Caterpillar is given in Fig. 1 as a range
depending on the model and the job conditions. The job conditions, in turn, depend
on the soil being excavated (easy, medium, hard), the digging conditions (digging

Table 1 Bucket fill factor

(a) Bucket fill factor Komatsu

Excavating conditions K

Easy Excavating natural ground of clayey soil, clay or soft soil 1.1–1.2

Average Excavating natural ground of soil such as sandy and dry soil 1.0–1.1

Rather difficult Excavating natural ground of sandy soil with gravel 0.8–0.9

Difficult Loading blasted rock 0.7–0.8

(b) Bucket fill factor Caterpillar

Material Fill factor range (%)

Moist loam or sandy clay A—100–110

Sand and gravel B—96–110

Hard, tough clay C—80–90

Rock—Well blasted 60–75

Rock—Poorly blasted 40–50

Table 2 Standard cycle time
C (Komatsu)

Model Swing angle

45°–90° 90°–180°

PC78 10–13 13–16

PW148 11–14 14–17

PC130, PC138US 11–14 14–17

PC160 13–16 16–19

Table 3 Cycle time conversion factor tC (Komatsu)

Digging condition
Digging depth
Specified max:
digging depth

 !
(%)

Dumping condition

Easy (Dump
onto spoil
pile)

Normal (Large
dump target)

Rather difficult
(Small dump
target)

Difficult (Small
dump target
requiring maximum
dumping reach)

Below 40 0.7 0.9 1.1 1.4

40–75 0.8 1 1.3 1.6

Over 75 0.9 1.1 1.5 1.8
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depth/max digging depth expressed as a percentage), the swing angle, the dumping
conditions and the possible obstructions of the operation. Table 4 summarizes the
job conditions and their effect to cycle time.

3 Comparison of the Two Methodologies

The two methodologies (Komatsu and Caterpillar) use the same general formulae
(1) for the calculation of the expected productivity (Q). They also both use the
machine’s bucket capacity (q1). In addition, eight items of data are needed to
complete the calculation as summarized in Table 5.

Fig. 1 Cycle time estimating chart (Caterpillar)

Table 4 Cycle time versus job conditions (Caterpillar)

A Easy digging (unpacked earth, sand gravel, ditch cleaning, etc.). Digging to less than 40%
of machine’s maximum depth capability. Swing angle less than 30°. Dump onto spoil pile
or truck in excavation. No obstructions. Good operator

B Medium digging (packed earth, tough dry clay, soil with less than 25% rock content).
Depth to 50% of machine’s maximum capability. Swing angle to 60°. Large dump target.
Few obstructions

C Medium to hard digging (hard packed soil with up to 50% rock content). Depth to 70% of
machine’s maximum capability. Swing angle to 90°. Loading trucks with truck spotted
close to excavator

D Hard digging (shot rock or tough soil with up to 75% rock content). Depth to 90% of
machine’s maximum capability. Swing angle to 120°. Shored trench. Small dump target

E Toughest digging (sandstone, caliche, shale, certain limestones, hard frost). Over 90% of
machine’s maximum depth capability. Swing over 120°. Loading bucket in man box.
Dump into small target requiring maximum excavator reach. People and obstructions in
the work area

122 J.-P. Pantouvakis



In Komatsu, the excavating conditions (easy, average, rather difficult and difficult)
are related to the type of soil being excavated (soft clay, earth, earth with gravel etc.)
and are used to determine the bucket fill factor. On the contrary in Caterpillar the soil
type alone determines the bucket fill factor. As such, the values of the fill factor are
different between the two methodologies (e.g. for easy excavating of clay Komatsu
assumes a fill factor of 1.1–1.2 whereas Caterpillar 1.0–1.10).

For the calculation of the cycle time Cm, Komatsu is based on the digging and
dumping conditions to calculate a standard cycle time (C) and then multiplies it
with a conversion factor (tc) depending on the swing angle.

Caterpillar depending on the excavating conditions, type of soil, digging and
dumping conditions, swing angle, possible obstructions and operator skill classifies
the job conditions in five categories named A, B, C, D and E. Once the job
condition category is determined, the cycle time can be estimated using Fig. 1.

Finally, the job efficiency factor is considered absolutely differently in the two
methodologies despite the same name and symbol used. In Komatsu it depends on a
number of parameters as explained in Sect. 2 and summarized in Table 5. In
Caterpillar it merely denotes the percentage of actual working time in an hour.

It follows that in both methodologies assumptions should be made based on
judgment and experience with no specific analytical reasoning behind them. At the
end of the day productivity estimations are merely approximations of the actual
quantities achieved at the job site and this limitation should be understood.

A number of conclusions can be drawn from the analysis so far:

1. Both methodologies are deterministic, based on judgment and experience and
estimate approximations of the actual productivity.

2. There are areas of operation, such as swing angles of less than 45° in Komatsu,
or easy digging conditions and swing angles of more than 30° in Caterpillar
where no direct results can be obtained. We will consider them as “dark areas”
(i.e. areas with no data available) of the methodologies.

Table 5 Komatsu versus Caterpillar productivity estimation comparison

Komatsu Caterpillar

(i) Excavating conditions KKomatsu [Table 1a] Cm [Table 4 + Fig. 1]

(ii) Type of soil KCaterpillar [Table 1b]
Cm [Table 4 + Fig. 1]

(iii) Digging depth tc ← (Cm) [Table 3] Cm [Table 1 + Fig. 4]

(iv) Dumping conditions

(v) Swing angle For angles from 45°–180°
C ← (Cm) [Table 2]

For angles from 0°–180°
Cm [Table 4 + Fig. 1]

(vi) Obstructions Taken into account in (viii)

(vii) Operator skill Taken into account in (viii) Cm [Table 4 + Fig. 1]
Only for type A conditions

(viii) Job efficiency EKomatsu ← (Q) ECaterpillar ← (Q)
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3. The job efficiency factor (E) although sharing the same name and symbol in
both methodologies does not portray the same thing and as such it should be
denoted differently as EKomatsu and ECaterpillar.

4. Three physical characteristics of the excavator, namely model, bucket size and
maximum digging depth and nine job characteristics, namely excavating con-
ditions, type of soil to be excavated, digging depth, dumping conditions, swing
angle, obstructions, operator skill, general site conditions and machine dispo-
sition (machine actual working time in an hour and general condition of the
machine) are the required data for the estimation of construction productivity in
both methodologies.

4 Relational Databases and Normalization

The purpose of this paragraph is to present the basic database concepts as used in
this paper. Reference to the vast existing literature (e.g. [13]) is made for additional
information. It should be noted that relational databases are based on four funda-
mental concepts, namely universe, domain, attribute and relation. Functional
dependencies form an integral part as well. Figure 2 summarizes the concepts.

The columns in Fig. 2, namely “ITEM CODE”, “DESCRIPTION” etc. are
termed attributes. The set of all the possible values for an attribute is called the
domain of the attribute. The union of all attributes is called the universe. All the
attributes (columns) on the top row of the table in Fig. 2 define a template
describing the kind of data stored in subsequent rows of the table. As such, all these
attributes together are collectively referred to as the relation scheme or simply the
relation. Each of the subsequent rows is called a tuple of the relation scheme.
A minimal set of not null attributes of a relation whose values identify a unique
tuple of a relation is called a key and is denoted by “#”. The join of all relations is

Fig. 2 Fundamentals of relational databases
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called a database scheme. Furthermore, data dependencies are constraints imposed
on data in a database. The primary kind of dependency is that between attributes X
and Y in such a manner that each value of X uniquely identifies Y. For example, the
attribute “ITEM CODE” in Fig. 2 uniquely identifies the attribute
“DESCRIPTION”, “QTY” and “UNIT”. This type of dependency is termed func-
tional dependency and is denoted X ! Y. It should be noted that each of the
attributes X and Y may be simple (i.e. consisting of a single attribute) or composite
(i.e. consisting of more than one attributes).

Database normalization is a methodical process applying a set of rules in order to
arrive at a robust table arrangement. With normalization the aim is to store data
items only once within the system. With such an arrangement, it is ensured that any
change made to a specific item is mechanically used by every part of the database.
The process is based on the semantics of the data, i.e. what the data really means.
There are several desirable forms of a database, denoted by different levels of
normalization. So, we may have 1NF—First normal form, 2NF—Second normal
form, 3NF—Third normal form etc. For the purposes of this paper we consider the
3NF as adequate. The necessary steps to achieve third normal form are (1) removal
of repeating groups and multi-valued attributes, (2) removal of part-key depen-
dencies and (3) removal of non-key dependencies. So, in a desired database scheme
there are no repeating groups and all applicable functional dependencies rely on the
key, the whole key and nothing but the key.

5 Database Analysis and Design

Having analyzed the productivity estimation methodologies as proposed by
Komatsu and Caterpillar and being equipped with relational database theory, we
will now analyze the data required with a view to determine if a single unified
database can be designed.

Our Universe (U) consists of the Tables 1, 2, 3, 4 and Fig. 1. We need to analyze
the dependencies between data items to arrive at a 3NF database scheme.

To this purpose, Table 5 is invaluable as it shows the necessary inputs in the first
column and also assists us in clarifying certain concepts. More specifically:

1. We need data on three different entities; EQUIOMENT, JOBCHARACTERISTICS
and SITE CONDITIONS.

2. EQUIPMENT refers to the particular model of equipment used (e.g. Komatsu
PC78 or Caterpillar M316D). Based on manufacturer’s data we can readily
identify the “BUCKET SIZE” and the “MAXIMUM DIGGING DEPTH”.
Considering “EXCAVATOR MODEL” as the key, it can be seen that “BUCKET
SIZE” and the “MAXIMUM DIGGING DEPTH” can be considered as func-
tionally dependent only on the key and as such the relation is already in 3NF.

3. In case of different configurations (i.e. different booms, sticks or buckets) being
used for a particular model, we need to identify each of the configurations with
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an additional identifier or attribute, for example Komatsu PC78—bucket 1 or
Komatsu PC78—boom 1 in order to maintain 3NF.

4. The entity JOBCHARACTERISTICS need a unique identifier (say “JOBCODE”)
to serve as the key. The specific job characteristics, namely “EXCAVATING
CONDITIONS”, “SOIL TYPE”, “DIGGING DEPTH”, “DUMPING
CONDITIONS”, “SWING ANGLE” and “SITE OBSTRUCTIONS” are all inde-
pendent fromone another and dependent only on the key (JOBNUMBER).As such
the JOB CHARACTERISTICS relation is also in 3NF. There are no dependencies
between this relation and the EQUIPMENT relation.

5. In case of a Komatsu machine, the relation “JOB CHARACTERISTICS” will
be using attributes “EXCAVATING CONDITIONS” and “SOIL TYPE” to
determine the fill factor as shown in Table 1a. In case of a Caterpillar machine,
all non-key attributes will be used to determine the job condition class (i.e. A, B,
C, …) as shown in Table 4 and then the EXCAVATOR MODEL and job
condition class will be used to determine the cycle time based on Fig. 1. Finally,
“SOIL TYPE” will identify the fill factor (Table 1b).

6. The SITE CONDITIONS relation will consist of a newly introduced key
attribute (say “SITE CONDITIONS CODE”) and the attributes “GENERAL
SITE CONDITIONS” and “MACHINE DISPOSITION”. The last attribute will
determine the ECaterpillar whereas attributes “GENERAL SITE CONDITIONS”,
“MACHINE DISPOSITION” and the attributes “SITE OBSTRUCTIONS” and
“OPERATOR SKILL” in the JOB CHARACTERISTICS relation will deter-
mine EKomatsu. This relation is not associated to any of the previous ones and all
applicable dependencies are with the key attribute only. SITE CONDITIONS is
in 3NF.

So overall we have designed a database scheme consisting of three relations each
of which is in 3NF and as there are not dependencies between the relations the
whole scheme is also in 3NF. This scheme may now be summarized in Fig. 3:

EQUIPMENT SITE CONDITIONS
1 EXCAVATORMODEL # 12 SITE CONDITIONS CODE #
2 BUCKET SIZE 13 GENERAL SITE CONDITIONS
3 MAXIMUMDIGGINGDEPTH 14 MACHINE DISPOSITION

JOB CHARACTERISTICS
4 JOB CODE #
5 EXCAVATING CONDITIONS
6 SOIL TYPE
7 DIGGINGDEPTH
8 DUMPINGCONDITIONS
9 SWINGANGLE
10 SITE OBSTRUCTIONS
11OPERATOR SKILL

Fig. 3 Productivity database scheme in 3NF
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Of course this scheme is at a logical level and minor adjustments may be needed
to cater for the job efficiency factors according to Komatsu and Caterpillar.

Also, certain assumptions should be made to accommodate multi-valued attri-
butes as, for example, the range of swing angles from 45° to 90° in Table 2 to
atomic values.

The most important implementation step, however, remains the conversion of
data contained in Tables 1, 2, 3, 4 and Fig. 1 to a homogeneous database following
the relational principles. For this step we need to understand the real significance of
the values displayed in the Universe of the database scheme and make appropriate
assumptions. For example, it is sensible to accept that swing angles range in
multiples of 15° with values in certain ranges missing, as for example, for swing
angles of less than 45° for Komatsu excavators. These areas with missing values
have been characterized as ‘dark’ in this paper. For the dark areas, productivity
estimation is not possible based on the published data. Engineers, however, may
arrive at estimations based on values selected based on their expert judgment.

As such the common database designed and proposed herein forms a useful tool
for those dealing with construction productivity as it helps understand deeper the
underlying semantics of the available data.

6 Conclusion

Data analysis of construction productivity methodologies based on relational theory
assists in the development of a unified database of efficiency multipliers across
different manufacturers, identifies “dark” areas which are not covered by a partic-
ular methodology (e.g. swing factors of less than 45° for Komatsu), highlights and
explains differences in values given (e.g. the values of “E” between Komatsu and
Caterpillar) and helps the better understanding of existing methodologies. Although
only excavation has been analyzed in this paper, the same principles can be applied
in other construction operations also in order to develop a unified approach to all
construction productivity problems.

The real importance of this research however, is the understanding that despite
the different data of different manufacturers, the similarity of the underlying prin-
ciples may lead to a common treatment of the productivity estimation problem
based on the same set of inputs which depend on the job characteristics and the
specific site conditions. So this research complements previous comparison studies
found in literature as it analyzes deeper the relationships of the underlying data
based on the relational theory.

As such, further research will develop manufacturer independent software for
commercially available models without the need of making simplifications as those
found in many books on the subject. The software will deal initially with excavation
operations but later will encompass other construction activities. As data is made
available from other manufacturers or relevant websites, additional makes of
equipment may be added to enhance the usability of the system.
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Identification and Tracking of Process
Inconsistencies in Manufacturing
Enterprises

Arkadiusz Jurczuk

1 Introduction

The current environment is characterized by dynamic changes and growing busi-
ness complexity. Under these circumstances, enterprises more often consider an
implementation of a process-based methodology to adapt to the requirements of the
market and the customers [1, 21]. Generally, a process approach means
“end-to-end” concentration on the business processes that enables an organization
to recognize and satisfy the needs of their internal/external customers. It may have a
positive influence on improving an enterprise’s performance thanks to a better
understanding of the present situation and the efficiency of the entire organization
[1, 19, 26]. One of the most important factors for improving an enterprise’s capacity
is realizing and acknowledging that any process inconsistencies actually exist
[6, 32]. The results of their identification and prioritization justify the aim and scope
of process improvement initiatives [11, 23]. Moreover, elimination of process
inconsistencies can improve an enterprise’s ability to react to changing require-
ments [31].

The cognitive purpose of this paper is to identify the main sources of process
inconsistencies in manufacturing enterprises, as well as to analyse attitudes towards
their elimination. The paper presents an attempt to use the classification tree
analysis for clustering and tracking process inconsistencies. Therefore, the research
questions (RQ) addressed here are as follows:

• RQ1. What kinds of process inconsistencies prevail in the chosen manufacturing
enterprises?

A. Jurczuk (&)
Faculty of Engineering Management, Bialystok University of Technology,
Białystok, Poland
e-mail: a.jurczuk@pb.edu.pl

© Springer International Publishing AG 2018
S. Şahin (ed.), 8th International Conference on Engineering, Project, and Product
Management (EPPM 2017), Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-3-319-74123-9_14

129

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-74123-9_14&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-74123-9_14&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-74123-9_14&amp;domain=pdf


• RQ2. What attitudes towards process inconsistencyelimination predominate
in the chosen manufacturing enterprises?

The research findings are based on a literature review and an empirical study.
To achieve the set objectives, interviews were carried out among managers and
managing directors of three leading manufacturing enterprises from North-Eastern
Poland. Moreover, a classification tree was used to analyse and track the organi-
zations’ attitudes towards process inconsistency elimination. This approach allowed
the author to identify omitted areas of process improvement in the analysed
enterprises. The main contribution of this paper is to enhance the understanding
of the situation in manufacturing enterprises as regards the occurrence and elimi-
nation of process inconsistencies.

2 Conception and Sources of Process Inconsistencies

The concept of a process inconsistency has been developed by scholars in the field of
software engineering [7, 23, 28]. A process inconsistency could be seen as a dis-
crepancy between a process description and the actual way in which it is executed or
organised. Furthermore, an inconsistency may arise from the differences between
the perceptions of a process by its participants [25, 28]. However, thanks to the
universal background of this idea, it might be adopted and considered from the
perspective of an enterprise’s capability. Therefore, in the wider context, a process
inconsistency can be defined as a lack of the ability to adapt to present or future
requirements, which is the result of the influence of specific factors [7, 11, 16].
An inconsistency and its sources could be considered from an inside-out perspective,
which is grounded in process-based methodologies [7, 16], or from a situational
perspective, which is reflected in the contingency theory [5].

From the inside-out perspective, a process inconsistency may be regarded as
a negative effect of internal factors on an organization’s capability. The main
sources of process inconsistencies are related to the execution and organization of
the process, as well as its perception by the stakeholders [16, 28]. A general
symptom of the occurrence of a process inconsistency is failure to fulfil the
requirements of internal and external customers. Moreover, a process inconsistency
might appear as a result of using inappropriate methods for measuring the degree of
goals achievement, as well as the improper use of company resources [7, 16, 27,
29]. The occurrence of an inconsistency triggers changes which aim at improving
an enterprise’s capability. The improvement initiatives are mainly connected with
performance issues, leadership, and organizational changes. Moreover, changes
result from inconsistencies caused by the end of IT life-cycle or its incompatibility
with new functionalities and business requirements [13, 24]. According to [10],
inconsistencies in process execution could be caused by inefficient domain training
of process participants and inadequate resources, or faulty equipment used for
process execution.
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From a situational perspective an occurrence of a process inconsistency could be
perceived as an effect of organizational misfit [5, 30]. In this context, organizational
effectiveness is based on the fit between organizational characteristics and contin-
gencies. An organization’s adaptation to contingencies is triggered by market
dynamics, competitive threats, requirements of information transfer and global
standards, government regulations, regulatory and technological advancements
[17, 18]. It requires defining and implementing a unique way of managing business
processes [31]. This, in turn, requires identification of potential areas for change and
improvement—the source of the process inconsistency.

A process inconsistency is perceived as undesirable, and should be avoided if it is
possible or reasonable. The elimination of an inconsistency makes a process more
prescriptive and compliant with its description, model or process stakeholders’
expectations [10, 25, 28]. Analysis of the current state that includes identifying
inconsistencies is a key aspect of a business process improvement [23, 24]. The role of
this aspect is strongly highlighted by many scholars in the context of organizational
development and accreditation or certification requirements [10, 13, 21, 26]. Among
the critical success factors of process improvement initiatives and problem solving
attempts are the attitudes of managers and employees. It is underlined that process
inconsistencies are not successfully identified and removed because of a lack of
common process understanding, lack of an efficient inter-functional communication
and top management support [14, 30]. Furthermore, it is a matter of employee and
corporate knowledge related to process orientation maturity level [4, 27].

3 Data Collection and Respondents’ Profile

In order to identify process inconsistencies, interviews were carried out among
managers and managing directors of three leading manufacturing enterprises from
North-Eastern Poland. The general selection of the enterprises followed
non-probability sampling technique and was based on purposive sampling [3]. The
choice of the sampling method was dictated by the availability of a company and its
willingness to participate in the survey. The primary criterion of company selection
was the affiliation to industrial processing groups according to the classification of
business activities in Poland (C group). Enterprises represent firms from the private
sector (domestic capital or primarily domestic capital) and, respectively, the sectors
of agricultural machinery and equipment, manufacturing of machine parts, and
manufacturing of electromagnetic drilling/milling machines. The number of
employees in these companies ranged from 100 to 999. They had been active in the
market for more than 25 years.

A triangulation of observers was used [8] and conducted with three managers
(representing different functional areas) from each company. Each respondent had
to have a minimum of three years’ experience working for the company. The survey
was conducted from October to December 2016.
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3.1 Research Model

Qualitative and quantitative approaches were used to identify and track the elimi-
nation of process inconsistencies. Table 1 shows the research model.

3.2 Phase I

The research objectives were reached through an empirical survey and literature
studies. The empirical survey used the technique of a semi-structured interview. It
consisted of several key questions that helped to identify process inconsistencies in
an enterprise. This method allowed the respondents to describe each problem and
the approaches to solving it in more detail, including:

• character of process inconsistency,
• source of information about process inconsistency,
• result of undertaken activities to solve given problem.

The character of a process inconsistency was defined in the survey by means of
the following four statuses related to the necessity to remove it:

• it needs removal because it interrupts, disturbs work,
• it needs removal, but removal would be costly,
• it needs removal, but not urgently,
• it does not require removal at present.

Moreover, respondents were asked to identify the source of information about
each process inconsistency in their companies. It was assumed that the occurrence
of a process inconsistency could be reported by employees, customers, or suppliers.
In order to track the status of a process inconsistency, the interviews focused on
achieving information from process participants about the success or failure in their
elimination.

Table 1 The research model (adopted from [15])

Research
model

Phase I Phase II

Purpose Identification of process
inconsistencies
Identification criteria for
inconsistencies clustering

Classification of process inconsistencies
Identification of a company’s attitude
towards elimination of an inconsistency

Survey and
applied data

9 business cases, domain
papers

Identified process inconsistencies

Method Interviews
Literature studies

Classification tree analysis
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This enabled the author to describe each company’s attitude towards the elim-
ination of inconsistencies. Furthermore, the results of the analysis made it possible
to track process inconsistencies in Polish manufacturing enterprises.

According to the assumption of the research model, process inconsistencies
identified during the interviews were clustered in the following categories:
Organization (O); Management (M); Employees (E); Customers and co-operators
(CO); Products and services (PS); Processes (P) and Information technology (T).

These categories represent the triggers and drivers of Business Process
Orientation implementation and development [13, 17]. It was assumed that the
existence of a process inconsistency might trigger a change in an organization and
its processes towards a process improvement approach, prompting it to become
more process-oriented. Such a change may result in reducing the organization’s
misfit for present or future contingencies and requirements.

3.3 Phase II

The data mining technique of classification and regression trees (C&RT) was
applied in the second phase of the research. This approach was successfully used
for detecting turning points in business process orientation and maturity [9, 22]. The
C&RT analysis is based on an algorithm known as recursive partitioning. Recursive
partitioning is a step-by-step process by which a decision tree is constructed by
either splitting or not splitting each node on the tree into two child nodes.
A classification tree is the result of asking an ordered sequence of questions, and
the type of question asked at each step in the sequence depends upon the answers to
the previous questions of the sequence. The sequence terminates in a prediction of
the class. The C&RT method produces a visual output in the form of a hierarchical,
multilevel structure which resembles the branches of a tree [2, 12].

The proposed approach to C&RT implementation concentrates on analysis of the
paths represented by the tree’s branches. A path is formed by defined splitting
conditions (determined by categorical predictors). A terminal node and a parent
node (tree root) mark the boundaries of a path. It was assumed that analysis of a
sequence of splits would allow for tracking attitudes to problem solving and
elimination of process inconsistencies. The set of questions defining splitting rules
included independent variables (categorical predictor variables). They were defined
in Phase I of the research process. The independent variables represent:

• character of process inconsistency (need, or lack thereof, to remove),
• source of information about process inconsistency (employees, customers,

suppliers),
• result of undertaken activities to solve problem (solved, returning).

Moreover, a dependent variable is represented by a category of process incon-
sistency (see Phase I). With the C&RT algorithm, all possible splits for each
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predictor variable at each node are examined to find the split producing the largest
improvement in goodness of fit. In the presented approach, the Gini measure and
the FACT stopping rule for the C&RT analysis were used. STATISTICA software
(version 13.1, Dell Inc.) was applied for solving the research problem.

4 Research Results and Discussion

The empirical results helped to identify a set of existing process inconsistencies in
the manufacturing enterprises. The conducted interviews with managers and
managing directors made it possible to identify 27 process inconsistencies. As the
research method required, the process inconsistencies were clustered using the
defined categories. The majority of the identified process inconsistencies belonged
to three categories: Processes (33%), Organization (26%) and Management (19%).
Backlogs and production delays were the main sources of the inconsistencies
occurring in the enterprises. Moreover, the respondents underlined their problems
with communication and gaps in processes. The organizational inconsistencies
(O) were caused by unclear business goals and low ability to respond to the
requirements of new markets and customers. Furthermore, managers pointed out
that other important sources of problems included failure to keep up with changes in
the external regulations and non-compliance with quality standards requirements.
Process inconsistencies grouped in the “Management” category were related to
a lack of reliable or conflicting management information, a lack of control over
processes, and poor organization of work resulting in low performance.

The results of the C&RT analysis enabled the author to classify process
inconsistencies according to the attitude to problem solving. The origin of each
inconsistency, its character and the result of its elimination were used as predictor
variables. The categorized process inconsistencies were used in the model as
a dependent variable. The classification tree was created using the CR&T algorithm
delivered by STATISTICA software. The model contains 9 splits and 10 terminal
nodes, as shown in Fig. 1.

Taking into account the guidelines of the C&RT analysis [12], only three paths
(sequences of splits) were analysed. They included the terminal nodes (3, 10, 14)
that contained a significant number of elements. Thus, it can be seen that there are
two paths (P1, P2) through this tree for process inconsistencies reported by cus-
tomer and employees and one path (P3) for process inconsistencies which generally
needed removal but in the respondents’ opinion it was not urgent. The most
important predictor variables in the analysis included the character of a process
inconsistency (100%), its reoccurrence (86%), and the source of information (in-
consistencies reported by customers, employees, and suppliers—84%).

Analysis of path P1 (node 10 ! node 1) indicates that process inconsistencies
belonging to the three categories P, M, PS were equally reported by customers and
employees. They disturbed, or even interrupted, work in the enterprises. In the
context of process improvement, it is important to notice that despite signals both
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from inside and outside the enterprise, these inconsistencies kept returning. The
terminal node No. 14 includes reoccurring process inconsistencies signalized by
the employees (path P2). The majority of the unsolved problems represented by this
path belong to the “Process” category. As it was mentioned above, they are related
to backlogs and production delays, low quality of communication, and unclear roles
and responsibilities in a process. The P3 path (node 3 ! node 1) shows process
inconsistencies from the organizational area (O). Inconsistencies of this kind
strongly determine the ability to respond to market and customer requirements. But
in the analysed cases, they were perceived by managers and managing directors as
important ones, although their elimination was not regarded as urgent.

5 Conclusions

The paper proposes the usage of the classification tree analysis for clustering and
tracking process inconsistencies. The features of the CR&T method, and the pre-
defined set of the splitting conditions, enable and support recognizing attitudes
towards the elimination of process inconsistencies.

Fig. 1 Classification tree of process inconsistencies
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As regards the results of the survey, it can be concluded that processes are the
most prevalent source of inconsistencies in the chosen manufacturing enterprises.
Inconsistencies arise from knowledge gaps and insufficient understanding of
end-to-end processes by its participants. Moreover, despite the fact that managers
perceive them as important ones, no improvement initiatives are undertaken. In
other words, the enterprises do not respond to the requests of their customers and
employees. It may suggest that the analysed companies represent low levels
of process maturity [17, 30]. The existence of process-based inconsistencies can
strongly constrain the implementation of the process orientation. McCormack et al.
[22] claim that process documentation and process structure are the leading factors
at the initial stages of an organization’s maturity. Glavan et al. [9] present similar
research findings. From a situational perspective, managers’ decisions to omit this
type of inconsistencies may lead to an organization’s misfit [30]. An enterprise will
not be able to meet customer needs and/or seize new opportunities as they arise
[13]. This factor is of the utmost importance for a holistic implementation of the
process orientation by business companies [10, 18].

Further, the CR&T analysis allowed the author to identify the path representing
an “abandonment attitude” to problem solving. The managers’ attitude to these
aspects could be considered from the perspective of problem solving paradoxes. It
is worth considering whether some inconsistencies are not used as shields, i.e.
clinging to certain problems might protect managers from facing even more serious
ones. This paradox means that it is sometimes easier to complain about a com-
pany’s dysfunctionality than it is to face the existing inconsistencies [20].

The paper argues that a systematic approach to probing an inconsistency could
be a valuable element of an “as-is” analysis in enterprises that implement a process
orientation. It helps develop a reactive attitude to process improvement [16]. The
contribution of the paper lies in presenting a new approach to analysis of process
inconsistencies, with a focus on the omitted areas of enterprises’ problems.
Therefore, the presented approach may support the configuration of a roadmap of
business process improvement. Through identification of process inconsistencies,
organizations can reduce resources wasted when trying to solve inappropriately
defined projects. Moreover, inconsistency management is worth considering as a
key activity throughout process improvement and the development of a contem-
porary organization.

The main limitation of this research is the size and structure of the sample. There
is no possibility to generalize the research findings to a larger population. However,
the achieved results may provide a base for further research, implying the directions
of future investigations in the field. Additional studies could allow researchers to
validate the presented approach and the achieved results.

Acknowledgements The research was conducted within S/WZ/1/2017 project and was financed
from Ministry of Science and Higher Education funds.

136 A. Jurczuk



References

1. Bhargav D (2017) Business process management—a construction case study. Constr Innov
17(1):50–67. https://doi.org/10.1108/CI-10-2015-0055

2. Breiman L, Friedman J, Stone CJ, Olshen RA (1984) Classification and regression trees. CRC
3. Cooper DR, Schindler PS (2014) Business research methods, 12th edn. The McGraw-Hill/

Irwin, New York
4. Davenport TH (2010) Process management for knowledge work. In: vom Brocke J,

Rosemann M (eds) Handbook on business process management 1 international handbooks on
information systems. Springer-Verlag, Berlin, Heidelberg

5. Donaldson L (2006) The contingency theory of organizational design: challenges and
opportunities. In: Burton RM, Håkonsson DD, Eriksen B, Snow CC (eds) Organization
design the evolving state-of-the-art, Springer, US. https://doi.org/10.1007/0-387-34173-02

6. Emery CR (2009) A cause-effect-cause model for sustaining cross-functional integration. Bus
Proc Manage J 15(1):93–108. https://doi.org/10.1108/14637150910931488

7. Gulledge TR, Sommer RA (1999) Process coupling in business process engineering. Knowl
Process Manage 6(3):158–165

8. Glaser B, Strauss A (1999) The discovery of grounded theory: strategies for qualitative
research. Aldine Transaction, New Brunswick

9. Glavan LM, Vukšić VB, Vlahović N (2015) Decision tree learning for detecting turning
points in business process orientation: a case of Croatian companies. Croatian Oper Res Rev
6(1):207–224. https://doi.org/10.17535/crorr.2015.0017

10. Hammer M (2010) What is Business Process Management? In: vom Brocke J, Rosemann M
(eds) Handbook on business process management 1 international handbooks on information
systems. Springer-Verlag, Berlin Heidelberg

11. Ho SKM (1993) Problem solving in manufacturing. Manage Decis 31(7)
12. Izenman AJ (2008) Modern multivariate statistical techniques. Regression, classification and

manifold learning. Springer, New York. https://doi.org/10.1007/978-0-387-78189-1
13. Jeston J, Nelis J (2008) Business process management: practical guidelines to successful

implementations, 2nd edn. Elsevier, Burlington
14. Jørgensen F, Boer H, Gertsen F (2003) Jump-starting continuous improvement through

self-assessment. Int J Oper Prod Manag 2(10):1260–1278
15. Jung M, Lee Y, Lee H (2015) Classifying and prioritizing the success and failure factors of

technology commercialization of public R&D in South Korea: using classification tree
analysis. J Technol Transf 40(5):877–898. https://doi.org/10.1007/s10961-014-9376-5

16. Jurczuk A (2016) Reactive approach for cause analysis of business processes inconsistency.
Organ Rev (Przegląd Organizacji) 3:42–48 (in Polish)

17. Jurczuk A (2016) Towards process maturity—triggers of change. In: Proceedings of 9th
international scientific conference business and management. 20 Nov 2016

18. Karagiannis D (2013) Business process management: a holistic management approach. In:
Mayr HC, Kop Ch, Liddle S, Ginige A (eds) Information systems: methods, models and
applications, lecture notes in business information processing 137:1–12

19. Kohlbacher M, Reijers HA (2013) The effects of process-oriented organizational design on
firm performance. Bus Process Manage J 19(2):245–262

20. Lowy A (2011) Nine paradoxes of problem solving. Strategy Leadersh 39(3):25–31
21. Matthews RL, Tan KH, Marzec PE (2015) Organisational ambidexterity within process

improvement: an exploratory study of four project-oriented firms. J Manuf Technol Manage
26(4):458–476. https://doi.org/10.1108/JMTM-12-2013-018

22. McCormack K, Willems J, van den Bergh J, Deschoolmeester D, Willaert P, Indihar
Štemberger M, Škrinjar R, Trkman P, Ladeira MB, Valadares de Oliveira MP, Bosilj
Vuksic V, Vlahovic N (2009) A global investigation of key turning points in business process
maturity. Bus Proc Manage J 15(5):792–815

Identification and Tracking of Process … 137

http://dx.doi.org/10.1108/CI-10-2015-0055
http://dx.doi.org/10.1007/0-387-34173-02
http://dx.doi.org/10.1108/14637150910931488
http://dx.doi.org/10.17535/crorr.2015.0017
http://dx.doi.org/10.1007/978-0-387-78189-1
http://dx.doi.org/10.1007/s10961-014-9376-5
http://dx.doi.org/10.1108/JMTM-12-2013-018


23. Nuseibeh B, Easterbrook SM, Russo A (2001) Making inconsistency respectable in software
development. J Syst Softw 58(2):171–180. https://doi.org/10.1016/S0164-1212(01)00036-X

24. Phogat S, Gupta AK (2017) Identification of problems in maintenance operations and
comparison with manufacturing operations: a review. J Qual Maintenance Eng 23(2):1–16.
https://doi.org/10.1108/JQME-06-2016-0027

25. Saaty TL (1994) How to make a decision: the analytic hierarchy process. Interfaces 24(6):19–43
26. Sanders Jones JL, Linderman K (2014) Process management, innovation and efficiency

performance: the moderating effect of competitive intensity. Bus Proc Manage J 20(2):
335–358. https://doi.org/10.1108/BPMJ-03-2013-0026

27. Škrinjar R, Trkman P (2013) Increasing process orientation with business process
management: critical practices’. Int J Inf Manage 33(1):48–60

28. Sommerville I, Sawyer P, Viller S (1999) Managing process inconsistency using view points.
IEEE Trans Software Eng 25(6):784–799

29. Talib F, Rahman Z (2015) Identification and prioritization of barriers to total quality
management implementation in service industry. TQM J 27(5):591–615

30. Trkman P (2010) The critical success factors of business process management. Int J Inf
Manage 30(2):125–134

31. vom Brocke J, Zelt S, Schmiedel T (2016) On the role of context in business process
management. Int J Inf Manage 36(3):486–495

32. Walker ED, Cox JF (2006) Addressing ill-structured problems using Goldratt’s thinking
processes: a white collar example. Manag Decis 44(1):137–154

138 A. Jurczuk

http://dx.doi.org/10.1016/S0164-1212(01)00036-X
http://dx.doi.org/10.1108/JQME-06-2016-0027
http://dx.doi.org/10.1108/BPMJ-03-2013-0026


Risk Management: The Relationship
Between Perceived Risk Factors
of Crowd Disaster and Perceived
Safety in Large Buildings

Mohammed Alkhadim, Kassim Gidado and Noel Painting

1 Introduction

Safety in built environment is classified into objective safety and subjective safety
(perceived safety). In an organizational context, objective safety is measured as the
actual number of or the risk of incidents or injuries occurring. Subjective safety is
intangible and refers to the feeling or perception of being safe or unsafe within a
specified period. Numerous studies have been undertaken on objective safety in the
built environment, but there has been a lack of research on subjective safety
(perceived safety) particularly in large buildings where large numbers of users
attend an event.

Dickie [5], confirmed that poor risk management in large buildings or spaces
during an event has led to many crowd disasters across the world. Booty [4], stated
that each large building used by large numbers of people (crowd) normally has
diverse types and levels of risk requiring an effective management approach.
Experts have defined risk management as a proactive approach to eliminate threats
to an organization through anticipating, identifying, assessing and mitigating the
possible risks. The British Institute of Facilities Management [3], have classified
Risk Management (RM) as one of the 24 key components of Facilities Management
(FM). FM covers all aspects of planning, managing space, designing, environ-
mental control, health and safety and support services. It significantly contributes
to the delivery of strategic and operational objectives on a day-to-day basis.
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When events are held in large buildings, research highlighted that facilities man-
agers must be involved before, during and after the event to reduce risk and enhance
safety. Experts have established that organizations that own large space assets for
public use often make the risk reduction strategy a priority to enable them gain
advantage over their competitors.

It is therefore concluded that FM of large buildings and spaces used by large
crowds must involve effective risk management as a key component. In current
practice, emphasis is placed on addressing objective safety.

Fruin [6], studied this issue and established some of the key factors that influence
objective crowd safety however there is a lack of understanding of the issue relating
to subjective safety. This study has adopted the factors used by Fruin and used them
to investigate whether they affect subjective safety in large buildings and spaces.
These factors are referred to by the acronym FIST: Force, Information, Space, and
Time. The paper argues that there is a strong relationship between FIST and per-
ceived safety in large buildings by studying the extent to which perceived force,
perceived poor information, perceived insufficient space, and perceived poor real
time management influence perceived safety.

For this research the Holy Mosque in Makkah, Saudi Arabia was chosen having
the largest crowd of any event within a large building.

2 The Holy Mosque as a Large Building

The Hajj is a religious event that includes a large number of pilgrims with diverse
cultures, ages, genders, nationalities and languages. It is one of the five pillars of
Islam and an obligation for Muslims who are capable financially and physically to
perform Hajj at least once in their lifetime. Annually around two million pilgrims
visit Makkah (also called Mecca) to perform the Hajj, for between 4 and 6 days.
This is considered one of the largest gatherings in the world, and the number of
people who wish to perform Hajj is increasing yearly. The rituals of the pilgrimage
run between 8th and 13th Dhul Hijjah (Islamic Calendah) and are mainly con-
centrated in four holy places: The Holy Mosque, the Mina, Muzdalifah and Arafat.
The first holy place the pilgrims visit when they arrive is the Holy Mosque to
perform Tawaf and Saee. Tawaf is a movement of the pilgrims around the Kaaba,
which is situated in the centre of the Holy Mosque. In Tawaf, pilgrims move around
the Kaaba seven times in an anticlockwise direction. While in the Saee, pilgrims
walk seven rounds between two points in the Holy Mosque called Safa and
Marwah. After visiting the other 3 holy places, they return to the Holy Mosque for
another Tawaf and Saee. The Holy Mosque is a large building which can accom-
modate around 1.2 million worshipers at the same time. The current area of the
Holy Mosque is about 356,800 m2 and still expanding.
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3 The Conceptual Model

According to Fruin [6], the FIST elements were derived from personal experiences,
analyses of major crowd incidents and traffic flow principles. Indeed, the FIST
model was developed based on the real conditions and objective safety. The pro-
posed conceptual model replaces tangible items used by Fruin with perceived sit-
uations and their effect on perceived safety. The conceptual model includes one
dependent variable (perceived safety) and four independents variables (perceived
force, perceived poor information, perceived insufficient space, perceived poor real
time management). For this study perceived safety is defined as the feeling (or
perception) of an unsafe situation at an event over a specified period. These
variables will be empirically and statistically measured.

3.1 Perceived Safety (PS)

Perceived safety refers to the feeling (or perception) of an unsafe situation existing
during an event. If people feel unsafe for some reason, they panic and often attempt
to escape from the real or perceived danger by acting abnormally and/or chaotically
by pushing and shoving. Studies in urban design have shown that perceived safety
can be affected by the characteristics of the environment, the physical condition,
and the configuration of spaces [9]. These perceptions can vary with age, sex,
culture, and familiarity with the environment, for example: women and older people
have a more diverse sense of safety compared with others. Similarly, someone new
to an environment may find it safe because they may not be familiar with specific
cues within the context. In crowding studies, it has been highlighted that the per-
ceived safety is closely tied to perceived crowding. Perceived crowding is defined
as “the psychological counterpart to population density” Kim et al. [8]. Perceived
safety is negatively affected by the perceptions of crowding—and research has
shown that when perception of crowding increase, people’s sense of safety declines.

3.2 Perceived Force (PF)

Perceived force is the feeling or perception of force by an individual within a crowd
which may originate by either seeing, hearing or feeling. There are several con-
sequences that may result from the perceived force which have been termed as
indictors (items) within this study. Research has established that force within the
crowd is usually created from the interior of the crowd and has two main forms: the
self-driven force; and the leaning force that comes from the weights of the bodies. It
can reach a high level such that it cannot be easily controlled or resisted due to high
pressure of the crowd [6, 10]. It is argued by researchers, that the force among
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people is a significant factor that leads to casualties. Still [10], stated that most of
the deadliest event disasters involved large crowds (those with the largest number
of injuries and fatalities) originate from crowd compression and the subsequent loss
of footing or inability to move. Fruin [6], pointed out that “horizontal forces suf-
ficient to cause compressive asphyxia would be more dynamic as people push off
against each other to obtain breathing space”. He confirmed that news media have
reported that compressive asphyxia is the main reason of deaths not trampling.
Experts argued that when people in a crowd are being swept along with movement
and compressed, it can lead to serious injuries and fatalities from suffocation. There
is evidence to suggest that most of the people who die from suffocation die because
of the enormous pressure on their chests [up to 4500 N (1000 lbs)]. Forces among
people in a crowd are generally created when the density is higher than a certain
level, and disaster can occur when the crowd density reaches a critical density.

From the above review, it is clearly demonstrated that ‘Force’ is a critical factor
to crowd safety. This study will test the effect of perceived crowd force on per-
ceived safety in the Holy Mosque during the Hajj. Hence, one hypothesis is for-
mulated as follows: H1: Perceived force has a significant influence on perceived
safety.

3.3 Perceived Poor Information (PPI)

Before attending an event an individual may consider a wide range of information
with regards to the venue and the type of crowd. This information could include the
nature of the group, experience with similar groups, familiarity with the venue,
crowd behaviour, signage and means of communication between those managing
the crowd and the crowd. Fruin [6], pointed out that the information includes the
means of communication, sights and sounds influencing the perceptions of the
group, public address, signs, ticketing, actions and training of personal. It is already
established that poor communication before or during an event is characterized as
one of the causes of crowd disaster. Obtaining real time information about the
situation of the crowd in large assembly spaces including crowd actions, reactions,
real or perceived is therefore essential. Experts have underlined that communication
and real time information are key factors in preventing crowd disasters. It is a good
practice to set up a communications centre and a centralized crowd management
system. Information communicated to—or withheld from—the crowd can influence
their perceived safety. Experts have established that communicating with the crowd
is essential in maintaining order and managing behavior. Based on the above lit-
erature review, the following hypothesis is formulated: H2: Perceived poor infor-
mation has a significant influence on perceived safety.
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3.4 Perceived Insufficient Space (PIS)

Space in built facilities includes physical facilities, seating areas, corridors, stairs,
escalators, standing areas and lifts. Architects and engineers will typically pay
attention to local building codes but may have little regard for people’s movement
and perception. It has been shown that when the venue does not have enough space
to accommodate the crowd and the capacity becomes high, say eight people per
square meter, human psychology will usually undergo a change. It is also argued by
experts that when people attempt to escape from a possible disaster they rush to an
exit ignoring alternative exits made available. Fruin [6], has indicated that it is hard
to describe the psychological and physiological pressure within a high-density
crowd. Additionally, individuals may lose their control; several studies have shown
that crowd density can influence the perceived safety and behaviour Alnabulsi and
Drury [1]. The bodies within a crowded space are surrounded by heat and thermal
insulation to the extent that some people may be weakened and faint. Ineffective or
poor use of space is one of the key risk factors in crowd disaster [10]. Critical crowd
density is around 1.5 ft2 (i.e. 7 persons/m2). This also relates to the crowd control
failure which creates psychological and physical scenarios that causes human
stampede. Therefore, the following hypothesis: H3: Perceived insufficient space has
a significant influence on perceived safety.

3.5 Perceived Poor Real Time Management (PPRTM)

Fruin [6], argued that real time information and intervention are a key factor for
preventing crowd disasters. Time plays an important role in an event, for instance
the density of the crowds before the event is much less compared to the rapid egress
and heavy crowd densities leaving an event. Research has shown that failure to
detect crowd behavior at the right time can lead to injuries and fatalities. Crowd
management literature has made it clear that it is a requirement to ensure the flow of
the pedestrians does not exceed the capacity of the spaces through which they are
flowing or the capacities of the space in which they are congregating. There is
evidence to suggest that lack of consideration is sometimes given to how crowd
flow and density can be successfully managed by controlling timings. Hence, the
hypothesis is formulated based on the literature review as follows: H4: Perceived
poor real time management has a significant influence on perceived safety.
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4 Method

Primary data used for this study was obtained using group-administered ques-
tionnaire. This method is chosen instead of the self-administered approach because
of the following: the respondents (pilgrims from all over world) have limited time at
Makkah; the need to achieve a high rate of return; and to enable the respondents to
seek clarification if any misunderstanding arises [11].

The questionnaire encompassed six sections: section one is background infor-
mation; sections two to five are designed to measure the user (pilgrim) perception
with reference to the independent variables (perceived force, perceived poor
information, perceived insufficient space, perceived poor real time management),
section six refers to the dependent variable (perceived safety).

The items included in the questionnaire were adapted from [1, 6]. Several items
have been modified to achieve the aim of the study. All the items were measured on
a 5-point Likert scale (1 = strongly disagree; 5 = strongly agree) and some items
(1 = never occur; 5 = almost always occurs).

A pilot study was carried out in Makkah in 2016 before the Hajj began in order
to evaluate the validity and reliability of the questions and instructions. It aimed to
check the clarity of instructions and the items of the questionnaire, to determine the
time needed to complete the questionnaire, to ensure the statements were clear and
easy (not difficult or complex) to understand and to gain any other useful
comments.

The population sampling for this study targeted all the pilgrims (local and
coming from outside of the country specifically for the Hajj) during Hajj within the
zone of Makkah. A total population size of 1,942,946 pilgrims was determined
based on the report provided by Ministry of Hajj and General Authority for
Statistics. 1940 participants were surveyed with an estimated confidence level of
95% and a 2% margin of error during the Hajj 2016 (1437 Arabic Calendar). The
questionnaire statements were programmed into iPad devices and linked to the
database centre at the Hajj and Umrah Research Institute. Twelve experienced and
trained postgraduate research students collected the data at different locations in
Makkah. The majority were collected at the pilgrims’ camps or accommodation.

Structural Equation Modelling (SEM) was used as statistical test for this study.
SEM was chosen as a statistical technique for several reasons: Firstly, this study
attempts to establish the interrelationship between the FIST factors and perceived
safety; latent variables are encountered that cannot be measured directly. Secondly,
SEM is a powerful tool that is able to test the model fit to the data and at the same
take into account any measurement error (unreliability) for each latent variable of
the constructs being estimated.
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5 Results

The data was analysed using the Analysis of Moment Structure (AMOS) for
Structural Equation Modeling (SEM). Prior to undertaking the SEM analysis,
checks were made to ensure that the collected data is clean and normally dis-
tributed. The Confirmatory Factor Analysis (CFA) was also was performed for all
latent constructs prior to modelling the interrelationship in SEM. All the mea-
surement items for the latent constructs should have an acceptable factor loading of
0.60 and above in an effort to improve the fitness level of the measurement model
[2]. Initially, the total number of all items was 29 before conducting the CFA
procedures. With the purpose of achieving the minimum fitness index, 10 items
were deleted one at a time and some were linked. After conducting the CFA
procedures, the model contains 19 items with an acceptable factor loading of at least
0.60 as detailed in Table 1.

Research has shown that to establish convergent validity, the model fit must be
adequate, and the average variance extracted (AVE) must exceed 0.50. The results
of AVE for all constructs as presented in Table 1 have achieved the standard
minimum required level of 0.50.

Two reliability tests have been undertaken for this study: composite reliability
(CR) and Cronbach’s alpha. This paper has used both tests to guarantee the relia-
bility of the data before conducting any further analysis. Other researchers have
claimed that CR is more accurate than Cronbach’s alpha because it does not assume
that the loadings or error terms of the items are equal. Both tests CR and
Cronbach’s Alpha have met the standard minimum threshold of 0.60 and 0.70
respectively. This indicates the acceptability of internal consistency and confirms
that all the items used in the model are technically free from the errors.

Overall, the result of the assessment of the measurement model shows solid
evidence of validity and reliability. It clearly shows that the items on each construct
of the study are considered reliable.

The structural model as shown in Fig. 1 presents the interrelationship among the
variables. It consists of 4 unobserved exogenous constructs (perceived force, per-
ceived poor information, perceived insufficient space, and perceived poor real time
management) and one unobserved endogenous constructs (perceived safety). Based
on the fit indexes, the model is a good fit and all measures of comparative fit index
(CFI) = 0.979, standardized root mean square residual (SRMR) = 0.032, and root
mean square error of approximation (RMSEA) = 0.043 have achieved the required
level. Hu and Bentle [7] and Awang [2], recommend a CFI � 0.90,
SRMR � 0.08, and RMSEA � 0.06 for acceptable model fit. Consequently, the
model is accepted for further analysis and testing the hypothesis.

Table 2 shows the path for the construct and its coefficient as well as the sig-
nificance for that particular path. It presents the effect of each exogenous construct
on the respective endogenous construct. The results reveal that all the independent
variables have significant effect on perceived safety. The path coefficient of per-
ceived force to perceived safety is 0.189. This value indicates that for every
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one-unit increase in the perceived force, its effect on perceived safety would
increase by 0.189 units. And more importantly there is a significant effect
(p < 0.001) of all constructs on perceived safety. The impact of perceived poor
information on perceived safety is 0.088. In contrast, perceived insufficient space
has a negative impact on perceived safety by −0.193. The perceived safety is also
affected by perceived poor real time management by 0.305.

Table 1 Factor loading for items and reliability test

Constructs Items Factor
loading

CR > 0.6 AVE > 0.5 Cronbach > 0.7

PF 0.877 0.640 0.886

Breathing difficulties 0.77

Crowd pushing 0.82

Movement difficulties 0.79

Crowd pressure 0.82

PPI 0.920 0.698 0.922

Health and safety
information

0.80

Communication 0.81

Availability of all types of
signs

0.88

Signs visibility 0.86

Warning signs 0.83

PIS 0.814 0.598 0.824

Activities areas densities 0.71

Availability and
distribution of stairs,
escalators and lifts

0.91

Entrances and exits
densities

0.67

PPRTM 0.870 0.691 0.866

Crowd flows control 0.81

Real time information and
intervention

0.85

Waiting time 0.84

PS 0.808 0.514 0.804

Perceived risk of fatalities 0.68

Perceived risk of damaged
facilities

0.72

Perceived risk of falls, slips
and trips

0.76

Perceived risk of trampling
or stampede

0.71
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6 Discussion

The findings clearly supported our hypotheses and the proposed conceptual model.
It has been confirmed that the perception of the users (pilgrims) about safety in
large buildings (Holy Mosque) during religious event (Hajj) are strongly affected by
four main factors: perceived force, perceived poor information, perceived insuffi-
cient space and perceived poor real time management.

The analyses have revealed that the perceived force has a positive impact on
perceived safety by 0.189. Increase in level of feeling (or perception) of breathing
difficulties, crowd pushing, difficulty in movement, and crowd pressure make the
pilgrims feel unsafe.

Fig. 1 Regression path coefficient for the structural model

Table 2 Regression weight for path coefficient and it’s significant

Path construct relationship Estimate p-value Hypothesis

H1: Perceived force ! Perceived safety 0.189 *** Supported

H2: Perceived poor information ! Perceived safety 0.088 0.010** Supported

H3: Perceived insufficient Space ! Perceived safety −0.193 *** Supported

H4: Perceived poor real time management
! Perceived safety

0.305 *** Supported

*p < 0.05, **p < 0.01, ***p < 0.001
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Perceived poor information also has a positive effect on perceived safety by
0.088, which means that the perception of pilgrims about safety can be effected by
poor information. The results could be interpreted to mean that pilgrims felt unsafe
due to a number of reasons including: insufficient health and safety information
provided to them, poor communication between the pilgrims and police/security at
the Holy Mosque, inadequate signs, unclear signs, and insufficient warning signs.

Thirdly, perceived poor real time management has a positive effect on perceived
safety by 0.305. This is because of three main reasons: loss of crowd control, poor
real time information and intervention, and waiting time to use the facilities was
unacceptable.

In contrast, there is a negative relationship between perceived insufficient space
and perceived safety by −0.193. This is an interesting finding; it means that the
more the pilgrims perceive space to be insufficient the less they feel unsafe. This
confirms the findings of Alnabulsi and Drury [1], which found that increasing level
of crowd density reduces the pilgrim’s feeling of being unsafe. They argued this to
be the case because the pilgrims were high in social identification as Muslims. They
are of the view that social identification should moderate the negative effect of
crowd density on reported safety at the Holy Mosque. The finding in this paper may
suggest that the negative effect of perceived insufficient space on perceived safety
may only be applicable to conventional dense crowds made up of individuals in
unity of purpose with a common social identity—social category membership with
high expectations of social support from others in the crowd.

7 Conclusion

This study used Structural Equation Modeling technique to examine the relation-
ships between perceived force, perceived poor information, perceived insufficient
space, perceived poor real time and perceived safety factors in a large building
(Holy Mosque) during the Hajj event. It was found that all perceived FIST factors
have significant effect on perceived safety.

After conducting the CFA procedures, 19 items with an acceptable factor
loading of at least 0.60 were identified (as detailed in Table 1). In order to reduce
the risk or potentiality of a crowd disaster at the Holy mosque, those items under
Perceived Force (PF), Perceived Poor Information (PPI), Perceived Insufficient
Space (PIS) and Perceived Poor Real Time Management (PPRTM) need to be
considered by facilities managers. The result of the assessment of the measurement
model has shown solid evidence of validity and reliability. It also clearly confirms
that the items on each construct of the study are reliable.
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Software Project Management: Resources
Prediction and Estimation Utilizing
Unsupervised Machine Learning
Algorithm

Mohammad Masoud, Wejdan Abu-Elhaija, Yousef Jaradat,
Ismael Jannoud and Loai Dabbour

1 Introduction

A project is defined as a correlated tasks executed over time with different con-
strains and limitations [1]. These constrains vary from virtual resources, such as,
time period, programming tasks and computation power to physical resources, such
as, workers, budget and tools. This definition treated resource management as one
of the main parts of any project, including software projects.

In recent years, software projects proliferated. These projects vary from small
programming projects with thousands’ lines of codes, such as, IPhone games and
UNIX ver1, to massive projects of millions’ lines of codes, such as Google,
Windows and Facebook (www.informationisbeautiful.net/visualizations/million-
lines-of-code/). This diversity requires managing software projects in the devel-
opment phase. Software project management is a challenging task. In software
projects, many resources are hard to measure for two reasons. First, many resources
are virtual resources, such as, IDEs, programing languages, programmers’ effi-
ciency, development tools and efforts. The cost, efficiency and quality of these
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resources are hard to be estimated or measured. Second, software projects require
development of new algorithms. These algorithms require deep research in different
areas before deploying. The question is how to manage and estimate resources in
software projects?

Effort estimation and prediction has emerged as a method to tackle this issue.
Many effort estimation models have been proposed to predict required resources
and time periods. These models are classified into two main classes; statistical
methods and artificial intelligent models. In both models, features are extracted
from enterprises’ records to estimate the development capacities and manage
software production process. Nevertheless, optimization is required to enhance
prediction efficiency.

In this work, an effort estimation clustering method based on estimation maxi-
mization soft-clustering unsupervised machine learning algorithm is proposed. The
new model is utilized to classify software projects into four different classes. Each
class has different requirements in the development and deploying process. This
model is used to predict if an enterprise has the ability to handle a project or not.
Unlike other effort estimation models, this model helps in decision making rather
than estimate the required efforts. In this way, enterprises may support their deci-
sion in the development procedure of the project. Moreover, the classifier predicts if
the resources of an enterprise are capable of developing of the new proposed project
or not.

The rest of the paper is organized as follows. Section 2 shows the related works
that have been conducted in this area. Section three introduces the clustering model.
Section 4 demonstrates the conducted experiment and obtained results. Finally, this
paper is concluded in section five.

2 Related Works

Software effort estimation and prediction has attracted researches in the last decade.
This process can be categorized in three main categories; statistical, supervised,
unsupervised methods. Statistical models are the oldest methods in effort estima-
tion. These models have low accuracy. However, they are simple and do not require
complex programming skills to derive them. Constructive cost model (COCOMO)
[2] is the oldest statistical software effort estimation model proposed in 1981. In
2000, a successor of COCOMO was published under the name COCOMO II [3].
This model has enhanced the accuracy of its predecessor COCOMO I, which is
named COCOMO 81. Nevertheless, the accuracy of these statistical methods
required enhancement. To improve effort estimation, the authors of Song et al. [4]
proposed a statistical model based on linear regression (LR). The model utilized the
same dataset of COCOMO 81 and COCOMO II, which is known as COCOMO
dataset these days. More LR models have been proposed, such as, Sentas et al. [5],
Mittas and Angelis [6], Chiu and Huan [7] and Aroba et al. [8]. However, it has
been reported that all of these works have issues in the reported results [9]. It worth
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mentioning that, COCOMO 81 and COCOMO II datasets have been utilized in
more than 99 projects and 1000’s research papers (Galorath 2008).

In the second category, supervised machine learning algorithms have been uti-
lized. In Du et al. [10], the authors proposed a supervised model based on
neuro-fuzzy algorithm to enhance the accuracy of SEER-SEM project [8], which
has been proposed to estimate efforts in software projects. In Gharehchopogh et al.
[11], the author compared the accuracy of different artificial neural networks’
models with COCOMO. Multi-Layer Perceptron (MLP), Radial Basis Function
(RBF), Wavelet Neural Network (WNN), Functional Link Artificial Neural
Network (FLANN) and Generalized Regression Neural Network (GRNN) models
have been implemented. Different performance criteria have been utilized, such as,
Magnitude of Relative Error (MRE), Mean of Absolute Errors (MAE), Correlation
Coefficient (CC) and Root Mean Square Error (RMSE). Their results show that
neural networks performance exceeds the estimation performance of statistical
methods. In Kumari and Pushkar [12], the authors proposed an estimation model
based on genetic algorithm to enhance the estimation process according to Analogy
Based Estimation (ABE) performance. All of these works have utilized COCOMO
dataset in the evaluation process of the new model.

In the final category, unsupervised machine learning has been used. However,
this method is not popular in software effort estimation since the clustering process
does not estimate a value for the required effort. It can cluster new features in a
group of projects similar with the new project. This method shows the similarity of
projects and does not predict a certain effort value. In Nagarajan and Narayanan
[13], the author utilized a hybrid K-mean, Particle Swarm Optimization (PSO),
neural network and ABE method has been proposed. This system is complex
method and hard to implement. Moreover, it can lead to over-fitting. In Goyal and
Srivastava [14], K-means algorithm has been utilized to cluster projects of
COCOMO dataset into two clusters. The author has shown that clustering projects
in K-means provides insights of effort estimation for projects and companies.

This work defers from all of the above conducted works in two main folds. First,
unsupervised clustering estimation maximization soft clustering algorithm is used.
This algorithm will cluster projects in four different clusters. However, the extracted
clusters are soft clusters with projects that will be classified in two or three clusters.
This process is impossible in K-mean algorithm. Second, this work aims to answer
the question that can a company takes a project or not based on the project features.
Finally, the proposed model is simple and easy to be implemented unlike most of
the previous artificial intelligent models.

3 The Proposed Soft-Clustering Model

Soft-clustering is an unsupervised machine learning algorithm that consists of two
main components; estimation and maximization. This estimation technique has
been utilized in different areas [15]. In the estimation process, the harvested features

Software Project Management: Resources Prediction … 153



are clustered in different m clusters according to their probabilities in each cluster.
To calculate this probability for each project in each cluster, a probability model
should be adopted. Our data in this work follows a normal distribution model.
Gaussian Distribution (GD) will be used. However, GD deals with one random
variable. Our harvested data consists of z number of projects. Each project has n
number of random features that impact its probability to belong to a certain cluster.
The question is how to extend GD for multi-random features? Fortunately, GD has
a multivariate version that deals with any number of random variables. This method
has been adopted in this model. Equation 1 shows the multivariate GD
(MGD) process.

P xnjl; eð Þ ¼ 1

2pð Þ12 ej jn2
e �1

2 x�lð ÞT e�1 x�lð Þð Þ ð1Þ

The (MGD) process requires two main variables; l and e as can be observed
from Eq. 1 that. These variables should be estimated for each random variable
‘feature’ in each cluster. For example, if each project has 5 features and these
project are going to clustered in two different clusters, 10 values of
l and 10 values of e should be estimated. The question how to estimate these
values? The answer is maximum likelihood process (MLP). MLP has been pro-
posed to estimate unknown variables in probability distribution functions.
Equation 2 shows the definition of MLP. Finally, Eqs. 3 and 4 shows the estimated
values of l and e after solving MLP with GD.

l;r2� �
MLH ¼ max l l;r2; x1; x2; . . .xn

� �� �

¼ max f x1; x2; . . .xn; l;r2
� �� �

¼ max P x1jl;r2� � � P x2jl;r2� �
. . .P xnjl;r2� �� �

¼ max
Yn

i¼1

P xijl;r2� �
( )

ð2Þ

l ¼ 1
n

Xn

i¼1

Xi ð3Þ

r2 ¼
P

Xi � lð Þ2
n

ð4Þ

One thing to be mentioned is that e is a square matrix of r2. As mentioned n*m
r2 values exist. These values will be arranged in m scaling matrices as in Eq. 4

r2
12 � � � 0

..

. . .
. ..

.

0 � � � r2
1n

2
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3

75 ð5Þ
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After maximization these values, new probabilities will be estimated for each
project again using MGD. Subsequently, MLP will be utilized again to maximize
new estimation for GD l and e values. This loop will stop when the probability of
each project belongs to a specific cluster is maximized and exceeds a certain
threshold value. Figure 1 shows finite state machine (FSM) of this process.

To start soft-clustering, random values will be added as the cluster for each
project. These values are known as hidden variables. It worth mentioning that
proposed model cluster projects into four classes; massive, big, normal and small.
After implementing the model, any new project will be classified in one of these
classes on the fly without requiring the estimation maximization to run again.

4 Experiment

To start the clustering process, COCOMO 81 dataset has been downloaded from
(http://promise.site.uottawa.ca/SERepository/datasets/cocomo81.arff). The dataset
consists of 63 projects. Each project has 16 harvested features and an output
to show the effort value. The demonstration of these features can be found in
(http://promise.site.uottawa.ca/SERepository/datasets/cocomo81.arff). In supervised
machine learning, this effort output value is used to train the machine learning
models. However, in this work, this value is compared with the obtained clusters.
A matrix of 63 � 16 has been generated from these values in MATLAB. Features
in each column have been normalized for a value in the range {0–1}. Subsequently,
the distribution of data in each column has been plotted as histogram to study its
distribution. If the histogram does not follow a normal distribution, log and square
roots have been used to convert these data into a semi-normal distribution. For
example, Fig. 2a shows the histogram of the 16th column ‘feature 16’. As can be
observed, the histogram does not follow a normal distribution. However, after
obtaining the log values of these data, Fig. 2b shows a semi-normal distribution
histogram.

MATLAB has been utilized in this work to implement soft-clustering algorithm
using estimation maximization technique. In addition, K-mean algorithm has been

Fig. 1 FSM of
soft-clustering
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utilized to show the differences between soft and hard clustering. One thing to be
mentioned that the time required for soft and hard clustering to converge is 10 and 7
iterations. This shows that both algorithms are approximately equal in speed.

5 Results

Figure 3 shows matrix plot of the obtained clusters against the input features. As
shown in the figure, feature 1 has a massive impact on the first three clusters. If this
feature is decaying, the probability of clustering the project in the first or the third
clusters increases. This observation is also true for the forth and the fifth features.
However, it is hard to observe such observation for cluster 4 or 2 as these two
clusters depend on the sixteen features.

Figure 4 shows the estimated effort clustered in four different clustered. These
data have been taken from COCOMO 81 project as the output real effort values of
each project. These values have been deleted from the data in the clustering process.
These values are utilized in the result section to show how the clustering process
based on the harvested features behaved. Figure 4a shows K-mean algorithm
clustering. As can be shown, higher effort values have been clustered in one cluster
and how low values have been clustered in the second cluster.

Nevertheless, we can observe overlapping between the four clusters in the
middle of the figure. The reason behind this is the size of dataset that has been used
in this work. 63 projects are not enough to generate an accurate estimator in
machine learning field. However, the same model can be used with other dataset by
tuning the number of features only.

Finally, Fig. 4b shows soft-clustering process. The figure showed We five dif-
ferent colors. Four colors are for our clusters. However, the fifth color is for point or
projects that may belong to two different clusters. This process enhances the

Fig. 2 Feature 16 histogram a does not follow normal distribution b semi-normal distribution
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accuracy of K-mean algorithm since some of the overlapped points may occur in
two different clusters. In this way, users deploy a threshold value to cluster these
points.

6 Conclusion

Software Effort estimation is a main process in project selection decision making
process. In this work, unsupervised machine learning clustering algorithm has been
utilized to generate a model that places any software project in one of four classes;
massive, medium, normal and small. Subsequently, an organization decides
according to these classes if a project can be handled or not. COCOMO 81 dataset
has been utilized to generate and test the proposed model. Our results show that the

Fig. 4 Clustering process. a K-mean b soft-clustering
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accuracy of the model requires improvement through utilizing another bigger
dataset. Moreover, the results show how soft-clustering gain more insight on the
points that may belong to more than one cluster. Attempts to utilize another dataset
will be investigated in future works. Moreover, feature selection process will be
utilized to study the efficiency of the features that have been used in other datasets.
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BIM Based Bridge Management System

Mahmoud Dawood

1 Introduction

Due to the age, environmental conditions, and overloading, many structures are
deteriorating with time [1]. Maintaining good performance by following a rea-
sonable repair strategy for different infrastructures projects is costly for any
municipality and transportation agency. Under limited budget, the governments all
over the world are under pressure to ensure long term sustainability for public
infrastructure projects. Bridges are the most observable and costly infrastructure
projects. Partial or complete failure for bridges has a direct negative impact on the
performance of the highways network and it will dramatically increase the public
wastage in time and cost. In this regard, concrete and steel bridge networks need to
be timely monitored and managed in a way to ensure their continuous acceptable
public performance.

Bridge Management Systems (BMS) has been introduced to manage bridges’
networks and to keep it in healthy performance along its service life. With
increasing number of bridges with limited budget and resources, it becomes
mandatory to apply and to implement BMS for and country especially in Middle
East region. Almost all literature has been introduced Bridge Management Systems
(BMS) to address three major aspects to manage bridges: current condition
assessments, future deterioration monitoring, and the decision strategies for
repairing, maintenance, and rehabilitation. Although many studies discussed the
three aspects, few literatures have been integrating Building Information Modeling
(BIM) with Bridge Management Systems (BMS) to enhance the decision strategy.

In deterioration models, the a priori classification of bridges and bridge com-
ponents commonly used in deterministic to incorporate explanatory factors may
overlook the impact of unobserved factors that influence deterioration rates.
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Stated another way, the statistical model may ultimately predict the average dete-
rioration for a group of bridges well but inaccurately predict the deterioration of the
bridges individually. In this paper, BIM will be integrated with BMS to make sure
that the bridge is in a serviceable condition in a visual way [2].

2 Components of Bridge Management System: Overview

Bridge Management System (BMS) is defined as a rational and systematic process
to manage individual ad well as a network of bridges. The aim of the BMS is to
maximize the benefits, to maintain the bridges in healthy condition while mini-
mizing the life cycle cost [3]. Ryall [4], confirmed that BMS is the mean by which
bridges as a network are cared for from conception to the end of its useful life. As a
result, BMS supports decision makers to select optimum strategy and cost effective
alternatives for managing bridges at all levels. The purpose of a BMS is to combine
management, engineering, and economic inputs in order to determine the best
actions to take on a network of bridges over time [5].

Hudson et al. [3] demonstrated that the activities of a BMS should: define bridge
condition; allocate funds for maintenance and improvement actions; prioritize
bridges for improvement actions; identify bridges for posting; find cost-effective
alternatives for each bridge; account for actual bridge expenditures; track minor
maintenance; inspect bridges; and maintain an appropriate database of information.
Figure 1 shows the main components of the BMS. These components are: data
storage, cost models, deterioration models, and optimization models [6].

As shown in Fig. 1, the heart of a BMS is a database that is derived from the
regular inspection and maintenance activities. The integrity of a BMS is directly
related to the quality and accuracy of the bridge inventory and physical condition
data obtained through field inspections (Manual for condition Evaluation of bridges
1994). Information such as bridge name (ID), location, and construction are stored.
It is considered the starting point for the system, where drawings, maintenance
records and surveys are reviewed. The database and inventory allow bridge

Fig. 1 Components
of BMS [6]
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managers to be fully informed of the bridge stock under their control so that they
can make informed decisions about future maintenance and repair activities [6].

3 Condition Rating Tools

As shown in Fig. 2, the bridges’ elements (whether substructure or superstructure)
deteriorate with time due to many factors. Materials characteristics, environmental
effects, loads, the traffic flow, etc. are recorded as the major factors that have a
direct impact on the bridges condition [7–9]. Bridges should be timely monitored to
evaluate its performance to ensure its safety and its functionality. Having adequate
data such as traffic volume statistics, structural characteristics, and weather infor-
mation, as well as reliable data gathered through inspection processes are essential
requirements for the condition rating of bridges [10–13].

The condition of any components of a bridge may have an impact on the
integrity of the structure, performance, usage or the safety (Laman and Guyer 2010;
Sutton et al. 2013). Austroads (2004), mentioned that the primary goal of a bridge
inspection is to find out the current condition of its components and for the whole
bridge as well [8].

The inspection process involves the used materials and the physical condition of
bridges components. Consequently, accurate condition assessment must include
both the severity of the deterioration or disrepair and the extent to which it is
widespread in the component being rated. Aktan et al. (1996) investigated that the
condition rating process can be summarized in the following steps: measure damage

Fig. 2 Main components of
concrete bridges
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and deterioration, determine the effect of that damage/deterioration on the condition
of the facility, set a scale of parameters that describe the condition of the facility as
a whole, and compare the existing damage/deterioration with the previous records
of condition assessment [6]. Zanini [14] identified three major different tools for the
assessment of technical indicators for bridge management as follows: visual sur-
veys; non-destructive techniques; and probing.

Visual techniques, in the Bridge Management System (BMS), are the most
common method for assessing structural condition. Visual inspection is carried by
expertise and to be recorded manually. To avoid transcription errors and reduces the
workload, speech recognition is an implemented method to improve the effec-
tiveness of such tool [15]. This tool is based on converting the recorded audio data
directly into text data which omits the need for handwriting on paper. Also, robots
are used to improve the process for the detection of deterioration [14].

Due to cost, time waste and difficulties in data interpretation, non-destructive
techniques methods are usually less adopted. Goangseup et al. (2008) illustrated the
use of infrared thermography, useful for the detection voids located few centimeters
below the surface. The main issue when using these tools is how to translate
non-destructive results in a proper condition rating. Zanini [14] presented the results
of a study that examined the condition of a reinforced concrete bridge deck using
multiple sensors. Finally, probing is one of the condition rating tool that focus on
the definition of main materials properties, through the removal of samples of
materials from the existing structures and the subsequent testing in laboratory or
with the execution of situ tests.

4 Bridge Deterioration Models

Forecasting bridges’ deterioration is a challenge tackled by many municipalities.
The reasonable prediction of the future condition of bridges’ elements is necessary
for selecting the optimum repair strategy. As shown in Fig. 3, Abed-Al-Rahim and
Johnston [16] defined the deterioration of bridges with the time as the process of
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Fig. 3 Bridge deterioration
with time (adopted from
Elbehairy [6])
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decline in the condition of the bridge resulting from normal operating conditions,
excluding damage from such events as earthquakes, accidents, or fire. The deteri-
oration process exhibits the complex phenomena of physical and chemical changes
that occur in different bridge components [6]. One of the main challenges in bridge
deterioration assessment is that each element has its own unique deterioration rate
[17]. Accurately predicting the rate of deterioration for each bridge element is,
therefore, crucial to the success of any BMS. One of the most common used method
for condition forecasting is the Markov Chain method.

Markov process, a stochastic technique for infrastructure deterioration is based
on the concept of probabilistic cumulative damage and currently it is commonly
used in deterioration forecasting of bridges’ components and bridges’ network [18].
Markovian bridge deterioration models are based on the concept of defining states
in terms of bridge condition ratings and obtaining the probabilities of a bridge
condition changing from one state to another [19].

Condition Rate

5 4 3 2 1

TPM ¼
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The Markov model, incorporated in the current model was developed by Jiang
[19]. The proposed transition probability matrix (TPM) condition ratings (1–5) are
adopted from [18]. The probability matrix was formulated taking into consideration
different bridges components. Equation (1) represents the deterioration transition
matrix. Each row in the matrix has two values that represent the probability
remaining in its current condition state and the probability moving to the next lower
condition state (Fig. 4). By applying Eq. (1), Fig. 5 presents the deterioration curve
for the concrete deck in interstate bridge.

5 4 3 2 1

P55 P44 P33 P22 P11

1-P55 1-P44
1-P33 1-P22

Fig. 4 Probability from condition state to the other
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The typical deterioration process of any asset can be mapped as in in Fig. 6. It is
observed that the time gap between major repair and minor maintenance is repre-
senting the full life time of the component reaching the state where minor repair is
required from the ‘as new’ state. Table 1 represents the transition probability matrix
(TPM) for the bridge’s components and for the whole bridge as well. The location
is one of the main factors that has a tangible impact on the TPM. Obviously, the
traffic flow and the environmental conditions are depending on the geographic
location. Equation 2 represents the initial (new state), where the bridge is at con-
dition 5, condition of the bridge.
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Fig. 5 Deterioration curve for concrete deck

Fig. 6 Sample of deterioration pattern along with historical work done on a bridge (adopted from
Le [20])
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5 BIM Integration Framework

This research introduces a Building Information Model (BIM)-based integrated
model that can be used to visualize the condition state of the bridge as whole as well
as its components. Figure 7 shows the process workflow. Proposed model might
support the decision makers to visually show the conditions in color scheme. As
shown in Fig. 8, different conditions will be viewed in different colors (Green,
Light Green, Yellow, Amber, and Red). The framework is depending on the col-
laboration and integration between Microsoft Excel and Autodesk Revit. Decision
maker has to start by creating the BIM model. After that, the bridge and its com-
ponents will be exported to Excel environment. Excel is used to prepare the
deterioration model by evaluation of the condition state. Finally, condition rate will
be exported to Revit to visualize the bridge state in different color.

6 Summary and Conclusion

Generally, bridges in have a direct impact on the economic income of any country
due to its high asset value. Based on the previous discussion, it is a challenge to
maintain the bridges and its components at a high level of working standard due to
the limited budget and costly resources. The proposed method will improve the
BMS process to manage bridges in an effective way. The core of this model is the
condition level forecast using Markov chain. Based on Markovian model can
recognize the bridges in the dangerous condition among its components and the
whole bridge in a network. This research aimed to introduce the framework to
integrate BIM and Excel worksheet models. This integration helps the decision

Fig. 7 The process work flow
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makers to visualize the rating of the bridges components as well as the whole
bridge. Generally, this research resulted in the development of a practical,
easy-to-use visualized deterioration model. DYNAMO is used as a visual pro-
gramming tool to automate the integration of data, thereby improving infrastructure
condition assessments.

(a) Excel workspace

(b) Revit workspace 

Fig. 8 Bridge elements condition rating in color pattern
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Using Hollow Concrete and Thermostone
Blocks in Sound Isolation System

Mousa Bani Baker and Raed Abendeh

1 Introduction

Noise is one of the most spread pollutions that influence human beings [1].
Shootings at test shooting sites indoors can cause a risk of hearing loss for the
workers at the site. The noise can also disturb other persons working in nearby
rooms [2]. At test shooting sites, noise can be as high as 130–170 dB [3, 4].

Acoustically insulating an indoor shooting range may be a difficult and expen-
sive, and there are often sound leakages from the shooting site to nearby office
rooms like ventilation, openings and electrical cables [2].

The peak SPLs (Sound Peak Levels) at the shooter’s ear ranged from 132 to
183 dB. The spectral content of the main part of the acoustic energy was less than
400 Hz for large-caliber weapons and 150–2500 Hz for small-caliber weapons
(rifles). The safe distances from the noise source (less than 140 dB peak SPL) were
50–200 m for large-caliber weapons. Earmuffs are ineffective against impulses
from large-caliber weapons [4].

National Institute for Occupational Safety and Health-USA(NIOSH) has rec-
ommended that all worker exposures to noise should below a level of 85 dBA for
eight hours to minimize noise induced hearing damage. Occupational Safety and
Health Administration-USA (OSHA) in their Occupational Safety and Health
Standards, states that the permissible noise exposure for 8 working hours (Table 1)
should be less than 90 dB [5].
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2 Materials and Methods

Sound absorbing materials are used to control noise in which the sound wave fade
effectively when their waves hits their surfaces. Some of the sound energy will be
reflected from the surface and the rest will influence the solid material to vibrate.
The sound travels in solid structure or the air. The solid materials allow low
frequency sounds to go through, however, air allows high frequency sounds to
travel through it. Building materials in general have different frequency responses
to sound waves.

The weight, density or thickness of a wall are important factors to block sound.
An air space within a wall can also help to enhance sound isolation. In fact, it
creates two independent walls. Installing sound absorptive material to the wall
enhances the ability to decrease the transmitted sound. Locally produced 150 mm
thermostone blocks made by combining a small amount of cement and lime with
sand (AAC), locally produced 100 mm HCB, 6 mm facing felt, 25 mm fiberglass,
30 mm polystyrene sheets, and mortar, were used to build two sandwich walls.
Tables 2 and 3 show the properties of HCB and thermostone blocks used in this
research.

There are national and internatinal guidelines for the noise isolation properties of
wall structures [7]. Sound insulating property of a partition element is expressed in
terms of sound transmission loss. The procedure to measure this property is to
construct the partition between two reverberation rooms. The two walls were
constructed separately as follows:

Table 1 Permissible noise
exposures [5]

Duration per day (h) Sound level (dB)

8 90

6 92

4 95

2 97

1 1/2 102

1 105

1/2 110

1/4 or less 115

Table 2 Properties of the 100 mm HCB [6]

Fire rating (h) 1

Void (%) 37

Compressive strength (N/mm2) 3.5

Density (kg/m3) 2000

Average weight (kg/block) 11

Average thermal conductivity at 15 °C (W/mK) 0.9

Dimensions (mm) 400 � 200 � 100
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• Wall A: was constructed from 6 mm of facing felt, 25 mm fiberglass, 100 mm
HCB, 100 mm air space and 30 mm polystyrene as illustrated in Fig. 1.

• Wall B: similar to the first wall except for 100 mm HCB were replaced by
150 mm thermostone blocks (Fig. 1).

Both walls were constructed consequently in an opening (2 m � 2 m) between
two chambers in the laboratory among the source and the receiving wall. The two
chambers (Fig. 2) were completely isolated, they contain reflectors that are not
parallel to the wall to ensure that sound is distributed uniformly to the tested walls
and the only significant sound transmission between the two rooms is through the
test specimen. Fine mortar was employed to mount the blocks and to seal any
empty spaces, the curing time of the sealant was for one week, and the room
temperature and humidity were: 25 ± 2 °C, 45 ± 5%. The specimens were tested
in accordance with the American Society for Testing and Materials designation
ASTM E 90-2004, “Standard Test Method for Laboratory Measurement of
Airborne Sound Transmission Loss of Building Partitions”.

Table 3 Properties of the 150 mm thermostone blocks

Fire rating (h) 6

Average compressive strength (N/mm2) 4.2

Average density (kg/m3) 510

Average mass (kg/block) 11.5

Dimensions (mm) 600 � 250 � 150

Average thermal conductivity at 15 °C (W/mK) 0.77

Fig. 1 Sections of both walls: a (Left), b (Right)
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The sound source is a special B & K sound type 4224 with different sound
spectra (100–4000 Hz). The sound is measured using rotating microphone boom,
rotating on average rotation every 32 s, and connected to building acoustic analyzer
type 4418, which is equipped with two channels, for the receiving and the source
room. The sound in the receiving room is averaged by the rotating microphone and
measured and stored in the analyzer.

3 Results and Analysis

The Sound Transmission Class (STC) gives an indication of the insulating property
of the tested specimen. The higher the STC rating is the greater the sound insulating
of the tested wall.

3.1 Results

Table 4 shows the test results for both specimens tested in wide range of octave
band frequencies (100–3150 Hz). The sound level meter for 500 and 4 kHz fre-
quencies are 87.3 and 97.0 dB consequently. Therefore, it can be noted that for the
500 Hz frequency the average STC for wall-A made of HCB was 41 dB and for
Wall-B made of thermostone blocks was 43 dB.

The sound transmitted to the receiving room is 46.3 dB in case of using 100 mm
HCB in the partition construction, and 44.3 dB when using 150 mm thermostone
blocks.

Receiving Chamber Source Chamber

Control Room 

Fig. 2 Two chambers connected by a (2 m � 2 m) window
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The sensitivity of noise reduction above 1.0 kHz octave band frequency is low
for both walls, for example in case of using HCB the STC for 1000 Hz is 44 dB
and for 3150 Hz is 45 dB. When employing thermostone partition blocks the STC
for 1000 Hz is 45 dB and 46 dB for 3150 Hz octave band wave frequency as it is
shown in Fig. 3.

Table 4 Average STC for
both wall specimens

1/3 Octave band frequency (Hz) Average sound
transmission loss
(dB)

Wall A Wall B

100 23 30

125 27 32

160 31 34

200 33 36

250 35 38

315 37 40

400 39 42

500 41 43

630 42 44

800 43 45

1000 44 45

1250 45 45

1600 45 46

2000 45 46

2500 45 46

3150 45 46
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Fig. 3 Test results of sound
transmission class (STC) for
walls A and B
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3.2 Cost Analysis

Cost can be classified into:

A. Short term cost: which include the direct price of all materials used to construct
the partitions, once the materials are the same except for the type of blocks, the
following table (Table 5) summarizes the cost of each type in the Jordanian
market, for the KADDB tunnels project (1500 m2). Cost of the HCB is 5250 JD
and 13,860 JD for thermostone blocks.

B. Long term cost: taking into consideration the added value of using the ther-
mostone blocks in reducing the energy consumption (air conditioning of the
tunnels) compared to HCB. The average thermal conductivity (k) for thermo-
stone blocks is 0.77 W/mK compared to 0.9 W/mK for HCB. The lower k is
the better for thermal insulation, furthermore having better efficiency and cost
reduction in energy consumption.

C. HCB occupies less space than thermostone blocks, however, thermostone
blocks is easier in handling and building due to its light weight

4 Conclusions

• The proposed sandwiched walls reduced the noise to acceptable levels of
exposure within 8 h working time for wide range of octave band frequencies
which represents both low and high weaponry sound frequencies.

• Both partition systems reduced the transmission of sound to the receiving area
by 50%.

• Using HCB is a less expensive option in the short term, however, for the long
term cost, the thermostone blocks may reduce the cost of energy consumption
for indoor firing range tunnels.

Acknowledgements This work was financially supported by KAFD and KADDB. We would
like to thank the support and effort of Eng. Amani Nawafleh, Amer Bitro, Basil Khader, Amer
Bisharat and KANKON Inc for marketing and logistics.

Table 5 Cost of thermostone and HCB as of April 2017

Material Price/m3 (JD) Price/block
(delivery included) (JD)

Block/m2 Price/m2 (JD)

Themostone block 68 1.4 6.6 9.24

HCB 35 0.28 12.5 3.5
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Information Communication Technology
(ICT) Impact on Building Construction
Management Practices in the South West
of Nigeria

A. Olatunji Aiyetan

1 Introduction

The computer is a system used to store and manages information and this have
found significant application in the Construction Industry. Bowden and Thorpe [7]
state that 65% of contractor’s rework is attributed to insufficient, inappropriate, and
conflicting information on construction site, in addition, sometimes late informa-
tion. Communication through the internet is quick and can mitigate the issue of time
delay. This is irrespective of location. There are varying types that are suitable for
local and remote areas in cases of construction in these types of places. Similarly,
the information that is communicated is always accurate with the exception that the
information captured is incorrect. An advantage that information communication
technology (ICT) has is information can be retrieved anytime as they are stored on
the system.

2 Literature Review

2.1 Information Communication Technology Concept
and the Construction Industry

Adriaanse and Voordijk [3] explains that ICT is a neutral provider of input for
decision making. Also, that communication between construction industry partic-
ipants and organizations are concerned with information exchange, dealings with
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drawings, specifications; cost data, programs plus other designs and management
information. Communication can be viewed as a means along which information is
transferred from one person to another. Communication can be defined in many
ways as it is multidimensional and indefinable. It can have a variety of different
meanings, contexts, forms and impacts; therefore, it may mean different things to
different people in different situations. In the construction industry diverse com-
munication occurs simultaneously, resulting from teams in different sections of
construction undertake tasks, activities and are constantly involved in communi-
cation. The various forms of communication include, conversations, listening net-
working, data and information collection, mails, using different mediums ranging
from electronic to manual means of getting these done [8]. Of recent internet and
World Wide Web are used [12].

2.2 Challenges of Using ICT for Project Management
Practice by Building Contractors

Below is enumerated and discussed challenges relative to the use of ICT in project
management practices by building contractors in Nigeria.

2.2.1 Insufficient/Erratic Power Supply

Electricity supply in Nigeria is not stable; it is supplied with low voltage and often
erratic. These pose a problem to the use of ICT for management practices. The other
option available which is the use of generators is economical to run.

2.2.2 Virus Attacks

Virus attack is a general and common phenomenon in the computer world. Virus
are written program that are harmful to the computer system. When this attacks
occurs, the system may stop working. The solution to this is to install a powerful
antivirus on the system and to scan any document for virus attack before opening
them.

2.2.3 High Cost of Hardware/Software

The initial cost of setting up an information technology system in an organization is
high. It requires a medium to large organization to be able to set it up for man-
agement practices and still be able to keep the organization afloat, these is regarding
payment of wages and overhead and keeping the construction site running.
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2.2.4 Capable of Making Professionals Redundant

The introduction of computer and robots into our working environment has resulted
in increase in productivity. Computers as it is being said can perform the function of
many individuals put together more efficiently and faster. Computers can perform
the following functions: production of drawings, making structural analysis, car-
rying out cost and time calculations and store and manage construction information
Isikdag (2006) cited in Isikdag et al. [9]

2.2.5 Lack of ICT Infrastructure/ICT Content in Construction

Service providers of telecommunication service in Nigeria still need to improve
their system to provide high speed internet and access in remote areas (Isikdag
2006). Some cannot be accessed with low speed internet, such as video conference
or IP camera. Further [11] states the ideal level of ICT utilization will not be
attained until infrastructure is improved.

2.2.6 Lack of Management Desire and Appreciation of ICT

This may be as a result of problematic experience management has had relative to
the use of software’s. The lack of adequate training in the use of these software’s
may result in erroneous result and the resultant loss of job, cost increases that will
put the firm in a disadvantage position. Secondly, this software’s get outdated too
quickly and may be difficult to replace. This may lead to management lack of desire
for their usage.

Other factors are: low return on investment; influence of competition; financial
issues [5]; lack of soft skills for professional’s interaction [6], and fear of mass job
losses in the industry.

2.3 Factors Influencing the Adoption of ICT Devices
for Project Management Practice by Building
Contractors

The factors prompting the use of ICT devices for construction management by
building contractors are: supplanting; mismanagement of funds and resources;
organizational and individual unethical attitude; bureaucracy, and software appli-
cation [1, 4, 10]
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2.4 Benefits of Information Communication Technology
on Project Management Practice

There are numerous benefits that are derived from the use of ICT, it ranges from
improvements in public image of contractor; coordination among construction
participants and documentation of presentation. The enhancement of construction
productivity speed, exchange of information among professionals, savings in
operation cost, an instrument that aids transparency and accountability and reduces
direct procurement cost. Its use, reduces the extent of fragmentation, facilitates
decision making and makes building contractors profession job easier.

3 Research Methodology

A study on ICT impact on Building Construction Management practices in the
South West of Nigeria was conducted to assess ICT impact and challenges on
project manage with it. The study was conducted among contractors, registered
with the state ministry of works. The sample size was one hundred and fifty
(150) contractors. They were accessed through the state ministry of works of both
Lagos and Ondo states. The random sampling technique was used for the selection
of samples. Questionnaire survey was conducted. Questionnaires were administered
via post. One hundred and fifteen (115) were returned filled representing a response
rate of was 76.7% achieved. Descriptive statistics is employed for the analysis of
data.

Respondents having experience of between 6 to 21 years (56%) were surveyed
and medium and small firms were surveyed (having less than 81 employees).

Table 1 reveals the software packages for project management practices. The
most used software package is viewpoint v6 construction management software
(39.8%). The likely reason for its high frequency of usage may be its capability to
solve unique problems of construction professionals and ability to schedule labour
and equipment usage. Next to viewpoint v6 construction management software is
none (22.2%). None implies the use of traditional method which is manual.

Table 1 Software packages for project management practices

Project management software’s Frequency Percentage (%)

Viewpoint v6 construction management software 43 39.8

None 24 22.2

Priosoft construction management software 12 11.1

Accobuild construction software 10 9.3

Corecon construction management software 10 9.3

Aptora total office management software 9 8.3
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The least used package is Aptora total office management software (8.3%). The
reason for it low usage could be attributed to lack of awareness, non-availability,
and lack of application knowledge.

It is noteworthy than all the factors that constitutes challenges to the use of ICT
for project management hence a mean score (MS) greater than 3, which indicates
moderate to a high influence regarding usage.

Table 2 presents challenges regarding the use of ICT for project management.
Insufficient/erratic power supply (MS = 4.33) is rated as the most challenge faced
by construction project professionals in the use of ICT for project management. ICT
is electric power driven and Nigeria has a huge project of power outages/erratic
power supply. In cases where there is a supply, the voltages are low and cannot
power the systems. This constitutes a huge challenge to the effect use of ICT for
project management. Next to insufficient/erratic power supply is high cost of
hardware/software (MS = 4.17). Some organization cannot afford to purchase the
hardware and the software for project management purposes as a result of their high
cost. This makes communication and information sharing difficult.

Next to high cost of hardware and software is lack of skills for professionals’
interaction (MS = 3.88). There are different types of people, introverts and extro-
verts; those that like to share information and those that will keep to themselves.
These characters have an effect on the usage of ICT, either to embrace it or not. The
group of people that will not want to share information may not see the need to
employ ICT in this management.

The least factors relative to challenges regarding ICT usage for project man-
agement is high cost of hardware/software (MS = 3.15). The initial cost of pur-
chasing and installation is high and require an organization that is financially
buoyant to venture on. Despite this the rating according to respondent is contrary.
This implies that there may be other issues relative to this. Next is fear of mass job
losses in the industry (MS = 3.24). It is viewed that the introduction of ICT usage
for project management will create job losses to staff as a result of the capability of

Table 2 Challenges regarding the use of ICT in project management

Challenges Mean score Ranking

Insufficient/erratic power supply 4.33 1

High cost of hardware/software 4.17 2

Lack of skill for professional’s interaction 3.88 3

Fear of virus attack 3.70 4

Inadequate ICT content in construction 3.49 5

Low return on investment in ICT 3.48 6

Influence of competition (less) 3.47 7

Lack of management desire and appreciation of ICT 3.43 8

Fear of ICT making professional redundant 3.36 9

Fear of mass job losses in the industry 3.24 10

High cost of hardware/software 3.15 11
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computer to perform task of more than two or more professional more quickly,
faster and neatly, and next to fear of mass job loss is fear of ICT making profes-
sionals redundant (3.36). Organizations are looking for better ways of doing job
with high productivity. ICT is a mean to perform job faster, with accuracy and
neatly. The use of ICT could lead the professionals being redundant.

Based on the rating of respondents, it is of note that all factors influence the
usage of ICT device for project management have mean scores greater than 3,
indicating moderately high influence. Table 3 presents factors influencing the usage
of ICT device for project management practices. Top among the factors rated is
individual’s unethical behaviour (MS = 3.64). This is about the work, bribery,
falsification and so on. With ICT these are eliminated and stands as an advantage to
its use. Supplanting (MS = 3.63), with the use of ICT for management of con-
struction. Project processes, the attack, enchantment and charming relative to job
prospecting will be eliminated. The least factor influencing the use of ICT for
project management. Practices is bureaucracy (MS = 3.04). Bureaucracies which
are bottle necks is relative to the administration work needed to be performed that
are problematic to the effective delivery of project are reduced drastically with the
usage of ICT for project practices.

All factors of benefits of ICT on project management practices have MSs greater
than 2.5 and indicates moderate to high benefits. Table 4 reveals respondents rating
of benefit of ICT on project management practices. The factor with the most rating
is reduces time for data processing and communication of information (MS = 4.21)
ICT is said to be fast, safe and neat in work production. The reason is for its rating.
Next to reduces time for data processing and community information is enhance
efficiency through improved coordination (MS = 3.85). The use of ICT enhances
efficiency that is much can be done in a short space of time, also having the
capability of ease coordination of task, labour and equipment. This can lead to cost
savings to the organisation. Next to enhance efficiency through improved coordi-
nation is facilitate decision making (MS = 3.69). Stemming from the enormous
storage of information and quick rate of retrieval of information, this assists in
quick decision making without have to disrupt the speed of execution of work,
thereby eliminating delays on project, coupled with the advantage of accessibility of
consultant. Performance of work is fast, neat, to avoid errors depending on accuracy
of data captured.

Table 3 The factors influencing the usage of ICT device for project management practices

Factor Mean score Ranking

Individual’s unethical behaviour 3.64 1

Supplanting 3.62 2

Organization unethical attitude 3.25 3

Software application 3.16 4

Mismanagement of funds and resources 3.05 5

Bureaucracy 3.04 6
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The factor rated least regarding benefits of ICT to project management practices
is reduces direct procurement costs (MS = 2.84). The cost of advertisements in the
dealings is eliminated. Likewise, the cost of printing and postage by contractors are
eliminated, though this seems to be negligible. Next to reduces direct procurement
cost is improving communication for effective decision making and coordination
(MS = 3.19). It is a fact that ICT usage in any discipline improves communication
for effective decision making due to access to storage of information relatively.
Next factors are, it aids transparency and accountability (MS = 3.27). The ability of
ICT to store information for a very long time without it being damage and its
feature of accessibility makes ICT usage transparent and accountable.

4 Conclusion

The following were conclusion drawn based on data analysis:

• Insufficient and erratic power supply constitutes a major challenge to the use of
ICT for project management practices.

• The unethical behaviour that prevails in the traditional method of doing work
has prompt a shift to ICT in the building construction industry.

• Time for data processing and communicating information and improving effi-
ciency and coordination are the main benefits that could be derived from the use
of ICT in the construction industry.

Table 4 Benefits of ICT on project management practices

Benefits Mean
score

Ranking

Reduces time for data processing & communicating information 4.21 1

Enhance efficiency through improved coordination 3.84 2

Facilitate decision making 3.69 3

Savings in operating cost 3.64 4

Enhance construction productivity 3.63 5

Improve public image of building contractors 3.62 6

Improves documentation presentation 3.54 7

Speedy exchange of vital information 3.36 8

Make professional job easier 3.31 9

It aids transparency and accountability 3.27 10

Improve communication for effective decision making and
coordination

3.19 11

Reduces direct procurement costs 2.84 12
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5 Recommendations

Based on the conclusion the following recommendations were made:

• Power supply should be made readily available to afford and sustain this
development by government.

• Emphasis should be placed by professional’s institute and the government on
the use of ICT for construction management practices to eliminate the traditional
method of doing work and regulate the practice.

• Training should be given by institute to professionals on a regular basis on
construction project management software’s application for management prac-
tice to mitigate it non usage.

• Some aspects of documentation relative to contract award should be made
compulsory to be done using software packages to ensure usage of ICT by
contractors and enforced.
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Analysis of Changes in Perception
of Organizations Quality Maturity

Anna M. Olszewska

1 Introduction

Quality maturity is a broad topic. It can be referred to, while talking about every
living being, including humans, as well as social phenomena or human creations.
With regard to the letter, quality maturity from the point of process, project or
organisation is discussed [1]. Regardless of whether quality maturity of process,
project or whole organisation is taken into consideration, it is unalterably a concept
difficult to define in unequivocal terms. It can represent both the status of certain
organisation and indicate its trend of changes. This view is included in the defi-
nition of maturity by Looy et al. who identify maturity as a measure, which
evaluates how excellent are processes and results able to become [2]. Another
modern definition describes maturity as a collection of stages, which indicate an
anticipated, desirable, or logical course of action, that shapes the state from
beginner level to full maturity [3].

The concept of maturity was introduced in the 1970s by Ph. B. Cosby. Then the
term related to the level of organisation development evaluation (QMMG—Quality
Management Maturity Grid) subsumed under six aspects: management under-
standing of quality, quality organization status, problem handling, cost of quality,
quality improvement action and summary of company quality posture [4].
Comparison of indicated then stages has been presented in Table 1.

In the 1990s CMM (Capability Maturity Model) model was developed, which
was later expanded to CMMI (Capability Maturity Model Integration). The first one
included the process of software development assessment and differentiated five
stages of maturity presented in Table 2.
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Expansion of the CMM model to CMMI was interlinked with introduction of
project teams’ management. That model became a formula to create models of
maturity in other aspects [5].

In addition to abovementioned models, in literature there can be found many other
ones, including for example: Business ProcessMaturityModel (BPMM), Barkeley PM
process maturity model, Knowledge Management Maturity (KMM), Information
Process Maturity Model (IPMM), Effective Teamwork Matrix, Communication Gird
Method (CGM), Process and Enterprise Maturity Model (PEMM), Design safety
Capability Maturity Model (DCMM) [1, 6–8].

The view on maturity, from the beginning, has been connected with quality.
Quality can be seen as ‘fitness for use’ [9], ‘fitness for purpose’ [9] or ‘as con-
formance to requirements, not as goodness’ [10]. Similar to maturity, its under-
standing is different depending on the context of usage. In reference to management
of organisation is defined as conscious, deliberate meeting customer expectations.

Therefore, it is interesting, if Cosby’s organisations maturity assessment from a
quality perspective is still a field of researchers’ interest and how the context of
discussions in this area conducted by the authors has been changing. The identi-
fication in which context the quality maturity has mainly been developed over the
last years was chosen as a purpose of this article. Years 2000–2016 were chosen for
the analysed period. Obtained results have been virtualised using a tool VOSviewer.
This software gives a possibility to highlight relations between multi-element data
sets by creating various kind of maps, emphasizing different aspects of data pre-
sentation [11]. In this article the network visualization was used.

Table 1 Levels of maturity in QMMG

Stage I:
uncertainty

Stage II:
awaking

Stage III: enlightenment Stage IV:
wisdom

Stage V:
certainty

We don’t
know why we
have
problems
with quality

Is it absolutely
necessary to
always have
problems with
quality

Through management
commitment and quality
improvement we are
identifying and resolving
our problems

Defect
prevention is
a routine part
of our
operation

We know
why we do
not have
problems with
quality

Source Cosby [4], Maier et al. [1]

Table 2 Levels of maturity in CMM

Level I:
initial

Level II:
repeatable

Level III: defined Level IV: managed Level V:
optimizing

Processes
are not
defined

Basic
departmental
processes are
defined and are
repeated more or
less consistently

The organization, as
a whole, knows how
all their processes
work together and
can perform them
consistently

Managers
consistently capture
data on their
processes and use
that data to keep
processes on track

Managers and
team members
continuously
work to
improve their
processes

Source Brocke and Rosemann [12]
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2 Preliminary Analysis

The first step of analysis was the collection of information regarding the number of
publications relating to the issue of maturity. The results have been reduced to the
data from 2000 to 2016, including four types of publications: article, conference
paper, book and book chapter. In the first step, the Author used two bases: Web of
Science and Scopus, however, due to the larger number of documents available in
Scopus, further analyses covered Scopus only. Entering the phrase ‘maturity’
resulted in over 60,000 results. Even more publications were connected with the
word ‘quality’. In this instance, the number of publications reached nearly two
million. Given such an extensive data set, reducing parameter of appearance of two
phrases simultaneously has been applied.

The results of the analysis of connections of ‘quality’ and ‘maturity’ showed
nearly 9000 positions. The map made on this basis (Fig. 1), presented the authors
with five areas, in which given notions have been mentioned. With this information,
clusters related to many fields were made, including for example human, plant and
animal development. Only one of the clusters was connected with maturity and
quality in the context of organisations. Therefore, the criteria of the next search
were made in regard to the mentioned context. Used choice criteria have been noted
in Table 3.

As the result of mentioned criteria application, the number of publications
totalled 2907. The number of publications in years 2000–2016 from both analysed
data bases has been presented in Fig. 2.

While analysing Fig. 2, since the 2000–2013, a gradual growth of interest in
issues connecting the aspect of maturity with quality can be noted. After the year
2013, a minor drop in interest took place and plateaued at approximate level. It can
be seen that this notion is still present in literature.

Further analysis was conducted based on Scopus database. The areas of edu-
cation, where issues of quality and maturity were brought up, have been analysed.

Fig. 1 Map of research trends based on co-occurrence of words ‘maturity’ and ‘quality’ in
publications from Scopus database in the years 2000–2016. Source author’s elaboration on the
basis of (www.scopus.com, 18.05.2017)

Analysis of Changes in Perception of Organizations … 191



The results have been presented in Fig. 3, where the size of the names of certain
areas corresponds to an occurrence frequency (i.e. larger font—more frequent).

The main fields, in which both the notion of ‘quality’ and ‘maturity’ appeared
alongside were: Computer Science, Agricultural and Biological Sciences,
Engineering and Business, Management and Accounting. Figure 4 shows how the
number of publications related to the issues of quality and maturity has been
changing.

Table 3 Selection criteria applied to scopus database

(TITLE-ABS-KEY (maturity OR  matureness)  AND TITLE-ABS-KEY (organization OR 
organisation OR  business  OR  enterprise  OR firm OR  economy  OR  industry OR company OR 

management)  AND TITLE-ABS-KEY (quality)) AND PUBYEAR >1999 AND  PUBYEAR  
<  2017 AND ( LIMIT-TO (DOCTYPE ,  "ar" )  OR LIMIT-TO (DOCTYPE , "cp" )  OR LIMIT-

TO (DOCTYPE ,  "ch" )  OR LIMIT-TO ( DOCTYPE ,  "bk" ) )

Source: author’s elaboration.

Fig. 2 The number of publications in data bases: Web of Science and Scopus connected with the
notion of ‘maturity’ and ‘quality’. Source author’s elaboration on the basis of (webofknowl-
edge.com, www.scopus.com, 18.05.2017)

Fig. 3 Areas of publications
connected with the notion of
‘maturity’ and ‘quality’ from
Scopus database in the years
2000–2016. Source author’s
elaboration on the basis of
(www.scopus.com.pl,
20.04.2017)
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In each of examined fields, in which documents referring to maturity and quality
appear most often, graduate increase is noted, which at the end of considered period
slightly abates. It should be stated that in all of analysed areas, the number of
inspected publications has raised several-fold. The least significant increase appears
to happen in the field of Business, Management and Accounting (total amount of
publications rose by 200%, what gave an average increase of 7.1% per year). The
most substantial growth in number of publications related to quality and maturity
transpired in the case of the area of Engineering and it amounted to 575% (average
of 12.5% per year).

3 Enhanced Analysis

For further analysis, the publications retrieved using the criteria specified in Table 3
have been used. Using this data with the help of the tool VOSviewer, an analysis of
co-appearance of the keywords pointed by the authors was made. Considering the
large amount of keywords, only those which have appeared at least a dozen or more
times have been chosen for the construction of the map. The map is shown in
Fig. 5.

Fig. 4 The number of publications connected with the notion of ‘quality’ and ‘maturity’ in
selected areas from Scopus database in the years 2000–2016. Source author’s elaboration on the
basis of (www.scopus.com, 18.05.2017)
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At presented map (Fig. 5) four different clusters can be noted. The factsheet of
the specific words belonging to certain clusters is shown in a Table 4.

First of the highlighted areas covers the issues related to the maturity in the
context of development and cultivation of crops, despite the usage of the references
regarding organisations. Publications of that type do not fall under the strand
considered in the context of quality maturity evaluation. The other group is com-
posed of publications related to the technical development of production processes
and their modelling. This area as well, although it is much closer to quality maturity
evaluation, doesn’t include the issue described in this paper. The most important
area in the author’s assessment from the perspective of assumed goal is third
cluster. Those are the issues connected with described at the beginning types of
evaluation of the degree, level of process maturity, as well as related to quality
assessment in the context of TQM, or knowledge management. The last cluster, on
the other hand, covered publications connected with software maturity evaluation.
Those issues also do not have to be analysed in the context of organisation quality
maturity evaluation.

With such a selection criterion, the results of the previous step have been
reduced to the publications, in which the keywords noted in third cluster appeared.
That way, the number of publications, which have to be further analysed was
greatly reduced. The order of publications should be determined by the number of
quotations or time of development. Still it should be kept in mind that given
procedure could lead to omitting worthy, from the point of view of quality maturity,
publications. Therefore, while analysing given this way articles or books, the other
positions, which are referenced in them, should be also taken into consideration.

Fig. 5 Map of research trends based on co-occurrence of the author’ keywords with notion of
‘quality’ and ‘maturity’ in publications from Scopus database in the years 2000–2016. Source
author’s elaboration on the basis of (www.scopus.com, 18.05.2017)
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Table 4 Cluster indentified through analysis

Keyword Occurrences Co-occurrence

Cluster 1

Fruit quality 67 38

Firmness 47 52

Ripening 38 42

Compost 37 12

Ethylene 28 31

Storage 26 38

Postharvest 25 23

Soluble solids 19 18

Cultivar 15 15

Maturity index 15 10

Prunus avium 15 14

Cluster 2

Yield 35 32

Model 34 33

Management 20 9

Evaluation 19 9

Growth 19 11

Nitrogen 19 14

Process 18 30

SME 18 19

Innovation 17 13

Cotton 15 8

Cluster 3

Maturity model 89 43

CMMI 78 70

CMM 68 60

Quality management 60 30

Process improvement 33 27

Knowledge management 31 17

TQM 26 11

Information quality 19 8

Quality assurance 17 14

Maturity level 15 11

Cluster 4

Software quality 53 61

Software process improvement 52 52

Project management 36 42

Software engineering 33 41

Software process 18 24

Risk management 17 14

Source author’s elaboration on the basis of (www.scopus.com, 18.05.2017)

Analysis of Changes in Perception of Organizations … 195



4 Conclusion

Currently it is not possible to conduct the analysis without including in this pro-
cedure available bibliographic databases. However, the usage of that vast infor-
mation sources lead to the overflow of results. The analysis of thousands of records
is not possible to conduct by a single person, but needs a whole team of people.
Therefore, needed is the search for methods, which can limit, received from bases,
data to the scope which is possible to analyse by the individual. An example of such
an analysis is method of systematic literature overview presented above, which was
used to point a bibliographic resources connected with the notion of organisations
quality maturity.

It should be emphasized, that the presented procedure can greatly help
researchers, interested in the issue of quality maturity, in getting to those publi-
cations which describe this matter in the context of organisations evaluation. The
usage of only ‘quality maturity’ in the analysis of publications from the biblio-
graphic database like Scopus or Web of Science, can lead to excessive reduction.
Introduction of such a term led to indication of only 57 records in Scopus base and
43 in Web of Science. However, the usage of ‘maturity’ and ‘quality’ separately
lead to too vast a collection (nearly 10,000 records). Therefore, it is necessary to
greatly reduce the amount of data. Presented above procedure not only made the
number of publication reduction possible, but also indicated how this issue was
being developed over the last couple of years. Worth emphasizing is the fact, that it
is all only a step preceding the proper analysis.
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Perceived Impacts of Industry 4.0
on Manufacturing Industry and Its
Workforce: Case of Germany

Markus Haeffner and Kriengsak Panuwatwanich

1 Introduction

Nowadays, a large variety of goods can be ordered online, unlimited information
has become available and all different kinds of communication happens through the
use of the internet and social media. The development and rise of smart phones has
further improved the availability of these as well as other internet services, and has
facilitated the development of a whole new business segment—applications. This
development opened up a whole new market, leading to the internet becoming an
important part of people’s everyday life.

However, everyday life is not the only area where the computer and internet
revolution, also known as the third industrial revolution, has dramatically changed.
It has also had a radical impact on the world of work comparable in scale to the
First Industrial Revolution [9]. This has brought about a radical transformation with
more IT infrastructure and networks being integrated into all areas of businesses
and companies [4]. Nowadays, most of the work is carried out with the help of
personal computers, communication is done via E-mail or other services enabled by
the internet, whereas goods are manufactured by programmable machines in pro-
duction lines that are coordinated through integrated networks.
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The internet still has a far-reaching potential despite having already had a sig-
nificant impact on both everyday-life as well as the business world. When com-
bining all the opportunities the internet entails with some other factors, a potential
of transforming both business and private life in a way that can only be compared to
the first industrial revolutions is being created [6]. What is being referred to is the
potential fourth industrial revolution that can be related to with terms like “Industry
4.0”, “The Internet of Things”, “Industrial Internet”, “The internet of things, ser-
vices, data and people” or simply “The internet of everything” [5]. In general, this
emerging trend can be described as “the increasing digitalisation and the inter-
connection of products, value chains and business models” or simply “the ubiq-
uitous connection of people, things and machines” [12].

However, the terms “Industry 4.0” within Europe and “Industrial Internet” in the
US appear in a less general but mainly manufacturing-related context. They are
referred to as the digital transformation of manufacturing, driven by the develop-
ment of modern information technologies, more specifically “cyber-physical pro-
duction systems” (CPPS). In other words, IT will be linked with mechanical and
electronic components, leading to the formation of an independent “social system”
[5]. Parts of this development can already be seen in current manufacturing.
However, Industry 4.0 is meant to bring this linkage to a whole new level and form
independent production systems that communicate across the entire lifecycle of the
products; from the suppliers to the retailers, customers and the after-sales services
[6]. Taking this into account, Industry 4.0 entails the potential to dramatically
transform the manufacturing-world as well as the skills and knowledge required
from the respective workforce over the next decades, leading to a potential fourth
industrial revolution.

Therefore, with an exploratory approach, the main objective of this study is to
examine how Industry 4.0 will change manufacturing and affect the skills and
knowledge required from the manufacturing workforce over the next decades.

2 Background of Industry 4.0

There are many terms such as “Industry 4.0”, “The Internet of Things”, “Industrial
Internet”, “The internet of things, services, data and people” or “The internet of
everything” [5, pp. 3, 12] used to refer to the new era of internet-driven business
and society. These terms all describe a similar development currently underway.
The terms “Industrial Internet” is more broadly used in the US whereas the term
“Industry 4.0” is more widespread within Europe and especially in Germany to
describe the introduction of “cyber-physical systems” (CPS) into industrial pro-
duction systems, leading to “cyber-physical production systems” (CPPS). The other
terms however are more generally used, also outside the manufacturing and pro-
duction sector and describe the general trend towards networks and the use of the
internet in everyday life [6]. Therefore, Industry 4.0 is used in this study for
describing the development within the production process, whereas the other terms
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are used to describe the effects of this development in a general context. As the
main facilitator for the implementation of Industry 4.0 in the manufacturing process
is CPS or CPPS respectively, the following paragraphs describe what can be
understood with these terms.

Generally speaking, and regardless of all the machinery and devices involved in
the actual production process, it can be stated that a CPS consists of two central
functional components: firstly, “the advanced connectivity that ensures real-time
data acquisition from the physical world and information feedback from the cyber
space” and secondly the “intelligent data management, analytics and computational
capability that constructs the cyber space” [10]. Nevertheless, besides those two
core functions mentioned above, Lee et al. [10] propose a five-layer architecture for
the CPS, related to as “5 level CPS structure” or “5C architecture” [10, p. 19]. The
functions of the five layers are described in the following.

• Level 1—Smart Connection: This level acquires reliable and accurate data from
machines and components by directly measuring through sensors or obtained
from “controller or enterprise manufacturing systems”.

• Level 2—Data-to-information conversion: Within this level, the collected data
needs to be transferred into “meaningful information” by specific algorithms
that have been developed over the past years, especially for the purpose of
health management and prognostics.

• Level 3—Cyber: This level represents the “central information hub” within the
CPS architecture. It is being fed with all kinds of information from every
machine and component within the network that is connected to the system.

• Level 4—Cognition: This level is all about presenting the gathered information
and knowledge about the system to expert users in an appropriate way

• Level 5—Configuration: This final level is the supervisory control level of the
whole architecture and enables the machines to be “self-adaptive” and
“self-configure”. It also represents the feedback from the cyber world.

This five-layer model by Lee et al. [10] provides a simple and easy to understand
architecture for developing and deploying a CPS structure into the manufacturing
industry, leading to a “cyber-physical production system” (CPPS). However, it is
not to be seen as a model of five individual levels but rather of five levels that are
strongly connected to each other through interfaces, which in turn enables them to
communicate and exchange data and information. Once the machines are connected
to the cyber-level infrastructure they can exchange data and information through a
machine-cyber interface that can be considered similar to social networks as out-
lined in the introduction.

Overall, this models show that Industry 4.0 or the introduction of CPS into
manufacturing has the potential of transforming the entire structure of the pro-
duction process and the whole company respectively. However, this will also lead
to tremendous changes throughout the entire supply chain as CPSs from different
companies will be able to communicate to each other and handle tasks indepen-
dently [2]. This will lead to the fact that a lot of work will be done automatically by
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machines and humans will be less involved in the actual production process. Hence,
besides changing the skills and knowledge required from the respective workforce,
it is also likely that this development will lead to an overall reduction in labour
working within the actual production process [11]. It will also enable new business
opportunities and even potential new business models [14]. However, replacing
humans by machines also means that the dependencies on technologies will
strongly increase. By creating independent and intelligent production processes,
control and responsibility is handed over to machines, networks and technologies
[12], rendering minimal human involvement.

3 Methodology

A literature review pertaining to the impacts of Industry 4.0 on the manufacturing
industry and its respective workforce was firstly conducted. There were various
studies that generally address this future development. However, most of them
neither specifically outline what this means for manufacturing nor expound on what
the impacts and changes for their respective workforce are. Particularly for the
effects this development might have on the employees, there was a literature gap
that needs addressing.

Given the review of literature pointed to the above limitation, semi-structured
interviews with experts in the field were conducted in an exploratory manner to
address such knowledge gap. The interviewees were chosen by using convenience
sampling. This method refers to a sample that “is simply available to the researcher
by virtue of its accessibility” [3, p. 190]. This can be considered a very convenient
method; however the results most likely are not representative. Nevertheless,
according to Bryman and Bell [3], this method can be considered when there is a
chance of gathering data and information that represents a too good opportunity to
miss. Hence, the gathered data will not allow definite findings because it cannot be
generalised but it could potentially provide a springboard for further research to be
conducted or links to already existing findings [3]. As in this case, the interviews
will only be used to acknowledge, disprove or supplement the literature findings,
this non-probability sampling method can be considered appropriate. In this study,
the following four participants located in Germany (all anonymised) were contacted
and interviewed:

• Interviewee A, head of corporate development, marketing, enterprise commu-
nication as well as investor relations in a large international engineering services
company.

• Interviewee B, key account manager within the engineering department of a
large international recruitment and HR services company.

• Interviewee C, working for the department for bio-mechatronic systems within
the largest applied research organisation in Europe.
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• Interviewee D, Head of the School of Engineering Management of a University
of Applied Science.

These interviewees were chosen as not only had they all been following the
Industry 4.0 development over the past years but also had to deal with it in their
capacity. In addition, their experience with the topic is based on multiple cases, as
they work with and provide services for various companies that deal with Industry
4.0. To maintain their anonymity, the interviewees will be referenced as A, B, C or
D respectively, throughout the reporting of the findings presented in the following
section.

4 Findings

4.1 Manufacturing Process

Through the implementation of “cyber-physical systems” (CPS) into the manu-
facturing industry, the production process will become more integrated. On the one
hand, vertically through all levels of the company, and on the other, horizontally
throughout the entire supply chain. Hence, different departments, organisational
levels as well as all organisations included in the value chain or supply chain
respectively will be linked stronger together and communication will be partly
automated and made easier (Interviewees A, B, C and D; [1]). As robot and
machine support will increase or even mostly replace manual labour, they will
become part of this communication process and not only communicate to each other
but also with humans. Hence, human-machine and machine-machine interfaces will
be required and implemented into the production process. This will enable a
manufacturing that is more autonomous and independent from humans, not only
within one organisation but across the entire value chain or supply chain respec-
tively, leading to smart factories and intelligent production systems. Hence, pro-
duction will move away from rigid and predefined processes and become more
flexible as well as agile, enabling dynamic configurations (Interviewees A, B and C;
[6, 12]). Therefore, this way of producing goods will enable manufacturing com-
panies to react to the stronger demand for higher levels of customisation
(Interviewee A; [8, 14]). Finally, this will not only enable higher degrees of cus-
tomisation in a cost effective way but also lead to higher efficiency in terms of other
resources such as materials, waste and energy consumption.

4.2 Manufacturing Workforce

Through the implementation of Industry 4.0 into manufacturing, its workforce will see
an increase in the required skills and knowledge (Interviewees A, B, C and D; [15]).
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As most simple repetitive manual tasks will be replaced by robots and machines,
the workforce will take over more management-related tasks and hence need
stronger personal skills such as communication, coordination and other softs skills
in order to take over more responsibility and decision-making (Interviewees A, B
and C; [7, 11, 15]). In addition, software and programming skills will not only be
required from the engineers but also from the typical “blue-collar” workers
(Interviewees A and B; [15]). Besides having a good understanding for software
and hardware, the typical manufacturing worker will need to be able to fix simple
programming or coding errors (Interviewees A and B). On an engineering level, in
addition to software and programming experts, more specialists with interfaces as
well as data and information skills will be required. Additionally, there will be an
increased demand in interdisciplinary skills, especially the combination of
mechanical engineering knowledge and programming skills (Interviewees A, B, C
and D; [15, 13]). It will not be enough to have one engineer and one software
expert. The person for instance programming a machine or robot will need to
understand what role it plays within the production process and hence need some
mechanical engineering knowledge (Interviewees A, B and C). Therefore, not only
the internal training will need to be adjusted but also the educational sector will
need to react in order to supply the changing demand for specialists on the market
(Interviewees A, B, C and D; [15]). Overall, the manufacturing workforce of the
future will not only be required to provide these particular skills and knowledge, but
also need to be open towards those new technologies and show trust in them
(Interviewees A, B and C; [15]). Further, a willingness for continuous learning and
training will be needed to keep up with the technological developments
(Interviewees A and B; [15]). Hence, the Industry 4.0 development will not only
represent opportunities to the manufacturing industry, but also challenges, espe-
cially when it comes to finding the appropriate experts to make these developments
happen. The above findings can be summarized in Fig. 1.

5 Discussion

5.1 Machines Replacing Humans

The Industry 4.0 development will entail a further replacement of humans by
machines, as could already be seen over the past decades. Besides the fact that work
will become less tiring and more ergonomic for the factory worker, it also means
that less people will be involved in the production process [12]. Hence, a reduction
in the overall manufacturing workforce is likely. But will this lead to higher rates of
unemployment? When looking back at the third industrial revolution, a fear of
replacement of humans within the industry as well as rising levels of unemployment
has been present. However, these technological advancements have not only
eliminated jobs but also opened up new areas and opportunities. For instance,
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the introduction of the internet has seen the emergence of entire new markets such
as online shops, the applications industry and many more. Although some jobs have
been eliminated, many others have also been created. A similar trend might be seen
with Industry 4.0. With this development, new kinds of business models and new
ways of cooperation are foreseeable, and new kinds of services will be demanded
both from end users and companies. Even though the Industry 4.0 development is
likely to result in a reduction in the overall manufacturing workforce, especially in
the “blue-collar” sector, it is not guaranteed that this will lead to higher rates of
unemployment. Moreover, a shift towards other areas as well as away from the
secondary and tertiary sectors and more towards a fourth, information based sector,
is more likely.

Manufacturing process Manufacturing workforce

Integration
Vertical and horizontal integration

through CPS, leading todepartments and
companies along the supply chain being

linked stronger andworking closer
together.

Robots/Machines support
More implemanual tasks will be done or
at least supported by robots, leading to
more ergonomic and less tiringworking

conditions.

Smart
The production process will become more

autonomous and independent from
humans, leading to smart factories and

intelligent production systems.

Flexibility
The production process will move away
from rigid predefined structures and

become more flexible and agile and hence
enable dynamic configurations.

Customization
The new production process will enable

more focus towards customization
opportunities from the customer side.

Efficiency
Greater production efficiency in terms of
output, material usage, costs, waste and

energy consumption.

Increased skills and knowledge
Higher levels of soft skills and

management capabilities as well as
software and programming knowledge will

be required from the manufacturing
workforce.

Software/programming
An increasing need for software,

programming, interface as well as data &
information experts.

Interdisciplinary skills
An increasing need for interdisciplinary
skills, especially the combination of
programming skills andmechanical

engineering knowledge.

Openness
Workers require continuous learning and
training and to integrate new technologies

into the working process.

Fig. 1 Summary of perceived Industry 4.0 impacts
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5.2 Social Aspects

People usually work with people in order to achieve certain goals and aims.
Industry 4.0 developments will most likely entail a change towards humans
working with machines and robots. Instead of talking to other humans about issues,
workers of the future would solve problems in cooperation with smart machines.
They would communicate with each other through screens, voice or other
human-machine interfaces. Hence, robots and other intelligent devices could even
become socially integrated into the production process and potentially replace
humans as co-workers. In an everyday-life context people would become even
more dependent on smart phones and other high-tech devices. Not only in a
working context but also in everyday-life, the Industry 4.0 development could lead
to a kind of de-socialisation that needs to be looked at critically. As Industry 4.0 is
all about digitalisation, customisation and integrated networks, this development
has the potential to cause even higher dependency and addiction to these
technologies.

5.3 Industry 4.0 in a Global Context

It should be noted that Industry 4.0 is more likely to be valid for the western and
so-called developed countries such as Germany, Great Britain or the US. These
countries are strong enough to fund this development and bring the appropriate
education for the future workforce. In addition, as Industry 4.0 is most likely to
reduce the manual labour required in the production process, it might be a reason
for corporations to bring production back to their home countries such as Germany
and the US. Hence, the development and implementation of Industry 4.0 might
eventually lead to an increase in unemployment in countries such as China and
India due to factory resettlements.

6 Conclusion

6.1 Manufacturing Process Implications

Through the implementation of “Cyber-physical systems” (CPS) in the manufac-
turing industry, the production process will become more integrated. Different
departments, organisational levels as well as all organisations included in the value
chain will be linked stronger together and communication will be partly automated
and made easier. As robots and machines support will increase or even replace
manual labour, they will become part of this communication process and not only
communicate to each other but also with humans. Hence, human-machine and
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machine-machine interfaces will be required and implemented into the production
process. This will enable a manufacturing that is more autonomous and independent
from humans, not only within one organisation but across the entire value chain.
Dynamic configurations enabled by flexible and agile processes will enable man-
ufacturing companies to react to the stronger demand for higher levels of cus-
tomisation. Finally, this will not only enable higher degrees of customisation in a
cost effective way but also lead to higher efficiency in terms of other resources such
as materials, waste and energy consumption. However, this will also strongly affect
the skills and knowledge required by the manufacturing workforce.

6.2 Manufacturing Workforce Implications

Through the implementation of Industry 4.0 in manufacturing, its workforce will
see an increase in the required skills and knowledge. As most simple repetitive
manual tasks will be replaced by robots and machines, the workforce will take over
more management-related tasks and hence need stronger personal skills such as
communication and coordination in order to take over higher level responsibilities
and make higher-level decisions. Software and programming skills will not only be
required from the engineers but also from the typical blue-collar worker. At an
engineering level, in addition to software and programming experts, more spe-
cialists with interfaces as well as data and information skills will be required, hence
an increased demand in interdisciplinary skills. Therefore, not only the internal
training will need to be adjusted but also the educational sector will need to react in
order to supply the changing demand for specialists required by the market. The
manufacturing workforce of the future will not only be required to provide these
skills and knowledge, but also need to trust and be open towards those new tech-
nologies. A willingness for continuous learning and training will also be needed in
order to keep up with the technological developments. The Industry 4.0 develop-
ment will represent not only opportunities but also challenges to the manufacturing
workforce.

6.3 Recommendations for Future Research

Although Industry 4.0 is a development that affects numerous areas and generally
needs to be looked at from a very broad perspective, it has to be researched more
specifically in regards to manufacturing companies. More specific effects of this
recent development on this industry need to be further investigated. This could be
done by conducting case studies, for example, on how the manufacturing process
for one particular car manufacturer might change due to Industry 4.0. In addition,
case studies like these could help to outline respective changes to the workforce
requirements. Finally, future studies should focus on when exactly these changes
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will happen and to what degree. More research should specifically look at how the
production process for various products is most likely to look like in 5, 10 or
20 years’ time. In addition, the respective skill as well as knowledge requirements
for the workforce could be evaluated. This would lead to more fact based and
precise predictions which help guide all organisations, governments as well as
institutions to best manage the Industry 4.0 development.
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Investigation of Roller Burnishing Process
on the Mechanical Characteristics,
and Micro-hardness of Al-4 wt% Cu
Under Hot Work Conditions

SafwanM. A. Al-Qawabah, Nabeel Abu Shaban andAhmadAl-Aboshi

1 Introduction

Roller Burnishing Process (RBP) considered as one of the main surface plastic
deformation of metal used to enhance its surface quality and its dimensional
accuracy by implementing some strain hardening. The plastic deformation resulted
as the stress generated from the roller exceeds the yield stress of deformable
materials, where this stress depend on certain factors namely; U.T.S, surface finish,
ductility, and the radius and the geometrical shape of roll. The main reasons to use
this process are its low cost, Simple Equipment, and the reduction in the surface
roughness. The surface hardness that can this process used is up to 40 HRC [1]. It is
essential to prepare the surface before performing this process i.e. the surface
should be fine, cleaned and dimensional accurate, however this preparation is also
required for operational needs such as; corrosion resistance, fritting wear resistance,
fatigue life. Most of material removal processes namely; accurate turning, reaming,
milling, and even grinding cannot give the required surface roughness, Therefore,
to produce fine surfaces it required to use extra finishing operations like: honing,
lapping, super finishing and burnishing [2, 3]. Most of the research work on roller
burnishing process that already been published was investigate the effect of this
process on the surface characteristics and surface hardness, where it was suggested
by many investigators that an improvement in wear resistance can be achieved by
burnishing process [4, 5]. As the stress applied by the roller exceeds the yield stress
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of the workpiece material the crests of the metallic surface will deform to fill the
valleys [1]. Metallic parts surface properties are very important issue that it can
hinder the wear and fatigue phenomenon failure [6]. Hassan investigated both
number of tool passes and burnishing force on the wear resistance so to a certain
limits the wear resistance of brass increases [7]. There are many advantages of the
burnished surfaces compared to ground surfaces [7–10]. Other authors investigated
the effect of other parameters as speed, depth of burnished layer, and burnishing
force. It will established that there is an enhancement in the mechanical behavior
after burnishing process [1, 11–15]. The main objective of this study is to inves-
tigate the effect of hot roller burnishing on the mechanical properties and micro-
hardness of pure Al-4 wt% Cu.

2 Materials and Equipment and Experimental Procedures

2.1 Materials

A commercially pure Al (99.8%) of chemical composition by weight % is: 0.09 Fe,
0.05 Si, 4 Cu, 0.004 Mg, 0.004 Ti, 0.008 V, 0.005 Zn, 0.001 Mn, 0.005 Na, was
used in this study.

2.2 Equipment

The main equipment that used through this study are namely; lathe machine type
COLCHESTER TRIUMPH 2000, Microhardness tester model HWDM-3,
Electrical furnace (Carbolite) of 1100 °C maximum temperature, and calibrated
roller burnishing tool.

2.3 Experimental Procedures

A cylindrical aluminum copper alloy bars of 11.5 mm diameter and 75 mm long
were used.

2.3.1 Microhardness Test

The microhardness test is performed at 300 gmf, by taking 8 reading then the
average was calculated. The general microstructures of Al-4% Cu after burnishing
conditions were determined by grinding, polishing and etching using an etchant
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consists of 1.5% HCl acid, 2.5% HNO3, 0.5% HF acid and 95.5% H2O by weight,
and then Photomicrographs were obtained at magnification of 200�. The hot
burnishing process was performed at 200 °C. The schematic photo of the roller
burnishing tool, workpiece, and the burnishing process are shown in Fig. 1.

3 Results and Discussions

In this section the effect of roller burnishing on the, microhardness and the depth of
penetration are presented and discussed. It was known that after copper addition
there is a reduction in the average grain size from 124 µm into 30.7 µm, while the
grained transformed from columnar structure into eqi-axed one. These changes
resulted in the enhancement of all mechanical properties.

3.1 Effect of Hot Roller Burnishing on the Microhardness
of Al-4% Cu

It can be seen from Fig. 2 that the average microhardness start enhancing as the
burnishing force increase from 20 N to 40 N for all feed rates, where the maximum
is 184.4% that occurred at 0.08 mm/rev. It is also obvious from the same Fig. 2 that
the microhardness start to decrease from 40 N to 80 N for all feed rates. The
enhancement in the hardness values is useful for increasing the fatigue life and the
wear resistance of this material.

Figure 3 obviously shows that there is an enhancement in the hardness per-
centage at 200 °C, that the maximum is 184.4% attained at 40 N burnishing force
and 0.08 mm/rev feed rate. However the minimum enhancement is 20% that
occurred at 20 N burnishing force and 0.04 mm/rev feed rate.

Fig. 1 Schematic photo of the a calibrated roller burnishing tool, b burnishing process
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3.2 Effect of Hot Roller Burnishing on the Depth
of Penetration

It recognized from the Fig. 4 that the maximum depth of penetration after roller
burnishing process is 130 µm at 40 N burnishing force and 0.08 mm/rev feed. As
the burnishing force applied a plastic deformation will occur which resulted in
converting the tensile residual stresses into compressive stresses, so that the surface
properties will be enhanced i.e. hardness, fatigue life, etc. The amount of plastic
deformation for hot materials is so larger than cold work and this is the cause of
high penetration mentioned above. It can be seen also from the microstructure of
Fig. 4 how the grain size in the deformed zone which is so small compared to the
large grains in the core of work piece.

4 Conclusions

Thus, after using the roller burnishing process it recognized that the microhardness
increases by maximum of 184.4% at 40 N burnishing force and 0.08 mm/rev feed
rate. On the other hand it will be established that the optimum burnishing force is
40 N at all different feed rates.

130µm

Fig. 4 Photomicroscan of burnished specimen at 200�
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Systematic Review of Safety Leadership:
A Fresh Perspective

Hassan M. Alidrisi and Sherif Mohamed

1 Introduction

Safety is an essential part in any organisation. Having a good safety model can
assist in avoiding accidents that may lead to injuries and costs, which should have
not occurred in the first place. As it is known safety threats are hidden among any
work process, eliminating or containing those needs far more than one arrangement.
Many studies have conducted investigations into different aspects of safety. The
leadership aspect is one that has witnessed much attention in the last few years. In
different industries, Leadership has been considered a key factor for improving the
safety of workplace environment. Safety leadership has been positively linked to
safety climate, safety culture, and safety behaviour.

Leadership is defined as a process of social influence between a leader and group
of individuals to support achieving a common goal [19]. Thus, in the safety context,
the goal of leadership process is creating a workplace environment where indi-
viduals work safely. To-date research studies in safety leadership are merely
focused on either leadership behaviour or leadership competencies. Leadership
behaviour is the practices that are adopted by a leader to influence team members
[19]. Usually, these practices are grouped and composed to form leadership theo-
ries. In the safety context, the literature review shows that widely accepted lead-
ership theories are transformational and transactional theories, which have added
considerable value to improving safety performance [11]. However, following one
or two theories might lead to missing other effective behaviours that are not clas-
sified into an existing leadership theory. On the other hand, leadership competen-
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cies can be recognised as the enablers that help leaders in practising their beha-
viours effectively [14]. Enablers can be grouped into contextual factors and/or
leadership competencies. In the safety context, there is a great chance for exploring
the role of leadership competencies in improving safety performance.

The aim of this research study is therefore to critically review the context of
reported safety leadership research studies in the literature in order to explore other
perspectives in leadership that may lead to a maximized benefit gain in the safety
context.

2 Methodology

Four electronic databases were searched for peer-reviewed articles published in the
last seven years (2010–June 2016): Scopus, Science Direct, PROquest, and
EMERALD. The aim of exploring these databases is to gather all articles that
include keywords of “Safety” and “Leadership” in their titles. The selected papers
have been included in this review paper analysis upon reading their abstract and
introduction. Papers that fulfilled the following eligibility criteria were selected to
be on the final list of reviewed papers. First, the eligibility criteria focused on papers
that demonstrate original research, thus quantitative, qualitative, theoretical, or
review research studies were included; and other items such as editorial or book
reviews were excluded. Second, leadership is the concept whereas safety is the
context; papers that had a focus on any facet of safety leadership were included.
Third, to further narrow the search, a standard for the number of citations present
for each paper was established. Papers that were published in 2010 through to 2014,
and have been cited five or more times, would be included within the review. As for
papers published in 2015, all cited papers were considered. Papers published in the
first half of 2016, cited or not, were included. It is worth noting that papers with
higher citations over the study period have gone through peer-review that warranted
having them as candidates for this review. Finally, papers had to have considered
leadership as one of the main key interests to be included. Overall, a total of 55
research papers met the criteria and were selected to be on the final article review
list for further analysis.

3 Descriptive Analysis

With an average of eight published papers per year, the highest number of pub-
lished studies was found in 2013 and lowest in 2012. The second highest number of
published studies was noted in 2016, indicating an ongoing interest in the field of
safety leadership. On exploring the distribution of safety leadership studies by
country, about 70% of studies were found distributed among 15 countries.
The United States held the highest number of published studies with a total
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of 16 studies, accounting for 30% of total published papers. As for the distribution
of studies by industry, a spread among 10 different industries was found. The health
industry comprised the highest number of studies, with a total of 19 articles. The
second highest number of studies is the construction industry, with seven studies.
Regarding the distribution of studies by methodology type, a large number of
studies, approximately 76%, followed a quantitative methodology. Qualitative
studies accounted for only 9%, and the remaining 15% is spread among mixed
methods, theoretical studies, and review studies. In respect to the total and average
citations per journal, the 55 studies were found to be distributed among 31 journals.
Out of the 55 studies, 15 papers are published by the journal of Safety Science, with
a total citation of 439. However, the highest average citation per journal is 132,
belonging to a paper appearing in the journal of Occupational and Organizational
Psychology.

4 Discussion of Findings

4.1 Safety Leadership Competencies and Factors

Out of the 55 reviewed papers, only 10 papers have discussed safety leadership
from the perspective of incitements such as competencies and factors. Their main
focus was on contextual influencing factors and competencies for leadership, where
the authors attempted to capture these factors and competencies, and explains it
below, see Fig. 1.

Building trust between leaders and their followers is essential for an effective
leadership. Deep understanding of developing trustworthiness qualities has been
investigated by Conchie et al. [6]. They differentiated between developing trust and
avoiding distrust. In other words, the attributes, which are needed for building trust
and decreasing distrust, are different. Mediating and moderating roles of trust have
been shown in safety leadership literature. Conchie et al. [7] concluded that

Fig. 1 Mind map: safety leadership behaviour and leadership factors
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relationship between safety-specific transformational leadership and safety
vice-citizenship behaviour is mediated by two facets of trust (affect-based trust and
trust intentions). As a moderator, the extent to which a leader is trusted affects the
relation of transformation leadership to some attributes of safety citizenship beha-
viour [5]. Trust also impacts the relationship between transformational leadership
and intrinsic motivation that ultimately affects safety behaviours of citizenship and
compliance.

Factors affecting and affected by safety leadership have been, also, discussed.
Conchie [5] explored the contextual factors affecting supervisorial safety leadership
behaviour, and identified role overload, production demand, workforce character-
istic, and formal procedures as playing a hindering role in leadership behaviour. As
for the promoting factors, social support and perceived autonomy were recognized.
Newnam et al. [16] investigated the impact of leader-member relationship on safety
performance. Role overload was concluded as being a moderator in the relationship
between leaders and their followers. In contrast, other factors that are positively
related to safety performance can be affected by safety leadership. It has been found
that safety leadership style (i.e. transformational leadership) strength impacts fac-
tors of safety knowledge and knowledge-related job characteristics [12, 13].

Competencies enhance leaders’ effectiveness in practising leadership behaviours
[21]. In the past seven years, few studies have discussed leadership competencies in
the context of safety. However, the positive effect of competency self-efficacy on
safety outcomes, such as safety behaviours and safety climate, has been investi-
gated by Chen and Chen [3], Schwarz et al. [22]. Both studies have handled
self-efficacy competency as a construct that can improve safety conditions if
involved with other effective elements such as safety leadership styles. Sunindijo
and Zou [26] explored the interaction of emotional intelligence competency with
safety leadership behaviours of transformational leadership. It was concluded that
emotional intelligence competency has a positive effect over transformational
leadership behaviour. Other competencies where their importance has been proven
in general leadership literature, has not yet been investigated in the context of
safety.

4.2 Safety Climate and Safety Leadership Behaviour

This research review shows that safety climate is affected by three groups of safety
leadership behaviour (see Fig. 2). The first group encompasses the behaviours that
demonstrate high level of emotional intelligence, LXM leadership and authentic
leadership. Squires et al. [25] contended that behaviours such as active listening,
which is associated with emotional intelligence level, has an impact on the rela-
tionship between leader and follower. This impact has been found to be positively
related to safety climate. Similarly, other studies such as Nielsen et al. [17],
Thompson et al. [27] have also displayed other leadership behaviours associated
with safety climate. The behaviours include open communication, feedback and
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communication about error, commitment to safety, non-positive response to error,
and other behaviours that demonstrate transparency, self-awareness, and having a
moral perspective.

As for the second group, it includes the behaviours that provide power to fol-
lowers. These behaviours are listed under empowerment leadership behaviours. It
includes coaching, caring, controlling, leading by example, informing, participat-
ing, and visibility at site. The effects of these behaviours on safety climate have
been shown to be of positive nature with a number of studies investigating this
impact and reinforcing the positive effect of empowerment leadership behaviours
on safety climate.

The third group includes transformational and transactional leadership beha-
viours. Although these two leadership styles are different, they are combined in one
group because they are usually investigated together. Transformational leadership
covers four dimensions of behaviour namely individualized consideration, idealised
influence, inspirational motivation, and intellectual stimulation [4]. As for
Transactional leadership, in the safety context, is concerned with actions that must
be taken by followers to achieve safety outcomes. Its behaviours can be shaped in
one of the following styles: contingent reward, management-by-exception active,
management-by-exception passive, or laissez-faire. Others, such as Du and Sun [8],
have discussed transformational and transactional leadership in another perspective;
Transformational leadership as representing behaviours that focus on active man-
agement and motivation towards safety and transactional leadership as representing
behaviours related to monitoring safety. The relation between both leadership styles
and safety climate has been explored. Safety climate is positively affected by
transformational leadership, and contingent reward and management-by-exception
active styles of transactional leadership. Hoffmeister et al. [11] identified safety
climate as being affected by intellectual stimulation and idealized influence
dimensions of transformational leadership and contingent reward style of

Fig. 2 Mind map: safety leadership behaviour and safety climate
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transactional leadership. Other studies contended leaders combining transforma-
tional and contingent reward styles have higher positive impact on safety climate
[22]. In contrast, management-by exception passive and laissez-faire transactional
leadership styles negatively affect safety climate [18, 24].

5 A Fresh Perspective of Safety Leadership

Systems Thinking gives an interdependent view of systems [21]. In other words, it
considers that an event in one part of the system could affect another. Thus, it
provides the ability to understand the linear and non-linear cause-and-effect rela-
tionship and comprehend the underlying pattern of events [23]. Moreover, it
emphasises a dynamic view as a means of understanding the context [21].
Therefore, the holistic view of Systems Thinking could appear as a complex
process.

In order to work out and understand the whole of a system, Gharajedaghi [9] has
suggested applying an iterative process. An iterative process, simply, is a rela-
tionship circle consisting of four interdependent variables namely, function, struc-
ture, process, and context. Each variable works as a co-producer for other variables;
and the circle is closed once the holistic view is distinguished [9]. Moreover,
Gharajedagh [9] demonstrates how seeing the whole is difficult if one fails to figure
out these interdependencies. Therefore, an iterative process is important to under-
standing the complexity of seeing the whole system.

By applying the iterative process to the leadership definition adopted for this
research study, the leadership concept can be interpreted holistically (Fig. 3). Here,
Leadership is defined as “a process whereby an individual influences a group of
individuals to achieve a common goal” [19]—a definition that clearly presents
influencing others as the key function of leadership. The structure of leadership
consists of the leader, the followers, and the environment. The process that explains
how the structure generates the function of leadership is basically represented in:
leaders’ ability to influence followers; their ability to understand how their fol-
lowers are influenced; and their ability to understand the environment for efficient
influencing. By understanding the relationship between the function, structure, and
process, and then placing the leadership in the appropriate context, leadership
would enable the achievement of the desired goal, which is improving leaders’
influence level. Thus, this holistic view adds a valuable explanation of how leaders
influence their followers by synthesizing leaders’ competencies along with their
practices. Three types of leadership competencies have been known to assist in this
holistic view of leadership namely, emotional, social, and cognitive intelligence
competencies. Boyatzis [1] defined the three intelligence competencies as follows:

1. Emotional intelligence competency is “the ability to recognize, understand, and
use emotional information about oneself that leads to or causes effective or
superior performance”.
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2. Social intelligence competency is “the ability to recognize, understand, and use
emotional information about others that leads to or causes effective or superior
performance”.

3. Cognitive intelligence competency is “the ability to think or analyse information
and situations that leads to or causes effective or superior performance”.

Safety Leadership, from a holistic view, is about how leaders utilise themselves,
their followers and the environment when exercising influence. Leaders simply
need to know how to influence, how followers are being influenced, and how the
environment is utilised for influencing. This holistic view of safety leadership aligns
with the general view of flexible leadership proposed by Mumford et al. [15], who
argue that leadership is more than only exercising influencing behaviour. It also
aligns with the general view of flexible leadership proposed by Yukl and Mahsud
[28], who contend that emotional, social and cognitive intelligence competencies
provide leaders with a better understanding of themselves, others, and the envi-
ronment. Thus, by reinforcing leaders’ emotional, social, and cognitive intelligence
competencies, they become more capable of performing better in influencing their
followers toward safety. Collectively, these three leadership competencies provide
leaders with flexibility and a holistic view when practising their safety leadership
roles.

Fig. 3 Iterative process for mastering influence skills
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6 Concluding Remarks

This systematic review highlights the limitations of existing literature on safety
leadership. Future research should explore and investigate the aspects of these
limitations to overcome. There is a chance to explore additional safety leadership
behaviours and to understand their impact on safety performance. Clarke [4] argued
that the combination of the transformational and transactional leadership behaviour
is effective in improving safety performance. Therefore, the adoption of further
leadership behaviours, in conjunction with the transformational and transactional
ones, is suggested for future investigation. This will offer a flexible style of lead-
ership that may be more appropriate in the complex environment of safety.

The result of this review has also uncovered the limited exploration of leadership
competencies in the safety context. While competencies have been found valuable
in experiencing outstanding success [2, 10], much attention should be directed to
explore a range of other competencies and to investigate their impact on safety
performance. Mumford et al. [15] argued that the role of leaders should not simply
be to exercise ‘influence’ behaviours, but should also include deciding when,
where, and how the influence is exercised to attain goals. Thus, the focus should be
on the competencies, skills, and knowledge to develop effective leaders [15].
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Cloud Manufacturing—The Adoption
of Virtual Production Line to Soft
Resources Analysis

Julia Siderska

1 Introduction

The modern manufacturing industry is experiencing thorough transformation
because of the constant development of advanced information technologies. The
emergence of cloud computing initiated a new paradigm of servitization, assuming
changing physical product (software or hardware) into a service. This concept was
adopted as a basis for delivering shared, on-demand manufacturing services—
Cloud Manufacturing (CM). There exist an ongoing paradigm assuming that the
modern manufacturing industry is changing to become the global manufacturing
networks and supply chains allowing for commonly using of the globally dis-
tributed manufacturing systems and resources. Cloud Manufacturing, as a model
integrating innovative technologies (Internet of Things, cloud computing,
service-oriented technologies, virtualization, semantic web, advanced
high-performance computing technologies) with advanced manufacturing, enables
and supports cooperation, sharing and management of manufacturing resources.
These resources and know-hows, e.g. software tools, knowledge, applications,
equipment, fabrication capabilities, etc. of manufacturing companies will be
inserted into the cloud and thereby accessible to presumptive consumers [1].

Cloud Manufacturing paradigm has been expeditiously growing in popularity
among scientists over the past few years. The number of articles including the
discussion about CM concept is increasing rapidly. The author examined three
academic databases: Science Direct, Scopus and Web of Science. It is worth
indicating that most of the authors taking up the CM idea in their investigations are
from Chinese research units: Beihang University, Zhejiang University, Beijing
Simulation Center, Ministry of Education China, Chongqing University, etc.
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Moreover, the other scientists taking up in their considerations CM idea come
mainly from: Sweden (University of Skövde, KTH Royal Institute of Technology);
US (University of Arkansas, Georgia Institute of Technology, Old Dominion
University); UK (Falmouth University, University of Nottingham) and New
Zealand (University of Auckland). Most of their papers are published in
International Journal of Computer Integrated Manufacturing, Robotics and
Computer-Integrated Manufacturing, Journal of Manufacturing Systems and
Procedia CIRP—affiliated by The International Academy for Production
Engineering. Table 1 presents the number of papers considering Cloud
Manufacturing concept by year from 2010 to 2016 and also published in the first
four months of 2017. The literature search was carried out in mentioned academic
databases using the query string title-abstract-keywords “Cloud Manufacturing”.

Majority of the authors focus on discussing the particular elements of software
and hardware concerning this issue, e.g. platform technologies, ontologies,
multi-task scheduling [8, 9], programming models, file systems as well as system
architectures (layers) for the development of Cloud Manufacturing platforms [5].
They also often consider information and communication models and new business
models referring to Cloud Manufacturing [20]. Most of the researchers indicate
manufacturing resources, which should be considered as the objects of sharing
between three main types of actors participating in CM: providers, consumers and
operators (brokers). All of manufacturing capabilities require support from the
related manufacturing resources, including soft resources (software, engineering
knowledge, skills, experience, business networks, etc.) and hard resources, for
instance manufacturing equipment, computational resources, monitoring resources,
storage, etc. [18].

The paper is structured as follows: Section 1 demonstrates the introduction to
Cloud Manufacturing concept and indicates the growing interest of this idea among
scientists. Section 2 describes the background of Cloud Manufacturing as well as
presents several definitions of this paradigm. Section 3 presents the concept of
Virtual Production Line and provides the possibility of adopting this approach to
analyze the open source manufacturing software development. The last section
includes the authors’ conclusions, acknowledgements and references.

Table 1 The number of
Cloud Manufacturing papers
by year

Year Science direct Scopus Web of science

2010 6 7 0

2011 9 38 16

2012 13 100 20

2013 22 100 39

2014 38 142 52

2015 45 120 50

2016 63 143 57

2017 53 65 25
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2 Background of Cloud Manufacturing

For few recent years’ collaboration as well as innovative IT technologies, mainly
Internet of Things and cloud, have been profoundly reshaping enterprises and
creating key business technology trends worldwide. The manufacturing industry
experiencing fundamental transitions enabled by these smart technologies. Cloud
computing—heretofore commonly and frequently considered concept and para-
digm—is nowadays being adopted to transform the possibilities of sharing and
consuming the IT resources.

Cloud computing technology, providing on-demand computing services with
high reliability, scalability and availability in a distributed environment, allows for
achieving competitiveness in the global market. In Cloud computing, everything is
treated as a service (XaaS): Infrastructure as a Service (IaaS), Software as a Service
(SaaS) and Platform as a Service (PaaS). These services define a layered system
structure for cloud computing. At the Infrastructure layer, processing, storage,
networks, and other fundamental computing resources are defined as standardized
services over the network. Besides those XaaS include also the following items:
Network as a Service (NaaS), Communications as a Service (CaaS), Storage as a
Service (SaaS) and Monitoring as a Service (MaaS). The idea of providing com-
puter resources as services can be adopted in manufacturing industry, with manu-
facturing resources being offered as different services, i.e. Machining-as-a-Service
(MCaaS), Design-as-a-Service (DaaS), etc. Examples of other contributing and
enabling technologies are: Internet of Things (IoT), Semantic Web, embedded
systems and virtualization technologies [1].

Many manufacturing companies build the factors, and thereby also the manu-
facturing resources, in different and distributed locations. It is becoming more and
more essential to integrate decentralized manufacturing resources and establish a
collaborative infrastructure among those units. This idea requires building the
networked manufacturing environment to integrate manufacturing resources and
applications [5].

Cloud Manufacturing is an emerging business model that enables manufacturing
companies the virtualization of their manufacturing resources and offers them as
cloud-based services via the Internet. This concept allows also the transformation of
traditional, production-oriented manufacturing to an integrated and service-oriented
manufacturing paradigm. CM focuses on cloud computing to simplify the man-
agement of distributed resources in a centralized way, building scale, maximizing
resource utilization and increasing productivity. CM extends the idea of cloud
computing to manufacturing, so that their capabilities and resources are compo-
nentized, integrated, optimized and provisioned globally [13].

Cloud Manufacturing, as a service-oriented networked manufacturing model,
requires and relies on the innovative technologies, such as mainly Internet of
Things (IoT), cyber-physical systems (CPS) and manufacturing data management.
It also allows for extending the occurring manufacturing models and technologies,
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including: agile manufacturing, Web-based manufacturing and manufacturing grid
as well as CM adopts the “Manufacturing-as-a-Service (MaaS)” concept.

The one and commonly accepted definition of Cloud Manufacturing has not
been proposed so far, however the researchers and members of manufacturing
community elaborated a comprehensive prospect of what CM would comprehend
and facilitate [1]. The conducted by the author literature review allowed to identify
several, often cited explanations. The first pioneering attempt to define this concept
and paradigm was taken up in 2010 by Chinese researcher Li, who introduced the
following definition: “Cloud Manufacturing is service-oriented, knowledge-based
smart manufacturing system with high efficiency and low energy consumption” [6].

Xu relied his considerations and research on the assumptions of National
Institute of Standards and Technology (NIST) concerning cloud computing [10].
Reflecting the nomenclature proposed by NIST Xu defined Cloud Manufacturing as
“a model for enabling ubiquitous, convenient, on-demand network access to a
shared pool of configurable manufacturing resources (e.g. manufacturing equip-
ment, manufacturing capabilities and manufacturing software tools) that can be
rapidly provided and released with minimal management effort”. This paradigm is
considered as a multidisciplinary concept encompassing the following, advanced
technologies: cloud computing, networked manufacturing, manufacturing grid,
virtual manufacturing, agile manufacturing and Internet of Things. CM mirrors the
concept of “integration of distributed resources” as well as the concept of “distri-
bution of integrated resources”. Such globally distributed resources are encapsu-
lated into cloud and should be managed in a centralized way [21].

Several authors stress the essential role of human factor and collaboration when
adopting cloud computing paradigms within the manufacturing context, underlining
the importance of fostering trust within cloud networks. The conducted literature
review allowed identifying three groups of actors involved in manufacturing in the
clouds: consumers (requesting and using cloud manufacturing processes), applica-
tion providers (providing the software to enable the cloud manufacturing) and ser-
vice providers (providing, owning and operating the manufacturing services [4]. Tao
considered then CM as a relationship between the consumer and production services
and matching service providers to product and manufacturing processes [14].

Although the proposed definitions of Cloud Manufacturing have slightly dif-
ferent assumptions of the system structures, almost all of them share some similar
elements (i.e. cloud service composition or resource virtualization) [13]. According
to Ren manufacturing resource is an object supporting the activity involved in the
life cycle of a product. There are two basic types of manufacturing resource: hard
resource and soft resource. A hard resource could be considered as a manufacturing
cell as well as IT hardware, while a soft resource includes software, information,
data or other intellectual units [12]. In author’s opinion it is necessary to add to this
list the social capital of the workers and of the whole company. The knowledge,
skills, experience, talent, etc. of workers are the most important and valuable
resources of all enterprises operating in the manufacturing industry. That is why
they should be properly managed. The next section introduces the Virtual
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Production Line as a concept of analyzing those intangible, soft resources of the
manufacturing company.

3 Virtual Production Line

At the beginning of the twentieth century cars were manufactured in production
circles. Workers were moving around the car in the center of the production circle.
In such a production process the division of labor was very flexible and they could
easily substitute for one another. An American industrialist and founder of Ford
Motor Company—Henry Ford in 1913 introduced the following observation: if we
partition the complex car manufacturing process into a fixed number of simple
operations, then the productivity increases and thereby solve the problem of limited
number of craftsmen. This idea completely transformed the manufacturing industry
and it is considered as one of the most important achievements in management
science and economics. The idea of the assembly line was then implicated in many
manufacturing and service processes. Many production lines, manned by people or
robots in a factory, were then combined into one production line, called the
Classical Production Line (CPL). However, this concept was a routine work and as
the automotive industry has been developing very rapidly and the appropriate
process organization appeared to be one of the most essential priorities in the
manufacturing company, the CPL concept was no longer up-to-date. Nowadays
manufacturing processes are very sophisticated, requiring extensive knowledge and
advanced IT technology. Thus such problems need to be solved creatively and
should be analyzed with the use of modern, complex and holistic methods [17].
Also Cloud Manufacturing require more innovative approach.

Let’s consider a Virtual Production Line (VPL) pictured in Fig. 1. Number of
experts and engineers are solving a manufacturing problem of the company within a

Fig. 1 The concept of Virtual Production Line (Walukiewicz 2006)
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creative process equipped with their computers, software, databases, etc. There is
no material representation of the VPL and the experts are usually globally dis-
tributed (denoted with a dotted line).

Specialists working on a VPL combine their human capital (mostly their tacit
knowledge) with codified knowledge to solve a problem in a creative process. At
the beginning, the problem seems to be unclear and unintelligibly defined, but due
to the efforts of the experts, it will become more and more unmistakable and
marked. It is necessary to introduce the definition of the Virtual Production Line:

Virtual Production Line (VPL) is a division of a complex creative process into more or
less precisely described tasks (jobs) combined with modern IT. The division into tasks, as
well as the number of tasks, may be changed throughout the process by actions of experts
involved in it. Such a modification is called a self-organization of the VPL.

Virtual Production Line can be considered as an instrument (a virtual conveyor
belt) that experts use to combine codified knowledge with their tacit knowledge,
competence, experience, etc. to introduce improvements in products, services,
technology and management, and contribute to the world’s stock of knowledge.

It worth underlining that Virtual Production Line allows for sharing resources
and flexible division of labor, while CPL based on a rigid (stiff) partition of labor.
This unique feature of Virtual Production Line, according to definitions discussed
in the Sect. 1, perfectly fit in the Cloud Manufacturing concept. They also exem-
plify that the resources in manufacturing industries to be shared are not only hard:
(machines, hardware, etc.) but they also contain human factor: knowledge, skills,
abilities, talent, experience, etc.

The very illustrative example of products developed on the Virtual Production
Line is manufacturing software, including Open ERP or Open Bravo. They are
available as a service (SaaS) and allow for manufacturing resource planning, pro-
duction management, scheduling production tasks and orders, etc. They are dis-
seminated under the open source license and developed by volunteers, production
management specialists from all over the world. Open applications are currently the
most rapidly growing software in the world. Free and open software is created as a
result of the work of many enthusiasts, working simultaneously, in parallel. The
source code of such applications is open—the developers all over the world are
involved in its creation, modification, refinement and distribution. Such idea fits
perfectly into Cloud Manufacturing concept as it proves the possibility of sharing
the globally distributed soft resources, including know-hows, skills, experiences
etc. The essential task for companies is to elaborate the proper methods of man-
agement and of inserting into the cloud and thereby make them accessible to
presumptive consumers.
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4 Conclusion

The conducted literature review highlighted that Cloud Manufacturing is nowadays
one of the most important and rapidly prospering directions of development in
manufacturing industry. Service-oriented manufacturing, deriving from the cloud
computing paradigm to integrate manufacturing resources, is becoming very
promising manufacturing and business models. The idea of Cloud Manufacturing
rises as an innovative paradigm contributing significantly to the success of the
Industry 4.0. It should also be acknowledged as a networked manufacturing model
enabling on-demand access distributed manufacturing resources to create temporary
and reconfigurable cyber-physical production lines. The fundamental particularities
of CM include networked manufacturing, ubiquitous access and virtualization,
agility, IoT, big data and everything-as-a-service (e.g., software-as-a-service,
platform-as-a-service, infrastructure-as-a-service, and hardware-as-a-service) [16].

The author presented the Virtual Production Line and conducted on it the
analysis of the software development. Those concepts were the basis to pointing out
that human factor, relations and collaboration among production workers should
also be considered as an essential manufacturing resource and could also be shared
in the cloud as well as componentized, integrated, optimized and provisioned
globally.

Although cloud-based manufacturing is the consequence and evolution of
existing technologies, this concept is widely accepted to be also the future-oriented,
innovative paradigm that will reform the manufacturing industry. However, there
exist some unexplored dilemmas and areas. The researchers are to investigate
whether all types of manufacturing services are suitable to move to the cloud or to
identify the possibilities of adopting Cloud Manufacturing by the manufacturing
companies [20]. Moreover, knowledge workers typically are paid more than others,
so increasing their productivity is critical. Improving these workers’ efficiency and
effectiveness is essential and should be achieved by introducing proper collabora-
tion technologies.

Cloud computing, considering as the ability to buy software, infrastructure and
platforms on a pay-per-use basis, has transformed the way organizations think about
their technology investments. Nowadays a new type of service providers, basing on
the Cloud Manufacturing paradigm, should be developed. These provide skilled
people as a managed service—mirroring the options available for technology.
Beside manufacturing resources being offered as different services, i.e.
Design-as-a-Service, Machining-as-a-Service, the model Skills-as-a-service is
inevitable in the manufacturing industry. Workers owing transferable skills would
make themselves available through value-added skills providers and those unique
competencies could be shared and provided when they are needed. This concept
force manufacturing companies to adapt quickly, to determine new ways of con-
suming and providing data and flexibly adjust their business models.

The author’s future research will concern the identification of manufacturing
resources as well as services appropriate for promoting to the cloud environment.
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The planned investigations will also include the diagnosis of the necessary and
sufficient conditions for manufacturing resources to be adopted in the cloud and
thereby accessible to presumptive consumers. Finally, it is necessary to develop a
set of viable strategies and business models for service providers and consumers.
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The Effectiveness of Health and Safety
Training and Its Impact on Construction
Workers’ Attitudes, and Perceptions

Tafadzwa Mushayi, Claire Deacon and John Smallwood

1 Introduction

Accidents that occur on construction sites can be categorized as defects of a con-
struction project and defects of the H&S system. The reality is that the construction
industry in the Republic of South Africa (RSA) experiences high injury and fatality
rates CIDB [7]. In relation to previous research conducted, there seems to be a lack
of correlation between the impact of effective H&S training and its influence on
worker H&S attitudes and H&S behaviors. H&S training goals and objectives
should be designed to influence construction workers’ understanding of the specific
hazards in their work environment; including the accident and injury risks posed by
exposure to these hazards. Certain benefits can be attributed to the effective delivery
of H&S training. These include enhanced H&S knowledge and H&S motivation
among construction workers. Increased H&S knowledge and H&S motivation in
turn, result in construction workers being empowered in terms of taking ownership
of their own individual H&S. Empowerment of construction workers can result in a
further decrease in accident and injury rates on a construction site.
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2 Review of the Literature

2.1 H&S Culture and Climate

Wilkins [14] purports that employees in an organization are relatively governed by
similar set of values. He further highlights that organizational culture is a pattern of
beliefs and assumptions shared within an organization, and operates ‘uncon-
sciously’, or without thought. Furthermore, Wilkins [14] states that H&S culture is
a subset of organizational culture, where the beliefs and values refer specifically to
matters of H&S. A good H&S culture exists when all members of the organization
share a high H&S ethic. H&S culture can also be further defined as a concept used
to understand a range of aspects such as values, attitudes, social norms, and
practices among groups [14]. Attitudes and values can be found in policies, H&S
training approaches, procedures and formal communications. Some examples
include, when construction workers can demonstrate teamwork, H&S compliance,
H&S commitment, and accountability towards H&S. To influence organizational
culture, organizations often seek personality traits such as honesty, integrity,
responsibility, a strong work ethic, professionalism, and self-motivation when
recruiting new employees.

Dingsdag et al. [9] found evidence that organizational climate predicts H&S
climate, and along the same line, that H&S climate influences both H&S knowledge
and H&S motivation among construction workers. The evidence also suggested that
H&S knowledge and H&S motivation are predictors of H&S compliance and H&S
acceptance and participation among construction workers. A positive H&S climate
in turn results in greater, visible H&S compliance and participation in H&S related
activities. Burke et al. [2] purport that the day-to-day activities and behaviors of
organizational leaders and management form the foundation of an organizations’
H&S culture. Management should lead from the front with a shared vision of H&S
excellence and demonstrate exemplary leadership styles. Management should
implement practices to drive the desired culture change, such as encouraging
employee ownership of H&S. Burke et al. [2] state that managers’ own H&S
behavior can negatively influence construction workers’ perceptions of their sup-
port for H&S.

Management should clearly define work procedures and construction workers
must fully understand these work procedures. Organizations usually implement
different measures to assist construction workers understand safe working proce-
dures, including outlining their duties and responsibilities expected from them. One
of these measures is to offer H&S training to construction workers prior to starting
construction work. [1] concur with Burke et al. [3] in stating that H&S related
problems in organizations are often training related or training relevant. The authors
also proved that well targeted H&S training interventions do not only have an
impact upon construction worker practices, but also have an impact on attitudes
related to H&S, or H&S culture within organizations [1].
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2.2 Hazard Identification

One of the key fundamental issues identified to reduce accidents and injuries on a
project or in an organization is hazard identification. Enshassi et al. [10] concur
with Carter and Smith (2003) in stating that fundamental to construction H&S is
hazard identification. They further state that a CW ability to deal with hazards is
based upon their hazard awareness, knowledge, experience, and H&S training. For
this reason, Enshassi et al. [10] state that the task-hazard relationships must be
accurately defined in the design stages regarding tasks. H&S training can be
designed based upon the identified hazards. Unidentified hazards present the most
challenges to construction workers as not all construction workers can identify a
hazard and evaluate risk.

2.3 H&S Training

Bahn and Barratt-Pugh [1] concur with Tannenbaum and Yukl (1992), in stating
that effective H&S training involves changing attitudes, behaviors, and conse-
quently the way people conduct and undertake construction tasks. Clarke and
Flitcroft [6] further define H&S training as the acquisition and development of the
knowledge, skills, and attitudes required by employees to adequately perform a task
or job. This definition suggests that H&S training comprises of activities that have
the specific goal of developing new knowledge, skills, and attitudes, which can be
applied in the workplace. Weinstock and Slatin [13] argue that H&S training should
not raise awareness with respect to hazards and risks, but also strengthen con-
struction workers’ knowledge and skills to manage risky situations effectively. Such
skills should include communications and interpersonal skills.

H&S training offers direct benefits to construction workers regarding H&S.
Some of these benefits include the improvement of H&S knowledge and skills,
improved problem-solving and analytical skills, and enhanced hazard awareness
[6]. Moreover, research studies have demonstrated that trained construction workers
follow H&S rules and regulations more closely than those who have not been
trained. Another key observation noted is trained employees are less likely to take
H&S risks. Clarke and Flitcroft [6] state that several factors influence training,
including the design and delivery of training, trainees’ traits and motivation, and the
work environment. Bahn and Barratt-Pugh [1] in their study concluded that H&S
training is successful when it is delivered well.

Two key types of H&S training include H&S induction, and toolbox talks.
Grobler et al. (2011) indicate that an induction process integrates new employees
into the organization and briefs them regarding the details and requirements of the
job. Induction entails providing employees with the necessary information of what
is expected of them, to enhance a smooth path to settling in Wilkins [14] states that
toolbox talks are less formal and shorter than H&S meetings and training sessions,
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and are designed to reinforce H&S training and information regarding a topic.
Wilkins [14] further states that toolbox talks are a great refresher and keep
employees abreast of changes in H&S regulations, job assignments, and respon-
sibilities. It is also effective in terms of restoring workers’ knowledge, and toolbox
talks facilitate the exchange of information with the construction workers.

2.4 H&S Leadership, Education, and Training

The Occupational Health and Safety Act (OHSA) (Republic of South Africa
(RSA) [11] states that every employer should provide and maintain a working
environment that is safe and is without risk to the health of employees. The OHSA
further states that a safe environment can be ensured through providing information,
instructions, H&S training, and supervision to employees. A common approach
adopted by most firms in South Africa to improve an organization’s H&S culture is
to provide management and leadership training to key staff from senior management
to site management. Training and educational support offered to managers and
leaders assists the managers and leaders in acquiring the relevant H&S knowledge
and technical expertise to identify and adequately manage hazards and risks. Bailey
(1997) cited by Bust et al. [4] suggests that leadership has the authority and ability
to influence the desired behavior and H&S values required on a project. Employees’
perceptions of management’s commitment to H&S, participation in H&S, and the
effectiveness of the H&S training offered, have a significant impact on their H&S
behavior. Dėjus and Antuchevičienė [8] indicate that trained managers and leaders
are in a better position to assess, evaluate and monitor the effectiveness of the H&S
programmers on offer. Furthermore, trained managers are better equipped to
appoint competent trainers and employees.

2.5 H&S Meetings

According to the OHSA [11] when two or more H&S Representatives have been
appointed for a workplace, at least one H&S committee must be established. The
purpose of an H&S committee is to initiate, develop, promote, maintain, and review
measures to constantly ensure the H&S of employees at work. The OHSA indicates
that the H&S committees should hold meetings as often as may be necessary, but at
least once every three months. Most organizations in South Africa have H&S
committees in place to maintain good H&S standards. Cameron and Duff [5] state
that for H&S committees to be effective, H&S meetings need to be conducted
frequently, preferably weekly. H&S committees and meetings usually discuss
behavioral H&S issues observed, and assist in developing solutions. H&S meetings
also assist in the allocation of resources and support, and discussions with respect to
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HIRAs. A further significant issue discussed during H&S meetings is that of H&S
induction.

According to Cameron and Duff [5] recording of H&S committee meetings’
minutes is vital. Records assist in terms of identifying problem areas, and there after
present the H&S committees with opportunities to brainstorm, and evolve solutions
with respect to the identified problem. Records of H&S induction, toolbox talks,
and HIRAs should also be noted and recorded.

2.6 Manager H&S Inspections

Manager H&S inspections and actions are also fundamental H&S related issues.
Cameron and Duff [5] state that regular H&S inspections positively influence H&S
practices as inspections monitor the construction process, and provide a platform to
recommend corrective action. An inspection also provides a platform for interaction
between the workers and management, which enables management to listen to the
concerns of workers and supervisors, and develop an enhanced understanding of
activities and tasks.

2.7 H&S Signs and Symbols

According to Tam et al. [12], signs and symbols have been used extensively on
construction sites for H&S awareness purposes. Such signs convey different H&S
messages to construction personnel. Warnings in the forms of labels and symbols
have been recognized as one of the effective tools to influence H&S behavior and
improve the risk perceptions of construction workers [12]. The major function of
these signs and symbols is to draw observers’ attention, and to convey an imme-
diate warning with respect to the level of danger.

3 Research

The targeted population included grade 4–9 GCs registered with the CIDB in the
Eastern Cape and Gauteng provinces. 25 GCs were contacted, and 11 question-
naires were returned resulting in a response rate of 44%. 3 responses were required
from each GC; from a site agent, H&S Officer, and supervisor. A total of 33
responses were received within the allocated time.

All 33 responses were included in the analysis of the data. The composition of
the sample consisted of 12 (36.4%) females and 21 (63.6%) males. The response
rate of H&S officers (14/25) was 56%. The response rate of management super-
visors (10/25) against site agents (9/25) was 40% and 36% respectively.
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9 (27.3%) were holders of a bachelor’s degree, 6 (18.2%) had an honors degree,
10 (30.3%) were diplomates, 7 (21.2%) had a postgraduate diploma, and lastly, 1
(3.0%) had a master’s degree.

The questionnaire consisted of eleven questions, one of which was demographic
related, three were open-ended, and the remaining seven questions were five- point
Likert scale type questions. Ameasure of central tendency in the form of amean score
(MS) between 1.00 and 5.00 was computed based upon the percentage responses to
the points on the respective scales to enable interpretation of the responses, and to rank
factors where necessary. The responses were weighted as per the figures recorded
within parentheses: never/minor extent (1); rarely/near minor extent (2); sometimes/
some extent (3); often/near major extent (4), and always/major extent (5).

Respondents were required to indicate the importance of addressing the H&S
training of construction workers before CWs undertake a task. The resultant MS of
4.89 is >4.20 to � 5.00, indicates that the importance is between a near major
extent to major/major extent.

Respondents were then asked to identify the factors that contribute to worker
H&S attitudes and H&S perceptions. The MSs of the factors ranked from first to
fifth are >4.20 to � 5.00, and include management involvement in H&S (4.51),
worker negligence (4.49), management participation (4.46), H&S culture and cli-
mate (4.34), and first line supervision (4.23). The MSs indicate that all these factors
contribute to worker H&S attitudes and H&S perceptions between a near major
extent to major/major extent.

Table 1 indicates the extent to which factors contribute to the causes of accidents
on projects, in terms of percentage responses to a scale of 1 (minor) and 5 (major),

Table 1 Extent to which factors contribute to the causes of accidents on projects

Factor Response (%) MS R

U Minor–Major

1 2 3 4 5

Lack of hazard identification and
awareness on site

0.0 5.7 2.9 5.7 31.4 54.3 4.26 1

Poor H&S culture and H&S climate 0.0 2.9 2.9 11.4 34.3 48.6 4.23 2

Lack of supervision 0.0 2.9 2.9 14.3 37.1 42.9 4.14 3=

Inadequate management commitment 0.0 2.9 8.6 17.1 14.3 57.1 4.14 3=

Inadequate H&S training 0.0 2.9 8.6 11.4 34.3 42.9 4.06 5

Inadequate management participation 0.0 5.7 8.6 14.3 20.0 51.4 4.03 6

Lack of analytical skills 0.0 2.9 8.6 28.6 25.7 34.3 3.80 7

Low knowledge retention 0.0 5.7 8.6 25.7 28.6 31.4 3.71 8

Safe working procedures 2.9 2.9 8.6 31.4 17.1 37.1 3.69 9

Inadequate toolbox talks 0.0 5.7 8.6 34.3 31.4 20.0 3.51 10

Lack of feedback platforms (H&S
suggestion box)

0.0 11.4 17.1 11.4 31.4 28.6 3.49 11=

Inadequate H&S induction 0.0 8.6 11.4 28.6 25.7 25.7 3.49 11=

Frequency of the H&S training 0.0 8.6 8.6 28.6 42.9 11.4 3.40 13

Duration of training 0.0 17.1 20.0 34.3 25.7 2.9 2.77 14
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and MSs. 13/14 (92.9%) factors have MSs >3.00, which indicates that the factors
contribute between a major extent as opposed to minor extent to the causes of
accidents, as in the case of the duration of H&S training which had a MS � 3.00.
Lack of hazard identification and awareness was ranked first with a MS of 4.26,
followed by poor H&S culture and H&S climate with a MS of 4.23. Given that the
MSs are >4.20 to � 5.00, they contribute to the causes of accidents between a near
major extent to major/major extent.

10/14 (71.4%) MSs >3.40 to � 4.20, which indicates that the factors contribute
between some extent to a near major/near major extent to the causes of accidents.
Factors include lack of supervision and inadequate management commitment
ranked joint third, followed by inadequate H&S training, inadequate management
participation, lack of analytical skills, low knowledge retention, safe working
procedures, inadequate toolbox talks, lack of feedback platforms (H&S suggestion
box), and inadequate H&S induction.

Table 2 in turn indicates the extent to which factors contribute to the successful
delivery of an H&S training program. All the factors have MSs >3.00, which
indicates that the factors contribute a major extent as opposed to minor extent to the
successful delivery of an H&S training program. The factors (45.5%) ranked joint
first to fifth have MSs >4.20 to � 5.00, which indicates they contribute to the
successful delivery of an H&S training program between a near major extent to
major/major extent—employee participation, job specific knowledge shared in the
H&S training program, skills and abilities gained, competency of H&S trainers, and
relevance of H&S training to worker tasks. Given that the factors (45.5%) ranked
from sixth to tenth have MSs >3.40 to � 4.20, they contribute to the successful

Table 2 Extent to which factors contribute to the successful delivery of an H&S training program

Factor Response (%) MS R

U Minor–Major

1 2 3 4 5

Employee participation 0.0 0.0 5.7 2.9 42.9 48.6 4.34 1=

Job specific knowledge shared in the
H&S training programme

0.0 0.0 2.9 8.6 40.0 48.6 4.34 1=

Skills and abilities gained 0.0 0.0 0.0 11.4 42.9 45.7 4.34 1=

Competency of H&S trainers 0.0 2.9 0.0 8.6 37.1 51.4 4.34 1=

Relevance of H&S training to worker
tasks

0.0 2.9 2.9 8.6 37.1 48.6 4.26 5

Involving workers in the development of
the H&S programme

0.0 2.9 2.9 11.4 45.7 37.1 4.11 6

Additional materials used in training
(videos, handouts)

0.0 8.6 5.7 17.1 22.9 45.7 3.91 7

Inadequate supervision 2.9 5.7 5.7 17.1 34.3 34.3 3.77 8

Size of group being trained 2.9 5.7 11.4 25.7 28.6 25.7 3.49 9

Duration spent on H&S training 2.9 8.6 8.6 34.3 14.3 31.4 3.43 10

Rest break during H&S training 0.0 14.3 20.0 25.7 20.0 20.0 3.11 11
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delivery of training programs between some extent to a near major/near major
extent—involving workers in the development of the H&S program, additional
materials used in training (videos, handouts), inadequate supervision, size of group
being trained, and duration spent on H&S training.

Respondents were also requested to make comments in general regarding H&S
training in terms of its delivery and effectiveness. Some of the remarks include
“Incompetent trainers without practical experience and thus just reading what is on
the presentation.” and “The effectiveness of the training is largely influenced by the
enthusiasm and knowledge level of the trainer. If a trainer is boring or disinterested
in the subject matter the employees quickly lose interest and turn off.”

Another open-ended question requested respondents to comment on any other
issues relating to H&S not addressed by the questionnaire. One respondent
remarked: “In order for Health and Safety to improve in the construction industry, it
must be incorporated in the curriculum of students who are studying towards any
major construction related field in tertiary institutions. Management of companies
need to take health and safety very seriously, also they must have knowledge of
health and safety. They must be committed and be involved and lead by example.”

Another respondent stated that: “Largest influence on a construction site with
regards to safety is the first line supervision. He carries the legal responsibility and
the accountability for his crew. Big concern is with regards to ‘the best’ artisan that
is promoted as ‘supervision’ in the industry, but do not have the necessary
supervision skills.”

4 Conclusions

The research determined that it is essential for construction workers to receive
relevant, appropriate, and adequate H&S training to gain the relevant knowledge
and skills related to undertake a task. H&S training should further transmit
knowledge and skills to identify hazards, change attitudes, and engender safe work
behavior. H&S training should be effective in such a way that it involves changing,
perceptions, attitudes, behaviors and consequently the way construction workers
conduct themselves at work. If construction workers receive adequate and relevant
H&S training they are empowered to effectively deal with site hazards when
encountered. Another key observation is the need for the inclusion and participation
of construction workers in any H&S related programs such as H&S induction
training. Involvement and participation will indicate to construction workers that
they are included and a part of the process, which in turn will motivate and
encourage them to change their attitude and behavior.

The research also determined that H&S culture and climate have a major
influence on the H&S attitudes of construction workers, and organizations should
invest in building a positive H&S culture and climate. Management involvement in
H&S and the presence of first line supervision are fundamental interventions in
terms of developing a positive H&S culture and climate. Top management

242 T. Mushayi et al.



commitment is crucial in terms of achieving H&S standards for any organization, as
top management is usually the driver and initiator of any organization’s H&S
vision.

5 Recommendations

Hazards need to be addressed from the design stages of a project to mitigate their
occurrence on site. The identification of residual hazards will enable the con-
struction team to propose and implement measures to empower construction
workers to deal with such hazards when encountered.

Organizations should offer H&S training programs that are relevant to con-
struction workers. The H&S training should transfer the relevant H&S knowledge
and skills to construction workers, which will enable them to effectively deal with
the identified site environment and related H&S hazards.

Organizations should invest significantly towards building a positive H&S
culture and climate. Organizations should clearly define their values, and ideally,
new employees should only be recruited if their values align with those of the
organization. General contractors should influence and educate construction
workers to empower them to take ownership of their own H&S.

Competence from management and trainers has a major influence on the success
of achieving the organizations H&S goals and objectives. Management should be
clearly aware of their responsibility towards implementing and monitoring H&S
compliance from Construction Workers. Supervision of Construction Workers and
their tasks should be regularly conducted to monitor the work procedures. Roles of
management should be clearly defined and understood by each member. Competent
managers should be well abreast of H&S training programs required by
Construction Workers and should appoint competent trainers. Trainers together
with management should design appropriate H&S training programs that are of
relevance to worker tasks. These H&S training programs should be effectively
delivered to Construction Workers ensuring the sharing of knowledge and analyt-
ical skills to effectively deal with hazards.
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Graduate Employment: Introducing
Construction Management Graduates
to the Workplace in South Africa

Mafa Maraqana and John Smallwood

1 Introduction

The rapid changes in the construction business environment, fierce global com-
petition, detailed client requirements, and the complexity of construction projects
amplifies the need for highly educated and competent construction management
graduates [17].

In the final report emanating from an internship baseline study, Koyana [13]
claims that the biggest problem in the labour market is the inability to support
young people in making the ‘school-to-work’ transition. This is arguably due to the
work experience required at work only encompassing a low percentage of the
invaluable theoretical knowledge acquired at HEIs. Although Lowden et al. [14]
suggest that these institutions instill theoretical knowledge that is vital to any
employment, and are a stepping-stone to obtaining good employment, employers
and graduates perceive that more work can be undertaken to: increase the number of
students graduating; develop students’ wider skills and attributes, and ease the
difficult transition to the workplace environment. Skills are of importance because,
according to Zakariaa et al. [25], to be a competent employee, a person needs to
possess two types of skills; specific skills, and employability skills.

Evidently, graduates require training and development to become effective in their
roles, and to contribute to organisations. Prior to this, and depending on the circum-
stances, graduates may have to be absorbed in ‘entry-level’ graduate employment.

The primary objective of the study reported on is to investigate the integration
of construction management graduates into the workplace, and the secondary
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objectives are to determine: the contribution of HEIs to students’ work readiness;
challenges faced by graduate employees at work, and the contribution of GDPs and
internships to their integration into the workplace.

2 Review of the Literature

2.1 Transitioning into the Work Environment

Gallagher [8] states that the increasing focus on the working environment, and the
fluctuating graduate labour market has raised many queries with respect to formal
learning, and the capabilities and employability of graduates, despite being the
driving force for employability.

The role of HEIs lies in the disseminating of knowledge, and awarding of
qualifications for the main purpose of job entry and earning potential [23] and [11].
However, Othman [17] states that it appears that students and professionals within
the industry perceive that HEIs are not doing enough to ensure the preparation of
students and graduates for the workplace, and to ensure adequate development of
these individuals. As a result, the transition to the workplace can be particularly
challenging to a graduate, and there can be a significant mismatch between
employer and graduate expectations, says Gallagher [8]. Rochlen and Wendlandt
[21] identify three themes regarding the challenges of transitioning into work: are a
change in culture associated with the transition between the different HEI and work
environments; inaccurate expectations with respect to work life, and the lack of
experience and skills required by employers.

Olson [15] states that this period of transition is complex, individualized, and
difficult to predict. Graduates often feel unprepared for the new work settings and
new modes of learning. Many recent graduates experience tension as they move
into work settings with professional expectations different from those of parents or
family networks. Furthermore, according to Oxenbridge and Evesson [18], research
indicates that newly employed graduates consider themselves vulnerable and
unprepared, or lacking in confidence when starting work as the work appeared
intimidating, daunting, and provoked anxiety. These factors also contribute to the
difficulty of integrating into an organization. Additionally, the graduates perceived
that employers had unrealistic expectations of the skills and abilities they possessed,
albeit they lacked experience.

2.2 Employability Skills

Das and Emuze [6] warn that there is a critical case for universities to evaluate their
curricula and determine how the desirable skills could be included in the modules.
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Affandi et al. [1] state that construction management graduates’ competencies
generally meet employers’ expectation; however, there are skills where graduates
fall below the expectation of contracting organizations: practical building knowl-
edge; interpersonal skills; time management, and the ability to exercise professional
judgment.

Mirrored to this in the study conducted by the Council for the Built Environment
[4], broadly to include built environment graduates, is the notion that construction
management graduates fail to meet expectations. The findings also unveil concerns
that graduates lack skills and attributes that are required by built environment
employers from the onset, and therefore job remedial training is necessary. The
report suggests that the graduates have acquired theoretical knowledge, but are not
ready for the workplace. Yusof et al. [24] suggest that employers are dissatisfied
with the quality of graduates entering the work environment, and that the main
culprit points to the educational programmes not being responsive to the changing
realities, and practices in the construction industry.

There is ambiguity as to the skills most desired by employers. Heaton et al. [9]
state that literature presents contradictions with respect to employers’ requirements
of graduates, with some reports suggesting that some attributes and skills are more
valued than others, or that employers are satisfied (or dissatisfied) with one attribute
or skill versus another. Oluwajodu et al. [16] claims that there are main categories
of skills and attributes that employers seek when recruiting graduates. Basic skills,
intellectual ability, workplace skills, applied knowledge, and interactive skills are
most important. On the other hand, Yusof et al. [24] suggest that employers appear
to be seeking a more flexible and adaptable workforce so that these graduate
employees can enable their employers to become more flexible and adaptable to
changing market needs.

Poon [19] notes that employers are particularly dissatisfied by (in descending
order of importance): lack of commercial awareness; analysis and decision-making
skills; communication skills; literacy (proficient writing skills); passion; relevant
work experience; planning and organizational skills; confidence, and personal
development skills.

To address the skill deficiencies of graduates, Jackling and Natoli [12] recom-
mend increased calls for the participation of students in experiential work to
enhance their work readiness. It is interesting to note, according to Crawford et al.
[5], that students and graduates with work experience are more likely to achieve
success in their final year of study, and earlier in their careers (both in terms of
progression and compensation) in comparison to their student and graduate coun-
terparts who do not have work experience.

Work experience also assists in introducing students and graduates to the
organisational setting and culture, as graduates may find it difficult to integration
into an organisation [2].
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2.3 Graduate Employment

Assessing the difference between graduate and non-graduate employment, the
Department of Business Innovation & Skills [7] explains that graduate occupations
are so defined as those providing scope for the utilization of ‘high degree-level’ skills,
and where the possession of a degree is a long-established, or relatively new entry
requirement for the occupation. By contrast, the opposite applies to non-graduate
occupations. Vansa [22] and Raftopoulos [20] outline some of the programmes
available to a graduate or student upon entry into the organization as a new hire:
internships; apprenticeships; learnerships; work readiness programs, and GDPs.

Connor and Shaw [3] further explain that the proportion of graduates entering
the workplace via GDPs has fluctuated over the decades and argue that, in recent
years, GDPs have not only grown in popularity, but that graduates on these pro-
grams have noticeably more accelerated career progression than graduates in
non-graduate occupations.

Hegarty and Johnston [10] explain that organisations adopt formal GDPs to raise
an organisation’s intellectual capital, and to tackle the issue of the lack of skills and
competencies of graduates. The design of the programmes is aimed at attracting and
retaining graduates. The program endeavors to encourage graduates to take own-
ership of their own learning; to provide management with the opportunity to
develop mentoring capabilities, and to organize graduates into cross-functional
learning groups with mentors. Hegarty and Johnston [10] believe that high salary
and benefits, an opportunity for development, and advancement, a stimulating and
challenging work, and mentoring is most valued by prospective GDP participants.
When adopting GDPs, Raftopoulos [20] advises organizations to:

• Assign mentors (mentoring program) to graduates who will guide, and coach
graduates to stimulate their growth and development;

• Develop the program whereby the graduates will have the opportunity and
environment to learn and grow;

• Establish a business case for the GDP and involve senior management and the
directors from the start;

• Include a comprehensive induction program in the GDP;
• Make sure that the three essential R’s of graduate development—recruiting,

retaining, and return on investment, are fully integrated into the program, and
• Measure success by measuring the graduates’ contribution to the profit, and

measure their potential by rating their progress on the program.

According to Koyana [13], an internship is a means by which organizations
provide an opportunity to individuals to apply the knowledge they have acquired in
the classroom to the workplace. The primary purpose is to provide hands-on
experience that enhances an individual’s learning or understanding of issues rele-
vant to an area of study. The programs assist the intern to bridge the gap between
the academic learning process and the practical reality. Internships are often tem-
porary or contractual in nature.
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3 Research

A questionnaire (soft and hard copy) was created to capture the responses of
individuals at the academic level and in industry. The soft copies were e-mailed to
potential respondents and hardcopies physically distributed. An online (electronic
format) questionnaire/survey was also created, to which a website link was sent via
e-mail and LinkedIn (social network). A total of 243 e-mails were sent, 19 LinkedIn
messages, and 13 questionnaires were physically distributed. This totalled 275
potential responses. 29 Responses were received, which represents a response rate
of 10.5%.

Responses where received from construction management students and graduate
employees, and employers (or representatives thereof). The responses were as
follows: students (11); graduate employees (5), and employers and representatives
(13).

Three similar, but not alike questionnaires were compiled, which included
predominantly five-point Likert scale type questions. Given the latter, a measure of
central tendency in the form of a mean score (MS) between 1.00 and 5.00 was
computed based upon the percentage responses to the points on the scale to enable
interpretation of the responses, and to rank factors where necessary. The responses
were weighted as per the figures recorded within parentheses: no/minor extent (1);
minor/near minor extent (2); some extent/some extent (3); major/near major extent
(4), and extensive/major extent (5).

Table 1 indicates the contribution of HEIs to student’s work readiness relative to
thirteen factors, in terms of percentage responses to a scale of 1 (no) and 5
(extensive), and MSs between 1.00 and 5.00. 11/13 (84.6%) factors have MSs
>3.00, which indicates that the factors contribution is extensive as opposed to
minor. It is notable that no MSs are >4.20 to �5.00—between a major to extensive/
extensive contribution.

6/13 (46.2%) MSs >3.40 to �4.20, which indicates that the HEIs contributed
between some extents to a major/major extent to student’s work readiness:
knowledge (science & technology); enhancing career development; providing
academic support; knowledge: CM discipline related, equipping students with
employability skills, and knowledge: economics. The MSs of the remaining seven
(53.8%) factors are >2.60 to �3.40 which indicates that the HEIs contribute
between a near minor to some extent/some extent to student’s work readiness:
knowledge: business and management; knowledge: accounting and finance; pro-
viding information regarding construction industry trends and developments;
knowledge: other e.g. general; providing counselling to students; promoting
self-development, and preparing students for the work environment. Clearly the
emphasis is on academia as opposed to all round development, especially personal
development, and preparing students for the work environment.

Table 2 indicates the extent to which graduate employees face fifteen challenges
at work, in terms of percentage responses to a scale of 1 (no) and 5 (extensive), and
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MSs between 1.00 and 5.00. 6/15 (40%) MSs >3.00, which indicates that the extent
to which graduate employees face the challenges is extensive as opposed to minor.
It is notable that no MSs are >4.20 to �5.00—the extent is between major to
extensive/extensive.

3/15 (20%) MSs >3.40 to �4.20, which indicates that the extent is between
some extent to a major extent/major extent: feeling vulnerable, and lacking in
confidence; having inaccurate expectations about work life, and the lack of expe-
rience and skills required by employers.

A further five (33.3%) MSs are >2.60 to �3.40, which indicates that the extent
is between a minor extent to some extent/some extent: adapting to a change in
culture from HEIs to the work environment; generational difference (age gaps)
issues with older employees; the lack of planning and preparation for commencing
work; coping with difficult and complex tasks, and inadequate mentoring.

The remaining seven (46.7%) MSs are >1.80 to �2.60, which indicates that the
extent is between a minor extent to some extent/some extent: difficulty in under-
standing the degree of work responsibility; difficulty in understanding organisa-
tional social relations and hierarchy; could not relate to the organisational culture;
cultural, religious and ethnicity issues; difficulty in understanding the norms,
policies, and rules; discrimination against race, and discrimination against gender.

Table 1 The contribution of HEIs to students’ work readiness

Factor Response (%) MS R

U No Extensive

1 2 3 4 5

Knowledge: science & technology 0.0 0.0 17.2 20.7 31.0 31.0 3.76 1

Enhancing career development 3.5 3.5 10.3 3.5 62.1 17.2 3.72 2

Providing academic support 0.0 0.0 13.8 27.6 34.5 24.1 3.69 3

Knowledge: CM discipline related 3.5 0.0 10.3 41.4 17.2 27.6 3.55 4

Equipping students with
employability skills

0.0 3.5 10.3 34.5 37.9 13.8 3.48 5

Knowledge: economics 6.9 6.9 10.3 20.7 31.0 24.1 3.41 6

Knowledge: business and
Management

10.3 0.0 20.7 17.2 27.6 24.1 3.34 7

Knowledge: accounting and
Finance

10.3 6.9 6.9 27.6 24.1 24.1 3.31 8

Providing information regarding
construction industry trends and
developments

3.5 3.5 17.2 41.4 13.8 20.7 3.24 9

Knowledge: other e.g. general 3.5 3.5 17.2 41.4 17.2 17.2 3.21 10

Providing counselling to students 3.5 6.9 20.7 24.1 34.5 10.3 3.14 11

Promoting self-development 3.5 3.5 27.6 37.9 17.2 10.3 2.97 12

Preparing students for the work
environment

0.0 10.3 31.0 24.1 27.6 6.9 2.90 13
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The challenges faced are possibly attributable to the emphasis on academia as
opposed to all round development, especially personal development, and preparing
students for the work environment as reflected in Table 1.

Table 3 indicates the contribution of GDPs and internships relative to ten fac-
tors, in terms of percentage responses to a scale of 1 (minor) and 5 (major), and
MSs between 1.00 and 5.00. All ten factors have MSs >3.00, which indicates that
the factors contribution is major as opposed to minor. It is notable that no MSs are
>4.20 to � 5.00—between a major to extensive/extensive contribution.

All ten are MSs >3.40 to � 4.20, which indicates that the factors contributed
between some extent to a near major/near major extent. It is also notable that the

Table 2 Challenges faced by graduate employees at work

Challenge Response (%) MS R

U No Extensive

1 2 3 4 5

Feeling vulnerable, and lacking in
confidence

0.0 5.6 5.6 33.3 38.9 16.7 3.56 1=

Having inaccurate expectations
about work life

0.0 0.0 5.6 44.4 38.9 11.1 3.56 1=

The lack of experience and skills
required by employers

0.0 0.0 11.1 38.9 44.4 5.6 3.44 3

Adapting to a change in culture from
HEIs to the work environment

0.0 11.1 16.7 16.7 50.0 5.6 3.22 4=

Generational difference (age gaps)
issues with older employees

0.0 5.6 16.7 33.3 38.9 5.6 3.22 4=

The lack of planning and preparation
for commencing work

0.0 0.0 16.7 50.0 33.3 0.0 3.17 6

Coping with difficult and complex
tasks

0.0 11.1 16.7 38.9 33.3 0.0 2.94 7

Inadequate mentoring 0.0 27.8 5.6 38.9 22.2 5.6 2.72 8

Difficulty in understanding the
degree of work responsibility

5.6 27.8 16.7 16.7 27.8 5.6 2.56 9

Difficulty in understanding
organisational social relations and
hierarchy

0.0 27.8 22.2 33.3 11.1 5.6 2.44 10

Could not relate to the
organisational culture

0.0 27.8 27.8 22.2 22.2 0.0 2.39 11

Cultural, religious and ethnicity
issues

0.0 33.3 16.7 38.9 11.1 0.0 2.28 12

Difficulty in understanding the
norms, policies, and rules

0.0 33.3 22.2 33.3 11.1 0.0 2.22 13

Discrimination against race 0.0 33.3 27.8 33.3 5.6 0.0 2.11 14

Discrimination against gender 5.6 38.9 22.2 27.8 5.6 0.0 1.94 15
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MS of the first ranked factor, namely ‘induction to the job and organisation’ is
marginally outside the upper range. It is notable that the surface competencies in the
form of knowledge and skills are ranked joint second with developing graduates,
the latter being the primary objective of such GDPs and internships. Fifth ranked
‘registration with a professional body (SACPCMP)’ should be encouraged as the
related candidacy period requires mentorship, documentation of development, and
reporting thereon. Joint sixth ranked ‘job training’ is also a secondary objective of
such GDPs and internships. The second joint sixth ranked ‘mitigating the chal-
lenges faced in transitioning into the work-place’ and tenth ranked ‘mitigating the
challenges faced in integrating into an organisation’ are also key secondary
objectives of such GDPs and internships. Joint eighth ranked ‘effective mentoring’
is promoted by formal GDPs and internships, and ‘enhancing self-confidence’ is an
expected and very necessary output.

Clearly the emphasis is on academia as opposed to all round development,
especially personal development, and preparing students for the work environment.

4 Conclusions

There is sufficient evidence from the literature review and the empirical findings
that suggests that students and graduates lack employability skills that are highly
sought after by employers. The lack of these skills emanates partly because of
students and graduates not engaging in work experience, and HEIs not doing
enough to equip students with skills. It is noted, however, that most respondents

Table 3 Contribution of GDPs and internships

Factor Response (%) MS R

U Minor Major

1 2 3 4 5

Induction to the job and organisation 0.0 0.0 5.6 11.1 44.4 38.9 4.17 1

Enhancing job knowledge 0.0 0.0 5.6 11.1 55.6 27.8 4.06 2=

Enhancing skills 0.0 0.0 5.6 11.1 55.6 27.8 4.06 2=

Developing graduates 0.0 0.0 11.1 11.1 38.9 38.9 4.06 2=

Registration to a professional body
(SACPCMP)

0.0 5.6 0.0 22.2 44.4 27.8 3.89 5

Job training 0.0 5.6 5.6 11.1 55.6 22.2 3.83 6=

Mitigating the challenges faced in
transitioning into the workplace

0.0 0.0 0.0 27.8 61.1 11.1 3.83 6=

Effective mentoring 5.6 5.6 0.0 16.7 50.0 22.2 3.72 8=

Enhancing self-confidence 0.0 5.6 5.6 22.2 44.4 22.2 3.72 8=

Mitigating the challenges faced in
integrating into an organisation

0.0 0.0 5.6 33.3 50.0 11.1 3.67 10
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and the literature state that HEIs, and work experience, play a crucial role in
preparing students for the workplace, albeit there is debate.

This is of importance, as graduates experience challenges when they transition
into the working environment, and are adopted into organizations. The empirical
findings suggest that perhaps some challenges are experienced less extensively than
others.

GDPs and internships are specifically meant to assist in the socialization, and
development of graduates. The literature, and empirical findings attest to this by
indicating that GDPs and internships: induct graduates to the job and organization;
enhance job knowledge; enhance skills; develop graduates; assist in the registration
of graduate employees to a professional body; provide job training; attempt to
mitigate the challenges faced by graduates in transitioning into the workplace;
attempt to institute an effective mentoring program; enhance the self-confidence of
graduates, and attempt to mitigate the challenges faced by graduates in integrating
into an organization.
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A New Method to Tackle the Duration
Risks of a Construction Project

Wen-der Yu, Hsien-kuan Chang and Shao-tsai Cheng

1 Introduction

Accurate estimation of the activity durations is the most essential element for the
effective management of a construction project. Due to the complex conditions
existing in the construction environment, there are many influential risk factors
associated with an activity. It makes the accurate estimation of activity durations
extremely difficult. The most well-known method to deal with such risks has been
the Project Evaluation and Review Technique (PERT). In PERT, the different
influential risk factors associated with an activity is considered simultaneously by
the scheduler to come up with a set of three point estimates (i.e., most-optimistic,
most-likely, and most-pessimistic) for the duration of an activity [4].
Although PERT provides a convenient approach to tackle the risks associated with
activity duration, it has been criticized to be overly simplified and inaccurate. Using
the three point estimates mentioned above, the expected time (te) for the duration of
an activity can be calculated. The te implies the average time the task requires if the
task were repeated over an extended period of time. There are several drawbacks
associated with the PERT method, such as: historical records are usually not
available; most schedulers are not familiar with statistic distribution;
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Traditional PERT provides only schedule planning but no schedule controlling
method, it is difficult to control the risk factors effectively.

Very little improvement was achieved regarding the above drawbacks since
PERT was proposed in 1958. As a result, the PERT method was rarely imple-
mented in practice. The present research aims at developing a systematic approach
to tackle the different influential risk factors that affect the activity durations of a
construction project, so that a more accurate planned schedule can be attained.

2 Previous Works on the Integration of Risk Management
and Scheduling

Risk is the probability of events that may cause negative impacts on the objectives.
Since the essential nature of a risk is uncertainty, the primary objective of risk
analysis is to evaluate whether we should undertake or avoid such risks [4]. The risk
category characterizes the risks with their essential characteristics; it facilitates the
process of risk management. The structure of the category usually contains a major
category that can be furtherly derived into layers of subcategories by the nature of
risk events. Finally, it will form a Risk breakdown structure (BRS) [4].

In order to better tackle the risk in a construction activity, previous researchers
Mol [9], Yi and Langford [13] proposed an equation to express all risks involved in
a construction activity as bellow:

Total Risk ¼ P� H � T � E ð1Þ

where, P means ‘Process Risk’; H means ‘Human Risk’; T means ‘Technology
Risk’, E means ‘Physical Environment Risk’; and the symbol ‘�’ implies that the
impacts of the risk factors to the schedule is a product of the impacts caused by the
individual risk factors.

The above risk breakdown concept is very useful for analysis of the risk factors
affecting construction schedule. However, no systematic approach was proposed
yet to implement the above-mentioned factors in construction scheduling process.
Other literature related to the integration between risk management and scheduling
includes: (1) Application of risk analysis to float utilization and optimization [2, 3]
(2) Application of risk evaluation to scheduling optimization [10, 14];
(3) Risk-based scheduling and safety programming [13]; (4) Algorithm of risk
reduction [6]; (5) Integration of risk management and scheduling technique [11];
(6) Case study of risk-based scheduling application [15]; (7) Quantitative method
for risk analysis [5, 7]; (8) Integration of schedule control and risk information [12].
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3 Proposed Risk Critical Path Scheduling Method
(R-CPSM)

3.1 Definition of the Seven Risk-Levels of the Activity
Duration

Activity duration forms the foundation for the schedule of a construction project,
but estimating the duration of an activity is not easy, since it is effected by different
risk factors. In this paper, such risk factors are defined as ‘constraints’ of per-
forming the activity. The spatial restriction of the construction site is the most
essential constraint to perform an activity [9, 13]. The duration for a construction
activity considering the spatial constraint is called ‘base duration’. The second
constraint for the duration of completing an activity is the ‘physical environment
risk’ [9, 13]. The physical environment risk considering all factors of the sur-
rounding environment on the construction site, e.g., weather, local social and
cultural factors. As a result, while taking the physical environment risk into
account, the activity duration is called ‘empirical duration’. Estimation of the
empirical duration can be obtained by adding an extra duration to the base duration,
thus it is longer than the base duration.

Beside the physical environment risk, there are five categories (i.e., the 5 Ms of
construction management) of resource constraints that can be altered by manage-
ment schemes including: Man, Machine, Material, Method, and Money.
Considering all of the above risk factors, seven risk-levels are defined:

• Level-0 duration—no risk event and no physical environment constraint occurs
to the activity, this is also considered as the base and shortest duration. The
Level-0 duration is denoted as RD0 and calculated as follows:

RD0 ¼ Quantity
Rate

ð2Þ

where, ‘Quantity’ is the quantity of product to be produced by the activity; ‘Rate’ is
the productivity rate that can be referred to any cost reference, e.g., RS Means Book
[8] or Dodge Estimating Guide [1]; RD0 is the ‘base duration’.

• Level-1 duration—only the ‘physical environment risk’ occurs, so the extra
duration caused by the physical environment risk estimated by the experienced
engineer is added to the base duration, resulting in the ‘empirical duration’. The
Level-1 duration is denoted as RD1 and calculated as follows:

RD1 ¼ RD0 þðEnvironment EffectÞ ð3Þ
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where, RD0 is ‘base duration’ of the activity; ‘Environment Effect’ is the extra
duration caused by the physical environment risk and is estimated by the experi-
enced engineer. RD1 is the ‘empirical duration’.

• Level-2 duration—both the physical environment risk and one resource risk
occur, denoted as RD2.

• Level-3 duration—not only the physical environment risk but also two resource
risks occur, denoted as RD3.

• Level-4 duration—not only the physical environment risk but also three
resource risks occur, denoted as RD4.

• Level-5 duration—not only the physical environment risk but also four resource
risks occur, denoted as RD5.

• Level-6 duration—not only the physical environment risk but also all five
resource risks occur. This is considered the worst case scenario of the activity
duration, denoted as RD6.

The most significant resource risk factor for each of the five resource types is
identified as Mx using the following equation:

Mx ¼ MaxðMx1; Mx2; Mx3; Mx4; . . .; MxnÞ ð4Þ

where, Mx represents the most significant resource risk factor in a specific resource
type (e.g., M1 means the most significant human resource risk, M2 means the most
significant machine resource risk, and so forth.); Mx1, Mx2, …, Mxn are all possible
risk factors for a specific resource type (e.g., M23 means the third type of machine
resource).

The most dominating resource type is determined according to their contribution
to the activity duration, and is calculated by the following equation:

R ¼ fR2;R3;R4;R5;R6g ¼ SortðM1;M2;M3;M4;M5Þ ð5Þ

where, Mx represents the most significant resource risk factor for each of the five
resource types; R2 is the risk of duration for the Level-2 Risk; R3 is the risk of
duration for the Level-3 Risk; and so forth; ‘Sort(…)’ is sorting function (using
descending ordering).

The activity duration for Risk Level-2–Level-6 can be calculated as follows:

RDx ¼ RDx�1 þRx ð6Þ

where, RDx is the activity duration for Risk Level-x (e.g., RD2 is the activity
duration for Risk Level-2), s.t. 2 � x � 6; the ‘Round Law’ is adopted in cal-
culating RDx in order to obtain the most conservative estimate of risk duration for
the activity.
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3.2 Simulation Procedure of the Proposed R-CPSM

The simulation procedure of the proposed R-CPSM is depicted in Fig. 1, which
includes: (1) Activity risk probability (P) and effect duration (D); (2) Random
number (R) generation; (3) Check if there is any (Rx≦ Px)—if (Rx > Px), if the risk
occurs and the activity duration is increased; (4) Update activity duration;

Start

Activity Risk Probability(P) and 
Effect Duration (D)

Random Number (R) Generation

 Update Activity Duration

Increment Simulation  Counter

Random Number Generation (II)

Modify Activity Duration

No

Yes

Activity P/D Data

Event ?
Any (Rx  Px)

All Activities Finished ?No

Advance Activity Duration Clock

Effect Duration Calculation
 =Ceiling(R-II × D)

Repeat or Finish ?No

End

Output Resulting Chart 

Activity Duration Results

Yes

Input

Output

(Reset Variable)

Yes

Fig. 1 Operation procedure of R-CPSM
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(5) Advance activity duration clock; (6) Check if all activities are finished? If not,
go back to Step (2); (7) Increment simulation counter; (8) Repeat or Finish, if not
finished go back to Step (2); (9) Output resulting chart.

4 Demonstration Case

4.1 Information of Demonstration Case

The critical path network diagram of the demonstration case is depicted in Fig. 2. It
consists of 12 activities, including: (1) Mobilization, (2) Materials Stocking,
(3) Clean & Grubbing, (4) Grading, (5) Grade Finishing, (6) Bleacher
Prefabrication, (7) Landscaping, (8) Road Paving, (9) Court Placing, (10) Bleacher
Erection, (11) Curbing, and (11) Final Finishing. From Fig. 1, the project duration
using ‘base durations’ for all activities is 32 days. The Activity durations of the
7-risk-levels in R-CPSM is shown in Table 1.

4.2 Simulation of Project Risk Durations

Using the activity durations of the 7-risk-levels in Table 1 and following the cal-
culation procedure, the associated project durations of 7 risk-levels can be obtained,
as shown in Fig. 3, where the probability of 50-day project duration is 79.1%, Risk

Fig. 2 Critical path network diagram of the demonstration case
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Table 1 Activity durations of the 7-risk-levels

AID ACode AName Level
0

Level
1

Level
2

Level
3

Level
4

Level
5

Level
6

Max

10 M Mobilize 2 3 4 5 6 7 8 8

20 SM Stock
materials

4 5 6 7 8 9 10 10

30 CG Clearing
and
grubbing

6 7 8 9 10 11 12 12

40 GD Grading for
road

7 8 9 10 11 12 13 13

50 FG Finish
grade

5 6 7 8 9 10 11 11

60 PB Prefab
bleachers

16 18 19 20 21 22 23 23

70 L Landscape 12 14 15 16 17 18 19 19

80 PW Pave
roadway

8 9 10 11 12 13 14 14

90 PTC Place tennis
court

10 11 12 13 14 15 16 16

100 EPB Erect/paint
bleachers

7 8 9 10 11 12 13 13

110 C Curbing 5 6 7 8 9 10 11 11

120 F Final
inspection/
clean up

3 4 5 6 7 8 9 9

Project
duration

32 38 43 48 53 58 63 63

Fig. 3 Project duration distribution of risk level-3 of the demonstration case
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Level-3 (63.0%) and Risk Level-4 (94.9%). As a result, planning the project
duration as 50 days under Risk Level-3 is reasonable.

4.3 Project Planning and Scheduling with R-CPSM

Using the previous case for project planning and scheduling with R-CPSM, the
result is shown in Fig. 4. The project is scheduled for 48 days (near 50 days).

4.4 Project Controlling with R-CPSM

During project controlling phase, the project progress status data need to be col-
lected in the field. On the 15th day after project execution, the status data are
collected for all activities, as shown in Fig. 5. Based on the progress status data, the
predicted project completion date is simulated and shown in Fig. 6.

From Fig. 6, it is found that the predicted completion date for 50 days is only
39.4% (compared with 79.1% in planning). It means that the de facto execution of
the project encounters an unexpected much worse situation than it was planned.
However, the predicted completion date for 55 days is 90.4%. Since the 55-day
schedule is acceptable by the owner. No controlling activities are needed.

Fig. 4 Project planning and scheduling with R-CPSM

Fig. 5 Project progress status data of the 15th day after execution
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5 Conclusion

This paper proposes a new approach to tackle the risks with the activity duration by
evaluating the constraints associated with different construction resources, includ-
ing spatial, physical environment, man, machine, material, method, and money
constraints. A CPM-based risk critical path scheduling method, namely R-CPSM,
which takes into account the seven risk levels of activity duration is proposed for
scheduling of a construction project. A tennis court construction project is selected
as a case for implementation of the proposed R-CPSM to demonstrate its appli-
cability. It is found that the proposed R-CPSM tackles the risks of activity duration
more appropriately; since it replaces the lump-sum uncertain duration estimation in
the traditional PERT with a systematic method that considers the 7-level resource
constraints. Moreover, the proposed R-CPSM provides functionalities for real-time
risk updating and controlling that is lacked in the traditional PERT. As a result, it is
concluded that the proposed R-CPSM has a potential to improve the management
of risks in construction schedule management.
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Assessment of the Effect of Alligator
Cracking on Pavement Condition
Using WSN-Image Processing

Turki I. Al-Suleiman (Obaidat), Zoubir M. Hamici,
Subhi M. Bazlamit and Hesham S. Ahmad

1 Introduction

Computer vision has become the digital eye of artificial intelligence. In fact, the
development of high definition digital cameras along with the advancements of
smart algorithms operating on high performance processors have pushed computer
vision and its applications into new dimensions that were not accessible before. The
ingathering of these technological revolution tools in the service of human welfare
and safety reveals the real weight represented by new technologies, where man can
only play a limited role. The maintenance of road pavements and the management
of this maintenance was and remains a difficult task, in terms of monitoring and
diagnosis of the distresses of roads and the establishment of timetables and prior-
ities for intervention to address them. Moreover, the introduction of digital image
processing with wireless sensor networks technology increases the efficiency of
analysis-repair service and spreads such added value, so that tasks are accomplished
effectively and at closer intervals of time compared to what was done without
intervening of these techniques. The last decade has given us an unprecedented
technological tools allowing us to segment, understand, measure, quantify, recog-
nize image patterns in a widespread domain of application fields [1]. The new
challenge is therefore, the development of new algorithms that take advantage of
these tools and exploit the rich technological resources of sensors, artificial
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intelligence, computer vision, signal processors and wireless sensor networks that
represent the building blocks of modern intelligent equipment serving a wide range
of fields.

Pavement management systems are effective tools for management of large
pavement networks. The effectiveness of such tools is based on the how the distress
of pavements is quantified, and how data is collected. Traditional pavement distress
identification relays on the visual inspection of pavement sections. Pavement dis-
tresses can be caused by surface fatigue, consolidation or shear developing in the
subgrade, sub base, base or surface layers. The earlier signs of pavement distress
take the form of interconnected lateral and longitudinal cracks. These cracks are
referred to as alligator cracking which are caused by the excessive movement of the
supporting layers or the fatigue of the surface layer. These cracks may or may not
be progressive. Weakness in the base layer resulting from improper compaction
may lead to the development of this surface condition [2]. Management of pave-
ments has become necessary as pavements continue to age and deteriorate with
increasing funding limitations. The objective of a pavement maintenance man-
agement system is to provide a systematic maintenance process for decision
making. Many papers have introduced approaches to identify thin entities in tex-
tured images, like in medical imagery, for the detection of blood vessels [3]. Others
used satellite imagery, for roadway network detection and representation [4]. In
addition, algorithms have been proposed for the detection of road cracks using road
imagery and image processing. These algorithms are dependent on parameters such
as acquisition, storage and image processing [5–17].

The following contribution is divided into four sections. Section 2 introduces a
novel architecture of a pavement management system based on wireless sensor
networks, data fusion and image processing. Section 3, presents a novel image
processing algorithm used to extract alligator cracks and convert the distress density
into pavement condition index. Section 4, presents results of the alligator cracks
detection algorithm and shows the effectiveness of the histogram filter for cracks
filtering. Finally, Sect. 5 concludes about the novel wireless sensor networks
pavement management system and alligator cracks parametrization algorithm.

2 WSN Pavement Management System

The advancement of electronics, wireless networks and web-based software moti-
vate the raise and growth of a new generation of project management systems, with
both quantitative and qualitative objectives. With such novel architecture a pave-
ment network should be managed efficiently and its performance should be
improved. Pavement Management Systems (PMS) have been in use around the
world by many highway agencies. In general, these systems are comprised of key
components that allow these systems to yield the desired benefits to agencies. There
is a component that entails the development of a pavement inventory database
which contains records of pavement condition information, construction,
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maintenance, and rehabilitation. It also allows the decision makers to evaluate the
consequences of various funding levels on pavement conditions. Agencies also may
improve their scheduling of pavement repairs; assisting in optimizing rehabilitation
and maintenance alternatives by taking advantage of the information needed to
compare the cost-effectiveness of treatments.

Pavement systems deteriorate over time primarily due to fatigue. This deterio-
ration increases with time and is highly influenced by repeated axle loadings of the
vehicular traffic. Generally, early pavement deterioration contains four types of
cracking, namely: transverse, longitudinal, block and alligator cracking. In order to
manage pavements effectively, one need to monitor the development of these cracks
and maintaining safety of personnel responsible for inspection of pavements.
Figure 1 shows a proposed 3D visualization system. One method is based on
dividing the pavement into cells and displaying 3D hexagonal cell with the height
proportional to the pavement condition index. The second visualization method is
based on displaying colored hexagonal cells with three colors identifying severity
level of a cell. Information about cells are provided by a mobile pavement man-
agement system equipped with the Global Positioning System (GPS)/Global
Navigation Satellite System (GLONASS) GPS/GLONASS geo-location receivers
as explained in the next section.

Data fusion is defined as the process of integrating multiple sensors data and
knowledge representing the same analyzed object into a consistent, accurate, and
useful representation. We propose a system to enhance decision making. Such
system should use multi-sensors data fusion; data from multiples sensors of dif-
ferent types; a full system mounted on a vehicle should be equipped with cameras,
vibration sensors on each side of the vehicle, laser finder for depth analysis and a
high accuracy high speed GPS/Glonass satellites antenna to acquire vehicle speed,
time and position. The information extracted from still images are to be merged
with vibration signals in order to decide about the level of severity of a pavement.
Concerning Acquired images; they should be taken in a uniform condition of

Fig. 1 3D global visual categorization of a pavement management system. PCI data is mapped
into a satellite image with geographical information system. a 3D cells PCI indexing. b Cells
coloring
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lighting. To achieve such a goal and eliminate the effects of shadows or illumination
artifacts and non-uniform illumination, appropriate illumination is to be used and
image acquisition taken during night.

GPS or GLONASS are space-based radio-navigation systems, that provide
geolocation along with atomic clock time information to a GPS/GLONASS receiver
anywhere on Earth where there is an unobstructed line of sight to four or more
satellites (four satellites needed to estimate four variables x,y,z,t). From the data
provided by the satellites using a microcontroller ready NEO-7 module receiver, an
accurate estimate of the vehicle speed can be computed. This latter metrics, together
with the vibration information received from two sensors, each one placed on a car
side (wheel path), are merged with the PCI metric and transmitted in real-time to a
remote central pavement management system. An internet connection is performed
through a wireless connection integrated into the device to a mobile hotspot net-
work. The data is then conveyed to a remote server for analytics, storage, classi-
fication and management. Many vehicles can perform the task in different areas at
the same time. The system is relatively cost-effective compared to other systems.

3 Image Processing Algorithms

The complexity of pavement textures, lighting diversity, shadows, renders image
features extraction a big challenge for computer vision algorithms due to nature of
complex-varying noise affecting such images. Algorithms are then designed for
special purpose based on the nature of image and the different natural conditions
affecting such images. Figure 2 shows the structure of the image processing
algorithm. It starts by acquiring a color image which is then converted to grayscale
and passed to histogram equalization. The next stage consists of pre-filtering with
denoising. Edge detection is performed before the result is fed into morphological

Fig. 2 Flowchart for image
processing algorithm. Cracks
extraction, parametrization
and PCI estimation
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filter with dilation and erosion sequences using a squared structuring elements of
size 4 and 3 respectively, in order to remove low level noise. The third stage is the
identification of connected components, also known as labeling, representing the
cracks. The number of cracks is normalized to 255 and then fed into a histogram
filter which removes all edges that are below a predefined threshold. The resulting
image is then ready for final parametrization process. In order to localize the
concentration of edges inside the image, a spatial analysis is performed in both
horizontal and vertical dimensions. The horizontal and vertical concentration sig-
nals are analyzed as random signals and the spatial variances (or spatial spreads)
estimates (rx, ry).

The spatial spreads show the spread of cracks across the image in one dimen-
sion. These parameters are then used to define the pavement distress density. The
pavement distress density is converted the pavement condition index using a cubic
spline model. The relationship between distress density and condition index is
categorized into three classes; namely: low severity, moderate severity and high
severity. Standard data points are used to interpolate the three curves.

The distress density is then estimated using (1) given by:

Ditstress% ¼ l1
SCracks
MxN

þ l2
rx

N
þ l3

ry

M
ð1Þ

SCracks ¼
XN

i¼1

XM

j¼1
Cr i; jð Þ ð2Þ

where SCracks is the area of alligator cracks, M, N, rx, ry are the image width,
image height, horizontal spatial spread, vertical spatial spread, respectively. Spatial
spread measures the flatness or spread of cracks. µ1,µ2, µ3 are normalization
control coefficients estimated based on image set in order to scale the distress
density to the range [0–100]. If µ2, µ3 are set to zero only the density of cracks
represents the distress density regardless of the spread of cracks inside the image.

We are introducing the spatial spread of cracks in both horizontal and vertical
dimensions of the image. They are given by Eqs. (3) and (4) where xPeak and
yPeak are the peak values in the spatial distributions and SCracks/N, SCracks/M are
the average levels in x, y directions respectively. The spatial spread may be also
defined as spatial flatness in contrast to spectral flatness for filters in frequency
domain.

rx ¼ N 1� xPeak � SCracks
N

SCracks � SCracks
N

 !
ð3Þ

ry ¼ M 1� yPeak � SCracks
M

SCracks � SCracks
M

 !
ð4Þ
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Table 1 shows the overall pavement condition index grouped by qualitative
condition. The three categories of distress severity are also shown. The same col-
oring is used on satellite maps in Fig. 1.

The functions of PCI versus distress density are modeled using splines. Cubic
spline interpolation is a well-known polynomial interpolation used in order to avoid
the Runge’s effect of polynomial oscillation at the edges intervals of equispaced
data points, yet it provides a smooth curve fitting for nonlinear curves modeling
with a minimized error relative to other polynomials approximations.

Figure 3 illustrates the PCI for the three categories of severity; low, moderate
and high. The data points are standard points used in research literature, while the
curves are the result of spline interpolation. These functions allow the conversion of
distress density extracted using image processing into pavement condition index
used as a key parameter for decision making about maintenance, repair or reha-
bilitation. In this paper, it was assumed that the pavement sections do not include
other distresses.

Table 1 Pavement condition index categorization

Overall Condition Index Qualitative condition Description

85–100 Very good Very good surface

75–85 Good Low severityalligator cracking

40–75 Fair Moderate severityalligator cracking

0–40 Poor/very poor High severity alligator cracking
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Fig. 3 Pavement condition index versus pavement distress density. PCI versus the logarithmic
scale distress density
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4 Results and Discussion

This section presents results obtained by the novel cracks histogram filtering
algorithm described in Sect. 3. Figure 4 shows the case of processing a high
severity alligator cracks image. The classification of images in three categories is
bases on the ratio of cracks surface relative to the total area represented by the
image. Experimental results classify the low severity for a ratio below 4%. A ratio
between 4 and 8% is considered as moderate severity, while a ratio above 8% is
considered as high severity. These values depend on the area covered by of the
image. Figure 4a shows the grayscale image with intensity correction based on
histogram equalization. Figure 4b is the result of edge detection with morphological
pre-filtering to remove residual edge noise. Figure 4c show an advanced filtering
using a histogram filter. Figure 6 shows the histogram of edges (cracks) obtained by
searching connected components. With a noise floor of 25 pixels, the histogram
filter reduces the number of connected components (cracks) from 369 to 175 rep-
resenting 12.1%, while with a noise floor of 100 pixels; the histogram filter reduces
the number of connected components to 46 representing 10.8% of the surface of the
image. The dotted rectangle in Fig. 4d depicts the concentration of cracks as
expected by spatial spreads. Figure 4d is the result of labeling, it shows connected
cracks. The surface of cracks represents about 11% of the total image surface and
hence it is considered as high severity cracks image.

Figure 5 shows the histogram of connected components (cracks). The noise floor
indicates small isolated cracks that can be removed (filtered) for a more robust
estimation. The image of the cracks is labeled for connected components, and
normalized to 255 as maximum label corresponding to maximum greyscale value in
a histogram. A full scan of components is then performed with estimation of the
size of each crack. Cracks that present a density less than a predefined threshold

Fig. 4 Cracks detection and labeling as connected components. Further filtering is based on crack
size removal based on Histogram filtering. For printing purpose, the colors of b, c and d are inverted
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Fig. 6 Spatial distribution analysis and localization of cracks. The spatial variances (or spatial
spreads) are used for distress density calculation

representing the noise floor in pixels are removed by histogram filtering. The image
of cracks is than reconstructed and the number of cracks is re-estimated.

In order to analyze the two dimensional distribution of cracks inside an image, a
spatial analysis is performed. Both horizontal and vertical distribution (of pixels) of
cracks are extracted then a statistical analysis of the variance of the two dimensional
cracks is performed, which permits the localization of the severe deterioration area
inside the cracks image. The equations of both distributions as a spatial spread are
given by Eqs. (3) and (4). Figure 6 shows the spatial distribution of cracks. One for
horizontal distribution and the other for vertical distribution.

272 T. I. Al-Suleiman (Obaidat) et al.



5 Conclusion

This paper presents a novel architecture of a pavement network management sys-
tem based on wireless sensor networks architecture. A network node is mounted
onboard on a PMS vehicle and enables real time data transmission to a central
web-based management system. The wireless sensor network is a scalable network
that permits introduction of new vehicle-nodes with high flexibility. Data analytics,
storage are then centralized which allows an optimum use of resources in term of
prioritization of the maintenance and rehabilitation. The geographical size of the
management system is unconstrained since it is web-based system. Concerning
pavement images processing, it is performed in situ. The system analyses captured
images and performs a full image processing sequence in order to extract the
pavement distress density which is then converted to pavement condition index.
The results of the image processing algorithm called cracks histogram filter show
the robustness of the algorithm in term of noise removal, classification of pave-
ments based on severity level of the alligator cracks and quantification of the
pavement distress using spatial variances along the two dimensions of the image.
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System Dynamics Simulator of Inventory
Management as a Learning Tool
to Improve Undergraduate’s Decision
Making

Raed M. Alqirem and Khaled S. Al Omoush

1 Introduction

This paper presents a model development of inventory management for under-
graduate business student. The model was developed based on system dynamics
methodology in order to simulate different scenarios in managing an inventory level
in an organization and to measure the effectiveness of their decisions. It depicts
variables, their relationships and feedback loops in a computer software as an
interactive learning tools to support the students in their decision making process,
and to allow them to explore the effect of their decisions.

2 Literature Review

The literature review focuses on two areas that provides the methodology behind
this paper: System Dynamics methodology and learning with interactive learning
tool.
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2.1 System Dynamics

System Dynamics is a computer-aided approach for analyzing and solving complex
problems with a focus on policy analysis and design. Initially called ‘Industrial
Dynamics’ [2], the field developed from the work of Jay W. Forrester at the
Massachusetts Institute of Technology. System Dynamics has its origins in control
engineering and management; the approach uses a perspective based on information
feedback and delays to understand the dynamic behavior of complex physical,
biological, and social systems.

System Dynamics is a well formulated learning and teaching method for
understanding a system that include cause and effect relationships and their
underlying logic and mathematics, time delays, and feedback loops. After the
successful policy changes in lots of fields such as management, engineering,
economy, chemistry and physics, the system dynamics researchers gone towards
applying system dynamics in the educational fields too [1, 6, 10].

SD methodology concentrates on the importance of conceptualization, formu-
lation and simulation [9]. It has two stages, qualitative and quantitative analysis.
Modelers study system description and its environment for problem development
and formulate a qualitative analysis, and the relationships between the system
variables are formulated in conceptual model for qualified analysis using simulation
techniques. The use of simulation for learning and teaching is becoming increas-
ingly popular as shown in the next section.

2.2 Learning with Interactive Learning Environments
(ILEs)

System Dynamics Interactive learning environments SD-ILEs is a term sufficiently
general to include system dynamics model constructed in Microworld, DSS, and
management flight simulator. In which represents a computer simulation
environment.

The basic idea is to facilitate learning in complex and dynamics environment
such as in this paper managing the inventory in a organization [3, 4]. An ILE is
considered a significant tool and its more popular for teaching and learning, and
they often used to enhance decision making in the context of the dynamic com-
plexity of business interactions, this is done by facilitating user learning [5, 7].

It is consisting of four main components (i) a computer simulation model to
adequately represents the issue or problem on hand, which allows decision makers
to experience real world-like responses, and this component could be improved by
using System Dynamics tools, (ii) a user friendly interface that allows bidirectional
communication between the user and the machine, and thus gives the decision
maker the opportunity to test and explore the effect and consequences of their
decisions. Furthermore, it provides them with access to the feedback on interactive
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basis, (iii) database or knowledge component that contains varying and related data
and knowledge that emerges within or outside the organization to be analyzed.

(iiii) the teacher or facilitator to control and facilitate the learning process
through the simulation and to observe many simulation runs that could happen
[8, 11].

3 The Research Approach

The aim of this study is to explore the use of system dynamics simulator which
considered an effective and interactive learning tool as a decision support system
(DSS) to improve the undergraduates’ business student’s decision making.

A simple model represents an inventory management in a company is con-
structed, based of system dynamics methodology tools such as causal loop diagram
(CLD) and SD model.

This dynamic model is capable of addressing the relevant problem, and then the
problem is defined to the students over an appropriate time horizon. Finally, the
policies and scenario’s analysis stage seeks to transfer the insights and under-
standing gained from the simulator to the students. It is important to note that
testing and going through these scenarios is iterative, and the steps proceed in a
recursive manner, which provide insights and may lead to revision and refinements
in the way they perceive or react in their decisions. In this study, POWERSIM
software is used to construct a SD simulation. POWERSIM is software designed for
modeling one or more variables and quantities that change over time.

3.1 System Dynamics Model

Before constructing the SD model, a Causal Loop diagram is drawn to presents the
different relations among the inventory variable.

For the purpose of this study, we have created a simple causal loop diagram that
represents some variable surrounding the inventory in the company and the rela-
tions between these variable, and of course this brief description was translated to
students and with their help to construct a simple example for teaching purposes.
For instant, if the company wants to pay 100% of its purchases in cash, the cash will
decrease and then the firm’s purchases from the supplier will be less that the case in
which the firm have to pay nothing to receive its material purchases. This is the loop
(B7). Loop (B5) represents the relation between sales and the inventory in stores.
The more products in the firm’s store the more completed sales. Delivering the sales
to the buyers will decrease the inventory in store which creates an inventory gap
between the quantity of products are available in the firm’s store and the desired
inventory level (B6). These loops were constructed to enable students to create
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scenario on their own, and to think about the consequences of their decision deeply,
and there are shown in Fig. 1.

The above causal loops are the foundation of creating the SD model. These loops
were translated into a mathematical model using POWERSIM software which are
shown in Fig. 2.

The students observed drawing the causal loop and we tried to simplify the
process as we can, then they were taught how to build a model that behaves like the
real system in order to understand the relations among the variable and to be ready
to make decisions on their own using the software interface.

3.2 SD-ILEs Interface

Below is the interface that students interact with. Variables can be changed through
sliding the bars in the interface, and then moving to see the consequences of their
decision of the company’s financial performance.

Figure 3 shows the window in the Interface which represents the parameters
which the students can change to test their inventory control decisions. Examples
are adjustment times for finished and material inventories, coverage ratios for fin-
ished and materials inventory, and existing production capacity.

Fig. 1 Causal loop diagram
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Fig. 2 System dynamics models is also known as (stock and flows)

Fig. 3 The interface window for managing inventory
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4 Conclusion

We have presented a brief and general learning procedure that provide to business
students the required knowledge on inventory and production issues through testing
their decisions, and gaining deep insight of how to manage delays, production
change, inventory level, and raw materials in the organization in a dynamic and
interactive environment.

We have demonstrated in this study the application of the simulator as a tow
steps process (1) a brief presentation of modeling theory using system dynamics
that constructed with a simple mode, and the application of SD methodology in a
real time, (2) the construction of a computer simulator as an interactive learning
environment that help the students to simulate, examine, and solve different
problems.

The procedure can be easily modified to be use a teaching tool in different
business fields such as finance, marketing, planning, and other business areas
depending on the characteristics and need of the case, specially that the attempt
done in this study showed the increase of awareness and knowledge gaining that
students had and eventually leaded to enhance their decision making and solving
problems skills.
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Managing the Digitisation of Filing System
Project at Al-Zaytoonah University
of Jordan

Esra’a S. Al-Khatib, Mohammed M. Yassin and Ala’a S. Alkhatib

1 Introduction

At the beginning of the 21st century, the higher education institutions (HEIs)
worldwide face unprecedented challenges result from the convergent impacts of
globalization [19]. In response, countries have undertaken significant transforma-
tions of their higher education systems, including changes in patterns of financing
and governance, growing institutional differentiation, the creation of evaluation and
accreditation mechanisms and technological innovation. Holm-Nielson [9] con-
cluded that this transformation has been uneven as most developing countries face
several difficulties towards the developments of their educational systems such as
insufficient financial resources to improve quality, rigid governance models and
management practices [9]. These issues are preventing the HEIs from embracing
change and launching reforms and innovation in these countries including Jordan.

Both the Ministry of Higher Education and Scientific Research (MoHE) and the
Higher Education Accreditation Commission (HEAC) place the matter of devel-
oping standards for the assessment of quality as a top priority. 1 HEAC has recently
adopted eight quality assurance standards at institutional level for the external
quality assurance of HEIs [8]. These standards are: (1) strategic planning,
(2) governance, (3) academic programs, (4) scientific research, scholarship and
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1The “accreditation” refers to a process of assessment and review which enables a higher education
course or institution to be recognized or certified as meeting specified standards. The term “quality
assurance” in higher education refers to systematic management and assessment procedures
adopted to monitor performance and achievements and to ensure achievement of specified quality
or improved quality [19, p. 4].
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innovation, (5) financial, physical and human resources, (6) student services,
(7) community service and foreign relations and (8) quality assurance [8].

Although Jordan took the lead in the Arab world, in adopting rules and regu-
lations concerning accreditation in particular, quality assurance and accreditation of
higher education institutions and programs are new and are still under the control of
the Jordanian government [19]. During the last two decades the laws have been
issued to govern higher education in Jordan are Higher Education Act number
(28) for 1985, Public Jordanian Universities Act number (29) for 1987, Private
universities Act number (19) for 1989, and Higher Education Provisional Law
number (41) for 2001. El-Gharaybeh [7] argued that the vast number of laws and
legislation issued on higher education represents a major problem to universities
and concerned bodies. The HEIs are required to show their compliance with laws
and issued legislation [19].

As the HEIs in Jordan are subject to the laws and regulations of the MoHE and
according to these laws, they are required now to modify their modes of operation
and delivery and take advantage of the opportunities offered by the new information
and communication technologies. On the other hand, having to file all academic and
managerial documents in accordance with the quality assurance standards is cum-
bersome on private universities and their faculties. Using paper-based filing or other
electronic learning systems cannot drive out the duplicated data and unnecessary
descriptions of files prepared by a particular university. In essence, the higher
education policy stresses on the need to promote use of Information and
Communication Technology (ICT) for teaching, learning and networking of uni-
versities in order to ease the pressure on its limited available resources. It seems that
no prior study has been carried out on managing the digitisation of the filing system
in Jordanian private universities.

Jordan has a total of 29 universities: 10 public and 19 private universities.
Among all Jordanian private universities, Petra University was the first academic
institution which has been awarded Quality Assurance Certificate in 2015. Since
2015, Al-Zaytoonah University of Jordan (ZUJ) through the accreditation and
quality assurance office started keeping all accreditation and quality assurance
documents as required by the Accreditation and Quality Assurance commission for
higher education institutions. ZUJ was established after receiving its license and
general accreditation by Decision No. 848 on March 6, 1993. ZUJ has seven
faculties, five centres and three departments. since 2015.

In this paper, we propose digital filing system (DFS) that is enabled by an
eXtensible Mark-up Language (XML) technology as a new mechanism for digi-
tising the filing system at ZUJ. The development of digital filing system (DFS) aims
at reducing the burden on the filers of the information at the private universities.
The number of implementation projects of XML is growing rapidly around the
world and similar initiatives to DFS which have been developed at businesses and
banks such as Standard Business Reporting (SBR) that have been successfully
rolled out in the Netherlands, Australia and Finland to reduce the administrative
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burdens on businesses [6, 14]. The remainder of the paper is organised as follows:
Sect. 2 outlines the development of paper filing systems at HEIs; Sect. 3 introduces
DFS and provides an overview of XML technologies and discusses their impor-
tance and the scenarios for its implementations, followed by the expected benefits
and costs of DFS. The final section draws conclusions and discusses future research
directions.

2 Methodology

We performed our exhaustive search for the purpose of this study. We based on
some key words on the most relevant databases such ‘costs and benefits of XML
technologies’; ‘project management’, ‘digital reporting’, ‘standard business
reporting’ to obtain the relevant academic articles. The overall literature covered
124 studies dated from 1999. We evaluate the studies of similar initiatives and their
possible scenarios implemented in the Netherlands, Australia, the USA and the UK.
The major themes after reviewing and analyzing the literature are discussed below.

3 Paper Filing Systems at HEIs

The paper-based filing has been used by the majority of the higher education
institutions (HEIs) to file, store and send the information to different users. It was
criticised as slow, labour intensive, costly, error prone and inefficient [12, 15]. The
emergence of some technologies such as CD-ROM, Portable Document Format
(PDF) then began substituting for the use of paper medium from the mid-1980s
through the 1990s [15]. Lymer [15] found that these electronic media contained
weaknesses or gave little extra advantage to filers and users compared to
paper-based filing. For example, the use of CD-ROM for organisations still had to
be distributed by physical means, making it clumsy. In addition, the distribution of
large files and reports on Adobe Acrobat files has been an unsatisfying experience
for users as the files are slow and difficult to download [15].

Numerous electronic educational systems (e.g. e-Learning, e-library, e-forms,
e-gate and e-book) were introduced by the HEIs in Jordan for less than a decade.
These tools enable the faculty members to manage their courses electronically [1].
Nevertheless, these projects faced a number of challenges that have also affected
their implementation. Some challenges like the difficulty of developing a fully
online course from scratch, cost and time consuming, technological uncertainty and
some students and faculty members do not like change from paper to electronic
technology [1]. Although the faculty documents are filed in paper format, their
formats are still technically unstructured based on a particular taxonomy. The filers
of these documents are required to re-key data or spend time trying to access
relevant information multiple times [5]. As a result, these educational tools could
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not drive out the duplicated data and unnecessary descriptions as the architecture
for the current filing system depicted in Fig. 1.

Figure 1 shows the fragmentation of paper filing system to file and store the
department minutes of the meeting agenda form by seven faculties within ZUJ. For
the same piece of information, the faculties have different requirements and
descriptions. The different lines from the filer to the users represent this situation,
demonstrating the extent to which the faculty has to produce unique reporting
capabilities to fulfil its reporting responsibilities to different departments and
external users. The users group include for example the faculty dean, heads of
departments, quality assurance office, the departments’ secretaries, the academic
members within each department and the representatives of HEAC. The informa-
tion models, business rules, process designs, controls, etc. are redundantly
embedded within each department documents. Moreover, data validation and
analysis need to be conducted by the users and manual manipulation of information
from disparate sources is needed to create custom reports. In the pre-DFS situation,
the filers identify what piece of information that is within their files and folders and
then file information multiple times for different folders. The move to open standard
and format could remove these limitations which also might enhance usability of

Fig. 1 Simplified pre-DFS architecture
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information by Internet users’ language [15]. Achieving this goal requires a major
transformation of the current architecture for the faculty filing system that is dis-
cussed below.

4 Proposed Digital Filing System via XML

The development of DFS that enabled by XML takes the Internet filing a step
further by using a technology to develop a standard for the information [5, 11].
XML is simply a standard for the electronic exchange of data between different
parties across multiple technological platforms on the Internet. It enables the filers
to report one set of information instead of reporting and filing it repeatedly in
different forms to different users for different purposes by developing a taxonomy
[14]. The taxonomy is essentially a data dictionary that allows the data to be tagged
(labelled) based on standard [6]. This drives out duplicated data and unnecessary
descriptions [6], thus reducing the burden of reporting [13]. Furthermore, the value
of XML technologies lies in its reusability [6], enabling different users to reuse the
data efficiently in the filing chain. XML allows the users to automatically extract
and efficiently analyze the data [18].

Figure 2 gives an overview of the DFS landscape. On the left, a filer (secretary,
heads of departments, quality assurance office etc.), who is supported by

Fig. 2 Proposed digital filing system architecture
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computer-based filing. In the middle, the appropriate taxonomy is chosen and
developed based on the procedures and rules issued by the quality assurance office
for the different filing streams, and the gateways. Seven faculties within ZUJ
demanding reports are shown on the right.

As shown in Fig. 2, when it comes to DFS, the digital service (or Logius) is
required to manage the gateway through which reports will be routed and which
carries out authentication of the reporting organization. DFS will operate much like a
post office; simply moving electronic messages from sender’ system to the right
receiver (user), and returning an electronic receipt. The gateway may also perform
other services (e.g., authentication, logging, validation, enrichment). In particular, it
could be used to allow for a single submission offaculty documentwhich the digipoort
gateway “disaggregates” sending relevant information to each user as appropriate.
Digipoort represents the electronic post office which provides a safe and reliable
connection for various reporting obligations and processes the messaging data
between filers and users of information [3].While the main goal is the development of
a single set of reporting definitions in a single language, a further goal is for the
information to be sent directly and electronically from the sender’s system to the users,
and remain in the control of the faculty files and documents within ZUJ. Therefore,
this study suggests the DFS within ZUJ should be enabled by XML technologies.

Previous studies provided two possible scenarios to reduce the administrative
burden on the filers based on XML [3, 10]. The first scenario is “one stop shop”
which refers to a single point of access to electronic services and information
offered by different public agencies [20]. It requires all systems to be interconnected
that enable the user to access online services by a single point even if these services
are provided by different filers. The users of information therefore can reuse the
data. The second scenario is “store once and report many” in which the filers of
information need to store the data once in a data representation format. Thus,
multiple reports can be generated. Despite the data definitions and the infrastructure
may be re-used over different reporting chains; the specific report will be addressed
to a user. Bharosa et al. [3] found that the second scenario is more appropriate for
similar initiatives in the Netherlands for two reasons. First, legislation does not
allow re-using data collected for one purpose to be used for different purposes in the
first scenario. Second, the reports may have a different function and may thus have
different contents which make the first scenario to be far reaching. Based on this, we
assume that the second scenario might be the appropriate architecture to remove the
duplicated information provided in the required reports by the faculties at ZUJ. We
continue with the expected benefits and costs of DFS in the next section.

5 Expected Costs and Benefits of DFS

The cost of DFS system implementation can be classified into two categories: direct
costs and indirect costs [14]. Direct costs, or tangible costs, are those costs
explicitly related to DFS implementation that the hosting organization has to pay
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including the costs incurred due to software purchase or licensing, hardware and
software costs and acquisition and instalment, procurement of external professional
services, staff training, and maintenance costs and so forth [17]. On the other hand,
indirect costs, or intangible costs, are elusive to define, identify and control [21].
Indirect costs of IT project (e.g. the overhead costs, business process reengineering
and organizational restructuring, etc.). On the other hand, Dunne et al. [5] con-
cluded that time and efforts to learn this technology, cost of filing software are
inhibitors of XML adoption in the UK. Several studies found that XML technology
is complex technology because it requires both special technical expertise to be
adopted by large organizations in the UK [5], in the USA [16] and in Australia [4].
Pinsker and Li [16] argued that using complex XML taxonomy requires time and
money which are barriers that negatively influence the decision to adopt it.

It is expected that XML technology will bring numerous benefits to filers and
users in terms of time and costs saving and errors reduction during the filing process
[6]. Dunne et al. [5] found that XML technologies offers several benefits: no
re-keying of data, enhancing data comparability, accuracy, speed, re-usability of
data without losing integrity, reliable source, easily integrated with other applica-
tions. Pinsker and Li [16] conducted interviews with business managers who are
involved in XML adoption in Canada, Germany, South Africa and the U.S.A. They
found that adopting this technology offers four main benefits, including competitive
advantage; increasing the transparency of financial reporting; better compliance
with statutory requirements; and saving time and costs. They concluded that “there
is a reduction of 30% of postage and filing information costs and the time needed to
generate financial statements is reduced from five to six days per statement to
15 min or less” after XBRL filing by organisations [16]

6 Conclusion

All faculties within ZUJ have to file multiple academic and administrative reports
with different formats. Some of the reports contain the same information with
different descriptions. Although the electronic mediums such CD-ROM, PDF have
evolving and replacing paper based medium, they failed to drive out unnecessary or
duplicated data descriptions.

This study examines the development of digital filing system (DFS) that is
enabled by an eXtensible Mark-up Language (XML) technology as a new mech-
anism which aims at reducing the reporting burden on the filers and users of the
information at ZUJ. This paper presents two scenarios for implementing DFS. DFS
has revolutionised the electronic filing systems world like nothing before as it offers
two major advantages over others systems: firstly, it removes the manual inter-
vention of the information supplied by organisations, and secondly, it drives-out
duplicated information that is filed to multiple users. By using this innovation, filers
of information can report one set of information instead of having to report it
repeatedly to the different (multiple) users and for the different purposes and using
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all the different forms. To conclude, this innovation can reduce the filing and
reporting burden on faculties. DFR is enabled by a technology to develop an
appropriate taxonomy. This helps by developing standard for all information
descriptions and formats. The most widely used enabling technology is XML.

This study has several limitations which present avenues for future research.
First, it based on literature review rather than analysis of the ZUJ case. Further case
study needs to be used to specify the components of the DFS architecture at
ZUJ. Future research can be useful to identify the filers and the users of required
information within the ZUJ. Empirical research is recommended to explore the
expected costs and benefits of digitising the filing system for the managerial and
academic documents at ZUJ. The main focus might be on the views of the filers and
those using the information by this innovation which will be enabled by XML.
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The Impact of the Adherence to Basel
Rules on Banking Risk Management:
Jordan Kuwait Bank Case Study

Abdul Razzak Al-Chahadah and Maha Ayoush

1 Introduction

The growth of the economic and financial globalization, the financial market
opening, competition and the development in the electronic communication means
lead to an increase in the banking institutions’ services and in the complication
degree of the banking operations. To meet this development and related risks, it has
become a necessity to pay much attention to the banking risks management as the
frequent financial crises in the past years have confirmed the necessity to manage
the banking risk effectively for its role in rooting the concept of the banking
institutions continuity. Accordingly, this study aims to shed a light on the banking
risks that threaten the continuity of the banking institutions and the role of Basel
standards of banking supervision in reducing or avoiding them.

2 Problem of the Study

The basic motive behind Basel convention was the fear of the central banks in the
greatest tenth countries of decline of the capital to critical levels especially after the
debt crisis that hit Latin America [6]. The Basel convention (I) sets minimum limits
to the capital in light of the credit risk where all the banks need to commit to a
minimum of 8% of its capital to the total of its risky assets after being weighted by
credit risks.

When the capital increases, the bank’s ability in facing the unexpected risks gets
higher and accordingly its ability to manage these risks and maintain capital
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adequacy will be stronger. Therefore, the following questions summarized the
problem of the study:

1. To which extent does the Jordan Kuwait Bank abide by the implementation of
Basel (II) of the international banking supervision?

2. To which extent does the Jordan Kuwait Bank’s adherence to Basel (II) rules of
the international banking supervision affect banking risk management and its
future continuity?

3 Hypotheses of the Study

1. The Jordan Kuwait Bank abides by the implementation of Basel (II) standards of
the international banking supervision.

2. The Jordan Kuwait Bank’s adherence to Basel (II) rules of the international
banking supervision affects banking risk management and its future continuity.

4 Significance of the Study and Its Objectives

The importance of this study arises from the definition of the banking industry,
which is the art of dealing with the risks management. This has attracted the
attention of bankers all around the world especially the Bank of International
Settlements and the International Monetary Fund, in addition to monetary author-
ities’ officials in the ten major industrialized countries.

Therefore, this study aimed at revealing the impact of Basel convention on
banking risks management and identifying the process of addressing capital ade-
quacy standard, which was confirmed by Basel (II) of the banking supervisory.

5 The Concept of Banking Risks and Its Types

The Basel Committee defines banking risks as a set of changes in the institution’s
market value. This concept reflects the view that claims that risks management is
working on achieving the ideal return by making a balance between return level and
risk degree [10]. The banking risks can also be defined as: the banking institution’s
possible exposure to unexpected and not planned losses, or fluctuation in the
expected return on a specific investment which causes negative results that affect
the bank’s goals and the successful implementation of its strategies [9].
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There are many types of risks facing the banking industry as shown below:

1. Financial risks: they include all the risks related to the assets and liabilities of the
banking organization. According to Karasnah [8] the financial risks includes:

(a) Credit risks that result from the customer’s failure to fulfill his commitments
towards the bank on time.

(b) Liquidity risks that causes losses due to the banks’ inability to meet
short-term obligations on their due date.

(c) Exchange Rate Risks are risks resulted from dealing with the foreign cur-
rency and the volatility in the prices of these currencies.

(d) Pricing risks that result from the changes in the assets prices, particularly the
financial investments’ portfolio.

2. Operational risks are risks related to the direct and indirect losses arising from
the internal operations, human factor and information technology problems, or
due to external circumstances [2, 4].

3. Interest rate risks: they are the risks arising from the bank’s exposure to losses
attributed to changes in the interest rate fluctuations in the market [8].

4. Legal and organizational risks: Legal risks result from the banks’ lack of com-
mitment to the laws organizing the work while the organizational risks result from
the bank’s violation of the Control ‘s Authorities’ standards and laws [10].

5. Reputation risks are risks resulting from the negative impression about the bank
that motivates the customers to deal with other banks [1].

6 The Role of Basel Convention in Reducing
Banking Risks

6.1 Basel (I) Convention

The banking capital has significant role in maintaining the safety and stability of the
banks. It is the barrier that forbids any unexpected loss which the bank may face.
There are two types of losses attributed to the banking risk [3]. The first type is the
expected losses that any bank may incur repeatedly and these losses can be covered
by the operational expenses. The second type is the unexpected losses that rarely
happen and affect the bank greatly. Unexpected losses are covered from the bank’s
capital, but incase it was not sufficient then the customers’ deposits are used to
cover these losses. This is illustrated in Fig. 1.

It is clear from the previous chart that Basel (I) convention was the first inter-
national step in facing the banking risks and enhancing the capability in banking
management and strengthening the confidence in its activities and role as an eco-
nomic and financial median between the savers and the investors and customers.

1. Basel Committee has divided the capital in the banks into two tiers [11]. The
first tier, which is called the primary capital, reflects the bank’s self-capabilities
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of profits and capital and its ability of continuity by relying on itself and pro-
tecting its depositors. The second tier, which is called supplementary capital
reflects the bank’s readiness for the risks through unpaid reserves and
preservations.

2. Risk Weight System: The Basel Committee classified the assets into categories;
each category is given a risk weight that suits the degree of risk which is
exposed to Abo-Mohemid [1]. They set five weights (0, 10, 20, 50, and 100).

3. Target ratio: the committee sets minimum limit of ratio that reflects the relation
between the capital base in one hand, and the Risk-weighted assets and the
accidental commitments on the other hand. It was agreed on the minimum limit
(8%) and so the ratio of the capital adequacy according to Basel (I) is calculated
as follows [1]:

Capital� risks weighted assets� 8%:

6.2 Basel (II) Convention

Basel (II) convention is based on three main pillars: minimal capital requirements,
regulatory supervision and market discipline.

First pillar: Minimal Capital Requirements:

Capital Adequacy Ratio ¼ Capital=ðCredit RisksþMarket Risks

þOperational RisksÞ� 8%:

It is noted that the ration remains the same 8% and the concept of capital does
not change consisted of three tires: primary capital, supplementary capital and
supplementary loans. However, the most important change was inserting opera-
tional risks to reduce the banking risks and support banks’ continuity.

Fig. 1 Distribution of bank losses [3]

294 A. R. Al-Chahadah and M. Ayoush



Second pillar: Regulatory Supervision:
The goal of regulatory supervision according to Basel (II) is not only to ensure

capital adequacy in facing the risks but also to motivate the banks to use the best
methods to manage its risks [11]. The Central Bank regulations require that paid in
capital should not be less 100 million dollars and the shareholders equity ratio to
assets should not be less than 6% while the regulatory Capital should not get less
12% compared to risk-weighted asset and market risk.

Third pillar: Market Discipline:
This pillar requires the availability of more information for the participants in the

market to enhance and strengthen market discipline through increasing the banks’
discourse and transparency, since the sufficient disclosure is considered a necessity
to ensure the awareness and understanding of the dealers with the banks risks.

6.3 Basel (III) Convention

The amendment of the Basel (II) convention includes the following three pillars that
should be implemented from the beginning of 2014 until 2019:

First pillar: minimum of capital adequacy, this amendment includes raising the
minimal of capital reserve ratio from 2 to 4.5% in addition to margin reserve of
ordinary share with 2.5% to be used in facing crises and so the total becomes 7%.
Also, raising the capital adequacy rate to 10% instead of 8% and the new con-
vention proposed two ratios to meet the liquidity requirement [5].

Second pillar: regulatory supervision:
The Basel committee recommended that the banks need to set technologies to

determine and measure risks concentration using Stress test to examine the bank’s
capability in tolerating results under hard circumstances and therefore possible
points of weakness could be identified through virtual exceptional events as sudden
withdrawal operations. The committee also recommended applying the confirma-
tion test to find out whether the actual daily returns equal the expected daily returns
that are resulted from a specific trust level and this is the core of continuity.

Third pillar: Market discipline:
The amendments include more disclosures by the banks, in addition to disclo-

sure requirements of securitization and re-securitization operations, which give a
holistic image of the banks’ risks, and thus there will be indirect pressure on the
banks with insufficient capital compared to risks degree.

7 An Application Study on the Jordan-Kuwait Bank

The Jordan-Kuwait Bank is a Jordan limited public shareholding Company that was
established in 1976 by the Jordan companies Law, number [13] for the year 1964.
The shares of this bank are listed on Amman Stock Exchange, and the bank has 61
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branches inside Jordan and 4 branches abroad, in addition to two companies. This
bank is chosen for the study for many reasons such as the availability of data, the
good reputation, the lack of problems and the availability of at home and abroad
branches which means facing different kinds of risks.

The bank’s annual statements and reports for the years (2011–2015) are
examined in order to extract the needed information concerning the bank’s com-
mitment to Basel (II) implementation.

7.1 Methodology

The ratio of capital adequacy was calculated according to Basel (II) convention
during (2011–2015), and risks are measured in a way that reflects the expected
losses that aroused in the ordinary circumstances and the unexpected ones. This is
based on the estimation of the total of the actual losses using advanced statistical
methods that rely on the possibilities based on the previous experiments and they
are adjustable to suit the economic circumstances. The results were illustrated in
Table 1.

Table 1 showed the following:

1. The Jordan-Kuwait Bank has implemented Basel II concerning capital adequacy
ratios, which should not be less than 8%, and this is an indicator of the bank’s
ability in facing possible banking risks.

2. The Bank has committed to the Jordan Central bank’s instructions concerning
the systematic capital that its ratio to the Risk Weighted Assets and risks market
should not get less than 12% of the total of regulatory capital.

3. The bank’s management did not distribute any profits to the Shareholders from
the regularity capital factors as such distribution can lead to lack of commitment
of the minimum limit of the required capital.

8 Results

1. The bank has a strategy adopted by the board council of the banking risks
management including identifying the risks facing it in addition to the maximum
limits of risks that are acceptable to the bank and the limits of the capital
adequacy, which should not exceed 14% of the primary and regularity capital.

2. The bank is committed to the implementation of Basel II requirements through
disclosure of the capital formation and through having provisions to face dif-
ferent risks and these provisions should be disclosed in the financial data that
ensures its continuity.
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Table 1 Ratios of capital adequacy in the Jordan-Kuwait Bank according to Basel (II) convention
during (2011–2015)

Items Year

2011 2012 2013 2014 2015

Items of primary capital (JD) 1000 1000 1000 1000 1000

Subscribed and paid up capital 100,000 100,000 100,000 100,000 100,000

Legal reserve 52,702 59,011 65,623 71,918 77,480

Optional reserve 93,858 106,476 119,699 132,235 143,357

Retained earnings (after
deducting proposed profits and
deferred tax assets)

63,818 67,997 74,929 79,370 80,149

Non-controlling rights 5375 – – – –

Subtract

Deferred allocations with the
approval of the Central Bank of
Jordan

14,000 25,234 23,663 17,625 10,687

Goodwill and intangible assets 1097 2227 3197 7362 7065

50% of investments in
insurance, financial companies
and investments of interest in
other companies

12,817 7420 6351 11,024 –

Properties that were
expropriated over than 4 years
or more than 2 years but less
than 4 without the approval of
the Central Bank

561 551 613 6896 –

Deficit in additional capital 2036 – – –

Total of primary capital 285,243 298,052 326,426 340,616 376,248

Supplementary capital items

General banking risk reserve 10,554 12,116 12,141 12,982 13,353

Periodic fluctuation reserve – 78 186 228 228

The reserve of financial assets’
assessment with fair value
through comprehensive income
with 100% of the positive
change and 45% of the negative
change

226 270 2298 2720 1926

Additional capital deficit 2036 – – – –

50% of investments in
insurance، financial companies
and investments of interest to
other companies

12,817 7420 6351 11,024 6986

Group of systematic capital 285,243 303,546 334,701 345,521 384,769

Risk weighted assets 1,747,241 1,861,252 2,037,468 2,071,236 2,111,023

Regularity capital adequacy
ratio (%)

16.33 16.31 16.43 16.68 18.23

Primary capital ratios (%) 16.33 16.01 16.02 16.45 17.82
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3. The bank is committed to keep the capital adequacy rate stated in Basel II. It is
noted that the bank has achieved higher rates during years of the study which
revealed a strong and trusted basis for the capital that is capable to avoid
possible banking risks.

4. Based on what has been mentioned previously, it is clear that the bank is
committed effectively to the implementation of Basel II and therefore the study’s
hypotheses are accepted. Accordingly, the bank’s commitment of the supervi-
sory criteria affects positively risks management and the continuity of its future
activities.

9 Recommendations

1. The Central Bank has to make a decision concerning the working banks in
Jordan to implement Basel II requirements gradually with limited period of time
that suit the recommendations of Basel committee so as to support the Jordan
banks’ continuity and efficiency in banking risks management and to increase
the financial and economic society’s trust of these banks.

2. The bank has to improve the tools used in managing banking risks including
control and risk self-assessment and the international control procedures where
the major indicators of the risks and its types were controlled monthly.
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The Use of Capital Budgeting Techniques
as a Tool for Management Decisions:
Evidence from Jordan

Mohammad Ebrahim Nawaiseh, Hala Al-nawaiseh, Moh’d Attar
and Azeez Al-nidawy

1 Introduction

No doubt that capital budget is one of the most important areas of the company’s
financial management. It is considered as an imperative tool in the process of
planning, execution and control. This area encourages companies to focus on
techniques that are beneficial in response of interest in these applications, and call
for researchers to focus on this subject. Studies on this topic were conducted in
developed countries, i.e. Sweden (Sven-Olov et al. 2014), Canada [14, 15], and
Netherlands [19]. Other researches were accomplished in eastern and central
Europe, which have a lesser degree of development compared with Western
countries, and USA [30]. Other studies were conducted in Asian countries such as
Malaysia and Philippine [30]. Many companies still rely on the traditional tech-
niques of control budgeting for evaluating their projects [5]. Different capital
budgeting methods are generally accepted in the business; Net Present Value
(NPV); Payback Period (PBP); Profitability Index (PI); Internal Return Rate (IRR);
Accounting Return Rate (ARR); Discounted payback period (DPP), and Economic
Value Added (EVA). These techniques are used to make investment decisions; new
projects; Expansion of extending operations; Leasing of assets; merger and
acquisition. The choice, however, is not arbitrary, textbooks on financial manage-
ment often encourage the use of net present value method (NPV); while discour-
aging the use of other techniques, such as PBP method [4]. These methods, such as
(IRR), and (PBP) are often criticized; because they do not consider time value of
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money [14, 15, 3]. IRR can be misleading because of so-called multiple rates of
return [25]. Discounted payback period ignores cash flows after the maximum
payback point (Sven-Olov et al. 2014). Other studies investigated the use of capital
budgeting methods in different countries. [23] indicates that NPV (69%); IRR
(46%); and PBP (23%) were the most common techniques used in South Africa. All
researches came to an agreement that the proportion of using each CBT is different.
From this context; this paper aims at analyzing the practice of CBTs in Jordanian
industrial companies, and to know what the most used CBTs are, the degree of
application of different techniques, and the obstacles that might undermine the use
of CBTs? The remainder of this paper proceeds as follows; in the next section, we
address previous research on this topic; next, methodology; empirical results are
presented; lastly, conclusions and recommendations are drawn. Many Studies on
CBTs practice were conducted. Examples include [20] defines capital budgeting as
“long-term planning for making and financing all investments that affect the
financial results over the financial period longer than just the next period.”
Companies in emerging economies such as Rwanda [24]; Jordan [22]; Pakistan
[21]; and India [29] are shifting towards more advanced techniques, but that will be
in terms of large companies. Small sized companies in these countries are still using
PBP as a key tool for evaluating the investment. There has been almost no research
on CBTs in Jordan. Only one study [22] has been conducted. Hartwig [18] found a
positive correlation between company size and use of NPV method. Other studies
show that PBP, and IRR to be the preferred tools for managers in most companies
in Canada [2], Japan [26], China [19], Table 1 provides a historical appraisal of the
development of capital budgeting research.

Table 2 shows twelve CBT recommended or not recommended by textbooks.

Table 1 Most commonly used capital budgeting techniques as a result of prior research surveys

No. Authors NPV PI PBP DPBP ARR IRR Others

1 Arnold [1], √ √ √ √

2 Hermes et al. [19] √

3 Chen [8] √ √

4 Sridharan [27] √ √

5 Truong et al. [28] √

6 Bennouna et al. [3] √

7 Khamees et al. [22] √ √

8 Shinoda [26] √

9 Correia [9] √ √

10 Hall [16] √ √

11 Andres et al. 2014 √ √ √ √

12 El-Daour [13] √ √ √ √ √

13 Rachunkowosci [31] √ √ √ √

14 Shakila Yasmin [32] √ √ √
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2 Methodology

This research is exploratory based on a review of the existing literature. In addition
to the financial data compiled from the annual reports in 2016; Moreover, we
developed a questionnaire circulated by hand to 50 people who are in charge of
CBTs at 50 listed industrial companies; the response was just the opinion of one
individual. Data do not represent the overall opinion of the company. We received
42 questionnaires. However, only 8 questionnaires were dropped from the analysis,
leaving an adjusted response rate of 84% out of the sample, and 79.4% out of the
population. Our Questionnaire focus on the following questions: To what extent the
CBTs are used; How frequently companies use each of the different CBTs, response
were on a five point scale of 0 to 4; with 0 meaning “never”, 1 “rarely”, 2 meaning
“sometimes”, 3 meaning “frequently” and 4 meaning “always; What are the
obstacles that industrial companies might face in applying CBTs? The study posted
a question requesting the respondents’ characteristics such as experience, the pro-
fessional Certificate level attained, and respondent’s age.

3 Empirical Results and Discussion

3.1 Data and Summary Statistics

The collected responses were coded, and entered in E- views for analysis. Proper
statistical analyses were computed, Level of significance chosen in this study is
0.05.

H1 Capital budgeting techniques used are similar to the methods recom-
mended by textbooks. Respondents were asked to indicate what kind of CBTs
they use. A list of different nine methods was given to provide their own. In some
cases, respondents selected several methods. To verify this hypothesis, we observe
that companies use these techniques as follows: Most popular recommended

Table 2 Capital budgeting techniques recommended or not through textbooks

No. Method *Situation No. Method *Situation

1 Net Present Value √ 7 Value-at-risk (VAR) √

2 Annuity √ 8 Real options √

3 Adjusted NPV √ 9 Payback period �
4 Profitability index √ 10 Discounted PBP �
5 Sensitivity analysis √ 11 Accounting Return Rate (ARR) �
6 Earnings multiple √ 12 Internal Return Rate �
*Recommended (√); Not-Recommended (�). Source Graham and Harvey [14, 15]

The Use of Capital Budgeting Techniques as a Tool … 303



method used is NPV with (69.05%) which is indicated as a primary technique; the
current use of NPV in the Jordanian companies seems far less common than in the
USA, the NPV was used by 74.9% of USA Firms; and 75.7% use IRR as primary
method [14, 15]. The second most popular method not recommended used is IRR
(63.81%), followed by PI (62.86%). Despite its theoretical problems [9], PBP was
the fourth most popular method (60.48%), together with ARR (60.48), whilst
(37.62%) of the companies surveyed use SA. In fact, a limited companies use EVA,
with (25.24%), and ANPV with (33.81%). Some statistical analyses for the used
CBTs are shown in Table 3. The results are depicted graphically in Fig. 1 to
indicate ranks in the use of these methods. It should be mentioned that combined
proportion of companies use each of these two groups of techniques are different;
not recommended compared to recommended methods; (47.60 < 50.83%). For
testing H1, we use a One Sample t-test at significant level 0.05; results are shown in
Table 3. Thus, we have an evidence to conclude that companies mostly use CBTs
recommended when choosing among other appraisal techniques. This analysis
enables us to accept hypothesis 1. These findings suggest that (60.48%) of
respondents ignore PBP weaknesses which does not consider the time value of
money; ARR also have been employed by (60.48%), because it is more flexible,
agile, ease of calculation. EVA and SA were never used by participants with
(74.76%) and (62.38%) respectively.

H2 large firms with younger; more educated and experienced staff use more
DCF of CBTs. We split the companies’ sizes into small versus large; these com-
panies range from small (73.80%) of the sample have assets of less than total JD

Table 3 Frequency of companies that use each different method

No. Method *R/N Mean Use (%) No use (%) PV test t test

1 NPV R 3.45 69.05 30.95 .000 38.181

2 PBP N 3.02 60.48 39.52 .000 5.441

3 ANPV R 1.69 33.81 66.19 .000 4.287

4 PI R 3.14 62.86 37.14 .000 6.632

5 IRR N 3.19 63.81 36.19 .000 7.964

6 ARR N 3.02 60.48 39.52 .000 6.987

7 DPBP N 1.4 28.10 71.90 .000 7.765

8 EVA N 1.26 25.24 74.76 .000 10.749

9 SA R 1.88 37.62 62.38 .281 1.094

All recommended R 2.54 50.83 49.17 .000 11.364

All
not-recommended

N 2.38 47.60 52.40 .000 6.596

(R) Recommended, (N) not-recommended in textbooks, The % of use, means all respondents who frequently or
always use a particular technique. The relative usage of CBT can be depicted by the following Fig. 1:
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10,0000,000 (log. assets <7) to large firms (26.20%) have total assets more than
JD 10,000,000 (log. assets � 7). We scored responses; nearly 61.9% of the
respondents had been working with the company for more than 15 years in their
jobs. While 81% of the respondents do not have any professional certificate; only
19% have JCPA; CMA; and CPA. It was noted that nearly (85.7%) are over age
35 years; Table 4 presents a summary about these characteristics.

We estimate the study model; using proxies for the expected influential factors
which may affect the use of capital budgeting method; to proxy for these, we
include a dummy Res_age in full years, which takes the value of 1, if the
respondent’s age is less than 40 years and 0 otherwise. As an alternative to pro-
fessional education; we use the value of 1 as a dummy variable of Res_edu, if he
has a professional certificate and 0 otherwise. Finally, we include Res_exp as a
dummy in full years, which has a value of 1, if the respondent’s experience is more

0.00% 10.00% 20.00% 30.00% 40.00% 50.00% 60.00% 70.00% 80.00%

NPV
IRR
PI

ARR
PBP
SA

ANPV
DPBP
EVA

Fig. 1 The relative usage of CBT

Table 4 Shows a
demographic characteristic for
respondents

Data Variables Frequency %

Experience 5–10 5 11.9

10–15 11 26.2

15–20 18 42.9

20 or more 8 19

Qualification CMA 3 7.1

CPA 2 4.8

JCPA 3 7.1

Others 34 81

Age 30–35 6 14.3

35–40 4 9.5

40–45 17 40.5

45 or more 15 35.7

Size Small less than 10,000,000 31 73.8

Large 10,000,000 or more 11 26.2
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than 20, and 0 otherwise. We include the log. of assets as a size proxy (Ln_assets),
The dependent variable will focus on DCF_ as_ Recommended, this variable is
measured by a binary variable, taking the value of 1, if the respondent chooses
NPV, SA, ANPV, or PI; and 0 otherwise. We can report the following model:

DCF as Recommended ¼ aþ b1ðRes ageÞi þ b2ðRes eduÞi
þ b3ðRes expÞi þ b4ðLn assetsÞi þ e;

ð1Þ

We regressed the responses concerning different main (DCF) of CBTs, and
focused on use it; because it is the most common basis. According to hypothesis 2;
we also use multivariate probit regression to estimate the model in line with Hermes
et al. [19]. We expect positive signs for logarithm of assets as a proxy of Company
size (LN_ASSETS); more age of the respondent (RES_AGE), professional edu-
cation attainment (RES_PROF), and more specific company’s staff experience
(RES_EXP), will lead to use more recommended methods in the model as inde-
pendent variables. Pearson correlation coefficients among the independent variables
were examined (Table 5); multicollinearity found to be limited.

Table 6 shows that size of company is a significant determinant of the DCF
based CBTs recommended; the expected sign is positive for LN_ASSETS. Our
result for size supports earlier findings on the use of DCF based CBTs, means that
use of these techniques is more common in larger companies. We test the effect of
each respondents’ characteristics on the use of DCF based methods recommended
separately (Table 6); both RES_EXP and RES_EDU obtain the expected signs;
these variables are significant. The use of DCF is insignificantly and positively
related to RES_AGE. We conclude that age, experience and professional back-
ground of people who are in charge of CBT position influence the CBTs; this is
consistent with Graham and Harvey [14, 15]. Results are similar to an indication in
a study reported by Du Toit and Pienaar [12] that Companies undertake relatively
large capital projects tend to select IRR and NPV in South Africa. Our results
confirm that lager companies tend to use recommended methods more often when
deciding on evaluation of capital investments; which is similar to study reported by
Hartwig [17].

Table 5 Pearson correlation matrixes of independent variables

Variable Data Size Experience Profession Age

Firm Size Correlation 1

Experience Correlation −0.095 1

Sig. (0.551)

Profession Correlation −0.031 −0.072 1

Sig. (0.844) (0.649)

Age Correlation 0.175 −0.456a 0.141 1

Sig. (0.269) (0.000) (0.372)
aCorrelation is significant at the 0.01 level (2-tailed)
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H3: Industrial Companies face obstacles to undermine the use of budgeting
techniques. Results are summarized in Table 7. The most important obstacle is the
Lack of expertise and knowledge, followed by Lack of specialized accountants.
Combined mean of the result is 3.1 with P. value 0.000; we accept H3; and
conclude that there are many obstacles companies face to impede the use of capital
budgeting techniques.

3.2 Findings and Recommendations

Our study concluded that majority of companies use (50.83%) out of (4) methods
recommended; NPV (69.05%), PI (62.86%, budgeting techniques were not all
equally used. It is recommended that companies in Jordan adopt more capital
budgeting methods like: NPV; ANPV; PI, and SA, in addition to give more
attention to use of traditional techniques, particularly for the smaller investments.
The study recommends that Companies should handle with strict care CBT,
because of its impact on the future of the company. Two methods (EVA) and

Table 6 Results of regression analysis/ML—binary probit regression

Variable Coefficient Z-Statistic Prob.

Constant −0.482 −3.448 0.001

RES_EXP 0.38 2.653 0.008

RES_PROF. 0.405 2.984 0.003

RES_AGE 0.186 1.364 0.173

LN_ASSETS (Size) 0.424 3.006 0.003

Prob. (LR statistic) 0.000

Table 7 Obstacles undermine the use of capital budgeting Recommended

# Obstacles 0 1 2 3 4 M Sig. t

1 Lack of knowledge 0 0 2 17 23 3.5 0.000 10.898

2 Unavailability of adequate data 0 2 8 17 15 3.07 0.000 4.274

3 Lack of specialized accountants 0 0 0 25 17 3.4 0.000 11.803

4 Lack of confidence in the use of DCF 3 1 13 25 0 2.43 0.593 −0.539

5 Lack of applicability to the business 0 2 4 10 26 3.43 0.000 7.002

6 Too sophisticated to apply in practice 0 3 11 10 18 3.02 0.002 3.396

7 No trust in DCF 8 4 6 0 24 2.81 0.229 1.222

8 Difficulty of estimating inputs 2 5 5 13 17 2.9 0.035 2.175

9 Requires many internal resources 1 1 4 15 21 3.29 0.000 5.545

10 Lack of top management support 0 0 5 17 20 3.36 0.000 8.025

11 Encourages too much risk taking 0 1 6 18 17 3.21 0.000 5.92

Average of relative importance % 62.60% 3.13 0.000 11.362
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(SA) should be supported and given more attention. The obstacles have scored (62.
6%). Future research may focus on the merit is to explore the effect of capital
budgeting methods on performance.
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Evaluating the Need to Use Integrated
Project Delivery (IPD) Approach
as a New Alternative Implementation
System in Developing Countries

Farimah Noghli, Ehsan Saghatforoush and Zahra Forghani

1 Introduction

The progress achieved through social and economic development in today’s world,
results in expanding activities in the field of engineering projects [1]. One of the
factors of economic development in each country is success of its civil infras-
tructure projects [2]. In recent years, the government of Iran has welcomed using
technology in the civil and infrastructure section, in order to develop the country
and create economic boom [3]. Considering the increase of complexities in the
building industry, it is faced with several challenges. The building industry has
learned many ways to face these challenges through offering diverse systems for
project implementation. Moreover, due to the increasing need of societies and more
importance of time, cost, and quality in evaluating the projects, systems of project
implementation need presenting new approaches [1]. For this purpose, a number of
practitioners in this industry have proposed a new delivery system under the title of
Integrated Project Delivery (IPD). IPD is the result of changes of the traditional
project delivery models which gathers all the project team members at an early
planning and design time in order to reduce time, avoid wastes, improve project
performance, and to create a win-win result for all those involved in the project
(Glick and Acree Guggemos, n.d.). This approach improves project objectives
through a participatory system [26]. It optimizes project implementation system by
enhancing cooperation among different project stakeholders [4]. In fact, increasing
coordination and participation of members of project team are considered as the
major IPD target [5]. Studies have shown that IPD can be used in all kinds of
projects, but as it is not used widely, it is supposed that it is not still approved in
Iran as a developing country; whereas this approach has been used in many projects
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abroad [6]. In this study, due to incompatibility and inability of the common civil
contracts in Iran in using the experiences of other stakeholders and inappropriate
distribution of profit and loss among them, duplications and other similar problems
in them, IPD has been introduced as a new system for conducting the civil projects
and a response to most of these problems. According to lack of understanding of
IPD in Iran and other similar developing countries and consequently using previous
traditional approached, it is required to introduce this approach as a new approach
in implementing the civil projects.

2 Literature Review

The major civil projects, because of their complexities, are always faced with
several challenges all over the world. These problems either occur while signing a
contract, during implementation or even after project completion. Some of the
reasons of occurrence of these challenges are the existence of multiple contracts and
consequently lack of integration among project stakeholders, lack of prediction of
proper solutions for possible claims and generally incomprehensive views when
starting the project planning. It results in extra project time and cost and reduction
of its quality.

In this section, at first we investigate the evolution of project implementation
systems, then different kinds of currently used project implementation systems are
studied, and following that IPD systems are examined particularly and after that, it
will be introduced as the most modern system in this field.

2.1 Project Implementation Systems

Project implementation system is a process, during which the project is designed
and constructed. Moreover, it is a method for project preparation, through which the
employer transfers the risk of delivering project and performing design and con-
struction to other parties [7]. At the beginning of 20th century, most of the projects
were performed through contracts with fixed prices that now they are known as
systems for design- tender- construction or traditional ones. The concept of per-
formance management was introduced in 1960s, the concept of design and con-
struction consulting in 1970s, and plan management in 1980s. They appeared in
response to the search of employers to find better solutions to conduct complex
projects [1]. Figure 1 shows revolution of project implementation systems.
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2.2 Types of Project Implementation Systems

Types of project implementation systems are divided into six categories of in house
system traditional (Design-bid-built) systems, design-build systems construction
management systems, program management system, and integrated project delivery
system. Below, each of project implementation systems are described briefly. In
house system or full implementation is a mechanism, in which almost no contract is
signed, and in fact the employer has all of the responsibilities of the project [8].
Conventional systems, in which at first the employer provides project design from
external resources, and then assigns it to another external resource [7]. This method
is common in Iran [8].

Design-build systems are in which the employer provides design and construction
services of the project from an external resource. In this type of systems, the employer
should have sufficient knowledge about design and construction process, which
usually an independent consultant is employed to help the employer [9]. In fact, the
employer reduces his/her risks and responsibilities by transferring a large portion of
his/her responsibilities to the contractor [10]. Types of design-build systems can be
considered as turnkey system, types of construction- operation- transfer systems,
bridging system, and buyback method [7]. According to the studies of American
Design and Construction Institute, almost 87% of the construction projects are done
through this method [3]. construction management system, this kind of system can be
considered as a type of conventional systems, in which the owner employs an external
source to coordinate design and construction phases and project management to
reduce his/her responsibilities and risks [1]. Constructionmanagement system is used
in two forms as agency CM, and at risk CM [7]. Program management system prin-
cipally is not considered as a project implementation system, but it is an overall service
system that coversmultiple needs of the employer. This system is called “Professional
Project Management System” that can use a combination of implementation systems
for design and construction. In fact, awide range of services provide feasibility studies
for project implementation systems [1]. There is another type of project implemen-
tation system known as Integrated ProjectDelivery. The next sectionwill describe this
method in detail.

Architects 

Constructors

Designers

Master builders

Industrial  
Revolution  Specialization integration 

Designer/Builder 

Fig. 1 Revolution of project implementation systems [7]
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2.3 Integrated Project Delivery (IPD)

Integrated project delivery is one of the project implementation systems, in which
project stakeholders, tools, methods, and structures are integrated to achieve the
objectives of the project. The aim of this newly born system is creating a process
that focuses talents and capacities of all of the project stakeholders towards opti-
mizing the outcomes, increasing the earned value by the owner, reducing wastes,
and maximizing efficiency in the design and implementation phases based on
multilateral cooperation. This system has eight conceptual phases, such as basic
design, detailed design, providing project documents, reviewing documents, buy
and check out, implementation, and completion [11].

The aim of IPD implementation system is integrating processes and phases of
the project that is shown in the above picture. Standard forms of contract for
integrated delivery of implementation were provided and published by some
institutes such as Architectural Institute of America. 3xPT Strategy Group has
summarized the basics of integrated delivery system in 5 clauses of processes and
structure of project organization, scope, implementation issues, tools and methods,
and treaty agreements [12]. Participatory decision making and design integration
are among necessities of IPD contracts [13]. Figure 2 shows communications in
IPD system.

The most important success of IPD can be considered as clear definition of
contractual relations, project objectives and also team building at the beginning of
the project [14]. Research methodology and data collection methods applied are
presented in the following section.

Owner

Architect

Contractor  

Construction Companies

Material suppliers

Sub-contractor 

Fig. 2 Communication in the IPD system [7]
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3 Research Methodology

Method means initiative or determining steps that are taken to realize a special
objective [15]. Selecting a research methodology is usually implemented according
to the research objectives, nature and available equipment. Consequently, one can
decide about research methodology when its subject, scope, nature and the
equipment of its implementation are clear enough [16]. Given the novelty of the
IPD approach and insufficient information in this field in Iran, literature review
method has been used in this research. One of the most familiar software for
managing data in the qualitative analysis is Nvivo [17]. In this study, for qualitative
analysis of the collected data, the Nvivo Software has been used. In the next
section, data obtained from the literature review method are analyzed.

4 Data Analysis

As stated in the previous section, in this study, the Nvivo Software has been used
for qualitative analysis and classification of data collected from the literature
reviews. Analyzing this study addresses advantages and disadvantages of the cur-
rent systems of implementing the civil project and the necessity of applying IPD as
a new delivery system in implementing the civil projects, specifically in developing
countries.

4.1 Conventional Systems of Implementing the Civil
Projects in Iran: Advantages and Disadvantages

In the civil sector of Iran, like most of other developing countries, conventional
implementation systems are used in quite all civil projects. Among existing systems
introduced in the Sect. 2.2, in house, traditional (Design-bid-built), design-build,
and construction management systems are used more than others in Iran. The
differentiating factor among project implementation systems is the scope of
responsibilities and the way of distributing risks among project stakeholders [7].
According to this fact that the amount of integration is one of the main charac-
teristics of each implementation system, integrated decision making can be a dif-
ferentiating factor. The concept of integrated decision making that is stated against
linear decision making, is such that at first project stakeholders integrate their
experiences with each other and accelerate the overall process of design and con-
struction [1]. In the in house system, the employer has the advantage of eliminating
tracking costs due to lack of signing contracts in this system. In this regard, time is
saved significantly as well. But this system is applicable in small projects [7].
Owner in this system either should use his/her trained forces, or should outsource
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different sections of the project. For this reason, he/she doesn’t have to focus
decision making and integrated coordination of the project necessarily [18]. In the
in house system, the owner has all of the responsibilities, and all of the jobs are
done inside the organization [7]. So it can be concluded that the in house system has
poor performance in the way of distributing risks and integration. Traditional
(Design-bid-built) system is common for normal projects in many countries
including Iran. Accordingly, this method is completely known and its procedures
have been identified. The employer has a clear idea about the final costs of the
project. The contractor is selected impartially through holding tender. One of the
disadvantages of this method is delay in the completion time because of the sep-
aration of design and implementation stages, and also hostile relations of designers,
contractors, and employer due to being in different positions [7]. This issue shows
lack of integration in this system [1]. In the traditional (Design-bid-built) system,
the responsibility of design and construction is assigned to the outside of the
organization, and the employer has financial responsibility [7]. In this system, we
are faced with inappropriate distribution of risks. One of the advantages of con-
struction management system is better cooperation, reducing time of design and
construction processes, saving costs through reducing time, and less disputes.
Besides these advantages, like other systems, there are some disadvantages too,
such as more bureaucracy between the employer and construction manager, man-
agement and administrative duplications, and reducing the control on contractors
[1]. From two kinds of construction management systems, agency CM is more
common in Iran. In the performance construction system, performance manager has
the responsibility of management and coordination of design and construction
stages [7]. In this system, like traditional (Design-bid-built) system, we are faced
with lack of integration and inappropriate distribution of risks. In design-build
systems, the employer is responsible for design and construction and his/her risks
are minimized and the projects proceeds faster, and most importantly, the builder is
involved in the design process [9]. Value engineering and investigating con-
structability are improved by integrating design and construction processes [1]. In
this system, the contractor accepts risks more than any other construction system
[7]. Two types of contracts, EPC and BOT, are more common in the construction
industry in Iran. Moreover, in the design and construction system, the responsibility
of project design and construction is completely assigned to the designer-builder.
But a part of the responsibility of feasibility studies and initial designing are
assigned in the EPC contract [7]. In the design-build system, in comparison with the
previous systems, integration has been enhanced, but still the contractor has the
responsibility of project risks, which indicates inappropriate distribution of risks.
Project construction system, which has two factors of integration and appropriate
distribution of risks together, is IPD that has been examined in the next section.
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4.2 The Necessity of Utilizing IPD as a New Alternative
System in Implementing the Civil Projects

The overall performance of IPD is such that the key selected stakeholders for
implementing the project form a central team composed of owner, architect, con-
sultant engineer, contractor, and other members. After that, a general and com-
prehensive contract is signed among the owner and other members. After signing
the contract, several management groups will be formed to determine the objectives
of the project. Project profits, awards and risks will be shared by the same central
team. In this method, it is emphasized on using Lean Construction, BIM, and PMIS
techniques [19]. BIM is caused better understanding of design and costs. As it is
found from the name of IPD, it is based on integration concept and is known as a
solution for integrating implementation of the building projects [20]. Writing a
contract as win-win, causes distributing project risks appropriately among contract
parties. In most of the civil project implementation systems, one-way view benefits
of the owner prevails win-win attitude [21]. In the controversial systems of project
implementation, inappropriate distribution of risks is seen, while in IPD, contract
clauses are set somehow to be a stimulus for maximizing cooperation in the pro-
jects, and consequently risks and opportunities are distributed appropriately [12]. In
other words, in IPD system contractual clauses, the existence of a common profit
and loss and win-win attitude is considered. Early participation of key stakeholders
and project integration lead to saving time and cost [22]. In in house systems,
conventional systems, and construction management, we are faced with lack of
integration. Whereas one of the principles of IPD is that the employer should lead
the project with perfect obligation to project integration and total responsibility
[11]. In order to compare design-build system with IPD system in terms of inte-
gration, it can be said that despite integration has been improved in the design-build
system in comparison with the traditional systems, it is not implemented seam-
lessly. In contrast, implementing projects in IPD system is defined in an integrative
way. Early participation of project stakeholders in IPD is one of the advantages of
this system in comparison with design-build systems [23]. Due to the universal
acceptance of utilizing this method in the civil projects, still there are few studies
about this issue in Iran and other similar developing countries. According to the
report of Plan and Budget Organization [3], 90% of the civil projects in Iran are
faced with an increase of time and cost, and 60% of unfinished projects need 15
more years to be completed. Accordingly, lack of using modern contracts, is a
factor for increasing cost and time of the civil projects in Iran [24]. So it is expected
that IPD can solve the problems of the civil projects in Iran.
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5 Discussion and Conclusion

Studies show that selecting the best project implementation system reduces pro-
ject’s costs up to 5% and its implementation time, up to 30% [25]. During recent
years, the IPD approach has been grown in some developed countries through
integrating processes, stakeholders, and components of project implementation.
Generally, it can be concluded that participation of project stakeholders in the early
planning, design and construction phases, and also the presence of common profit
and loss in the IPD approach, enhance the possibility of achieving success in the
civil projects [23]. It is hoped that the results of this study can make project owners
familiar with this newly born approach, and encourage them to try using this
implementation system idea in order to make it more and more popular in civil
projects. For this aim, it is suggested that contractual principles of IPD be localized
according to the culture and laws of Iran, the required infrastructure to create a
culture of collaboration be provided among stakeholders of the project and an
integrated view by the related entities be organized to quicker replacement other
available systems with the IPD approach. Moreover, some studies can be conducted
to examine the potential problems in implementing IPD in Iran.
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Evaluating Risk Management
in Jordanian Construction Projects:
An ISO 31000-2009 Implementation
Perspective

Naser Abuyassin, A. S. H. Yousif and Najm A. Najm

1 Introduction

Risks are the syndrome of businesses as the warriors have to tolerate hazardous
situations to achieve triumph. To realize the maximum possible level of profit,
business organizations must afford a very high level of risk. Many management
thinkers are deeming competition as a war, but without arms. This type of com-
parison which, always raises by businesses, may be the main reason that has
motivated military strategist to consider war as a case of risk management and
therefore, calls on his warriors to act as a risk manager [4]. Primarily it might be
necessary to say that risk management is not a pessimistic perspective of company’s
projects rather than it is actually a conscious managerial action. As planning is one
of the major functions of management, so one of its essential requirements is the
exploration of the future to differentiate between adequate circumstances (i.e.
Favorable events and opportunities) and inadequate ones (i.e. unfavorable events
and threats) that might occur in the future.

Risk actually, is a part of any type of business, because there is no achievement
of good return without risk. Therefore, management is highly concerned about risks
that might face in the future as much as it is concerned about the achievement of
total return and projected profit margin. The main reason behind the increasing
importance of risk management is the state of information shortage which produces
inappropriate procedures that required eliminating the negative impact of risk.

Risk is essentially represented a type of effect on the projected objectives of a
business organization. This effect can be a positive or negative deviation from the
expected performance to meet the company’s objectives that may take different
aspects (such as financial, quality specification and delivery date). These objectives
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could be adopted at different levels (such as strategic, organization-wide, project,
product and process). As far as, risk in this context is concerned, risk is often
interrelated with the potential future events, its occurrence likelihood and its
expected consequences. Finally, risk is closely connected with uncertainty which is
the state, of information deficiency (totally or partially) concerning the under-
standing or knowing of, a future event, its consequence and its occurrence likeli-
hood (ISO 2009, pp 1–2, ISO Guide 73:2009).

According to (ISO 31000-2009) risk is usually represented a critical influence of
meeting business organization objectives. This influence could be of positive or
negative deviations from what is projected. This deviation comprises different
levels the strategic, project, process or product, levels of the financial, environ-
mental and health & safety aspects. Therefore, it can be concluded that risk is
closely related to a probable incident and its consequences or both. Finally, risk is
the outcome of uncertainty due to information shortages (totally or partially), which
leads to poor understanding of the future events and its consequences and likeli-
hood of occurrence. (ISO 2009, pp 1–2, ISO Guide 73:2009).

Despite the availability of useful guides and standards for the project manage-
ment filed, it (PM) remains a highly problematical endeavor and risk management is
still the most critical activity due to the fact that any project may face many risks
during its executing process [11]. while more organizations are becoming
project-based, risk management becomes one of the most important management to
effectively address project risks. According to Caroll and Webb (2001), there are
four types of risk: Imminent peril (the Sword of Damocles), Invisible risk
(Pandora’s box), Cost—benefit report (the Scale of Athena) and Voluntary Risk
(The Myth of Hercules or Risk for the risk’s sake). Biebold et al. (2004) presented
another classification of risks: Known (there is a model that explains the risk),
Unknown (more than one model explain the risk) or Unknowable risks (no specific
model explains the risk). These diverse and wide-ranging risks in project man-
agement require specialized management that is risk management.

2 Risk Management

ISO (21500) [5] documents define project management as the application of
methods, tools, techniques and competencies to a project. It includes the integration
of all the phases of the project life cycle, which covers the period from the start up
to project completion. IT also was defined by PMBOK guide (2008, p 6) as the
application of knowledge, skills, tools, and techniques to a project in order to meet
its general requirements. The UK- Institute of Risk Management (IRM), pointed out
that project management considers risk management as the essential part of orga-
nization’s strategic management (IRM 2002, p 3). It is clear that the latest definition
focuses on the strategic dimension as, a range of risks that can be classified as
strategic risks such as: competition risk, change in the loyalty of customers, and
changing in customers’ needs and wants.
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Oxford dictionary defined risk as a chance or possibility of danger, loss, injury or
other adverse consequences. In this meaning, risk can cover the losses of resources,
the angible and intangible damages or any other negative consequences that could
happen in the future. Therefore, risks are some types of probabilistic uncertain
events. Hence, the certainty of risk occurrence is unacceptable aspect; because it
simply means that, business organizations are targeting danger, which is an illogical
practice business world. Risk is a future event, while the historical records are
sources for lessons to be learned and a database for future forecasting. Paxson and
Wood (1998) defined risks as “facing unpleasant coincidence”. Harris (2006),
defined risks as the likelihood of threat that creates damages to business.

The British institute of risk management (BIRM) has defined risk management
as “the central element or function of company’s strategic management, which
usually concerns with all types of risks that have a negative effect on the company’s
general activities. It is playing a distinctive role to eliminate harmful consequences
of risks and facilitating the way of achieving all the expected benefits of the project
(BIRM 2002). It is quite clear that this definition is focusing on the strategic
dimension as some types of risks which are characterized as strategic risks relying
upon the nature of the projects. As projects usually, characterize by their level of
newness and uniqueness, this makes them always facing a high probability of
failure, which simply means, losing resources, opportunities, and creating new
types of threats for the business and its projects. Risk is the most appearing business
attribute nowadays.

The ISO organization has defined risk in tis directory of risk management
reformist language as “the effect of uncertainty on objectives”. It might be relevant
to mention here that the ISO definition of risk indicates, that risk is not a product of
coincidence or incident that cannot be overcome, but it is essentially the effect of
uncertainty. According to loader [8], Risk management seeks to achieve many
objectives such as: identify what the risks are, know the frequency of occurrence of
the risk, understand how and where the risk will potentially impact, measure the
impact of the risk, and reduce the controls that will manage the risk.

Risk management has been considered as sub-administration within project
management. The American institute of projects management has considered risk
management as one of the mine basic aspects of project management knowledge
according to its project management directory (APMI 2009).

3 ISO 31000-2009

In risk management, there are many approaches to manage and control the project
risks such as: risk-based dependability framework [12], Failure Mode and Effects
Analysis: FMEA [1]; the two-dimensionality of project risk [14].

The ISO (International Standardizations Organization) has issued the (ISO
31000) standard for risks in 2009. These developments were the main elements
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behind the current consideration of risk management as an essential aspect of
scientific knowledge and very important professional specialization of value
creation.

Relying upon ISO literature it can be concluded that ISO (31000-2009) is
consisted of five main components (), these are:

3.1 The Strategic Vision of Risk Management: Some risks are strategic and others
are operational. The context of risk management includes a board scope of all those
types of risks [3, 13, p 6]. The context of risk management covers a wide range of
aspects extends from operational risks to market risks including competitive risks.
This broad context requires a strategic vision of risk management which can
contribute efficiently to the achievement of the company objectives.

3.2 The Scientific and Statistical Definition of Risk: Risk is, no longer, be con-
sidered as, just a, coincidence, an unexplained or unpredictable event that happens
without any warning signals. Risk is simply the effect of the state of uncertainty due
to deficiencies in information, attention and focus. That is why risk can be treated
like any other business phenomenon, which can be investigated and analyzed to
determine its patterns of occurrence and thus determining its occurrence probability.

3.3 Five Attributes of Risk Management in Construction Companies: These attri-
butes are: company has an organizational unit, adapting a continuous improvement
approach related to risk management, team of Individuals with the required qual-
ifications and skills in risk management to handle all kinds of potential risks,
applying of a risk management process system for all kinds of risks regardless of
the type or level of importance, and finally, the adoption of a transparent gover-
nance process that covers all types of risks through a periodical reporting system to
all stakeholders and other concerned parties.

3.4 The Risk Management Principles: According to ISO 31000-2009 standard,
effective risk management is guided by a set of principles.

3.5 The Implementation of Risk Management Process: This process represents
systematic structured and integrated steps to manage and control the context of the
company.

4 Methodology

The Variables of the study: the independent variables of the study are the main five
components of ISO 31000-2009 risk management process. These components are:
Establishing the context, Risk assessment, Communication & Consultation, and
Monitoring & Review. The dependent variables are the performance criteria:
Project financial budget obligation, quality specifications, and delivery date.
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These three criteria are the essential determents of any project management effec-
tiveness (i.e. extent to which the company goals are attained).

4.1 Study Hypotheses

This study intends to determine the effect of the main components of risk man-
agement on project management performance. This objective has been addressed by
the following three hypotheses:

• H1: ISO 31000-2009 risk management components are positively affected the
project financial budget obligation.

• H2: there is a positive effect of ISO 31000-2009 risk management components
on the quality specifications commitment.

• H3: there is a positive effect of ISO 31000-2009 risk management components
on the delivery date commitment.

4.2 Questionnaire

Questionnaire as one of the most commonly used tool for data collection was
adopted to gain the required data. A three sections questionnaire was designed and
evaluated. These three sections include demographic and functional characteristics,
the ISO 31000-2009 components of risk management, and project management
performance criteria (i.e. budget, quality and delivery date).

Participants: The study based on the convenience sample that comprised four
construction companies, Greater Amman Municipality engineering department
responsible for executing Amman Municipality engineering projects, DAMAC
Real Estate Development Limited in Jordan, Arab Towers Contracting Company
(Jordan), and Al-Yacoub Contracting Est. 75 questionnaires were distributed 51
were returned 9 of which were not totally completed.

The sample participants are managers, engineers and supervisors who are
directly involved in project management and risk management activities.

4.3 Sample Characteristics

Table 1 displays the distribution of the sample by gender, age, educational level,
working experience, etc.
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4.4 Tests

– Construct validity: In order to examine the construct validity of the data col-
lection tool to ensure that the questionnaire items are relevantly measuring what
they are designed for, and factor analysis loadings was used for this purpose.
Table 2 illustrates the results of this test which are plainly indicate that all the
percentages of the study variables and their items are larger than 50 percent, as
well as KMO percentage. (Kaiser 1981) or (60%) (Mulaik 2010). KMO value
was also greater than (50%) which means that the sample of the study is ade-
quate. These results also ensure that all the items of risk management

Table 1 Sample characteristics

Character
type

Data Freq. % Character type Data Freq. %

Gender Male 36 85.7 Marital status Single 11 26.2

Female 6 14.3 Married 31 73.8

Total 42 100 Total 42 100

Age <30 10 23.8 Specialty Manager

30–39 20 47.6 Engineer
(non-manager)

40–49 6 14.3 Technician

� 50 6 14.3 Other

Total 42 100 Total 42 100

Education Sec. 1 2.4 Working
experience

<5 years 8 19.0

Bach. 32 76.2 5–9 11 26.2

High Dip. 3 7.1 10–15 9 21.5

Mas. 6 14.3 >15 14 33.3

Total 42 100 Total 42 100

Table 2 Factor analysis loadings

Items No. of items Factor 1 Extraction KMO

Risk management components

– Establishing the context 6 0.899 0.808 0.879

– Risk assessment 5 0.894 0.799 0.787

– Risk treatment 5 0.908 0.825 0.717

– Communication and consultation 5 0.803 0.645 0.753

– Monitoring and review 5 0.644 0.414 0.793

Performance criteria

– Financial budget 3 0.585 0.343 0.601

– Quality specifications 3 0.860 0.763 0.680

– Delivery date 3 0.874 0.874 0.618
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components are homogenous and factor loadings are appropriate to maintain the
construct validity.

– Reliability: Reliability test was used to determine the extent to which the items
of risk management components are internally consistent. Cronbach’s alpha is
one of the most recommended measures for internal consistency. This test was
implemented and the generated outcomes are: 0.916 for establishing the context,
0.824 (risk assessment), 0.784 (risk treatment), 0.798 (communication and
consultation), 0.844 (monitoring and review).

Variables relationships: To specify the intensity of relationship between inde-
pendent variables, the inter-correlation matrix was used for this purpose. Table 3
shows that all correlation coefficients values are larger than 0.30.

5 Hypotheses Testing

To test the hypotheses of the study and determine the relationship between inde-
pendent and dependent variables, the statistical correlation test was used where the
correlation and determination coefficients were calculated to. Multiple regression
analysis was also conducted to determine the effect of independent variable on
dependent variables in a causal model.

H1: ISO 31000-2009 risk management components are positively affect the
project financial budget obligation. The Value of the determination coefficient was
(0.218) which indicates that there is a positive relationship between risk manage-
ment components and project financial budget obligation. Table 4 shows that three
components of risk management (the context, risk assessment and risk treatment)
have a positive effect on c project financial budget obligation at a significant level
(p-value <0.05). The other two components of risk management (communication
and consultation and Monitoring and review) have no effect on project financial
budget obligation and they were ignored.

H2: there is a positive effect of ISO 31000-2009 risk management components in
on the quality specifications obligation.

Table 3 Inter-correlation
matrix

Risk management components

EC RA RT CC MR

EC 1.000

RA 0.785 1.000

RT 0.739 0.605 1.000

CC 0.667 0.583 0.725 1.000

MR 0.515 0.500 0.459 0.334 1.000

Independent variables: EC: establishing the context, RA; risk
assessment, RT: risk treatment, CC: communication and
consultation, and MR: monitoring and review
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Results of hypothesis testing reveal that there is a positive relationship between
risk management and quality specifications. The regression analysis also showed
that four components of risk management (communication and consultation
Monitoring and review) have an effect on quality specifications at (p-value < 0.05)
significant level. While the communication and consultation components do not
have any effect on quality specifications (see Table 4).

H3: there is a positive effect of ISO 31000-2009 risk management components
on the delivery date obligation.

For this hypothesis testing, the value of the coefficient of determination was
0.107, which indicates that there is a type of a positive relationship between risk
management components and the delivery date. In general, the regression analysis
results exposed that there is an effect of the three components of risk management
on the delivery date at a significant level of (p-value <0.05). The main results are
presented by Table 4.

6 Discussion

In This study has identified three types of risk: the strategic, financial, and technical
risks. The related literature combines many types of risk classification [3, 10]. The
broad identification of risk in the “Design and Build projects” indicts that there are

Table 4 Multi-regression: effect of risk management components on performance criteria

Variables R R2 T Beta Sig. Result

H1

Establishing context 0.446 0.218 2.835 0.522 0.007 Accepted

Risk assessment 2.004 0.092 0.042 Accepted

Risk treatment 2.220 0.200 0.032 Accepted

Comm. and consult 1.007 −0.095 0.096 Rejected

Monitoring and review 0.048 −0.243 0.804 Rejected

H2

Establishing context 0.332 0.110 0.311 1.098 0.030 Accepted

Risk assessment −0.755 −2.068 0.046 Accepted

Risk treatment 0.464 1.168 0.012 Accepted

Comm. and consult −0.174 −0.578 0.567 Rejected

Monitoring and review 0.098 0.459 0.049 Accepted

H3

Establishing context 0.327 0.107 1.723 0.175 0.023 Accepted

Risk assessment 1.899 0.192 0.009 Accepted

Risk treatment 2.010 0.237 0.003 Accepted

Comm. and consult 0.467 −0.092 0.982 Rejected

Monitoring and review 0.897 −0.233 0.653 Rejected
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thirty-five types of risks. These risk can be classified in several groups according to
related project management dimensions (time, cost and quality) [9].

This study has adopted four broad types of risk that were ranked according to
their importance. First in the list is the strategic risks, second type represented the
technical risks, third type was the legal risks, and the fourth was the financial risks.
These types of risk are in consistent with the classification of
Build-Operate-Transfer model. (BOT) [15].

This study sought to determine the effect of ISO 31000-2009 five components
(establishment of context, risk assessment, risk treatment, communication and
consultation and monitoring and review) on the three performance criteria (financial
budget, quality specifications, and delivery date). The statistical analysis results
revealed that the three components (establishment of context, risk assessment, risk
treatment) have a positive effect on the three performance criteria. It might be
relevant to mention the benefits of adapting the ISO 31000-2009 framework for risk
management such as:

• Developing applicable approach to risk management.
• Improving the risk management process in its five dimensions.
• Achieving an effective response of risk management to the corporate strategy in

general and to project management in particular.

Improving the performance of the company, especially the parts relate to the
financial budget, quality specification and delivery date.

7 Conclusions

Results discussion suggests that there is a urgent need for developing a new
approach of risk management for Jordanian construction sector. This approach can
be formulated relying upon the five components of ISO 31000-2009 risk man-
agement framework (i.e. establishment of context, risk assessment, risk treatment,
communication and consultation and monitoring and review). The suggested
approach also requires a revised classification of risks. This study has developed the
required classification that comprises four categories of risk. These categories are
the strategic, financial, legal and technical risks. The statistical analysis results of
this study indicated that the main three components of risk management (estab-
lishment of context, risk assessment, risk treatment) have a positive effect on the
three criteria of performance (financial budget, quality specifications, and delivery
date). The results also confirm that there is no significant effect of the other two
components on performance criteria. These results might urge Jordanian con-
struction companies to take the necessary actions to integrate the two components
into risk management.
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Outsourcing Projects and Achieving
the Organizational Goals: Applied Study
in Greater Amman Municipality (GAM)

Mohammad Salameh Alhmeidiyeen

1 Introduction

In recent years, the government has used outsourcing widely to deliver high quality,
cost-effective, services and projects. Turner and Muller [38] defined projects in
terms of temporary organizations: A project is a temporary organization, to which
resources are assigned to undertake a unique, novel and transient endeavor
managing the inherent uncertainty and need for integration in order to deliver
beneficial objectives of change. Hällgren and Wilson [19] also argued that project is
special groups are set up to accomplish the task at hand.

In another words, projects deal with producing an events that have not been
accomplished before. The accomplishment of these projects by another party called
outsourcing. Troaca and Bodisolav [37] argued that concept of outsourcing came
from the terminology “outside resourcing”, which means to get resources from the
outside. In other words, outsourcing when handed over to providers in the same
country is called domestic outsourcing, and when handled by providers in offshore
locations is called offshore outsourcing [18]. The general objectives of outsourcing
projects do not simply include the purchasing of products and services, as all
organizations need to purchase things from external sources. Outsourcing can be an
important strategic decision that entails a series of performance effects in different
parts of an organization, furthermore; Organizations are seeking to outsource any
process that is not deemed as core to their business [40]. Outsourcing can require
top management decisions involving organization policy and may change the
boundaries of an organization.

Meanwhile, Mutiangpili [28] argued that governments look to outsourcing for
the progressive transformation of the overall operation of their agencies. The public

M. S. Alhmeidiyeen (&)
Alzaytoonah University of Jordan, Amman, Jordan
e-mail: mhmeidiyeen2012@gmail.com

© Springer International Publishing AG 2018
S. Şahin (ed.), 8th International Conference on Engineering, Project, and Product
Management (EPPM 2017), Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-3-319-74123-9_35

331

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-74123-9_35&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-74123-9_35&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-74123-9_35&amp;domain=pdf


agencies’ bottom-line of providing quality service and optimizing taxpayers’ money
are the primary drivers for government sector outsourcing.

Outsourcing in Greater Amman Municipality (GAM) are commonly used in
many projects that usually accomplished by other party. In 2015 more than 52
projects were executed by outsourcing with value about 28 million JD, and in 2016
about 74 projects with a value about 35 million JD [15].

Major outsourced projects in these two years, executed for GAM are:

1. Accomplishment of hot mix asphalt in different places
2. Rehabilitation of King Abdullah II’s stadium phases 1, 2, 3
3. Maintenance of King Husain Gardens
4. Establishing retaining walls in different places
5. Supply of base coarse gravels
6. Establishing of water drainage lines in different places
7. Rehabilitation of Amman Slaughterhouse
8. Establishing a new garden in different places

Although outsourcing is not new to project management, it is done through two
lines of business, in construction; projects are mainly run by a general contractor,
whose job is to select and manage a battery of contractors and subcontractors. The
second line that is depends on outsourcing is government business. The great share
of government work is conducted through contracts. Governments rarely build
bridges, highways, or computer systems using their own employees. Such work is
usually done by private outside contractors [14]. GAM usually executes the bridges
and tunnels by private contractors through outsourcing projects.

2 Literature Review

Outsourcing as a concept has been around for decades; its roots go to the 1970s
when manufacturers began contracting out the production of components to smaller
specialized suppliers, outside their organizations to manufacture some or the entire
product [40]. In this context, the lack of researches in the area of outsourcing in
public sector can be a problematic for making comparisons. However, it does
provide an opportunity to explore a gap in the literature and to discover if anything
can be learnt from how outsourcing is managed in government’s organizations [8].
On the other hand, outsourcing decisions including make or buy can be based on a
single factor, such as, costs and financial evaluation, lead-time and delivery relia-
bility, cost capability, product quality and technical capability [36]. Outsourcing is
one of the management strategic tools and should be used by an organization to
deliver its services to community and achieving business goals. The outsourcing
contract, whether for the first time or as a renewal, the first step is to determine the
reasons for the outsourcing.

332 M. S. Alhmeidiyeen



There are many reasons for outsourcing, the main are:

• Unavailability of service in-house.
• Focusing on core services such as equipment and roads.
• Risk diversification.
• To reduce time.
• Access to information, skills and technology.

In this context, outsourcing can make research and development (R&D) feasible,
when government does not have the financial or human capacity to invest in
innovation. In addition to the above benefits, outsourcing promises to reduce costs,
improved flexibility, provide new capabilities those economies of technological
scale offer, and achieve efficiencies in response to higher levels of global compe-
tition [7, 8, 16, 28, 37, 40, 43].

Meanwhile, in a study by Wilding and Juriado [42] aims to identify the customer
perceptions on outsourcing, the study overviews the main reasons as established by
five previous studies [4, 12, 22, 31, 33]. The studies found that cost reduction,
improvement of service levels, increasing in operational flexibility, focusing on
core competencies, improvement of asset utilization and change management were
the most common reasons for outsourcing.

On the other hand, Outsourcing has a potential risk to the organization, fol-
lowing some of them

– Dependency on supplier.
– Loss of control over technology.
– Loss of technical skills.
– Risks due to incompatible organization culture.
– Vulnerability of information and intellectual property [5, 8, 9, 20, 37].

Although the use of outsourcing has increased in recent years, therefore the
definitions of outsourcing vary according to its use. Accordingly, many definitions
and descriptions of outsourcing have been argued by many authors. Child [6]
describes outsourcing as the contracting out of activities that are needed to be
undertaken on a regular basis, which otherwise would be conducted within an
organization. Below some selected definitions of outsourcing available in the lit-
eratures are shown in Table 1.

For the purpose of this study, outsourcing can be defined as “the practice of
having certain projects done outside GAM instead of doing it by its departments or
employees, and these projects can be outsourced to either an external organization
or supplier or an individual”.

On the other hand, outsourcing takes different forms or arrangements, Frame
[14] argued these forms as follow:

(a) Consultants, the simplest form of outsourcing is employment of a consultant to
do needed work, may be hiring one person to execute a single job. This is done
sometime in the areas of accounting, training, design, and software
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development, as well as in specialized technical and business areas, this offers
the outsourcing company more flexibility.

(b) Organized suppliers of specialized services, employers of contract employee
are not required to pay benefits, but these are often provided by organizations
that have been set up to provide specialized services to other organizations,
such as security, foods services, supply hot mixed asphalt, building an exe-
cuting bridges and tunnels as in the case GAM.

Table 1 Some selected definitions of outsourcing

Author Definition

Parkhe [32] In: Moreira et al.
(2015)

Moving activities that were previously developed in-house to
external organizations

Kavcic [20] A transfer of some activities, which were previously carried
out by the company, to an outsourcer

Deliotte [10] outsourcing
handbook

The contracting out of a business function to an external
supplier, involving the transfer of people, processes and
assets

Mitra [26] The procurement of material inputs or services by a firm
outside the original firm

Ross [34] In: Wang (2012) The contracting of services or products to another
independent supplier organization as a way of achieving the
desired supply or as a way of cutting costs

Kern and Willcocks [21] In:
Cox et al. (2012)

A decision taken by an organization to contract out or sell the
organizations IT assets, people and/or activities to a 3rd party
supplier, who in exchange provides and manages assets and
services for monetary returns over an agreed time period

Belcourt [3] In: Hansen et al.
(2011)

A contractual relationship for the provision of business
services by an external provider

Overby [30] In: Marvin (2011) Outsourcing is viewed as involving the contracting out of a
business function—commonly one previously performed
in-house- to an external provider

Vitasek et al. [40] Contracting with an outside supplier, this may or may not
involve moving the work offshore

Milecová et al. [25] Outsourcing means providing the company activity by an
external provider

Olausson [29] The extent a legal entity has contracted out manufacturing to
another legal entity

Fitzgerald and Willcocks [13]
In: Dalcher (2005)

The commissioning of a third party (or a number of third
parties) to manage a client organization’s IT assets, people
and/or activities to required results

Schaaf [35] In: Kavcic (2014) A concept, which represents a contractual transfer (long-term
or constant) of activity, which had been carried out by the
outsourcing company, but has been outsourced to an external
supplier

Frame [14] An important trend in recent times has been the growing use
of outsiders to carry out an organization’s business
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(c) Suppliers of parts and materials, outsourcing involves having outsiders supply
organization with spare parts and materials it needs to produce its goods and
services, such as supplying spare parts for vehicles in GAM.

(d) Personal services contracts; contracting employee is a growing phenomenon in
organizations. It is common to see a contracted secretary to execute some work
in an organization.

3 Method

3.1 Study Variables

The outsourcing is a complex phenomenon that affects the private as well as public
sector. Outsourcing is no longer just about cost saving; it is a strategic tool that may
power the twenty-first century global economy. GAM as a public sector adopted
this strategic tool in its projects, in order to serve the citizens of Amman. Study
variables are two kinds of variables, Independent variables representing three
dimensions of outsourcing [outsourcing strategy: (the decision of GAM to use an
outside organization to perform or execute the outsourcing project), speed of
implementing project: (the time required to execute the outsourcing project), and
project cost: (the cost that required to execute the project successfully)], and
dependent variables that represent the total citizens’ satisfaction [citizens’ satis-
faction: (how extent the citizens of Amman are satisfied with works done by GAM)
and serving larger number of citizens: (the larger number of citizens that GAM can
be served due to executing the project)].

3.2 Questionnaire

A questionnaire survey was used to reach a broad range of managers and
non-managers in the field to collect data. Questionnaire data analysis was used to
compare the results from the completed questionnaires and to identify significant
issues. The five-point Likert scale answers on the questionnaires could be converted
into numerical values for quantitative testing. The questionnaire consists of three
main sections;

– Personal and informational data of the Sample which is comprised of six
statements.

– Questionnaire phrases, this section insisted of (14) which covered three
dimensions of outsourcing.

– Organizational objectives (total citizens’ satisfaction). This section insisted of
(7) phrases, which covered citizens’ satisfaction and serving large number of
citizens.
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3.3 Sample

This study was conducted with a sample of (70) respondents which were distributed
at two levels: (25) questionnaires were distributed for managers of GAM and
(21) were recovered, and (45) questionnaires were distributed randomly for the
second level non managers; and (39) were recovered. Total questionnaires recov-
ered are 60, which represents 85% of the questionnaires distributed. The study
sample represented (21%) of total sum managers and non-managers in the targeted
departments. Table 2 demonstrates sample characteristics.

3.4 Hypotheses of the Study

H1: There is a positive effect of outsourcing dimensions (outsourcing strategy,
speed of implementing project, and project cost) on citizens’ satisfaction in
GAM.

H2: There is a positive effect of speed of implementing project on citizens’ satis-
faction in GAM.

H3: There is a positive effect of project cost on citizens’ satisfaction in GAM.
H4: There is a positive effect of outsourcing strategy on serving large number of

citizens in GAM.

Table 2 Characteristics of
respondents (n = 60)

Characteristics Frequency %

Sex Male 30 50

Female 30 50

Age <30 2 4

30–39 24 40

40–49 20 33

50–59 14 23

>60 0 0

Social status Single 12 20

Married 48 80

Education Bachelor 47 78

Master 13 22

Doctorate 0 0

Occupation Managers 21 35

Non manager 39 65

Experience (years) <5 0 0

5–10 9 15

10–15 27 45

>15 24 40
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H5: There is a positive effect of speed of implementing project on serving large
number of citizens in GAM.
H6: There is a positive effect of project cost on large number of citizens in GAM.

3.5 Study Validity and Reliability

To testify the validity of the study, a number of questionnaires were distributed to a
number of referees, of a specialized academic staff, where their notes have been
taken into account to develop the questionnaire. To examine the harmony of
questionnaire statements, Cronbach’s alpha was used for this purpose. Validity test:
the statements of the questionnaire were tested by professors from Alzaytoonah
University of Jordan to ensure that the content represents what needs to be tested
and meets the research variables. The draft questionnaire was returned and adjusted
based on the recommendations from the reviewers to build the final version that was
used in the research. Reliability analysis was used to determine the extent to which
the questionnaire items are realizing the internal consistency. Cronbach’s alpha was
calculated for the outsourcing dimensions (outsourcing strategy, speed of imple-
menting project and cost of project) in the questionnaire. The value of Cronbach’s
alpha was (0.699, 0.644 and 0.623) respectively which are larger than (0.60). The
result indicated that there is a good effect on these dimensions and the questionnaire
was good fit to be used in the study.

3.6 Sample Characteristics

Table 2, shows demographic and informational characteristics of respondents.

3.7 Hypotheses Testing

To test study’s hypotheses, the determination and the regression coefficients were
used, to determine the effect of independent on dependent variables. In Table 3

Table 3 Effect of outsourcing dimensions on citizen’s satisfaction (n = 60)

Dimensions Total citizens’ satisfaction R R2 ß T sig

Strav Citizens’ satisfaction (Czsav) 0.586 0.344 0.474 3.280 0.002

Spdav 0.127 0.981 0.331

Cstav 0.071 0.576 0.567

Czsav citizens’ satisfaction av., Strav outsourcing strategy av., Spdav speed of implementing
project av., Cstav project cost av., Slnav serving large number of citizens
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coefficients of determination (R2) indicated that there is a positive relationship
between dimensions of outsourcing (outsourcing strategy, speed of implementing
project and cost of project) and citizens’ satisfaction. In order to determine the effect
of outsourcing dimensions, the regression coefficient used. The results of analysis
showed that the values of beta (ß) which represent the regression coefficient are;
outsourcing strategy (0.474), speed of implementing project (0.127) and cost of
project (0.071). Also in this table, values of the calculated-t were 3.280 for strategy
dimension of outsourcing which is higher than the tabulated-t; therefore, the
hypothesis is accepted. The value of the calculated- t was 0.981 for speed of
implementing project and for cost of project were 0.576 which are both lower than
the tabulated-t (at p < 0.05 and n = 60 is 1.67). Therefore; the hypotheses are
rejected and the alternative null hypotheses are accepted. The results of regression
coefficient (value of ß parameter at the table) indicated that there is a significant
effect of outsourcing strategy on citizens’ satisfaction. (The result for outsourcing
strategy is in line with the results from other studies by Alexandrova [1], McIvor
et al. [24], Wang [41].)

In Table 4 coefficients of determination (R2) indicated that there is a positive
relationship between dimensions of outsourcing (outsourcing strategy, speed of
implementing project and cost of project) and Serving large number of citizens. In
order to determine the effect of outsourcing dimensions, the regression coefficient
used. The results of analysis showed that the values of beta (ß) which represent the
regression coefficient are; outsourcing strategy (0.054), speed of implementing
project (0.143) and cost of project (0.314). Also in this table, values of the
calculated-t were 0.332 for outsourcing strategy, 0.971 for speed of implementing
project which are both lower than the tabulated-t (at p < 0.05 and n = 60 is 1.67),
therefore; the hypotheses are rejected and the alternative null hypotheses are
accepted. While the value of calculated-t for cost of project was 2.257 which is
higher than the tabulated-t. Therefore; the hypothesis is accepted. The results of
regression coefficient (value of ß parameter at the table) indicated that there is a
significant effect of cost of project on serving large number of citizens. (The result
for cost of project is in line with the results from other studies by Alexandrova [1],
MacCormack et al. [23], Mutiangpili [28], Wang [41] and Wilding and
Juriado [42].)

Table 4 Effect of outsourcing dimensions on serving large number of citizens (n = 60)

Dimensions Total citizens’ satisfaction R R2 ß T sig

Strav Serving large number of
citizens (Slnav)

0.397 0.157 0.054 0.332 0.741

Spdav 0.143 0.971 0.336

Cstav 0.314 2.257 0.028
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4 Discussion

Outsourcing is an increasingly popular method of achieving performance
improvement. The evolution of outsourcing into value‐creating global collaboration
provides a significant competitive advantage for those who employ it effectively
[23]. Public sector outsourcing’s first driver was the need for expertise to manage
the evolving needs of the citizens it serves. It has been made more relevant by the
realized cost savings. In public sector, managers adopt a way to outsourcing that
based on goals and values other than cost efficiency, whilst being further con-
strained by other accountability [39]. Outsourcing is a powerful approach to help
organizations keeping up with rapid environmental changes and the fast-paced
technological advancements in various fields. Certainly, the adoption of out-
sourcing by organizations and government institutions such as GAM was associated
with many difficulties and challenges, such as the pressure of Public Auditing
Bureau. The main aim of GAM is to concentrate on its core objective; serving the
citizens of Amman. The results of this study confirm that outsourcing dimensions
(strategy of outsourcing, cost of project) have a positive effect on the citizens’
satisfaction and serving large number of citizens respectively (Tables 3 and 4). The
same conclusion reached by other studies [1, 11, 23, 24, 28, 41]. The other
dimension (speed of implementing project) has no significance that is due to
concentrate GAM on costs and financial issues, that it works according to the tight
governmental regulations and faces pressures of internal and external auditors. On
the other hand, the changes in orders and design of the projects and weather
conditions, these could lead to a significant disruption and delay in the projects,
therefore, a reschedule of plans are required which consequently result in time
delay. This conclusion reached by other studies [2, 17, 18].
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