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Preface

It is a great pleasure that we are now publishing the fourth volume of the
series on PUILS, through which we have been introducing the progress in
ultrafast intense laser science, the frontiers of which are rapidly expanding,
thanks to the progress in ultrashort and high-power laser technologies. The
interdisciplinary nature of this research field is attracting researchers with
different expertise and backgrounds.

As in the previous volumes on PUILS, each chapter in the present volume,
which is in the range of 15–25 pages, begins with an introduction in which
a clear and concise account of the significance of the topic is given, followed
by a description of the authors’ most recent research results. All the chapters
are peer-reviewed. The articles of this fourth volume cover a diverse range of
the interdisciplinary research field, and the topics may be grouped into four
categories: strong field ionization of atoms (Chaps. 1–2), excitation, ioniza-
tion and fragmentation of molecules (Chaps. 3–5), nonlinear intense optical
phenomena and attosecond pulses (Chaps. 6–8), and laser solid interactions
and photoemissions (Chaps. 9–11).

From the third volume, the PUILS series has been edited in liaison with
the activities of the JSPS Core-to-Core Program on Ultrafast Intense Laser
Science (FY2004) and JILS (Japan Intense Light Field Science Society),
which is now a sponsor organization responsible for the regular publication of
the PUILS series. As described in the prefaces of the previous volumes, the
PUILS series also collaborates with the annual symposium series of ISUILS
(http://www.isuils.jp), designed to stimulate interdisciplinary discussion at
the forefront of ultrafast intense laser science.

We would like to take this opportunity to thank all the authors who have
kindly contributed to the PUILS series by describing their most recent work
at the frontiers of ultrafast intense laser science. We also thank the reviewers
who have read the submitted manuscripts carefully. One of the co-editors (KY)
thanks Ms. Chie Sakuta and Maki Oyamada for their help with the editing
processes. Last but not least, our gratitude goes out to Dr. Claus Ascheron,
Physics Editor of Springer Verlag at Heidelberg, for his kind support.



VI Preface

We hope this volume will convey the excitement of Ultrafast Intense Laser
Science to the readers, and stimulate interdisciplinary interactions among
researchers, thus paving the way to explorations of new frontiers.

University of Tokyo Kaoru Yamanouchi
University of Colorado Andreas Becker
Chinese Academy of Sciences Ruxin Li
Laval University See Leang Chin
October, 2008
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1

A Gauge-Invariant Theory of Intense-Field
Coulomb Approximations to All Orders

Farhad H.M. Faisal

Abstract. We present a gauge invariant theory of intense-field Coulomb approx-
imations to all orders. The present theory, overcomes a longstanding discrepancy
between the strong-field velocity and the length gauge approximations, as well as
accounts for the long-range Coulomb interaction in the final-state.

1.1 Introduction

Processes in intense laser fields are currently among the most vigorously pur-
sued research problems in the domain of atomic, molecular and optical physics.
The so-called strong-field KFR-approximations [1–4] have provided fruitful
insights into a wide range of highly non-perturbative processes in intense
laser fields (e.g. Topical Review [5]). However, the strong-field approximations
in the “velocity” and “length” gauges differ and thus constitute two distinct
approximations. In the last several decades many authors have discussed the
problem of gauge invariance of the strong-field approximations, and various
arguments have been advanced to justify the use of one or the other model in
practice, but no derivation of the equivalence of the velocity and of the length
gauge approximations has been achieved, until very recently [6, 7]. Another
aspect that deserves attention in this context is the usual presence of the long-
range Coulomb potential that can affect the electron motion in the field-free
final states. In this report, explicit expressions of the intense-field transition
amplitudes are derived, which are gauge invariant to all orders of approxima-
tion, and account for the presence of the long-range Coulomb interaction as
well. The method of derivation of the present result is closely analogous to
the one applied by us earlier [6, 7].
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1.2 Quantum Mechanical Gauge Transformation

The Schrödinger equation of an electron interacting with an electromagnetic
field, in the minimal coupling scheme, is given by(

i�
∂

∂t
− eAo

)
|Ψ(t) >= (pop − e

cA)2

2m
|Ψ(t) >, (1.1)

where the four-potential (A0,A) is defined by the scalar potential A0 ≡
A0(r, t) and the vector potential A ≡ A(r, t). The quantum mechanical gauge
transformation consists in changing the potentials by a scalar function ξ(r, t),
which leaves the electromagnetic field strengths unchanged, and simultane-
ously changing the wave-function by the gauge factor e−i e

�c ξ, where ξ ≡ ξ(r, t)
is a scalar function of space and time:

A0 → Ã0 = A0 +
1
c

∂ξ

∂t
,

A→ Ã = A− ∂ξ

∂r
,

|Ψ(t) >→ |Ψ̃(t) > = e−i e
�c ξ|Ψ(t) > . (1.2)

Substituting (1.2) in (1.1) and performing the simple calculations, one obtains
in the new gauge,

(
i�
∂

∂t
− eÃo

)
|Ψ̃(t) >= (pop − e

c Ã)2

2m
|Ψ̃(t) > . (1.3)

The essence of the gauge transformation in quantum mechanics is thus the
invariance of the form of the Schrödinger equation with respect to the poten-
tials in the old and in the new (tilde) gauges, as it is immediately apparent
from the form of (1.1) and (1.3). This ensures the requirement of physical
invariance of the transition probabilities (and the expectation values of Her-
mitian observables) in the old and the new gauges. Furthermore, the gauge
invariance of the (transition) probabilities implies that the transition ampli-
tudes must also be the same, or may differ at most by a constant phase factor,
in the two gauges.

1.3 S-Matrix Series for Transition Amplitudes

Let the Schrödinger equation of the interacting system with a total Hamilto-
nian H(t) be, (

i�
∂

∂t
−H(t)

)
|Ψ(t) >= 0. (1.4)
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We define the Green’s function (or propagator),G(t, t0), associated with H(t),
by the inhomogeneous equation(

i�
∂

∂t
−H(t)

)
G(t, t0) = δ(t− t0). (1.5)

The solution of the Schrödinger equation (1.4) which satisfies the general
initial condition,

|Ψ(t) >=0, t < t0,

|Ψ(t) >= |φi(t0) >, t = t
(+)
0 , (1.6)

where |φi(t0) > is the initial state of the system prepared at t = t0, is given by

|Ψ(t) >= i�G(t, t0)|φi(t0) > . (1.7)

The solution (1.7) of (1.4) is readily verified by operating on (1.7) with (i� ∂
∂t−

H(t)), using (1.5), and noting that due to the resulting delta function, (1.4)
is fulfilled for all t not equal to t0. For t = t0, an integration in the immediate
neighborhood of the singularity reproduces the initial condition (1.6).

The probability amplitude of a transition from a (non-interacting) initial
state |φi(t0) >, prepared at t = t0, to a final state |Φf(tf) > at t = tf , is
given by,

Sif = < Φf(tf)|Ψ(tf) >
= i� < Φf(tf)|G(tf , t0)|φi(t0) >, (1.8)

where in the second line we have used (1.7). To obtain a systematic expansion
of transition amplitudes of interest we use a convenient expression of the
total propagator G of the system, in terms of the partial propagators, G0

and Gi, associated with the partial Hamiltonians, H0 and Hi, defined by the
two partitions of the total Hamiltonian, H(t) = H0(t) + V0(t) and H(t) =
Hi(t) + Vi(t), respectively. We define the partial propagators G0(t, t′) and
Gi(t, t′), associated respectively, with H0(t) and Hi(t), by(

i�
∂

∂t
−H0(t)

)
G0(t, t′) = δ(t− t′), (1.9)

and, (
i�
∂

∂t
−Hi(t)

)
Gi(t, t′) = δ(t− t′). (1.10)

For any t between the initial-time t0, and the final-time tf , we can obtain
a convenient series expansion of G(t, t0) in terms of the partial propagator
G0(t, t0) and Gi(t, t′) as follows. First, we have the relation,

G(t, t0) = G0(t, t0) +
∫ tf

t0

dt1G(t, t1)V0(t1)G0(t1, t0). (1.11)
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This relation can be easily verified by operating with (i ∂
∂t −H0(t)) on (1.11)

and using (1.5). Alternatively, we also have

G(t, t0) = G0(t, t0) +
∫ tf

t0

dt1G0(t, t1)V0(t1)G(t1, t0). (1.12)

This can be verified by operating it with (i� ∂
∂t − H0(t)), using (1.9) and

simplifying. Then, substituting (1.12) in (1.11), we get,

G(t, t0) = G0(t, t0) +
∫ tf

t0

dt1G0(t, t1)V0(t1)G0(t1, t0)

+
∫ tf

t0

∫ tf

t0

dt2dt1G0(t, t2)V0(t2)G(t2, t1)V0(t1)G0(t1, t0).(1.13)

Next, we expand G in terms of the intermediate propagator Gi, as

G(t2, t1) = Gi(t2, t1) +
∫ tf

t0

dt3Gi(t2, t3)Vi(t3)Gi(t3, t1)

+
∫ tf

t0

∫ tf

t0

dt4dt3Gi(t2, t4)Vi(t4)Gi(t4, t3)Vi(t3)G0(t3, t1) + · · · .
(1.14)

Finally, substituting (1.14) forG(t2, t1) on the right-hand side of (1.13), insert-
ing the resulting series expansion in (1.8), and relabelling the integration
variables, we obtain the desired form of the S-matrix series (c.f. [5,8]) for the
transition between the field-free initial state, |φi(t0) >, and

Sif =
∞∑

n=0

S
(n)
if , (1.15)

with,

S
(0)
if = i� < φf(tf)|G0(tf , t0)|φi(t0) > (1.16)

S
(1)
if = i�

∫
dt1 < φf(tf)|G0(tf , t1)V0(t1)G0(t1, t0)|φi(t0) > (1.17)

S
(2)
if = i�

∫
dt2dt1 < φf(tf)|G0(tf , t2)V0(t2)Gi(t2, t1)

×V0(t1)G0(t1, t0)|φi(t0) > (1.18)

· · · · · · · · · = · · · · · · · · · · · ·
S

(n)
if = i�

∫
dtndtn−1 · · ·dt2dt1 < φf(tf)|G0(tf , tn)

×V0(tn)Gi(tn, tn−1)Vi(tn−1)× · · ·
· · · × Vi(t2)Gi(t2, t1)V0(t1)G0(t1, t0)|φi(t0) >, (1.19)

where
∫
stands for the (multiple) integrations in the same range, t0 to tf .



1 Gauge-Invariant Theory of Intense-Field Coulomb Approximations 5

For the sake of simplicity, in the rest of the paper we shall assume the usual
dipole (or long-wavelength) approximation in which the vector potential,A(t),
and the electric field strength, E(t) ≡ − 1

c Ȧ(t), become functions of t only.

1.4 All Order Transition Amplitudes in the VelocityGauge

The minimal coupling Schrödinger equation (1.1) in the dipole approximation
defines the total Hamiltonian, H(t), in the so-called velocity gauge,

H(t) =
(pop − e

cA(t))2

2m
+ V, (1.20)

where we have set eA0 ≡ V for the binding potential. We rewrite the total
Hamiltonian (1.20) by adding zero, i.e. by adding and subtracting V0(t) =
e
mȦ · r, and introduce the initial partition of H(t) as H(t) = H0(t) + V0(t),
with,

H0(t) =
(
(pop − e

cA(t))2

2m
+ V − e

c

∂A(t)
∂t

· r
)
, (1.21)

V0(t) =
e

c

∂A(t)
∂t

· r. (1.22)

Consider the solution of the Schrödinger equation,

i�
∂

∂t
|ψj(t) >= H0(t)|ψj(t) >, (1.23)

where H0(t) is defined by (1.21). The exact solutions of interest are,

|ψj(t) >= ei
e

�cA(t)·re−
i
�

Hat|φj >, (1.24)

where |φj > form a complete set of orthonormal eigen-functions of the
“atomic” Schrödinger equation

Ha|φj > =

(
p2

op

2m
+ V

)
|φj >

= Ej |φj >, (1.25)

for all index j (discrete and continuous). The validity of our solutions (1.24),
can be readily verified by direct substitution in (1.23), and simplifying the
algebra using,(

pop − e

c
A(t)

)
|ψj(t) > =

(
pop − e

c
A(t)

)
(ei

e
�cA(t)·r)|φj(t) >

= (ei
e

�cA(t)·r)(pop)|φj(t) >, (1.26)

where |φj(t) >= e−
i
�

Hat|φj >= e−
i
�

Ejt|φj >. Note that the |ψj(t) > s’
are associated one-to-one with the |φj > s’, and thus they too satisfy the
orthonormal condition,

< ψj′ (t)|ψj(t) >= δj′,j, (1.27)
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and form a complete set, ∑
j

|ψj(t) >< ψj(t)| = 1. (1.28)

Thus, the propagator, G0(t, t0), associated with H0(t), that satisfies an equa-
tion analogous to (1.5) with H(t) replaced by H0(t) (similar equations hold
for the other propagators defined below), can be easily written down,

G0(t, t0) = − i
�
θ(t− t0)

∑
j

|ψj(t) >< ψj(t0)|, (1.29)

where the symbol
∑

j stands both for the sum over the discrete and the
integration over the continuous indices.

Next, we introduce the intermediate-state partition, H(t) = Hi(t) + Vi(t),
where

Hi(t) =
(pop − e

cA(t))2

2m
, (1.30)

Vi(t) = V. (1.31)

The intermediate reference propagator, Gi(t, t′), associated with the Hamil-
tonian (1.30) can be written in terms of the complete set of the well-known
Volkov wave-functions in the velocity gauge (e.g. [9]),

|Φp(t) >= L−
3
2 |p > exp (− i

�

∫ t (p− e
cA(t′))2

2m
dt′), (1.32)

where L3 is the normalization volume, lim. L → ∞; |p > is a plane-wave of
momentum p: < r|p >= e

i
�
p·r. The Volkov states satisfy the orthogonality

condition,
< Φp′(t)|Φp(t) >= δp′p, (1.33)

and, the completeness relation,∑
p

|Φp(t) >< Φp(t)| = 1. (1.34)

Thus, the Volkov propagator in the velocity gauge can be written as

Gi(t, t′) = − i
�
θ(t− t′)

∑
p

|Φp(t) >< Φp(t′)|. (1.35)

It should be noted that a transition process between the interaction-free initial
state |φi(t0) >, and the final state |φf(tf) >, is well defined in any gauge,
provided the field-free conditions are well satisfied initially and finally, e.g.

A(t0) ≡ A(tf) = 0, (1.36)
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Incidentally, it is not difficult to define such pulses quite generally, e.g.

A(t) = A0 sin2n

{
π(t− t0)
(tf − t0)

}
cos (ω(t− t0) + δ), (1.37)

where tf − t0 ≡ τp is an arbitrary pulse duration, and δ is an arbitrary initial
phase; n ≥ 1. Note also that,

E(t0) ≡ −1
c
Ȧ(t0) = 0,

E(tf) ≡ −1
c
Ȧ(tf) = 0. (1.38)

To derive the intense-field transition amplitudes in the velocity gauge, we
need only to substitute the explicit expressions of V0, G0, Vi, and Gi, given by
(1.22), (1.29), (1.31) and (1.35), respectively, in the general S-matrix terms,
(1.16)–(1.19), and simplify the algebra. To this end, first, we note the effect
of operating with G0(t1, t0) on the initial state |φi(t0) >≡ e−i i

�
Eit0 |φi >:

i�G0(t1, t0)|φi(t0) > = θ(t1 − t0)
∑

j

|ψj(t1) >< ψj(t0)|φi(t0) >

= θ(t1 − t0)
∑

j

|ψj(t1) >< φj |φi >

= θ(t1 − t0)
∑

j

|ψj(t1) > δi,j

= |ψi(t1) >, t1 > t0, (1.39)

where we have used (1.24), noted that < φj |φi >= δij , and that |ψj(t0) >=
|φj(t0) >, since, A(t0) = 0 from (1.36). For the field-free final-state at t = tf ,
and for an asymptotically long-range Coulomb potential, lim.r → ∞, V =
−Ze2

r , one can project on the ingoing (“minus”) Coulomb wave [10], |φf(tf) >≡
|φ(−)

pf (tf) >, where

< r|φ(−)
pf

(t) > = N(ηf)e
i
�
pf ·r

1F1

(
−iηf , 1,− i

�
(pfr + pf · r)

)
e−

i
�

p2
f

2m tf ,

N(ηf) = e
πηf
2 Γ(1 + iηf),

ηf =
Z�

pfa0
, (1.40)

where 1F1(a, c;x) is a confluent hypergeometric function. Using (1.29) and
(1.33), we deduce also,

< φ(−)
pf

(tf)|G0(tf , t)| = − i
�
θ(tf − t) < ψ(−)

pf
(t)|

= − i
�
< ψ(−)

pf
(t)|, t < tf , (1.41)
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where

|ψ(−)
pf

(t) >≡ ei
e

�cA(t)·r|φ(−)
pf

(t) > (1.42)

Thus, using (1.39) in the zeroth order amplitude (c.f. (1.16)) we find,

S
(0)
if = i� < φ(−)

pf
(tf)|G0(tf , t0)|φi(t0) >,

= < φ(−)
pf

(tf)|ψi(tf) >,

= < φ(−)
pf

(tf)|φi(tf) >
= δi,f , (1.43)

since, from (1.36), A(tf) = 0. In a similar way (using (1.39), (1.41), (1.22),
and (1.36)) we get for the first order amplitude (c.f. (1.17)),

S
(1)
if =

(
− i

�

)∫ tf

t0

dt1 < ψ(−)
pf

(t1)|V0(t1)|ψi(t1) >

=
(
− i

�

)∫ tf

t0

dt1 < φ(−)
pf

(t1)|
(e
c
Ȧ(t1) · r

)
|φi(t1) >, (1.44)

where in the last line we have used (1.24). Similarly, for the second order
amplitude (c.f. (1.18)) we find,

S
(2)
if =

(
− i

�

)∫ tf

t0

∫ tf

t0

dt2dt1 < ψ(−)
pf

(t2)|V0(t2)Gi(t2, t1)V0(t1)|ψi(t1) >

=
(
− i

�

)2 ∫ tf

t0

∫ tf

t0

dt2dt1θ(t2 − t1)
∑
p1

< φ(−)
pf

(t2)|

× e−i e
�cA(t2)·rV0(t2)|Φp1(t2) >

× < Φp1(t1)|V0(t1)ei
e

�cA(t1)·r|φi(t1) >

=
(
− i

�

)2 ∫ tf

t0

dt2
∫ t2

t0

dt1
∑
p1

< φ(−)
pf

(t2)|

× e−i e
�cA(t2)·r

(e
c
Ȧ(t2) · r

)
|Φp1(t2) >

× < Φp1(t1)|
(e
c
Ȧ(t1) · r

)
ei

e
�cA(t1)·r|φi(t1) >, (1.45)

where
∑

p ≡ L3
∫ d3p

(2π�)3 .
Continuing in an analogous manner, we get the general result for the nth

order amplitude in the velocity gauge (c.f. (1.19)),

S
(n)
if =

(
− i

�

)∫
dndn−1 · · ·dt2dt1 < ψ(−)

pf
(tn)|

×
(e
c
Ȧ(tn) · r

)
Gi(tn, tn−1)Vi(tn−1) · · ·
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× · · · × Vi(t2)Gi(t2, t1)
(e
c
Ȧ(t1) · r

)
|ψi(t1) >,

=
(
− i

�

)n ∑
pn−1,···p1

∫ tf

t0

dtn
∫ tn

t0

dtn−1 · · ·
∫ t3

t0

dt2
∫ t2

t0

dt1

× < φ(−)
pf

(tn)|e−i e
�cA(tn)·r

(e
c
Ȧ(tn) · r

)
|

×Φpn−1(tn) >< Φpn−1(tn−1)|V |Φpn−2(tn−1) >
× < Φpn−2(tn−2)|V |Φpn−3(tn−2) > V · · ·V |Φp1(t2) >

× < Φp1(t1)|
(e
c
Ȧ(t1) · r

)
ei

e
c Ȧ(t1)·r|φi(t1) > . (1.46)

1.5 All Order Transition Amplitudes in Length Gauge

Using the gauge function in the dipole approximation, ξ(r, t) = A(t) · r, and
the gauge transformation equations (1.2), one immediately calculates,

Ã0 = A0 +
1
c
Ȧ(t) · r,

Ã = A−A,

= 0. (1.47)

Thus, from (1.3), we get the total Hamiltonian in the new (the so-called
length) gauge,

H̃(t) =
p2

op

2m
+ V +

e

c
Ȧ(t) · r, (1.48)

where eA0 ≡ V . We now partition H̃(t) as H̃(t) = H̃0 + Ṽ0(t), where

H̃0 ≡ Ha =
p2

op

2m
+ V, (1.49)

Ṽ0(t) =
e

c
Ȧ(t) · r,

= −eE(t) · r, (1.50)

since, by definition E(t) = − 1
c Ȧ(t). The eigen-functions and eigen-energies of

H̃0 are given by (1.25). The propagator associated with H̃0(t), therefore, can
be easily written as,

G̃0(t, t0) = − i
�
θ(t− t0)

∑
j

|φ̃j(t) >< φ̃j(t0)|

= − i
�
θ(t− t0)

∑
j

|φj > e−
i
�

Ha(t−t0) < φj |,

= Ga(t, t0) (1.51)
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We note here, in particular, the field-free initial state,

|φ̃i(t0) >≡ |φi(t0) > = e−
i
�

Eit0 |φi >, (1.52)

and the field-free final state,

|φ̃(−)
pf

(tf) >≡ |φ(−)
pf

(tf) > = e−
i
�

p2
f

2m tf |φ(−)
pf

> . (1.53)

Next, we introduce the intermediate-state partition, H̃(t) = H̃i(t) + Ṽi(t),
where

H̃i(t) =
p2

op

2m
+
e

c
Ȧ(t) · r, (1.54)

Ṽi(t) = V. (1.55)

The well-known Volkov states in the length gauge (e.g. [9]), associated with
the intermediate Volkov Hamiltonian in length gauge, H̃i(t), are

|Φ̃p(t) > = L−
3
2 |
(
p− e

c
A(t)

)
> exp

(
− i

�

∫ t (p− e
cA(t′))2

2m
dt′
)

= e−i e
�cA(t)·r|Φp(t) >, (1.56)

where |Φp(t) > is the Volkov solution in the velocity gauge, (1.32). Therefore,
the Volkov propagator in the length gauge, G̃i(t, t′), can be written in terms
of the Volkov propagator in the velocity gauge, Gi(t, t′), (1.35), as:

G̃i(t, t′) = − i
�
θ(t− t′)|Φ̃p(t) >< Φ̃p(t′)|,

= e−i e
�cA(t)·rGi(t, t′)e+i e

�cA(t′)·r′ . (1.57)

To obtain the transition amplitude in the length gauge, we need simply to
substitute the tilde-quantities (length gauge), G̃0, Ṽ0, G̃i and Ṽi, defined above,
in place of the respective non-tilde quantities, in the formal expressions for
the amplitudes, (1.16)–(1.19), and simplify the algebra. To this end, first, we
consider the effect of operating with G̃0(t1, t0) on the initial state |φ̃i(t0) >.
using (1.51), and (1.52), we calculate,

i�G̃0(t1, t0)|φ̃i(t0) = i�G0(t1, t0)|φi(t0)

= θ(t1 − t0)
∑

j

|φj(t1) >< φj(t0)|φi(t0) >

= θ(t1 − t0)
∑

j

|φj(t1) > δij

= |φi(t1) >, t1 > t0. (1.58)
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Similarly, using (1.51) and (1.53), we get,

< φ̃(−)
pf

(tf)|G̃0(tf , t) = < φ̃(−)
pf

(tf)|G0(tf , t),

= − i
�
θ(tf − t) < φ(−)

pf
(t)|,

= − i
�
< φ̃(−)

pf
(t)|, t < tf , (1.59)

since from (1.36), A(tf) = 0. Next, using the equal-time orthonormality of the
length gauge Volkov states, (1.56), and the Volkov propagator, we calculate
for the intermediate projections (1.57), we get,

< Φ̃p(t)|G̃i(t, t′)| = − i
�
θ(t− t′) < Φ̃p(t′)|

= − i
�
< Φp(t′)|(e+i e

�cA(t′)·r′), t′ < t < tf . (1.60)

To find the zeroth order amplitude (1.16), we use (1.58) and (1.36), and get,

S̃
(0)
if = i� < φ̃(−)

pf
(tf)|G̃0(tf , t0)|φ̃i(t0) >

= < φ(−)
pf

(tf)|ei e
�cA(tf)·r|φi(tf) >

= < φ(−)
pf

(tf)|φi(tf) >
= δf,i

= S
(0)
if , (1.61)

where we have used A(tf) = 0 from (1.36); the last line follows from a
comparison with the velocity gauge result, (1.43). Next, we may recall ((1.22),
and (1.50)) that, Ṽ0(t) = V0(t) = e

cA(t) · r, and ((1.31) and (1.55)) that,
Ṽi(t) = Vi(t) = V . Then, using (1.59) and (1.58) in the definition of the first
order amplitude (1.17), we get,

S̃
(1)
if =

∫ tf

t0

dt1 < φ̃(−)
pf

(t1)Ṽ0(t1)G̃0(t1, t0)|φ̃i(t0) >

=
(
− i

�

)∫ tf

t0

dt1 < φ(−)
pf

(t1)|
(e
c
Ȧ(t1) · r

)
|φi(t1) >

= S
(1)
if , (1.62)

where the last line follows from a comparison with (1.44). Continuing in the
same way, using (1.58) and (1.59), for the second order amplitude (1.18) we
get,

S̃
(2)
if =

(
− i

�

)∫
dt2dt1 < φ̃(−)

pf
(t2)|Ṽ0(t2)G̃i(t2, t1)Ṽ0(t1)|φ̃i(t1) >

=
(
− i

�

)2 ∫ tf

t0

∫ tf

t0

dt2dt1θ(t2 − t1)
∑
p1

< φ(−)
pf

(t2)|V0(t2)|



12 F.H.M. Faisal

× e−i e
�cA(t2)·rΦp1(t2) >

× < Φp1(t1)|ei
e

�cA(t1)·rV0(t1)|φi(t1) >

=
(
− i

�

)2 ∫ tf

t0

dt2
∫ t2

t0

dt1
∑
p1

< φ(−)
pf

(t2)

× |
(e
c
Ȧ(t2) · r

)
e−i e

�cA(t2)·r|Φp1(t2) >

× < Φp1(t1)|ei
e

�cA(t1)·r
(e
c
Ȧ(t1) · r

)
|φi(t1) >

= S
(2)
if , (1.63)

where the last line follows from a comparison with (1.45). Using (1.58), (1.59)
and (1.60) in the nth order amplitude (1.19), we get, first,

S̃
(n)
if =

(
− i

�

)∫
dtndtn−1 · · ·dt2dt1 < φ̃pf (tn)|Ṽ0(tn)G̃i(tn, tn−1)Ṽi(tn−1) · · ·

× G̃i(t2, t1)Ṽ0(t1)|φ̃i(t1) > . (1.64)

This expression can be further reduced using successively the identity,

< Φ̃pj (tj)|Ṽi(tj)G̃i(tj , tj−1) = − i
�
θ(tj − tj−1)

∑
pj−1

< Φpj (tj)|V |Φpj−1(tj) >

× < Φpj−1(tj−1)|(ei e
�cA(tj−1)·r), (1.65)

where j = 2, 3, · · ·n, and pn ≡ pf , which is readily established from (1.56)
and (1.57). Thus, recalling that Ṽi(t) = V , and Ṽ0(t) = ( e

cȦ(t) · r), noting
the presence of the theta-functions (associated with the propagators) which
determine the integration intervals, and applying the identity, (1.65), to the
nth order amplitude in the length gauge, (1.64), we finally deduce,

S̃
(n)
if =

(
− i

�

)n ∑
pn−1···p1

∫ tf

t0

dtn
∫ tn

t0

dtn−1 · · ·
∫ t3

t0

dt2
∫ t2

t0

dt1

× < φpf (tn)|e−i e
�cA(tn)·r

(e
c
Ȧ(tn) · r

)
|Φpn−1(tn) >

× < Φpn−1(tn−1)|V |Φn−2(tn−1) > · · · · · · < Φp2(t2)|V |Φp1(t2) >

× < Φp1(t1)|ei
e

�cA(t1)·r
(e
c
Ȧ(t1) · r

)
|φi(t1) >

= S
(n)
if . (1.66)

The last equality, which follows from a comparison with (1.46), establishes the
desired gauge invariance of the intense-field approximations, in the velocity
and length gauges, in all orders, exactly.
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1.5.1 Simultaneous Coulomb Cum Field Effect

It should be noted that often the simultaneous effect of Coulomb-potential and
the laser-field becomes rather dominant, e.g. in the adiabatic and/or tunneling
regime which we define by the two conditions:

�ω < eF0aB < EB

γ = pBω/eF0 < 1, (1.67)

where F0 is the peak field strength, p2
B

2m = EB is the binding energy of the
electron equal to the ionization potential Ip, and aB = �

pB
is the characteristic

dimension of the initial state of the electron.
The present expansion, if carried out to all orders can, of course, account

for it exactly. However, such summations are not usually practicable. There-
fore, it is useful to account for the same, even approximately, in the leading
orders of the expansion. In fact, the general scheme of the intense-field
S-matrix theory [5] (as also in the present case) permits the use of alterna-
tive intermediate Green’s functions, in place of the plane-wave Volkov Green’s
function, G̃i(t, t′), employed above. Thus, we may conveniently use an approx-
imate Coulomb–Volkov (CV) Green’s function in length gauge, G̃CV

i (t, t′),
that is based on the rudimentary Coulomb–Volkov wave function that was
used fruitfully earlier to interpret the observed momentum distributions of the
intense-field ionization of atoms [11, 12]. The approximate CV wave function
of interest is given by [11, 12],

Φ̃(−)
p (r, t) =

1
L3/2

e−
i

�2m

∫ t p2
t′dt′e

i
�
pt·r+iηt ln(2(pt/�)r), (1.68)

where pt ≡ p − e
cA(t) and ηt ≡ Z�

pta0
. It takes account of the Coulomb

phase distortion in the classically forbidden domain, kBr0 >> kBr >> 1,
r̂ ‖ p̂, when �ω/EB << 1, F/FB << 1, where kB = pB/�, and EB = p2

B
2m

is the binding energy of the active electron, and FB is the corresponding
binding field-strength; r0 is of the order of the radius of the outer turning
point of the classically forbidden region. The accuracy of this approximate
Coulomb–Volkov wavefunction may be estimated by direct substitution into
the Schrödinger equation, with the laser interaction in the length gauge +
the Coulomb potential, and comparing the smallness of the rest-terms in the
Hamiltonian with respect to the initial total energy EB. Using (1.68), we may
write the approximate CV Green’s function in length gauge as,

G̃CV
i (r, t; r′, t′) = − i

�
θ(t− t′)

∑
p

e−
i

�2m

∫
t
t′ p2

τ dτe
i
�
(pt·r−pt′ ·r′)

× eiηt ln(2(pt/�)r)−iηt′ ln(2(pt′/�)r′) (1.69)

Note, in passing, that (1.69) reduces to the exact plane-wave Volkov case in the
same gauge in the absence of the Coulomb potential (Z = 0). Equation (1.69)
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can be used conveniently in the adiabatic and tunnel regime in place of the
plane-wave Volkov Green’s function, G̃i(t, t′), e.g. starting with the second
order amplitude, (1.63); in the same regime a stationary phase approximation
is often applicable which is most suitably carried out in the complex t-plane
near the vicinity of the (complex) poles of the integrand (cf. [11–13]).

1.6 Brief Comments and Summary

Before concluding this report, we may observe the following:

(a) It is clear from (1.43), that the present formulation correctly reproduces
the desirable orthogonality between the initial and the final field-free
states of the system, at the 0th order.

(b) The first order amplitude, (c.f. 1.44) only contributes to a single-photon
transition process, e.g. for a high enough incident photon energy, equal
to, or greater than the threshold energy of the process. For sub-threshold
incident photon energies, the leading term of the series is given by the
second order term, (1.44), or (1.62).

(c) For a long (or adiabatic) laser pulse, it is often convenient to Fourier
transform the periodic part of the integrand with respect to tn, in any
order n = 1, 2, 3, · · · , and to carry out the final dtn-integration analytically
between the limits t0 → −∞ and tf →∞, to obtain:

S
(n)
if = −2πi

L
3
2

∑
s

T (n)
s (pf)× δ

(
p2

f

2m
+ |Ei|+ Up − s�ω

)
,

s = 0,±1,±2,±3, · · · , (1.70)

where T (n)
s (pf) is the sth Fourier component of the periodic part of the

nth order amplitude. This allows one immediately to determine the bound-
free transition probability per unit time, or the fundamental rate of the
process, from the (generalized Fermi golden) rule:

dΓ(pf) =
2π
�

∑
s≥s0

∣∣∣∣∣
∑

n

T (n)
s (pf)

∣∣∣∣∣
2

× δ
(
p2

f

2m
+ |Ei|+ Up − s�ω

)
d3pf

(2π�)3
,

(1.71)

where s0 ≡
[

(p2
f /2m+|Ei|+Up)

�ω

]
int.

+ 1, Up ≡ e2F 2
0

4mω2 is the so-called pon-
deromotive energy, ω is the carrier frequency, and F0 is the peak field
strength.

(d) For an ultrashort laser pulse, when a steady rate of the transition (i →
f, i �= f) might be absent, one can simply take the absolute square of
the sum of the time-dependent amplitudes, (1.44)–(1.46), to obtain the
transition probability of interest, directly.
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(e) Finally, we note that for more complex many-body atomic and molecular
systems as well as for other transition processes (e.g. for molecular high-
harmonic generation signals), explicitly gauge invariant expressions can
be obtained by employing (mutatis mutandis) the same method as used
above.

To summarize: a gauge invariant theory of Coulomb-modified intense-field
approximations is presented which explicitly demonstrates the equivalence
of the velocity- and the length-gauge transition probabilities in all orders.
The present theory thus not only overcomes a longstanding discrepancy
between the strong-field approximations in the two gauges (that is resolved
only recently [6, 7]), but also takes exact account of the long-range Coulomb
interaction for ionization.
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2

Strong-Field Photoionization
by Few-Cycle Laser Pulses

Gerhard G. Paulus

Abstract. The electric field of few-cycle laser pulses can be precisely controlled
by controlling their “absolute” phase. Intense phase-stabilized few-cycle laser pulses
give rise to novel effects in strong-field and above-threshold ionization (ATI). The
phase dependence of the photoelectron spectra is a sensitive probe of the dynamics
of the strong-field ionization processes underlying attosecond laser physics. Con-
versely, the phase-dependence of ATI spectra can be used for the measurement of
the absolute phase. This, a summary of the experimental status of phase-dependent
strong-field ionization, and a description of unsolved problems are the main points
of this contribution.

2.1 Introduction

Attosecond XUV- and electron pulses can be generated by interaction of
intense ultra-short laser pulses with atoms and also with molecules. This is
remarkable as the optical period of the commonly used lasers is 2.5 fs long
which means that the processes leading to the attosecond pulses not only
must evolve within an optical cycle, but also be precisely synchronized to
the driving optical field. The key for understanding attosecond laser physics
is understanding strong-field photoionization. It has been shown in the last
decade of the twentieth century that all of the characteristic effects observed
in strong-field laser–atom interaction – namely the plateaus in high-harmonic
generation (HHG) [1] and above-threshold ionization (ATI) [2] as well as the
knee in non-sequential double-ionization [3] – are due to a class of trajectories
of photo-ionizing electrons that are driven back to the vicinity of the core by
the oscillating laser field [4–6], for reviews see [7–9]. Depending on the instant
of ionization and return, these electrons may hit the ion core with attosecond
timing precision and with energies up to 3.17UP, where UP is the ponderomo-
tive energy [4]. Even at the nowadays fairly modest intensity of 1014Wcm−2,
the ponderomotive energy is 6 eV (again assuming 800 nm wavelength). There-
fore, high-harmonics, in fact XUV attosecond pulses, can be generated in the
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Fig. 2.1. 5-fs laser pulses consist of less than two optical cycles (few-cycle pulses).
The temporal evolution of the electric field of such pulses depends on the phase of
the carrier with respect to the envelope, the so-called carrier-envelope (CE) phase or
“absolute” phase. By convention, the origin of the time scale is chosen to be at the
maximum of the envelope of the pulses. Then an absolute phase ϕ = 0 corresponds
to cosine-like pulses and ϕ = −π/2 to sine-like pulses. [20]

case the returning electron makes a transition to the ground state. Impact
ionization leads to non-sequential double-ionization [5], and elastic scattering
to the ATI plateau [6,10]. Although numerous experiments have revealed some
serious deficits of this essentially classical picture of strong-field laser–atom
interaction, the model has proven to be a very useful guiding principle. This
also holds with respect to synchronization of the attosecond pulses with the
driving field.

The very fact that the dynamics of strong-field ionization and attosecond
pulse generation proceed within and are phase-locked to single optical cycles
suggests that it is highly desirable to use as few optical cycles for the driving
field as possible [11,12]. One immediate benefit are isolated attosecond pulses
whereas longer pulses lead to trains of, in general, not identical attosecond
pulses. If the duration (FWHM) of the driving pulses can be reduced to less
than three optical cycles (few-cycle pulses), it is in addition possible to tailor
the optical cycles by controlling the phase (“absolute” phase) of the carrier
oscillation with respect to the maximum of the pulse envelope. This facilitates
direct control of the electron trajectories responsible for attosecond pulse gen-
eration and works the better the shorter the driving pulse. The absolute phase
ϕ obviously plays a key role in attosecond laser physics. For an unambiguous
definition, the field E(t) of the laser pulse is written as a product of envelope
E0(t) and carrier wave:

E(t) = E0(t) · cos(ωt+ ϕ). (2.1)

This definition also explains the frequently used jargon of sine- and cosine-like
pulses which are just special cases of few-cycle laser pulses.

The pivotal importance of the absolute phase for attosecond laser physics
and other modern branches of laser physics explains the many proposals and
attempts to devise a scheme for its measurement [13–18]. In this paper we
discuss strong-field photoionization, i.e., above-threshold ionization, by few-
cycle pulses. Some of the results are directly relevant for attosecond science
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as they address the dynamics of strong-field photoionization, others for the
application of ATI for phase measurement. This paper concentrates on experi-
mental aspects, unsolved problems, and phase measurement. A review on the
entire scope of ATI with few-cycle laser pulses can be found in [19]. ATI offers
numerous possibilities for phase-measurement and investigation of few-cycle
strong-field ionization if the number of electrons emitted in positive (“right”)
and negative (“left”) direction is compared.1 For phase measurement it is
important to realize that the requirements are manifold:

– The effect needs to exhibit a strong asymmetry, ideally in an energy range
where the count rate is high.

– The dependence of the effect on the absolute phase should be known with
high accuracy.

– The phase dependence (e.g., the phase at which there is equal count rate
on the left and the right detector) should not depend on intensity, pulse
duration, etc. Otherwise re-calibration is necessary as conditions change
or errors occur if changes go unnoticed.

– Ideally the degree of asymmetry can be used for a measurement of the
pulse duration. This, however, requires a particularly good understanding
of the underlying physical mechanisms.

2.2 Detection of the “Absolute” Phase

The most conspicuous feature of few-cycle pulses is their asymmetry. Assum-
ing the conditions implied by (2.1) a cosine-like pulse exhibits mirror-symmetry
at t = 0 while sine-like pulses exhibit inversion symmetry. It is important to
realize that the symmetry or lack of thereof refers to a single optical cycle:
Shaping pulses is not new unless the envelope is shaped such that it changes
considerably within one optical cycle. In this sense all long pulses exhibit
mirror and inversion symmetry. As a consequence of the Curie principle, the
photoelectron angular distribution exhibits at least inversion symmetry as
long as we accept the approximation that strong-field ionization is essentially
a single-cycle process. This symmetry can be broken by few-cycle laser pulses,
provided ionization is a highly non-linear process. (Linear photoionization
cannot lead to asymmetric photoionization because the integral of the field of
a propagating electromagnetic pulse must be zero.)

The broken inversion symmetry of photoelectron angular distributions is
equivalent to a negative correlation (or anti-corrleation) of photoelectrons
emitted in opposite directions. The significance of this insight is that phase-
stabilized amplified few-cycle pulses are not necessary for the detection of
phase effects. Rather, correlations can be detected – actually with very high

1 Throughout this paper it is assumed that only electrons emitted parallel to the
polarization are detected unless otherwise noted.
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Fig. 2.2. Stereo-TOF spectrometer. Two opposing flight tubes are mounted inside
a ultra-high vacuum apparatus. Atoms or molecules can be fed in through a glass
nozzle and are ionized by a focussed few-cycle laser pulse (in reality, reflective optics
is used). A pair of slits, which can be moved with a vacuum manipulator, transmits
only electrons ionized in a small fraction of the focus. The absolute phase can be
changed either by moving the pair of slits (Gouy effect) of by moving one of the
glass wedges thus changing glass dispersion. [42]

sensitivity – by analyzing shot for shot the electron yield recorded by two
electron detectors positioned at the left and the right of the laser focus. Due
to its characteristic scheme, the instrument is referred to as an stereo-ATI
spectrometer, see Fig. 2.2. Each laser pulse results in a pair of integers rep-
resenting the number of electrons detected for this pulse on the left and the
right electron detector. After accumulating data for 105–106 laser pulses a
two-dimensional histogram, which represents the probability distribution of
the pairs of integers, i.e., the electrons detected simultaneously on the left
and the right detector, can be produced, typically presented in false-color
coding. In such a contingency (or correlation) map, anti-correlations show up
as structures perpendicular to the diagonal: If a certain pulse produces many
electrons emitted to the left, then there is a high probability that only a few
electrons will be emitted to the right, and vice versa. This exactly has been
measured for Krypton atoms exposed to 780-nm circularly polarized laser
pulses of 6–7 fs pulse duration (FWHM) and 5× 1013Wcm−2 intensity [20],
see Fig. 2.3. A weaker anti-correlation has been found for linear polarization.

The correlation method was also investigated theoretically [21]. For this
calculation a Keldysh-type model [22] was adapted to few-cycle pulses. One
result has been the dependence of the strength of anti-correlation as a function
of pulse duration. An earlier prediction [23] that circular polarization leads
to stronger inversion asymmetries was confirmed qualitatively. The theoreti-
cal modeling also addressed the central problem of the correlation approach:
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Fig. 2.3. Evidence of absolute-phase effects from few-cycle laser pulses. In this con-
tingency map, every laser shot is recorded according to the number of photoelectrons
measured in the left and the right arm of the stereo-ATI spectrometer. The number
of laser shots with electron numbers according to the coordinates of the pixel is
coded in grey shades. The signature of the absolute phase is an anticorrelation in
the number of electrons recorded with the left and the right detector. In the contin-
gency map they form a structure perpendicular to the diagonal [20]. Shown here is
a measurement with krypton atoms for circular laser polarization, a pulse duration
of 6 fs, and an intensity of 5× 1013 Wcm−2. [20]

Laser pulse fluctuations create positive correlations. Due to the non-linear
dependence of multi-photon ionization probability on intensity, even modest
laser pulse fluctuations create positive correlations that can mask the effects
of the absolute phase. Also this finding agrees well with the experimental
evidence.

2.3 Asymmetric Ionization

We now proceed with a quantitative analysis of the energy-integrated photo-
electron yield in opposite directions and parallel to the laser polarization. It
may be instructive to start the discussion with a naive and in fact essentially
wrong model: The asymmetry R(ϕ) defined as the ratio of the energy-
integrated (“total”) electron yield to the left and to the right is estimated
using the quasi-static tunneling ionization probability [24, 25]

Pion(t) ∝
(
2 κ3

|E(t)|
)2/κ−1

exp
[
− 2 κ3

3|E(t)|
]
, (2.2)
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Fig. 2.4. Asymmetry of photoelectron yield calculated by integrating static tun-
neling ionization probabilities for positive and negative sign of the field. The result
of this oversimplified model is shown as a function of pulse duration and ionization
potential. The inset shows that the function is not quite monotonic. The intensity
used was 1014 Wcm−2

where κ2 = 2EIon with EIon being the ionization threshold. With the sugges-
tive (but invalid!) assumption that electrons generated at instants where the
field had opposite sign would travel to opposite directions, the yield on the left
and on the right detector would be estimated by integrating Pion(t) for positive
and negative sign of the field separately. The ratio Rmax = max(R(ϕ)) of the
yield for left and right direction (“asymmetry”) calculated in this way is shown
in Fig. 2.4 in dependence of the pulse duration. The asymmetry is a steep func-
tion of pulse duration and ionization threshold, as expected. This suggests that
R(ϕ) can be used not only for phase measurement, but also for determining
the pulse duration with the remarkable feature of increasing sensitivity with
decreasing pulse duration. It will turn out that this promise is not kept.

The oversimplification of the above model comes from the fact that an
electron that tunnels at an instant t = t0 will be deflected by the subsequent
evolution of the field. Invoking the strong-field approximation which assumes
that the field does not affect the ground state and the atomic potential does
not affect electrons in the continuum, it is straightforward to predict the
emission direction of the electron. From conservation of canonical momen-
tum pcan = p − eA(t), one finds that the electron will be emitted in the
opposite direction of the vector potential A at the instant of tunneling t0.
An assumption used is that the electron momentum at t = t0 is negligible.
The fact that the vector potential of a sine-like pulse is essentially cosine-like
and vice versa, together with the fact that the tunneling probability is of
course still be given by the field strenth E(t0), has two consequences: (a) the
most asymmetric pulse shape, i.e., cosine-like pulses, will lead to symmetric
yield, i.e., the same number of electrons on the left and the right detector:
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Fig. 2.5. Asymmetry of photoelectron yield calculated by the classical model of
strong-field ionization for the same conditions as in Fig. 2.4

Rmax = R(±π/2), z = R(nπ), n ∈ Z (b) The strength of the asymmetry will
be greatly reduced, see Fig. 2.5. An illustration of the latter effect can be found
in [26].

It is interesting to note that the asymmetry as a function of pulse duration
changes sign for both models considered with the effect being more pronounced
for the “correct” model, see Figs. 2.4 and 2.5. The experimental evidence (see
Fig. 2.7) reveals however that the classical model is wrong in predicting equal
electron yield to the left and to the right for cosine-like pulses. This result
was confirmed by theoretical investigations based on numerical solutions of
the time-dependent Schrödinger equation (TDSE) [27]. For typical conditions
(6 fs, 0.7 × 1014Wcm−2) symmetric electron yield is generated at a phase
ϕ ≈ −0.3π. However, other phase dependencies of R are also observed. The
attempt to establish a relationship between left–right contrast and pulse dura-
tion by solving the TDSE for various pulse lengths leads to a surprisingly
complex picture, see Fig. 2.6. If we try to model the logarithm of R(ϕ) by a
sine-like function, we would make the ansatz

logR(ϕ) = logRmax · sin(ϕ+ ϕ̄). (2.3)

If the classical model were correct, ϕ̄ = 0. However, Fig. 2.6 indicates that ϕ̄
can assume any value and Rmax depends on intensity and, as more detailed
calculations reveal, pulse duration in a non-trivial way. It appears that the
asymmetry R(ϕ) of the energy-integrated photoelectron yield is not a reli-
able indicator for the absolute phase. In addition, R(ϕ) cannot be used
for estimating or measuring the pulse duration. This conclusion is drawn
from calculations using a 1D model atom. 3D calculations can certainly be
expected to deliver a quantitatively different result. Qualitatively, however,
the above conclusion can be expected to be valid in consideration that results
of 3D calculations do also result in a complicated dependence of R on inten-
sity, pulse duration, etc. [28–30]. Although it is obvious that the strong-field
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Fig. 2.7. Measurement of R(ϕ) (open dots). The phase ϕ was changed by shifting
one of the glass wedges (see Fig. 2.2). The open-square data points correspond to
ATI plateau electrons that will be discussed in Sect. 2.4.2

approximation, i.e., neglecting the atomic potential, is responsible for the dis-
crepancies of analytical and numerical results, the underlying mechanisms of
the intricate dependencies of the simplest of all quantities that can be used
to characterize asymmetric ionization are not at all clear. It seems, however,
that the non-monotonic behavior that can be observed in the simple classical
model contributes to the effects.

2.4 Above-Threshold Ionization Spectra

So far only the energy-integrated (or total) yield has been considered. We
now turn our attention to energy-resolved spectra. A characteristic of strong-
field ionization is that more photons than necessary for ionization may be
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absorbed by an atom which leads to correspondingly high electron kinetic
energies (above-threshold ionization, ATI) [31].

Phase-dependent photoelectron spectra can only be measured if the abso-
lute phase can be kept constant for many laser pulses, unless the spectrometer
is constructed such that a complete spectrum can be measured for a single
laser pulse. Single-shot operation is possible, however, it compromises dynamic
range and energy resolution. An important development has been the inven-
tion of a technique (self-referencing or f -to-2f technique) allowing the use
of femtosecond lasers as frequency rulers in precision metrology [13,14]. This
innovation had profound consequences also for time-domain applications like
strong-field ionization, high-harmonic generation, and in particular attosec-
ond science. The reason is that stabilizing a femtosecond laser’s frequency
comb implies that the rate with which the absolute phase changes is stabi-
lized, too. For a review see [32]. In 2003 the self-referencing technique was
implemented in a femtosecond laser amplifier [33, 34] thus opening the full
potential of tailored few-cycle pulses for time-domain applications. It should
be noted that phase stabilization by the f -to-2f technique may lead to small
drifts of the absolute phase due to dispersion [35].

Figure 2.8 displays a series of ATI spectra measured for different absolute
phases. Although the absolute phases (and thus also the temporal evolution of
the electric fields) of the respective pulses are displayed in this set of figures,
it should be noted that they are not known a priori. What is known, however,
is the difference in absolute phase for each measurement relative to, e.g., the
first one. This is because the phase is changed by changing the amount of
glass in the laser beam, c.f. Fig. 2.2. From the dispersion properties of the
inserted glass found in the literature, it is straightforward to calculate the
phase change: A piece of glass of thickness d induces a change Δϕ of the
absolute phase given by

Δϕ = ωd

(
1
vph

− 1
vg

)
, (2.4)

where vph and vg are phase and group velocity, respectively.

vph =
c

n
, (2.5)

vg =
c

n
+
cλ

n2

∂n

∂λ
, (2.6)

where c is the vacuum speed-of-light and n the refractive index. This means
that, at the central wavelength λ0 = 760 nm of the laser used in our exper-
iments, a fused silica glass plate with a thickness d = 26μm changes the
absolute phase by Δϕ = π. A cosine-like pulse would be converted into a
minus-cosine-like pulse.

The ATI spectra displayed in Fig. 2.8 exhibit a typical structure that
is well-known from longer pulses: The electron yield decreases steeply with
increasing energy. For intensities exceeding 0.5 × 1014Wcm this drop comes
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Fig. 2.8. Xenon photoelectron spectra for different absolute phases controlled by
fine movement of one of the wedges. Δx indicates the glass added hereby. The
black curves correspond to emission to the right (positive direction), the gray
ones to the opposite direction. The inset shows the corresponding real time varia-
tion of the electric field, as deduced from comparison of the phase-dependence of
the plateau electrons with theory. Only without phase stabilization were identical
spectra measured left and right

to a sudden hold at 20–30 eV and a plateau-like structure develops [2]. This
means an approximately constant electron yield up to the cut-off energy where
the yield decreases in an essentially exponential way again. The phenomenon
has already been mentioned in the introduction. It is due to electrons that
re-collide elastically with the ion core. In the case of backscattering, the elec-
tron velocity is altered such that the electron will be further accelerated in
the oscillating electric field of the laser after the re-collision event. For long
pulses classical and quantum calculations predict a cutoff energy of 10UP in
good agreement with experimental evidence [6, 36]. An ATI spectrum there-
fore consists of high-energy (plateau) electrons that underwent rescattering
and low-energy electrons that left the atom directly, i.e., without rescattering.
Consequently the latter are often referred to as “direct” electrons.

There are a few obvious consistency tests for these measurements: Chang-
ing the absolute phase π should result in identical spectra. This is fulfilled to
a large extent, but not completely. The reason is that adding glass into the
beam not only changes the absolute phase, but also higher-order dispersion
that affects the pulse duration. Similarly, changing the phase by π reverses
the roles of left and right. From the experimental data it is obvious that
the strongest phase effects occur for high-energy (>20 eV) photoelectrons.
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However, there are also noticeable phase effects for the low-energy electrons
which are difficult to see in Fig. 2.8 due to the semi-logarithmic scale used. A
comparison of the asymmetry for direct and rescattered electrons can be seen
in Fig. 2.7. In fact, Figs. 2.8 and 2.7 display data from the same experimental
run. The curves of Fig. 2.7 correspond to energy-integrated yields where the
integration extended from 0 to 50 eV for the open dots and from 20 to 50 eV
for the open squares.

A non-trivial observation is that there is no phase for which the spectra
measured on the left and the right would be identical – at least for high-energy
electrons. This immediately suggests that the processes underlying the ATI
plateau electrons are not instantaneous but extent over an appreciable fraction
of the laser pulse. Obviously, this conclusion is in perfect agreement with the
present understanding of re-collission effects like the ATI plateau.

2.4.1 Low-Energy (Direct) ATI Electrons

The direct electrons are particularly simple to model, at least in the framework
of the classical model [37]. From conservation of canonical momentum (cf.
Sect. 2.3) and the assumption that the electron has zero momentum at the exit
of the tunnel, i.e., p0 := p(t0) = 0, we immediately arrive at the conclusion
that the maximum electron energy for a few-cycle laser pulse is 2UP and is
obtained for sine-like pulses which have cosine-like vector potentials.2 It is of
course the hallmark of few-cycle laser pulses that the cutoff energy becomes
phase-dependent. Its variation with phase and pulse duration is shown in
Figs. 2.9 and 2.10.

Although the existence of the 2-UP cutoff has been impressively demon-
strated by Gallagher in microwave ionization experiments of Rydberg atoms
[38]3, it seems to be hardly known that the effect can also play a role at 800nm.
In fact, there are hardly any measured spectra in the literature that proof its
significance for, e.g., rare gas atoms. The reasons may be the following: The
ionization yield between 0 and 2UP drops quickly. This can even be understood
with the classical model because the higher the electron energy, the smaller
the electric field at t = t0, the instant at which the electron enters the contin-
uum. The sharp classical cutoff at 2UP is replaced by an exponential roll-off
due to quantum (essentially tunneling) effects. The slope of the spectrum in

2 The ponderomotive energy is the cycle-averaged kinetic energy of an otherwise
free electron in an oscillating electric field and is given by UP = I/(4ω2) in
atomic units. I is the laser intensity and ω the laser angular frequency. The
definition of UP is ambiguous for laser pulses, in particular for few-cycle pulses.
Using the maximum of the pulse envelope for I results in a definition that connects
seamlessly to long pulses and therefore is used here.

3 The microwave experiments were long-pulse experiments. Due to ponderomotive
acceleration the 2-UP cutoff then is shifted to 3UP.
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Fig. 2.10. The maximum and minimum cutoff energy as a function of pulse dura-
tion. The maximum for electrons emitted to the right is obtained at ϕ = 0.5π and
the minimum at ϕ = 1.5π as shown in Fig. 2.9 for the example of 2-cycle pulses.
The 2-UP maximum for the cutoff as well as the phase for which this maximum is
obtained are immediate consequences of the strong-field approximation

the classically forbidden region is the steeper the higher the intensity, i.e., the
more the classical the situation.4

If the slopes of the spectrum for energies smaller and larger than 2UP

happen to be similar, the 2-UP cutoff cannot be recognized. This is gener-
ally the case for intensities smaller than 1014Wcm−2 because the classically
allowed energy region (E < 2UP) is small and the slope in the classically for-
bidden region (E > 2UP) is not very steep. Exposing atoms to significantly
higher intensities, on the other hand, often leads to spectra that are difficult to

4 It is helpful to use an energy scale in units of the ponderomotive potential for the
spectra in order to clearly see the effect.
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interpret due to saturation of ionization and focal averaging. Few-cycle laser
pulses help avoiding these problems to a certain degree and, in fact, the effect
can be seen for ATI spectra generated by sub-10-fs pulses [39]5 and obviously
also in computer experiments, see e.g., Fig. 5 in [36].

For phase-stabilized few-cycle pulses, the phase-dependence of the 2-UP

cutoff has also been observed [35, 40]. Considering the potential of the effect
for measuring the absolute phase, it should be noted that the left–right asym-
metry can be very significant, much greater than the one for the total yield.
Plateau electrons, which will be discussed in the following section, have a
comparable if not higher asymmetry. However, their yield is lower by about
a factor of 100. Another very important advantage is that the phase depen-
dence of direct electrons beyond the 2-UP cutoff follows closely the classical
model as shown in Figs. 2.11 and 2.12. It may sound ironic if not contradic-
tory that the classical model fails badly in reproducing the phase dependence
in the classically allowed energy region but does have some predictive power
for electrons of classically forbidden energy. Their relatively high energy sug-
gests however that their physics is much less involved than for low-energy
electrons. This is confirmed by computer simulations. It should be mentioned
that the asymmetry is not only a function of pulse duration but certainly at
least also of the energy interval selected and, considering the discussion in
the previous paragraph, the laser intensity (higher intensities lead to stepper
cutoffs). Therefore, spectral resolution for a phasemeter based on this effect
is necessary.

It is apparent from Figs. 2.11 and 2.12 that the classically forbidden elec-
trons can also serve as an excellent probe for measuring the duration of pulses
of less than 7 fs duration (FWHM) if the spectra are sufficiently well char-
acterized. While the contrast for longer pulses is still sufficient, the method
breaks down due to effects reminiscent of those discussed in Sect. 2.3. Although
3D simulations yield results in general agreement with the ones presented
here [28–30], quantitative discrepancies are possible. The experimental results
suggest in fact a less complicated behavior than the simulations. This may be
due to focal averaging or deficiencies even in the 3D calculations: the only atom
for which exact simulations are possible is Hydrogen. However, for Hydrogen
no experimental data exists.

2.4.2 High-Energy (Plateau) ATI Electrons

The phase-dependent spectra of high-energy or plateau electrons are funda-
mentally different from low-energy electrons. An indication of that is the
already mentioned fact that there is no phase for which spectra measured

5 It is worthwhile to mention that the 2-UP cutoff was observed for Argon. Appar-
ently, the reason is that the slope of Argon spectra is steeper for energies above
2UP than for other rare gases. This fact is known since the discovery of the ATI
plateau [2] but has remained unexplained to the present day.
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Fig. 2.11. Asymmetry of ATI electrons beyond the 2-UP cutoff (30–40 eV) for
various pulse durations. The data was obtained by solving the TDSE for a 1D
model atom with an ionization threshold corresponding to Argon. The intensity is
1.8× 1014 Wcm−2 (2UP ≈ 21 eV)
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Fig. 2.12. The amplitude of the curves of Fig. 2.11, i.e., the maximum asymmetry,
as a function of pulse duration. The inset displays an example of the pairs of spectra
from which the other data displayed in Fig. 2.11 and this figure were derived

in opposite directions would be identical. This as well as the high contrast
of phase effects for ATI-plateau electrons can be understood in the following
way: First of all, high-energy electrons returning to the ion core can only be
created in sub-femtosecond time intervals close to peaks of the electric field of
the laser pulse. However, the probability that they tunnel through the atomic
potential at t0 depends exponentially on the field strength E(t0) and – as
few-cycle pulses are involved – it is likely only for those very few optical half-
cycles close to the pulse maximum. Generally, the highest kinetic energies are
reached for electrons returning to the core at t = t1 such that the electric
field becomes nearly zero (E(t1) = 0). For few-cycle pulses, in addition, the
field amplitude E0 needs to be as high as possible for t > t1 in order to allow
efficient acceleration after rescattering. Since the start time t0 and return
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time t1 differ by about 75% of one optical cycle, both conditions – namely
the highest possible field strength at t0 and highest possible amplitude after
t1 – are hard to meet and result in a strong dependence of photoionization on
the absolute phase. Number, strength, and timing of the wave-packets lead
to distinctive structures in the ATI spectra. Their analysis therefore provides
detailed information about the key processes of attosecond science. Generally,
quantum mechanical calculations are in good qualitative agreement with this
classical treatment [41].6

The ATI plateau is interesting with respect to phase measurement because
the phase-dependence in this part of the spectrum is particularly strong. In
addition, in some sense similarly to classically forbidden direct electrons, the
influence of the atomic potential on the ATI plateau electrons is small. There-
fore even a classical simulation can lead to a meaningful calibration for the
absolute phase [42]. The fact that the count rates in the plateau region are
100–1,000 times lower than for direct electrons is not a real problem. An ATI
phasemeter can be built in such a way that even a 30-μJ pulse will produce
hundreds of plateau electrons.

In contrast to direct electrons, however, it does not appear to be a good
idea to use only electrons beyond the 10-UP cutoff because of the low abun-
dance. Nevertheless, the ATI plateau cutoff energy is the most obvious feature
to investigate. Figure 2.13 displays its dependence on absolute phase for 2-
cycle pulses. In Fig. 2.14 the dependence of the maximum and and minimum
cutoff on pulse duration is shown. While these figures certainly have some
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Fig. 2.13. Phase-dependence of the ATI plateau cutoff energy for 2-cycle pulses,
i.e., 5.3 fs pulse width (FWHM) at 800 nm. The curves with the open points show
the cutoff energy in units of UP for the spectra measured with the left (diamonds)
and the right (squares) detector. The curve with the solid points displays the ratio
of the afore-mentioned curves. Note the logarithmic scale for this curve

6 It should be mentioned at this point that for few-cycle conditions the ATI plateau
is well-pronounced for Xenon but not so for Argon. Krypton displays the typical
plateau only at low intensities [39]. For Helium and Neon experimental data does
not seem to be available.
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Fig. 2.14. The maximum and minimum cutoff energy as a function of pulse dura-
tion. The maximum for electrons emitted to the left is obtained at ϕ = 0.3π and
the minimum at ϕ = 1.3π as shown in Fig. 2.13 for the example of 2-cycle pulses

significance they do not convey the complexity of the entire picture. In fact,
each of the strongest cycles creates its own plateau with its own cutoff. The
heights of the plateaus depend on the field strength at the time when the
respective electron trajectories started. Figure 2.15 gives an impression of the
behavior of these cutoffs. Quantum calculations do not exhibit sharp cutoffs
(see Fig. 2.16) and it may be difficult to recognize them in cases where the
intensity or the ionization probability is low.

For a reasonably complete analysis, interference effects also need to be
considered. Interference of trajectories launched by subsequent cycles lead
to small-scale fringes with a spacing being given by approximately the pho-
ton energy. They are reminiscent and in fact they are closely related to the
well-known ATI peak structure and will be discussed in the next paragraph.
Large-scale interferences, i.e., interference maxima and minima with an energy
separation much bigger than the photon energy, arise from the interference of
short and long trajectories: All electron energies below the plateau cutoff can
be realized by at least two trajectories of different travel time. The trajectory
that is launched later will re-collide earlier and vice versa. These facts are of
course well-known from longer pulses. For few-cycle pulses all of the effects
cited depend on the absolute phase and many also on pulse duration which
makes it difficult to present a concise overview.

Naturally, this has consequences if the phase-dependent ATI plateau is
considered for being used to measure the absolute phase. Here one has to
distinguish two cases: When the pulse is just to be characterized it is possible
to scan the absolute phase from 0 to 2π. In this case the comparison to even
classical or semiclassical calculations results in a reliable calibration [42] that
is confirmed by all tests that can be performed using other phase-dependent
features of ATI spectra. If an ATI phasemeter is to be used in a servo loop, a
much faster approach is necessary and the phase cannot be scanned. The safest
approach would be to measure the ATI spectra and compare to corresponding
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Fig. 2.15. ATI spectra (rescattered electrons only) for various absolute phases
calculated with the classical model for a 2-cycle pulse. Interference effects are repro-
duced by calculating the classical action for the electrons and adding electron
trajectories with the same final momentum coherently. One recognizes two types
of interferences: Fringes with close to one photon energy separation which arise
from wave packets emitted in subsequent optical cycles. In case only one optical
cycle leads to significant amplitude for a given electron momentum, the spectrum
is smoot. The other type of interference with a fringe spacing of almost 10 photon
energies results from interference of long and short electron trajectories. Black gray
curves correspond to spectra recorded in positive (negative) direction. The intensity
is 0.8×1014 Wcm−2 corresponding to 10UP ≈ 31 �ω. A logarithmic scale is used. [26]

solutions of the TDSE. This, however, is not practical because it seems that
Xenon is the preferred atom presently (cf. footnote 6) for which accurate
calculations are not available. In addition, focal averaging would need to be
included.7

7 The 1D calculations on which some of the present analysis is based are certainly
not suitable for calibrating a phasemeter that takes advantage of ATI plateau elec-
trons. The major reason is that the strength of the plateau for a 1D model atom
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Fig. 2.16. ATI spectra (rescattered electrons only) for various absolute phases
calculated with the classical model for a 2-cycle pulse. Interference effects are repro-
duced by calculating the classical action for the electrons and adding electron
trajectories with the same final momentum coherently. One recognizes two types
of interferences: Fringes with close to one photon energy separation which arise
from wave packets emitted in subsequent optical cycles. In case only one optical
cycle leads to significant amplitude for a given electron momentum, the spectrum
is smooth. The other type of interference with a fringe spacing of almost 10 photon
energies results from interference of long and short electron trajectories. Black gray
curves correspond to spectra recorded in positive (negative) direction. The intensity
is 0.8× 1014 Wcm−2 corresponding to 10UP ≈ 31 �ω. A logarithmic scale is used

2.5 Phase-Dependent Interferences: The Attosecond
Double Slit

ATI spectra generated by many-cycle pulses are characterized by a series of
peaks separated by the photon energy. The position of these peaks is given
by (N + s)�ω + EIon − UP, where N is the number of photons necessary

is considerably smaller than for Xenon. Therefore, the multiple cutoff energies for
different optical cycles play a much more pronounced role.
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for ionization at zero intensity, s the order of the peak, EIon the ionization
potential, and UP the ponderomotive energy. Dynamically induced resonances
may cause additional peaks. For few-cycle pulses the picture changes in many
respects. Figure 2.17 displays measured electron spectra. In Fig. 2.17a the
spectra recorded at the left and the right detectors are shown for ±cosine-
like and ±sine-like pulses as defined in Fig. 2.1. A problem in depicting such
spectra is that they quickly roll off with increasing electron energy. This roll-
off was eliminated by dividing the spectra by the average of all spectra over
the pulse’s phase. Peak position, peak contrast, and even peak separation
depend on the absolute phase. It seems to be virtually impossible to account
for all of these effects within the framework of the conventional theory of ATI.

A better interpretation is based on an analogy to the double-slit experi-
ment. Such an analogy has also been used to interpret multiphoton excitation
experiments with Rydberg atoms exposed to microwaves with a variable num-
ber of cycles [43]. Here we take advantage of the fact that photoionization of
atoms with an ionization threshold much greater than the photon energy is
a highly nonlinear process. For intense fields, the first step can be described
by optical field ionization, as already noted. This immediately explains that
ionization can take place in one attosecond window (or slit) in time per half-
cycle close to its extremum. By using phase-controlled few-cycle laser pulses,
it is possible to manipulate the temporal evolution of the field, thus grad-
ually opening or closing the slits. In this way which-way information about
the instants of ionization is controlled. Depending on the field, one or two
half-cycles (or anything in between) contribute to the electron amplitude for
a given direction and electron energy. This corresponds to a varying degree of
which-way information and, accordingly, to varying contrast of the interfer-
ence fringes. The temporal slits leading to electrons of given final momentum
are spaced by approximately the optical period. This results in a fringe spacing
close to the photon energy.

Indeed, clear interference fringes with varying visibility are observed as
expected from the discussion above. The highest visibility is observed for
−sine-like pulses in the positive (“right”) direction. For the same pulses,
the visibility is very low in the opposite direction. Changing the phase by
π interchanges the role of left and right as expected. The most straightfor-
ward explanation is to assume that, for −sine-like pulses, there are two slits
and no which-way information for the positive direction and just one slit and
(almost) complete which-way information in the negative direction. The fact
that the interference pattern does not entirely disappear is caused by the
pulse duration, which is still slightly too long to create a perfect single slit.
A semi-classical analysis of the problem qualitatively reproduces the effect.
However, the fringes are observed in the opposite direction as compared to
the prediction of the simple model. Numerical simulations on the other hand
faithfully reproduce the observed pattern [19, 44]. Using the effect for phase
measurement is questionable as long as it is not completely understood. A
more promising application seems to be to use this type of time-domain
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Fig. 2.17. Photoelectron spectra of argon measured with 6-fs laser pulses for inten-
sity 1 × 1014 Wcm2 as a function of the phase. Panel (a) displays the spectra for
±sine- and ±cosine-like laser fields. The gray curves are spectra recorded with the
left detector (negative direction), while the black curves relate to the positive direc-
tion. For ϕ = π/2 the fringes exhibit maximum visibility for electron emission to
the right, while in the opposite direction minimum fringe visibility is observed. In
addition, the fringe positions are shifted. Panel (b) displays the entire measurement
where the fringe visibility is coded in shades of gray. The fringe positions vary as
the phase ϕ of the pulse is changed. This causes the wave-like bending of the stripes
in these figures. Both panels, in principle, show the same information because a
phase shift of π mirrors the pulse field in space and thus reverses the role of positive
and negative direction. However, the data shown were recorded simultaneously but
independently were the phase ϕ was varied between 0 and 2π. [44]
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interferometry for learning more about the dynamics of the electron wave
packet as the ionization process proceeds.

2.6 Conclusions

ATI spectra consist of a low-energy (“direct”) and a high-energy (plateau)
part. The latter is due to recolliding electrons, whereas the former is created
by electrons that leave the atom directly without a second encounter with
the atom. Both parts of the spectrum depend on the absolute phase in a
characteristic way. The behavior of plateau electrons is simple in the sense that
it can be reproduced by simple classical and semi-classical models. However,
there are many different mechanisms that determine the shape of the spectra
ranging from the varying amplitude of subsequent optical cycles to interference
effects. Surprisingly complicated is the energy-integrated electron yield which
is dominated by electrons with close to zero energy. The obvious reason for
the difficulties may be that low-energy electrons are more strongly affected
by the intra-atomic field which has a strength comparable to the laser field
in the vicinity of the atom. The simplest phase-dependence is observed in the
cutoff regions for direct and rescattered electrons.
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H.M. Gibbs, Carrier-wave Rabi flopping: role of the carrier-envelope phase. Opt.
Lett. 29, 2160, 2004

17. A. Apolonski, P. Dombi, G.G. Paulus, M. Kakehata, R. Holzwarth, Th. Udem,
Ch. Lemell, K. Torizuka, J. Burgdörfer, T.W. Hänsch, F. Krausz, Observation of
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Wavepacket Dynamics of Molecules in Intense
Laser Fields

Hirohiko Kono, Katsunori Nakai, Manabu Kanno, Yukio Sato, Shiro Koseki,
Tsuyoshi Kato, and Yuichi Fujimura

Abstract. The dynamical behavior of H+
2 in near-infrared, intense laser fields

(I > 1013 W cm−2 and λ > 700 nm) was discussed on the basis of the results of
accurate electronic and nuclear wave packet propagation obtained by the appli-
cation of the dual transformation method. Using “field-following” time-dependent
(TD) adiabatic states defined as the eigenfunctions of the “instantaneous” elec-
tronic Hamiltonian including the dipole interaction with laser fields, we clarified the
dynamics of the bound electron, ionization processes, Coulomb explosion processes,
and field-induced molecular vibration of H+

2 . The analyses indicate that the electron
dynamics and nuclear (reaction) dynamics of polyatomic molecules in intense fields
can be described by using the potential surfaces of TD adiabatic states and the
nonadiabatic coupling elements between those states. To obtain the TD adiabatic
states of a molecule, one can diagonalize the electronic Hamiltonian including the
interaction with the instantaneous laser electric field by ab initio electronic structure
calculations. We then present the results of simulation as to how much vibrational
energy is acquired by C60 (or C

z+
60 ) through the interaction with an ultrashort intense

pulse of λ = 1,800 nm. This type of simulation was carried out by incorporating an ab
initio classical molecular dynamics method into the framework of the TD adiabatic
state approach. The results indicate that large-amplitude vibration with energy of
>20 eV is induced in the hg(1) prolate-oblate mode of C60 or Cz+

60 . We found that
the acquired vibrational energy is maximized at Tp ∼ Tvib/2, where Tp is the pulse
length and Tvib is the vibrational period of the hg(1) mode.

3.1 Introduction

The frontier of light-matter interaction has been expanded into new areas by
the development of high-power lasers [1]. Novel nonperturbative electronic
dynamics of atoms in intense laser fields, such as tunnel ionization [2, 3]
and higher-order harmonic generation of emission (HHG) [4, 5], have been
discovered. An epoch is marked by the advent of attosecond light pulses gen-
erated by using HHG in the soft X-ray regime [6]. Its application has become
a hot topic in recent years [7, 8]. Nowadays, the intensity of focused light
generated by near-infrared (IR) Ti:Sapphire laser systems can easily exceed
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I = 1016Wcm−2. A laser field of light intensity of 3.5× 1016Wcm−2, which
corresponds to 5.1×109Vcm−1, exerts on an electron a force that is as strong
as the electron–nucleus interaction in a hydrogen atom.

The introduction of handy high-power laser systems into the field of
chemistry is innovative and inevitable. Compared to atoms in intense fields,
molecules exhibit complex phenomena arising from their additional (vibra-
tional and rotational) degrees of freedom, such as charge-symmetric and
-asymmetric dissociation [9], alignment with an external field [10,11], creation
of electronically excited fragments [12], and ionization rates that depend on
the internuclear distance (known as enhanced ionization) [13–15]. In intense
laser fields (I > 1013Wcm−2), the Coulombic potentials that the electrons
are placed in are greatly distorted [16–20]: A large part of the electron density
is transferred among nuclei within a half optical cycle (∼1.3 fs for wavelength
λ = 800 nm light) [21–25]. Intramolecular electron transfer induced by such an
intense field triggers structural deformation or nuclear motion of molecules.
For example, near-IR intense laser pulses can induce structural deformations,
such as bond stretching and bond angle bending [26], and even chemical
reactions [27, 28].

The resultant structural deformations in turn change the electronic
response to the field, e.g., the efficiency of intramolecular electron transfer and
the probability of a tunnel type of ionization. As the field becomes stronger
and its optical period (=2π/ω, where ω is the frequency of light) becomes
longer, an electron penetrates (or goes beyond) the distorted “quasistatic”
barrier(s) for ionization before the sign of the laser electric field changes
[2,3,16–20]. The condition for quasistatic tunnel ionization is characterized by
Keldysh as follows: the so-called Keldysh parameter γ ≡ ω

√
2Ip
/
f(t)� 1 (in

atomic units) [16], where IP is the ionization potential of the system and f(t)
is the electric field envelope (field amplitude) at time t. Chin and his cowork-
ers have experimentally found out that the condition for tunnel ionization is
γ < 1/2 [19,20]. This condition means that the picture of tunnel ionization is
valid as long as the tunneling time for an electron to go through the distorted
potential at classical speed is less than a quarter of the laser field’s period.

One characteristic of ionization of a molecule in a near-IR intense laser
field is enhanced ionization; ionization is greatly enhanced at a critical inter-
nuclear distance, Rc, which is twice as long as or much longer than the
equilibrium internuclear distance, Re [13–15]. Enhanced ionization is a uni-
versal phenomenon; it has been experimentally observed for various diatomic
and polyatomic molecules [29] such as CO2 [26]. Detailed theoretical analy-
ses [15, 21, 25, 30, 31] have revealed that enhanced ionization of H+

2 is due to
electron localization originating from the transition between the ground and
first excited electronic states characterized by its large transition moment
proportional to the internuclear distance. This type of transition is associated
with a transition between a bonding and a corresponding antibonding molec-
ular orbital and it is named “charge resonance transition” by Mulliken [32].
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Charge resonance ionization is viewed as a typical mechanism of enhanced
ionization for general molecules of an odd number of electrons.

The correlation between ionization and structural deformation plays a key
role in fragmentation or reaction processes [33–35]. In other words, the compe-
tition between ionization and fragmentation governs the fate of the molecule
in an intense filed. One interesting example is C60. It is known that C60 in
a laser field of λ ≤ 800 nm decomposes into fragments, e.g., through the loss
of C2 units [36–40]. On the other hand, for the case of intense ultrashort 70-
fs laser pulses of long wavelength λ∼ 1,600 nm, highly charged C60 cations
up to C12+

60 are produced almost without fragmentation [41]. This is just an
example to indicate that the development of laser systems generating intense
femtosecond pulses has made a new tool for manipulating the dynamics of
molecules on an ultrashort time scale available to chemists.

Our research on the dynamical behavior of molecules in intense fields
started from an investigation of the dynamics of a very basic example, namely,
H+

2 . To quantitatively understand the ultrafast electronic dynamics in intense
fields, it is necessary to solve the time-dependent Schrödinger equation for
the electronic degrees of freedom of a molecule. We developed an efficient
grid point method, the dual transformation method [42, 43], for accurate
propagation of an electronic wavepacket. We have applied this method to
H+

2 [21,25] and H2 [22,23]. The vibrational degree of freedom is incorporated
in the calculation of H+

2 without resorting to the Born–Oppenheimer (B–O)
approximation.

The calculated electronic and nuclear dynamics of H+
2 is analyzed by using

“field-following” time-dependent adiabatic electronic states {|n〉} defined
as the eigenfunctions of the “instantaneous” electronic Hamiltonian Hel(t)
including the interaction of the electric dipole with a laser electric field ε(t)
[21,23,25,44–47]. Field-free adiabatic bound states can be used to diagonalize
Hel(t). In a high-intensity regime, “field-following” TD eigenvalues interpreted
as TD adiabatic potential surfaces can cross each other in energy so that nona-
diabatic transitions between adiabatic states occur [21–23,25,44–47]. We have
demonstrated how “doorway states” to ionization or to structural deformation
of H+

2 and H2 can be identified by population analysis of TD adiabatic states.
The analysis has shown that the nuclear dynamics in a near-IR field can be
described in terms of wavepacket propagation on TD adiabatic potentials and
nonadiabatic transitions due to temporal change in ε(t). It also turns out that
tunnel ionization to Volkov states [18,48] (quantum states of a free electron in
a laser field) proceeds mainly from an adiabatic state or from a small number
of adiabatic states.

The above description of dynamics in terms of TD adiabatic states con-
structed from bound electronic states, i.e., the TD adiabatic state approach,
is applicable to the investigation of electronic and nuclear (reaction) dynam-
ics of polyatomic molecules in intense laser fields [49–51]. As in the case of
H+

2 , we expand the total wavefunction of a polyatomic molecule in terms
of the eigenfunctions of the instantaneous electronic Hamiltonian. In this
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representation, while intramolecular multielectron dynamics of a polyatomic
molecule in intense fields is described by TD adiabatic states, resultant nuclear
dynamics is described by multichannel wavepacket propagation on TD adia-
batic potentials with nonadiabatic transitions between them due to temporal
change in ε(t). This approach has an advantage that the properties of the
adiabatic states of polyatomic molecules can be evaluated by ab initio molec-
ular orbital methods intended to calculate bound electronic states [49, 52].
We have applied the approach to investigate the dynamics of CO2 [49] and
ethanol C2H5OH in intense laser fields [50, 51].

In this review, we first present the results of our theoretical investigation
of electronic and nuclear dynamics of H+

2 in near-IR intense fields. Population
analysis in terms of TD adiabatic states is presented. The TD adiabatic state
approach developed for polyatomic molecules is next outlined. We report the
results of applications of the TD adiabatic state approach to the field-induced
vibrational dynamics of a large molecule, namely, C60.

3.2 Electronic and Nuclear Dynamics of H+
2

in Intense Laser Fields

In this section, we show how the electronic and nuclear wavepacket of H+
2 in

an intense laser field evolves temporally and spatially and present the results
of TD adiabatic state analysis of the wavepacket dynamics. We introduce the
important concept of “doorway state to tunnel ionization” by using a basis
set of TD adiabatic states.

3.2.1 Numerical Solution of the TD Schrödinger Equation
for a 3D H+

2 Hamiltonian

We first present a three-dimensional (3D) Hamiltonian for the electronic and
nuclear degrees of freedom of H+

2 in a laser electric field. The dynamics of
one electron is in general described by three electronic coordinates; e.g., three
cylindrical coordinates z, ρ, and ϕ (x = ρ cosϕ, y = ρ sinϕ, z = z). In this
study, molecular vibration is taken into account quantum mechanically. On
the other hand, the molecular axis is assumed to be fixed parallel to the
polarization direction of the applied laser electric field ε(t). Then, the molec-
ular axis component of the electronic angular momentum, m�, is conserved
(the magnetic quantum number m is conserved). It is thus convenient to set
the electronic coordinate z parallel to the molecular axis; after separation of
the center-of-mass of a molecule, the total wavefunction can be written as a
product form of Φ(z, ρ, R)eim ϕ

/√
2π.

Choosing the midpoint between the two protons as the origin of the elec-
tronic coordinates, we then reduce the TD Schrödinger equation for the four
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degrees of freedom (z, ρ, ϕ, R) to that for Φ(z, ρ, R) as

i
∂

∂t
Φ(z, ρ, R) =

[
− 1
mp

∂2

∂R2
+Hel(t)

]
Φ(z, ρ, R), (3.1)

where mp is the proton mass and the instantaneous electronic Hamiltonian
Hel(t) is the sum of the Born–Oppenheimer (B–O) electronic Hamiltonian at
zero field strengths, H0

el, and the dipole interaction with light, Vε(z, t):

Hel(t) = H0
el + Vε(z, t). (3.2)

Throughout this paper atomic units are used unless otherwise noted (i.e., the
electron mass me, Bohr radius a0, elementary electric charge e, hartree Eh,
and � are all set to unity). The explicit form of H0

el is given by [53]

H0
el = −

1
2μe

(
∂2

∂ρ2
+
1
ρ

∂

∂ρ
+

∂2

∂z2

)
+
m2

2ρ2
+ V (z, ρ, R) +

1
R
, (3.3)

where μe = 2mpme/(2mp +me) ≈ me and V (z, ρ, R) is the Coulomb
attractive potential exerted on the electron

V (z, ρ, R) = − 1√
ρ2 + (z −R/2)2 −

1√
ρ2 + (z +R/2)2

. (3.4)

The nuclear repulsion energy 1/R is included in (3). The dipole interaction
between the molecule and the electric field ε(t) is expressed as

Vε(z, t) = [1 +me/(2mp +me)] zε(t) ≈ zε(t). (3.5)

Equation (3.1), which contains both electronic and vibrational degrees of free-
dom, can be solved “exactly” by an efficient grid point method for accurate
propagation of an electronic and nuclear wavepacket of a Coulombic system
without resorting to the Born–Oppenheimer approximation [21, 25]. In this
method, called “dual transformation,” both the wavefunction and the Hamil-
tonian are transformed consistently to overcome the numerical difficulties
arising from the divergence of the Coulomb potentials involved. The wavefunc-
tion is transformed so that it is zero at the Coulomb singular points and the
choice of new scaled coordinates introduced for the variable transformation in
the Hamiltonian is also crucial. The details of the application of the dual trans-
formation method to H+

2 are given in [42,43]. We have also applied the method
to the investigation of the dynamics of the two-electron system H2 [22, 23].

Numerical results of the dynamics of H+
2 in an intense laser field are

presented in Sect. 3.2.3.

3.2.2 Field-Following Adiabatic States and Field-Induced
Nonadiabatic Coupling

We show in the next subsection that intramolecular electronic motion in
H+

2 which triggers nuclear dynamics and tunnel ionization to H2+
2 can be
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understood in terms of field-following TD adiabatic states. The TD adia-
batic states are obtained by diagonalizing the instantaneous H+

2 electronic
Hamiltonian Hel(t) in terms of bound states of H0

el,
|ψ1〉 , |ψ2〉 , . . . , |ψn〉. The matrix elements of Hel(t) are functions of adiabatic
parameters R and t. Diagonalization of Hel(t) yields the TD adiabatic states
{|j(t)〉} and energies {Ej(t)}, where j runs from 1 to n in ascending order
with respect to energy. To diagonalize Hel(t), we used here the lowest two
bound electronic states 1 sσg and 1 sσu of H0

el (abbreviated as |g〉 and |u〉,
respectively), which are radiatively coupled with each other by the transi-
tion dipole moment 〈g| z |u〉 � R/2. This large transition moment is due to
the charge resonance character of the electronic transition between 1 sσg and
1 sσu, [32].

In this two-state model, the TD eigenfunctions, |1〉 and |2〉, which are
adiabatically connected with 1 sσg and 1 sσu at ε(t) = 0, respectively, are
given analytically as [21, 25, 54, 55]

|1〉 = cos Θ |g〉 − sin Θ |u〉 , (3.6a)
|2〉 = cos Θ |u〉+ sin Θ |g〉 , (3.6b)

where Θ is a function of t and R

Θ =
1
2
arctan

[
2 〈g| z |u〉 ε (t)
ΔEug (R)

]
, (3.7)

with the B–O energy separation ΔEug(R) = Eu(R) − Eg(R). Here, Eg(R)
and Eu(R) are the eigenvalues of H0

el for 1 sσg and 1 sσu, respectively. The
corresponding eigenvalues (potential surfaces) are

E2,1 (R, t) =
1
2

[
Eg (R) +Eu (R)±

√
ΔE2

ug + 4 |〈g| z |u〉 ε(t) |2
]

� 1
2
[Eg (R) +Eu (R)±R |ε (t) |] for large R. (3.8)

The instantaneous electrostatic potential V (z, ρ, R) + Vε(z, t) + 1/R at ρ = 0
and R = 4a0 is plotted in Fig. 3.1 as a function of z, together with the energies
E1 and E2: (a) ε(t) = 0 and (b) ε(t) = 0.053Eh/ea0. The field strength in
SI units is related to the value of ε(t) in atomic units of field strength, i.e.,
in units of Eh/ea0, as follows: 5.14 × 1011ε(t)Vm−1. If the value of ε(t) is
assumed to be equal to the field envelope (field amplitude), the corresponding
light intensity I in SI units is given by I = 3.5× 1016ε(t)2 Wcm−2.

There are two potential wells around the nuclei, i.e., z = ±R/2. As shown
in Fig. 3.1a, the two wells are identical to each other with inversion about
z = 0 when ε(t) = 0. The dipole interaction energy of an electron in a field
ε(t) is ε(t)R/2 at the right nucleus and −ε(t)R/2 at the left nucleus. As a
result, the potential well formed around the right nucleus ascends and the well
formed around the left nucleus descends when ε(t) > 0, as shown in Fig. 3.1b;
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Fig. 3.1. The instantaneous electrostatic potential V (z, ρ,R)+Vε(z, t)+1/R (solid
lines) of H+

2 as a function of the electronic coordinate z along the molecular axis
at (a) ε(t) = 0 and (b) ε(t) = 0.053Eh/ea0 (I = 1014 Wcm−2). The internuclear
distance is fixed at R = 4a0 and the molecular axis is assumed to be parallel to
the polarization direction of the laser electric field. The energies E1 and E2 of the
lowest two TD adiabatic states |1〉 and |2〉 are denoted by horizontal dotted lines.
Eg and Eg in (a) are the Born–Oppenheimer adiabatic energies of 1 sσg and 1 sσu,
Eg and Eu, respectively. The electrostatic potential has two wells around the nuclei,
i.e., z = ±R/2. As shown in (b), a barrier that an electron can tunnel through or
go over (outer barrier) is formed when ε(t) �= 0, in addition to the inner barrier

the positions of the ascending and descending wells are reversed when ε(t) < 0.
In addition to the barrier between the two wells (inner barrier), when |ε(t)| �=
0, a barrier with finite width is formed outside the descending well (outer
barrier). An electron can tunnel through or go over the outer barrier.

The electron densities of |1〉 and |2〉 are high near the descending and
ascending wells, respectively. Therefore, the values of E1 and E2 at large
R |ε(t)| are dominated by the energy shifts ∓R |ε(t)|/2 of the descending
and ascending wells, respectively, as shown in (3.8). The adiabatic energies
E1 (R, t) and E2 (R, t) at ε(t) = 0.053Eh/ea0 are plotted in Fig. 3.2 against R,
together with Eg(R) and Eu(R). The heights of the inner and outer barriers
for tunnel or over-barrier ionization also depend on R, which are denoted by
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Fig. 3.2. Potential energies E1(R, t) and E2(R, t) of the lowest two field-following
adiabatic states |1〉 and |2〉 of H+

2 (denoted by solid lines) at ε(t) = 0.053Eh/ea0,
i.e., at I = 1014 Wcm−2 as a function of internuclear distance R. The broken lines
denote the Born–Oppenheimer potential surfaces Eg(R) and Eu(R) of 1 sσg and
1 sσu. The dotted lines denote the heights of the inner and outer barriers for tunnel
or over-barrier ionization. As R increases, the inner barrier height increases while
the outer barrier height decreases. The internuclear repulsion 1/R is included in the
energy, as in Fig. 3.1

dotted lines in Fig. 3.2. We clarify the mechanism of enhanced ionization of
H+

2 in Sect. 3.2.4 by comparing E1 (R, t) and E2 (R, t) to the barrier heights.
We projected the “exact” electronic and nuclear wavepacket Φ(z, ρ, R; t)

onto the two TD adiabatic states |1〉 and |2〉 to investigate the H+
2 nuclear

dynamics and ionization dynamics of H+
2 . The two projected components

χ1(R, t) = 〈1 | Φ(t)〉 and χ2(R, t) = 〈2 | Φ(t)〉 (integrated over ρ and z),
which are regarded as the vibrational wavefunctions propagating on E1 and
E2, are used for analysis of the mechanism of ionization as well as field-induced
nuclear dynamics. The results are presented in Sect. 3.2.3.

We also used an expansion formula for the total wavefunction |Φ〉 as
|Ψ(z, ρ, R; t)〉 = χ′1(R, t) |1〉+ χ′2(R, t) |2〉 . (3.9)

where |Ψ〉 is an approximate wavefunction for |Φ〉. It will be shown in
Sect. 3.2.3 that the key processes of intramolecular electronic motion and
nuclear motion in H+

2 can be described by this expansion while ionization is
not directly taken into account. The following approach using the two TD
adiabatic states can be straightforwardly extended to cases where the number
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of TD adiabatic states are more than two. The results of a six-state model are
summarized in Sect. 3.2.4.

Inserting (3.9) into (3.1), we derived the coupled equations within the
framework of the two-state model as [21, 25, 30, 31]

∂

∂t
χ′1(R) = −i

[
− 1
mp

∂2

∂R2
+ E1(R, t) +

1
mp

(
∂Θ
∂R

)2
]
χ′1(R)− Λ(R, t)χ′2(R),

(3.10a)

∂

∂t
χ′2(R) = −i

[
− 1
mp

∂2

∂R2
+ E2(R, t) +

1
mp

(
∂Θ
∂R

)2
]
χ′2(R) + Λ(R, t)χ′1(R),

(3.10b)

where the total coupling Λ(R, t) which induces nonadiabatic transitions
between the two TD adiabatic states is

Λ(R, t) =
〈
1
∣∣∣∣ ∂∂t
∣∣∣∣ 2
〉
− 2i
mp

∂Θ
∂R

∂

∂R
− i
mp

∂2Θ
∂R2

+ · · · . (3.11)

Here the small terms 〈g| ∂2
/
∂R2 |g〉/mp and 〈u|∂2

/
∂R2 |u〉/mp are not

explicitly written in the off-diagonal element (3.11) and in the diagonal ele-
ments inside the square brackets of (3.10). The term 〈1| ∂/∂t |2〉 = ∂Θ/∂t is
the nonadiabatic coupling due to temporal change in ε(t) [54,55] and the other
coupling terms in (3.11) are due to the joint effect of the electric field and the
nuclear motion.

When typical values of the nuclear velocities are assumed, the effect of
the first term in (3.11), namely, ∂Θ/∂t, is much larger than that of the sec-
ond term for homonuclear diatomic ions (in a near-IR field) [54, 55]. In the
case of heteronuclear diatomic ions, the dominant coupling term which causes
hopping between TD surfaces is also ∂Θ/∂t. The second term causes signifi-
cant hopping at small internuclear distances only when the field-induced Stark
shift is, in the domain of small R, comparable to the energy gap between the
field-free states.

It is expected from (3.10) and (3.11) that field-induced nonadiabatic tran-
sitions occur if the main coupling term ∂Θ/∂t is large in comparison with the
gap between the two adiabatic potential surfaces, E2 − E1. The term ∂Θ/∂t
is expressed as

∂Θ
∂t

=
〈g| z |u〉
ΔEug(R)

∂ε(t)
∂t

(cos 2Θ)2. (3.12)

Since ε(t) is a sinusoidal function of time, |∂ε(t)/∂t| and (cos 2Θ)2 becomes
largest when ε(t) = 0, i.e., tn = nπ/ω (n is an integer) for

ε(t) = f(t) sin(ωt), (3.13)
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where ω is the light frequency and f(t) is the envelope (or amplitude) of
the laser electric field. When ε(t) changes its sign, the gap E2 − E1 becomes
smallest (∼ΔEug) and an avoided crossing takes place. Thus, a nonadiabatic
transition between the two adiabatic states is expected to occur within a
very short period τtr around ε(t) = 0 [30, 56, 57]. It should be noted that
〈g| z |u〉/ΔEug(R) increases as R increases. Larger internuclear distances are
thus favorable for nonadiabatic transition. A nonadiabatic transition between
|1〉 and |2〉 corresponds to suppression of electron transfer between the two
wells, i.e., two nuclei; in other words, the electron is localized in a well.

If the nuclear motion is slow in comparison with the time scale of τtr, the
nonadiabatic transition probability H+

2 per level crossing at R, Pnonad, can be
defined and it is given by the Landau–Zener form [58,59]

Pnonad = exp(−2πδ), (3.14)

where

δ = ΔEug(R)2
/
[8 〈g| z |u〉 f(t)ω]. (3.15)

For δ >> 1, the electronic state remains in the same adiabatic state such
as |1〉 or |2〉. For δ << 1, the main route is the nonadiabatic channel. The
probability Pnonad can be increased as the intensity, frequency, and R are
increased. We have obtained conditions for isolated transition (where τtr <<
2π/ω) [30]; ω < ΔEug (R)/2 < 2 〈g| z |u〉 f(t) in the adiabatic case and
max [ω,ΔEug (R)/2] < 2 〈g| z |u〉 f(t) in the diabatic case. The condition for
isolated transition holds in the case of near-IR fields. In the following subsec-
tions, we show how the nonadiabatic transition between the adiabatic states
is correlated to dissociation and ionization processes.

3.2.3 Analysis of Electronic and Nuclear Dynamics of H+
2

in an Intense Near-IR Field

We show that for an intense near-IR field, a tunnel type of ionization proceeds
in the region R ≥ 2Re through the |2〉 state populated from |1〉, where Re is
the equilibrium internuclear distance. The two adiabatic states |1〉 and |2〉 (or
1 sσg and 1 sσu) are essential states for describing the nuclear dynamics and
the electronic dynamics prior to ionization. To demonstrate these points, we
first present the projected components χ1(R, t) and χ2(R, t) of the “exact”
total wavepacket Φ(ρ, z, R; t) onto |1〉 and |2〉. In the following, we will also
show that the solutions of the coupled (3.10a) and (3.10b) for the two-state
model are semiquantitatively consistent with the motion of the exact projected
components χ1(R, t) and χ2(R, t).

Experimentally, H+
2 is prepared in an intense laser field through one-

electron ionization of H2. We assume that H2 is vertically ionized from its
lowest vibrational state χvib=0(R) in the ground electronic state X1Σ+

g to |1〉
of H+

2 [60–64]. In the present 3D simulation, the following form is employed
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as the total wavefunction of H+
2 at t = 0 : Φ(z, ρ, R; t) = χvib=0(R) |1〉. Here,

we simply use the 1 sσg B–O electronic wavefunction of H+
2 as |1〉 at t = 0.

The parameters of the applied laser pulse employed in the present simula-
tion are as follows: ω = 0.06Eh/� (λ = 760 nm) and the envelope f(t) is
linearly ramped with t so that after two optical cycles f(t) attains its peak
value f0 = 0.12Eh/ea0 (I = 5.0 × 1014Wcm−2). The total pulse duration
is 20 cycles (40 fs). We set absorbing boundaries for the electronic coordi-
nates ρ and z to eliminate the outgoing ionizing flux for the evaluation of the
ionization probability.

The vibrational components χ1(R, t) and χ2(R, t) are shown in Figs. 3.3a
and 3.3b, respectively. The wavepacket of H+

2 starts from the equilibrium inter-
nuclear distance Re ≈ 1.5a0 of H2; χ1(R, t = 0) = χvib=0(R) and χ2(R, t =
0) = 0. Since the equilibrium internuclear distance is longer for H+

2 than for
H2, χ1(R, t) initially moves toward larger internuclear distances. Without an
external field, the main component of the packet reflects at the outer turning
point in Eg at R ≈ 3a0, coming back toward the inner turning point. On the
other hand, in an intense field, dissociation takes place as well as ionization.
When the instantaneous field strength |ε(t)| is large, the potentials E1(R, t)
and E2(R, t) given by (3.8) are distorted as shown in Fig. 3.2. The nuclear
wavepacket is moved toward larger internuclear distances by the field-induced
barrier suppression in E1(R, t) (bond softening due to a laser field).

In the early stage, in which R < 3a0, the response to the field is adiabatic:
The main component of the wavepacket is still in |1〉. At largerR (>3a0), nona-
diabatic transitions occur between |1〉 and |2〉 when ε(t) changes its sign, i.e.,
when the two adiabatic potential surfaces come closest to each other. As the
packet reaches internuclear distances around R∼ 3.5a0, δ becomes as small
as 0.23 for f(t) = 0.12Eh/ea0; Pnonad = 0.24. Around t = 5.1 fs (=4π/ω),
as shown in Fig. 3.3b, a part of the population in |1〉 is transferred to |2〉.
The temporal structure in Fig. 3.3b clearly demonstrates that nonadiabatic
transitions from |1〉 to |2〉 occur at every crossing around t = jπ/ω (j ≥ 4),
where δ < 1. Part of the nuclear wavepacket in |1〉 bifurcates into χ1(R, t)
and χ2(R, t) at R = 3.5a0–4.5a0 when ε(t) = 0, owing to high probabilities
of nonadiabatic transition between |1〉 and |2〉 for R > 3.5a0. After the sub-
sequent avoided crossing (in the subsequent half optical cycle), χ1(R, t) and
χ2(R, t) that reach a region around R = 5a0 destructively interfere with each
other in |2〉 [46]: |χ2(R, t)|2 at R∼ 5a0 turns to be almost zero. The probabil-
ity |χ2(R, t)|2 has therefore a gap around R = 5a0, as shown in Fig. 3.3b; i.e.,
the spatial distribution of |χ2(R, t)|2 has two humps A and B.

The wavefunctions χ′1(R, t) and χ
′
2(R, t) in the two-state model obtained

by solving the coupled (3.10a) and (3.10b) are shown in Figs. 3.3a’ and 3.3b’,
respectively. It should be pointed out that the two-state model of (3.9) gives
nearly the same nuclear dynamics as the “exact” projected ones χ1(R, t) =
〈1 | Φ〉 and χ2(R, t) = 〈2 | Φ〉, although the decrease in population due to
ionization cannot be reproduced. This indicates that the nuclear motion in
intense fields is determined by the potential surfaces of a small number of TD
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Fig. 3.3. Dynamics of nuclear wavepackets of H+
2 in an intense 760-nm laser field

(ω = 0.06Eh/� and the envelope f(t) is linearly ramped with t so that after two
optical cycles f(t) attains its peak value f0 = 0.12Eh/ea0). The nuclear pack-
ets |χ1(R, t)|2 = |〈1| Φ〉|2 and |χ2(R, t)|2 = |〈2| Φ〉|2 obtained from the full 3D
wavepacket Φ(z, ρ,R; t) are denoted by solid contour lines in (a) and (b), respec-
tively. Panels (a’) and (b’) show |χ′1(R, t)|2 and |χ′2(R, t)|2 in the two-state model
defined by (9), respectively. Level crossing moments, at which the two adiabatic
energies are closest to each other (i.e., the electric field ε(t) is zero), are indicated
in the lower panels by vertical dotted lines. The distribution of |χ2(R, t)|2 has two
humps in R-space as indicated by the regions A and B

adiabatic states. The concept of TD adiabatic state has already proved useful
for designing actual experiments. Using the idea of time-dependent adiabatic
state, Niikura et al. have designed a scheme to control the vibrational wave
packet on the lowest TD adiabatic state |1〉 of H+

2 or D+
2 [65].

We also performed calculations for the two-state model of H+
2 on the

assumption that all the coupling terms in (3.11) other than the dominant
direct field-induced term 〈1| ∂/∂t |2〉 = ∂Θ/∂t are zero (the field-induced cou-
pling model). As expected from the discussion in Sect. 3.2.2, χ′1(R, t) and
χ′2(R, t) obtained by solving the coupled (3.10a) and (3.10b) for the field-
induced coupling model are nearly identical with those in Figs. 3.3a and 3.3b.
The dominance of field-induced nonadiabatic coupling 〈1|∂/∂t |2〉 is the key
to develop a practicable way of estimating the nuclear dynamics of general
polyatomic molecules in intense laser fields. The details of a proposed method
are given in Sect. 3.3.
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3.2.4 Adiabatic Tunnel Ionization and Nonadiabatic Ionization

The overall populations P1(t) =
∫ |χ1(R, t)|2dR and P2(t) =

∫ |χ2(R, t)|2dR
are shown in Fig. 3.4 together with the total norm in the grid space enclosed
with the absorbing boundaries, Pgrid(t). The increase in P2(t) at a crossing
point coincides with the decrease in P1(t). During the next half cycle after a
nonadiabatic transition (as the field strength approaches a local maximum),
a reduction in P2(t) is clearly observed, whereas P1(t) changes very little.
According to nonadiabatic transition theory [57–59], P1(t) and P2(t) should
be constant between adjacent crossing points if ionization does not take place.
The reduction in P2(t) just after a crossing is hence due to ionization to
Volkov states or ionization via the H+

2 higher TD adiabatic states. This is

Time t (fs)

Po
pu

la
tio

n

Fig. 3.4. Overall populations P1(t) and P2(t) on the lowest two adiabatic states,
|1〉 and |2〉, of H+

2 in an intense 760-nm laser field. See, for the parameters of the
field, the captions in Fig. 3.3. The populations P1(t) and P2(t) integrated over R
are denoted by a dotted line and a solid line, respectively. The total norm in the
grid space enclosed with the absorbing boundaries, Pgrid(t), is denoted by a broken
line. Moments of avoided crossing for H+

2 , where ε(t) = 0, are indicated by vertical
dotted lines. Around t = 5.1 fs (=4π/ω), the wavepacket approaches R∼ 3.5a0; then,
nonadiabatic transitions between |1〉 and |2〉 begin. Nonadiabatic transitions occur
around level crossing points t = nπ/ω for n ≥ 4 (in the case of the electric field
(3.13)). A reduction in P2(t) denoted by open circles is due to ionization. The upper
adiabatic state |2〉 is regarded as the main doorway state to tunnel ionization. The
reduction in P2(t) corresponds to the subsequent reduction in Pgrid(t) (delayed by
a time that the ionizing currents need to hit the absorbing boundaries) as indicated
by the line with arrows at both ends



54 H. Kono et al.

also confirmed by the correlation in reduction between Pgrid(t) and P2(t) as
indicated by the line with arrows at both ends. We hence conclude that |2〉
is the main doorway state to ionization. Enhancement of ionization in H+

2

around R > 2Re is due to the joint effect of the following three factors: (a)
Nonadiabatic transitions from |1〉 to |2〉 occur at large R; (b) |2〉 is easier to
ionize than is |1〉; (c) the ionization probability of |2〉 has peaks around certain
internuclear distances R > 2Re.

The reason why |2〉 is easier to ionize than is |1〉 can be explained by com-
paring the adiabatic energies with the barrier heights for tunnel ionization.
As shown in Fig. 3.1, in addition to the inner barrier, the instantaneous elec-
trostatic potential V (z, ρ, R) + zε(t) + 1/R distorted in the presence of the
field ε(t) �= 0 has the outer barrier which an electron can tunnel through or go
over. The electron must go over or through both the inner and outer barriers
in the case of ionization from |2〉, while the electron goes over or through only
the outer barrier in the case of ionization from |1〉. The barrier heights of
the instantaneous electrostatic potential evaluated along the molecular axis
are plotted in Fig. 3.2 against R. It is clearly demonstrated that while E1 is
usually below both of the barrier heights, E2 can be higher than both of the
barrier heights in a range around Rc ≈ 6a0. The component of |2〉 which is
nonadiabatically created from |1〉 is easier to ionize than is |1〉, except at the
atomic limit where R � Re. If there is a period in which the energy of the
adiabatic state is higher than the barrier(s) for ionization, “overbarrier” ion-
ization outmeasures “underbarrier” tunnel ionization. In this paper, “tunnel
ionization” simply refers to both types of ionization, though Reiss has pointed
out that ionization becomes increasingly distant from tunneling as γ becomes
much smaller than unity [66].

We next discuss the ionization of |2〉 quantitatively. To that end, we cal-
culated the rate of ionization from |2〉 in a DC field, Γ2. The ionization rate
Γ2 for constant field strength of ε(t) = 0.0533Eh/ea0 is plotted in Fig. 3.5 as
a function of R. The rates Γ2 were obtained by solving the TD Schrödinger
equation of H+

2 in the DC field. Roughly speaking, Γ2 is large in a wide range
from R = 5a0 to 10a0, owing to barrier suppressions favorable for tunnel ion-
ization from |2〉 (in the region of R < 10a0, the rate of ionization from |1〉 in a
DC field, Γ1, is one-hundredth as large as Γ2). Besides, a couple of peaks are
observed in the range (Γ2 also has a peak at R ≈ 0.5a0). The maximum ion-
ization rate of Γ2 is found at R ≈ 9a0. For this field strength, at R ≈ 9a0, E2

is however only a little above the inner barrier, as shown in Fig. 3.2. The fast
ionization originates from the following facts: At R ≈ 9a0, |2〉 is resonant with
an adiabatic state (originating from states other than 1 sσg and 1 sσu) in the
descending well that is higher than |1〉; the outer barrier is thin and is much
lower than E2. Another peak is also found at R ≈ 6a0, but it is lower than
that at R ≈ 9a0. The rate of ionization from |2〉 seems to be more sensitive
to the outer barrier than the inner barrier.

We also show in Fig. 3.5 the ionization rates Γ in an alternating intense field
[15,30,67]. The initial state is the ground state 1 sσg. The parameters for the
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Fig. 3.5. Ionization rates of H+
2 as a function of internuclear distance R. The open

squares denote ionization rates Γ2 of the upper adiabatic state |2〉 at a DC constant
field strength ε(t) = 0.0533Eh/ea0 (which corresponds to I = 1014 Wcm−2); the
open circles denote ionization rates Γ in an alternating intense field of λ = 1,064 nm
and I = 1014 Wcm−2 under the condition that the initial state is the ground state
1 sσg (the field envelope has a five-cycle linear ramp). The scales for Γ2 and Γ are
marked on the right and left ordinates, respectively

applied field are as follows: ω = 0.0428Eh/� (λ = 1,064 nm) and the envelope
f(t) attains its constant peak value f0 = 0.0533Eh/ea0 (I = 1014Wcm−2)
after a linear ramp of five cycles. Γ is defined as the stationary ionization
rate after the ramp. The ionization rate Γ in an alternating intense field is
correlated with Γ2 (e.g., both have peaks at R = 6a0 and 9a0), which also
indicates that ionization proceeds via the |2〉 nonadiabatically created from
the initial state 1 sσg. The double peak structure is also observed for the case
of λ = 760 nm; it is universal in the near-IR regime.

The above mechanism of ionization is called charge resonance-enhanced
ionization [15, 30] because nonadiabatic transitions occur between the two
adiabatic states |1〉 and |2〉 arising from a charge resonance pair of 1 sσg and
1 sσu. The analysis in terms of the populations of the two adiabatic states is
validated by the fact that in the high-intensity and low-frequency regime only
these two states are mainly populated before ionization [45, 68]. By using six
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states as a basis set for the diagonalization of Hel(t), we have confirmed that
the bound state component other than |1〉 and |2〉 can be just as large as 5–
10% of the total bound state component. Moreover, all the intermediates other
than |1〉 and |2〉 vanish completely within a quarter cycle due to overbarrier
ionization. It is concluded that |1〉 and |2〉 (or 1 sσg and 1 sσu) are essential
states for describing the electronic dynamics prior to tunnel ionization.

We also calculated three types of ionization rates of H+
2 : (a) the rate of ion-

ization in a field of λ = 760 nm and f0 = 0.1Eh/ea0 (I = 3.5×1014Wcm−2);
(b) the rate of adiabatic tunnel ionization from the lowest TD adiabatic state
in a DC field of ε(t) = 0.1Eh/ea0; (c) the adiabatic tunnel ionization rate
averaged over one optical cycle of a field of f(t) = 0.1Eh/ea0 (according to
the quasiperiodic tunneling theory). We denote these three rates by Γ, Γ1,
and Γ̄1, respectively. The initial state for the calculation of Γ is chosen to be
the ground electronic state 1 sσg.

The rates Γ, Γ1, and Γ̄1 are plotted in Fig. 3.6 as a function of R. Although
Γ1 is slightly higher than Γ up to R = 3a0, the cycle average of adiabatic
tunnel ionization rate, Γ̄1, is much smaller than Γ (by a factor of ∼4). This
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Fig. 3.6. Three types of ionization rates of H+
2 : (Γ denoted by ©) the rate of ion-

ization in a field of λ = 760 nm and f(t) = 0.1Eh/ea0 (I = 3.5× 1014 Wcm−2); (Γ1

denoted by �) the rate of adiabatic tunnel ionization from the lowest TD adiabatic
state in a DC field of ε(t) = 0.1Eh/ea0; (Γ̄1 denoted by Δ) the adiabatic tunnel
ionization rate averaged over one optical cycle for a field of f(t) = 0.1Eh/ea0
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indicates that the main ionization mechanism is not the adiabatic tunnel ion-
ization from the lowest TD adiabatic state but the nonadiabatic ionization
through higher TD adiabatic states. In the region of R > 3a0, nonadiabatic
ionization becomes more dominant. The total population of the higher TD
adiabatic states is one-thousandth of the population of the lowest TD adia-
batic state, but the ionization rates of higher TD adiabatic states are higher
than that of the lowest TD adiabatic state by orders of magnitude [68].

The roles of nonadiabatic response to intense fields in ionization of
general polyatomic molecules have been studied experimentally and theoret-
ically [24, 35, 69–71]. Hankin et al. have investigated ionization of 23 organic
molecules caused by their interaction with intense 40 fs, 800nm pulses [71].
All molecules reach saturated ionization at higher intensities than would be
expected for atoms of the same ionization potential. Dependence of the ioniza-
tion rate on the alignment of the molecule with the laser field is ruled out as the
cause of the high saturation intensities. For many organic molecules, saturated
ionization occurs at higher intensity than expected. Later, Lezius et al. pro-
posed a mechanism that “nonadiabatic multielectron dynamics” is responsible
for higher saturated intensities for organic molecules [24]. They emphasized
that the adiabatic assumption fails in the case of a large molecule where the
size of the molecule (the spatial extent of delocalized electrons) exceeds the
path lengths of field-induced electron motion; i.e., the time scale of electron
motion inside the binding potential well is longer than the laser period, driv-
ing electron dynamics inside the molecule. This is also emphasized in our
results of the field-induced intramolecular electron dynamics in H+

2 or H2 at
large internuclear distances. The popular Keldysh parameter, often used as a
diagnostic of tunneling behavior, becomes meaningless when electron dynam-
ics inside the molecule become important. They also suggested that collective
multielectron behavior should start to dominate the strong-field response as
the system increases further in size. The energy poured into a molecule by a
laser field can be shared by the dynamic polarization of all electrons.

The existence of various fragmentation pathways in C60 [36–40] as well
as high saturation intensities for its ionization [38, 41] also support the idea
that nonadiabatic multielectron dynamics plays a significant role in ioniza-
tion, fragmentation, and energetics of a molecule in an intense laser field.
Shchatsinin et al. have applied 9-fs pulses to the excitation of C60 and observed
cations up to C6+

60 [38]. They found that the yields of high charge parent cations
Cz+

60 as a function of the light intensity cannot be fitted by using any sequen-
tial ionization model. They ascribed the failure of the sequential model to
nonsequential ionization through nonadiabatic multielectron dynamics. Even
for 9-fs pulses, ionization to Cz+

60 for z ≥ 2 occurs with a significant amount of
large fragments, which is also considered a result of electronic excitation due
to nonadiabatic multielectron dynamics.

Applying the dual transformation method to H2 [22, 23], we have also
demonstrated that “doorway states” to ionization of H2 can be identified by
population analysis of TD adiabatic states [23]. We revealed that enhanced
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ionization of H2 is due to field-induced formation of a pair of two electrons
(charge transfer mechanism).

3.2.5 Coulomb Explosions: Kinetic Energies of Protons

In order to evaluate the kinetic energy release (KER) of protons originating
from Coulomb explosions H++H+, we estimate both the critical distance Rc

and the critical momentum Pc when ionization to H2+
2 occurs. The two humps

in Fig. 3.3b correspond to R′c ≈ 4.2a0 and R′′c ≈ 5.7a0. The distribution in
conjugate momentum P for molecular vibration can be obtained by using a
Fourier transform of χ1(R, t) or χ2(R, t) with respect to R. The H+

2 momen-
tum distributions, |χ̄1(P, t)|2 and |χ̄2(P, t)|2, obtained as a function of time
are plotted in Fig. 3.7 as contour maps. As shown in Fig. 3.7b, the momen-
tum distribution obtained from χ2(R, t) has two peaks around P ′c = 7.7�/a0

and P ′′c = 13.0�/a0, which correspond to the components around R′c and
R′′c , respectively (This is confirmed by a representation with finite resolution
in two-dimensional P–R space). The slower and faster components corre-
spond to Floquet one-photon (1ω) and two-photon (2ω) dissociation channels,
respectively [72–74].

The plots in Fig. 3.7 clearly show that the momentum in |χ̄1(P, t)|2
increases between two successive avoided crossings as the arrow in Fig. 3.7a
indicates, while the momentum in |χ̄2(P, t)|2 decreases as the arrow in
Fig. 3.7b indicates. This reflects the fact that the motion of the nuclear
wavepacket toward dissociation is accelerated between two successive avoided
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of H+

2 in an intense near-IR laser field. The applied pulse is the same as used for the
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crossings when it is on E1(R, t) and the wavepacket is decelerated on E2(R, t).
These features are consistent with the potential shapes of the TD adiabatic
states |1〉 and |2〉 shown in Fig. 3.2.

The KER of the H+ fragment for a Coulomb explosion, denoted by Kc,
should be given by

Kc =
1
2

(
P 2

c

mp
+

1
Rc

)
(3.16)

if the electron is ejected at Rc with the momentum Pc. We have K ′c = 3.7 eV
for the set of R′c and P

′
c;K

′′
c = 3.6 eV for R′′c and P ′′c . These values are close

to the experimental value. For instance, the peak of the experimental KER
distributaion is located at Kc ≈ 3 eV for a 25-fs, 2 × 1014Wcm−2 pulse
(λ = 795 nm) [75]. A detailed analysis of the KER spectra of proton (deuteron)
pairs based on the two-state model is also given in [76].

The internuclear repulsion energy 1/R′c is larger than 1/R′′c , whereas P ′c is
smaller than P ′′c . As a result, the values of the KER in both cases are nearly the
same. If the kinetic energy at the moment of Coulomb explosion is assumed
to be zero, as in the conventional analysis of the experimental results, the
critical distance deduced from the KER value of 3.6 or 3.7 eV is Rc ≈ 3.7a0.
This value is nearly twice as large as the equilibrium internuclear distance Re

of the molecule H+
2 , which feature is commonly observed for other molecules.

The KER data obtained by Coulomb explosion imaging gives a rough estimate
of the bond length at which Coulomb explosion occurs. Real-time tracking of
the nuclear wavepackets evolving on potential curves in H+

2 has been realized
by a fs pump-probe setup of Coulomb explosion imaging [77].

3.3 Dynamics of Polyatomic Molecules in Intense
Laser Fields

The description of molecular dynamics in terms of time-dependent adiabatic
states developed for H+

2 and H2 is applicable to polyatomic molecules in intense
laser fields. In the near-IR regime, the TD adiabatic state expansion like
(3.9) has an advantage over the expansion in terms of field-free states or
field-dressed Floquet states [49]. In the expansion using TD adiabatic states,
only a small number of low-lying adiabatic states are required to describe the
electronic and nuclear dynamics of a molecule in intense laser fields. It should
be pointed out that many field-free excited states are involved even in the
lowest adiabatic state |1〉. In the next subsection, we present an outline of a
TD adiabatic state approach [49–51] for calculating the nuclear wavepacket
dynamics of polyatomic molecules.
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3.3.1 Description of Dynamics of Polyatomic Molecules in Intense
Laser Fields by TD Adiabatic States

In the proposed approach [49–51], the total wavefunction is expanded in
terms of “field-following” TD adiabatic states {|n(t)〉} defined as the eigen-
functions of the “instantaneous” electronic Hamiltonian Hel(t) including the
electric dipole interaction with a laser electric field ε(t): Hel(t) |n(t)〉 = En(t)
|n(t)〉. Nuclear dynamics of a polyatomic molecule in a near-IR field can be
described by wavepacket propagation on TD adiabatic potentials En(t) with
nonadiabatic transitions between them due to temporal change in ε(t).

For molecules more complex than H+
2 , we solve the coupled equations

for TD adiabatic states as in (3.10) by employing the field-induced terms
〈i(t)| ∂/∂t |j(t)〉 as the dominant nonadiabatic coupling term. Construction of
the coupled equations for an arbitrary number of adiabatic states {|j(t)〉}
is thus straightforward. The diagonal elements in the coupled equations
are, in addition to the kinetic energy operator for vibrational modes, the
energies of TD adiabatic states involved, {Ej(t)}; the off-diagonal elements
are {〈i(t)| ∂/∂t |j(t)〉}. The properties of the adiabatic states of polyatomic
molecules can be calculated by ab initio molecular orbital methods. Quan-
tum chemical calculations of the above quantities for TD adiabatic states are
required for each charge state. The coupled equations for an arbitrary pulse
shape can be solved numerically.

We have already applied the approach to investigate the dynamics of
CO2 in intense laser fields and revealed the origin of the experimentally
observed bent structures of Coulomb exploding species CO2+

2 [26]; in the
CO2+

2 stage, symmetric two-bond stretching followed by the occurrence of a
large-amplitude bending motion is induced by an intense near-IR field [49,51].
We have also applied the approach to investigate the experimentally observed
selective dissociation of C–O and C–C bonds of ethanol in intense laser
fields [50, 51]. Itakura et al. experimentally observed the bond selective fea-
tures that the ratio of PC−O/PC−C decreases by a factor of 5 as the linear chirp
rate of the pulse decreases to zero (i.e., as the pulse length becomes shorter),
where PC−C is the probability of C–C bond cleavage and PC−O is that of C–O
bond cleavage [78, 79]. We have attributed the origin of the bond selectivity
to field-induced avoided crossing in reaction dynamics. Field-induced nonadi-
abatic transition plays a decisive role in the reaction dynamics of ethanol in
intense laser fields [50, 51].

The motion of nuclei can also be treated also classically by evaluting
the forces of En(t) exerted on the nuclei. We simulated the large-amplitude
vibration of C60 induced by intense near-IR laser pulses by combining the
TD adiabatic state approach with a classical molecular dynamics (MD)
method [80]. In the next subsection, as an example of applications of the
first-principles TD adiabatic state approach, we present the results of our
theoretical investigation of field-induced vibrational dynamics of C60.
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3.3.2 Vibrational Excitation of C60 by an Intense Near-IR Pulse:
Investigation by Combining the TD Adiabatic State Approach
with Classical MD Method

Recently, Bhardwaj et al. reported that intact cations of Cz+
60 up to z∼ 12

produced by intense laser pulses of wavelength λ∼ 1,800 nm(I ∼ 1015Wcm−2

and pulse length Tp∼ 70 fs are detected by mass spectrometry almost with-
out fragments [41]. This is the highest charge state of C60 ever reported. In
contrast, severe fragmentation occurs in the λ = 800 nm excitation case and
the highest charge state of the intact cations produced is C5+

60 [81].
We first investigated the structural stability of Cz+

60 cations [82, 83]. Cz+
60

cations decay spontaneously to charged fragments if the Coulomb repulsion
forces exceed the chemical binding forces. We obtained the optimized struc-
tures and vibrational frequencies of Cz+

60 by performing DFT calculations.
Normal mode analysis of Cz+

60 has shown that for z ≤ 14, Cz+
60 has a potential

minimum, i.e., a stable structure. We then calculated key energies relevant to
dissociation of Cz+

60 , such as the dissociation energies and the excess vibrational
energy acquired upon ionization from C60. By comparing the magnitudes of
the calculated energies, we found that Cz+

60 cations up to z∼ 12 can be pro-
duced as a stable or quasistable (μs-order lifetime) intact parent cation, in
agreement with the experimental report. The results of Rice–Ramsperger–
Kassel–Marcus (RRKM) calculation [84] have suggested that the lifetime of
Cz+

60 drastically decreases by ten orders of magnitude as z increases from
z = 11 to z = 13 (the lifetime of C11+

60 is expected to be on the order of
seconds).

The above theoretical conclusion is drawn without taking into account
the effects of field-induced polarization on vibrational excitation (impulsive
Raman excitation) [85] in the neutral or cation stages of C60. In the follow-
ing, we present the results of simulation as to how much vibrational energy is
acquired by C60 or Cz+

60 through the interaction with a near-IR pulse. Here, we
assume that the effects of population transfer to higher TD adiabatic states
on vibrational dynamics are secondary in the 1,800nm case. The populations
of higher TD adiabatic states in the 1,800nm case would be very small com-
pared to the 800nm case, because more photons are required for access to the
higher states. For example, for f(t) = 0.038Eh/ea0 (I = 5× 1013Wcm−2),
the probability of nonadaibatic transition to the excited electronic state 61T1u

per half optical cycle, evaluated by the Landau–Zener formula [58, 59], is as
small as 3.2× 10−5 at λ = 1,800 nm (while it is 0.01 at λ = 800 nm).

Since C60 has 174 vibrational degrees of freedom, it is virtually impossible
to treat all of the vibrational modes quantum-mechanically. Here, we present
the results of simulation obtained by incorporating a classical MD method
into the framework of the TD adiabatic state approach. In this combined
first-principles approach, we move all the nuclei classically in compliance with
the forces of E1 ({Rj}, t) of the lowest TD adiabatic state.
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Time t = – 25 fs Time t = 0 fs Time t = 25 fs

Time t = 75 fs Time t = 125 fs Time t = 175 fs 
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Fig. 3.8. Snapshots of the dynamics of the nuclei of C60 obtained by combining
the TD adiabatic state approach with a classical MD method. The applied pulse
is a Gaussian pulse of Tp = 70 fs centered at time t = 0 (λ = 1,800 nm and peak
intensity Ipeak = 7 × 1014 Wcm−2). All the nuclei are moved classically on the
potential surface of the lowest TD adiabatic state, E1 ({Rj}, t). The line with up
and down arrows indicates the polarization direction of light. The temporal profile
of the applied electric filed is sketched in the upper left corner of each snapshot of
C60; a dot in the field profile denotes the field strength at time t

Shown in Fig. 3.8 are snapshots of the nuclei of C60 obtained by the first-
principles MD. A near-IR Gaussian pulse of Tp = 70 fs centered at time t = 0
is applied. The energy E1 ({Rj}, t) is obtained by using DFT/3–21G imple-
mented in the Gaussian 03 suite of programs [86]. The nuclei keep moving after
full decay of the pulse. This indicates that a vibrational energy of ∼30 eV is
acquired through the interaction with the intense near-IR pulse. The molecule
C60 is elongated almost in the field polarization direction along the hg(1)
coordinate. About 70% of the energy is localized in the hg(1) prolate-oblate
mode.

The period of one optical cycle is much shorter than the characteristic
vibrational periods Tvib of C60 or Cz+

60 . The vibrational dynamics is thus gov-
erned by the effective potential Ē1 ({Rj}, t) obtained by averagingE1 ({Rj}, t)
over one optical cycle; i.e., the single-surface dynamics on E1 ({Rj}, t) is inde-
pendent of ω as long as 2π/ω � Tvib is maintained. The cycle-averaged
potential Ē1 ({Rj}, t), which is a function of f(t), changes its shape on the
time scale of the pulse length Tp. Here, Tp is defined as the full width at half
maximum of the light intensity profile f2(t)/2.

The potential minimum of Ē1 ({Rj}, t) shifts towards the prolate form
of C60 as f(t) increases; Ē1 ({Rj}, t) is most distorted at t = 0 fs, i.e., at
the pulse peak. On the other hand, the largest prolate structural deformation
occurs with a delay of ∼25 fs, as shown in Fig. 3.8. The nuclear motion cannot



3 Wavepacket Dynamics of Molecules in Intense Laser Fields 63

adiabatically follow the temporal change in f2(t), which brings rather large
excitation (∼30 eV) by the end of the incident pulse.

If Tvib of a vibrational mode j is much shorter than Tp, the motion
along the vibrational mode j adiabatically follows the temporal change in
Ē1 ({Rj}, t); the molecule returns to its initial vibrational state at the end of
the applied pulse. In the other limit of Tvib >> Tp, the vibrational excita-
tion process is nonadiabatic but the energy injected into the vibration mode is
small because of its short interaction time. Large vibrational excitation is thus
expected for the case of Tp∼Tvib/2 (i.e., if the light intensity profile coincides
with the half-cycle vibrational motion) [87]. This is one of the reasons why
the hg(1) mode is selectively excited. The vibrational frequency of the hg(1)
mode is 267 cm−1 in the C60 case (The hg(1) mode is the lowest frequency
mode of C60). [88]. The corresponding period Tvib is 125 fs; the value of Tvib/2
is close to Tp∼ 70 fs used in the experiment [41]. We also found that the vibra-
tional energy acquired by C60 is nearly proportional to I2.5

peak, indicating that
the order of the nonlinear process in the present intensity regime is slightly
higher than in the ordinary second-order Raman process.

The results of our first-principles MD simulation for C60 and Cz+
60 implied

that the field-induced large-amplitude vibration of the hg(1) mode persists
for a rather long period and the energy initially injected into the hg(1)-like
mode does not flow into fission channels of C60 at least over the residence
time of the cation in the acceleration region of the mass spectrometer (∼μs).
In conclusion, C60 and its cations are extremely robust against field-induced
structural deformation.
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76. A. Staudte, D. Pavičić, S. Chelkowski, D. Zeidler, M. Meckel, H. Niikura,
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Molecular Ion Beams Interrogated
with Ultrashort Intense Laser Pulses

Itzik Ben-Itzhak

Abstract. Molecules have been interrogated with intense ultrashort laser pulses by
many researchers for over a decade. In contrast, molecular-ion studies are scarce,
though their number is increasing rapidly in the last few years. In this chapter we will
discuss how these studies differ from those conducted on molecular targets, describe
the main experimental methods used, and review the findings on the dissociation
and ionization of the simplest molecular ion, H+

2 , as well as some of the discoveries
concerning more complex molecular ions.

4.1 Introduction

Advances in laser technology yielding intense laser fields which are comparable
or even greater than the typical binding in a molecule have resulted in many
surprising molecular dissociation mechanisms due to the non-perturbative
nature of the interaction in the strong field limit (see, for example, [1–7]).
These multi-photon processes are commonly interpreted using the dressed
potential energy curves (PEC) of the molecule either in their diabatic or adi-
abatic Floquet form, shown in Fig. 4.1 for H+

2 . Examples for such discoveries
are the bond-softening and vibrational-trapping mechanisms. In the bond-
softening (BS) mechanism, the molecule dissociates through the gap formed
between the ground state and the first excited state dressed by one photon,
thus resulting in a higher dissociation probability with increasing laser inten-
sity [1–3,6,7]. Vibrational trapping (VT), also known as bond hardening (BH),
in contrast refers to the reduction in dissociation probability of highly excited
vibrational states due to their trapping in the laser-induced well of the upper
dressed PEC [3,6,7,9–13] (in this chapter we will use VT to denote this mecha-
nism as we find it more descriptive). Above threshold dissociation (ATD) is the
dissociation of the molecule with higher kinetic energy release resulting from
the absorption of an excess number of photons than those needed for dissoci-
ation [1, 2, 6, 7, 14–16]. In addition, molecular alignment effects (e.g., [17–19])
as well as enhanced ionization of “stretched” H+

2 (e.g., [20–22]) have been the
subject of many studies.
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Fig. 4.1. Schematic diabatic (thin) and adiabatic (thick) Floquet potential energy
curves of H+

2 in an intense laser field (from [8]). The dashed and dotted lines represent
vibrational levels undergoing bond softening (BS) and vibrational trapping (VT),
also known as bond hardening (BH). The kinetic energy released (KER) in bond
softening is also marked

In addition to the evolution of field strength with time, laser pulses are
also becoming shorter than the typical nuclear motion time scale (fs), thus
enabling studies of the propagation of nuclear wave functions in real time
(e.g., [23–25]).

Most experimental studies of the dissociation and ionization of the sim-
plest molecular ion, namely H+

2 , in an ultrashort intense laser pulse have been
conducted by probing a neutral H2 gas target, as discussed in detail in a few
review articles (see, for example, [6,7,26]). In contrast, direct studies of molec-
ular ion targets are few, mainly due to the difficulty introduced by the low
target density of an ion beam used as the target. One may wonder why we
should attempt such a task instead of probing the H+

2 ions produced by the
same laser pulse that is used to probe the molecular ion. A few answers can
be given to this question. The most obvious answer is that theorists would
favor studies of the H+

2 system because it is simpler and because it eliminates
the multi-step process involved in their study using an H2 target. In addi-
tion, one would expect dissociation of H+

2 , caused by bond-softening, to start
occurring at relatively lower intensities than the intensities required to ionize
the H2. This is more significant for the vibrational states around the curve
crossing between the ground state and the dressed first excited state that dis-
sociates at much lower intensities. Pioneering studies of the dissociation of an
H+

2 beam were reported in the beginning of the new millennium by Sändig
et al. [27], and by Williams et al. [28], the latter also studying ionization. The
experimental resolution of Sändig et al. enabled them to observe the behav-
ior of different vibrational states slightly above and below the curve crossing
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shown in Fig. 4.1. These highly excited vibrational states (v = 6−10) have
significant population in an H+

2 beam produced typically by electron-impact
ionization in the ion source, which has approximately a Franck–Condon dis-
tribution that is peaked around v = 2 and falls off relatively slowly [29]
(note that some small deviations from a Franck–Condon distribution have
been reported [30]). Experimental evidence showing that the vibrational pop-
ulation of H+

2 produced by a short intense laser pulse favors the population
of lower vibrational states has been recently reported by Urbain et al. [31].
As a result the dissociation of H+

2 may differ depending on the production
mechanism of the H+

2 that is later dissociated by the laser field.
Ionization studies of H+

2 created from H2 by the laser pulse are also
expected to differ from those performed on an H+

2 beam because of the role
played by the first ionized electron. This electron can cause the ionization of
the H+

2 by the re-scattering mechanism if a linearly polarized laser beam is
used (see, for example, [32–34]). For an H+

2 beam, in contrast, re-scattering
cannot occur and the ionization mechanism is described by charge resonance
enhanced ionization (CREI) or by multi-photon ionization (MPI). As the
vibrational states slightly below the crossing (see Fig. 4.1), which have signifi-
cant initial population in an H+

2 beam, are expected to dissociate at relatively
low intensities, one would expect CREI to play a major role for the ionization
of these states unless the pulse duration is very short and the intensity high
enough to cause significant multi-photon ionization.

Finally, the nuclear wave function of the H+
2 produced in the laser pulse is

significantly different than that of an H+
2 beam arriving from an ion source.

The former is a coherent sum of the populated vibrational states, and it can
be expressed by the H2 ground state wave function projected on the dressed
H+

2 potential energy curve (PEC), later evolving in time under the influence of
the laser field. In contrast, an H+

2 beam should be described by an incoherent
sum of the populated vibrational states because of the large time (typically
μs) between the creation of the H+

2 in the ion source and its interaction with
the laser pulse.

4.2 Experimental Techniques

Experiments using H+
2 “targets”, though preferred by theorists, are rare due

to the additional complexity of using an ion beam as a target. A few such
studies have been reported in recent years. These experimental studies of
molecular ions in intense laser fields are conducted by focusing an intense
laser beam onto an ion beam of a few keV originating from an ion source
or low energy accelerator. The molecular fragments are detected downstream
from the interaction region as shown in Fig. 4.2, for example, for the main
experimental setups used so far.

The laser parameters available for measurements by these groups are some-
what different; however, the main differences between the three experimental
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Fig. 4.2. Schematic diagram of the experimental setup used by: (a) Figger and
Hänsch’s group [27,35–39]. DP, deflection plates; EL, Einzel lenses; SM, sector mag-
net; A, apertures; L1, focusing lens; FC, Faraday cups; MCP, multichannel plate
detector; PS, phosphor screen; CCD, (charge-coupled device) camera (from [39]).
(b) Williams et al. [28, 40–42]. (c) Ben-Itzhak’s group [8, 43–46]; the molecular
ion beam was produced by an electron cyclotron resonance (ECR) ion source and
directed to the interaction region by a pair of sector magnets
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techniques and setups, shown in Fig. 4.2, are in the different detection schemes
of the dissociating fragments. The first group, lead by Figger and Hänsch
(setup shown in Fig. 4.2a), used a 2D position sensitive detector to image one
of the fragments. By using linear polarization aligned parallel to the detector
plane they managed to evaluate the 3D momentum information (by an Abel
transformation) taking advantage of the cylindrical symmetry around the laser
polarization. A transverse electric field was applied by Sändig et al. [27] to
eliminate the charged fragments, thus measuring only the dissociation channel.
More recently the same group studied ionization, which was identified by the
larger kinetic energy release (KER) of the H+ fragments associated with this
breakup channel [37,38]. The second group, working at the Rutherford Labora-
tory (setup shown in Fig. 4.2b), uses an energy analyzer and the time-of flight
(TOF) technique to determine the energy spectrum of the charged and neutral
fragments, respectively. Ionization is then determined by subtracting the two
spectra after matching the low energy peak, which appears in both spectra
as shown in Fig. 4.3b [28]. Very recently our group, at the J.R. Macdonald
Laboratory (JRML) (setup shown in Fig. 4.2c), reported on kinematically
complete measurements using coincidence 3D momentum imaging, i.e. the

Fig. 4.3. Typical energy spectra of laser induced dissociation of an H+
2 beam mea-

sured with the experimental setups shown in Fig. 4.2, respectively. (a) Sändig et al.
[27] measurements at 135 and 575 fs with a 1.0mJ pulse, i.e. I0 = 1.5×1014 Wcm−2

for the shorter pulse. Note that the horizontal axis is E1/2. (b) Williams et al. [28]
measurements at 65 fs I0 = 3×1015 Wcm−2. In this case energy per proton is shown
in the figure. (c) Wang et al. [45] measurements at 135 fs I0 = 2.4× 1014 Wcm−2
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coincident measurement of the momentum of both fragments. In addition,
a weak electric field is introduced in the interaction region, thus separating
the H+ and H fragments by their TOF [43,46]. The energy resolution of both
imaging techniques seems superior to that of Williams et al. [28] as can be seen
from the typical energy distributions reported by these groups (see Fig. 4.3).

Another important difference between the experimental methods is the
interaction region defined by the crossing of the ion and laser beams. The
first group collimated their ion beam to 50 by 300μm2, i.e. much smaller than
their laser waist and Rayleigh length, respectively. This was done in order
to minimize the volume effects, i.e. the contributions from lower intensities
away from the laser axis. It is important to note that some volume effects
will still persist along the ion-beam direction. The other two groups use an
ion beam much wider than the laser beam waist, but much smaller than the
Rayleigh length. Wang et al. [44] introduced a method for eliminating the
contributions from the low-intensity tail altogether for the latter interaction-
region configuration assuming a Gaussian laser-beam profile. The conceptual
representation of this “intensity-difference spectra (IDS)” method and some
typical results are shown in Fig. 4.4.

(i) (ii)

Fig. 4.4. Intensity difference spectra (IDS). (a) Radial Gaussian intensity distribu-
tion for two peak intensities yielding the same area within the same two intensities,
Ia and Ib, as shown by the projected rings (see, [44] for details). (b) KER vs. cos θ
spectra for different intensity ranges evaluated using the IDS method. The top panel
includes all intensities starting from the highest intensity measured. The lower pan-
els show a narrow intensity range eventually reaching the range from I0 to 0.64× I0.
Note that for that intensity range dissociation is dominated by bond-softening of
the v ∼ 7 vibrational state (from [44])
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Last but not least, the laser systems used are similar in some aspects but
have some significant differences affecting the measurements. The core of all
these lasers is a Ti-sapphire laser providing approximately an 800 nm beam.
The pulse durations span the range from 100 to 700 fs (all pulse durations in
this chapter are FWHM values) in the studies of the first group, was about
65 fs for the second, and 30–200 fs for the third. The laser beam was typically
linearly polarized, and it was focused to about a 10–50 μm waist in order to
reach the peak intensities of interest, 1013–1015Wcm−2. The highest intensity
range was measured by Williams et al. [28], however their laser has a lower
repetition rate of 10Hz as compared to the 1 kHz of the other two groups,
thus limiting their ability to measure at lower intensities due to low counting
rate. In a way, these three experimental approaches are complementary to
each other as each has its advantages for some specific conditions.

4.3 One Electron Molecular Ions: H+
2

This one electron molecular ion is the one favored by theorists, and it serves
the same role as atomic hydrogen for more complex atomic systems. As stated
before, H+

2 generated by the laser pulse from H2 is the most studied molecular
system [6,7,26]. However, creating the H+

2 and following its behavior later in
the pulse makes it hard to de-convolute the effects of the former from the
latter. Below, we discuss experimental studies of the interaction of intense
laser fields with H+

2 beams, where this problem is eliminated. However, one
should be aware that such thin targets introduce new problems and challenges,
including for the theorists, as such targets typically have a broad population
of vibrational states.

4.3.1 Dissociation: nhν + H+
2 → H+ + H

The dissociation of an H+
2 target beam by an ultrashort intense laser pulse

was first probed directly by Sändig et al. [27] and by Williams et al. [28]. In
both measurements, the dissociation was identified by measuring the neutral
fragment from nhν + H+

2 → H+ +H. The 2D imaging measurements of Sändig
et al. have much higher energy resolution, as can be seen in Fig. 4.3, thus
enabling the observation of the vibrational structure of the dissociating H+

2 .
The KER of the dissociating fragments is mainly around 0.2–0.9 eV, a range
similar to that measured for the dissociation using H2 targets [7]. The lower
KER dissociation is due to bond-softening (BS), i.e. the lowering of the barrier
formed by the avoided crossing shown in Fig. 4.1. It can be clearly seen that
higher intensities open up this dissociation route for lower vibrational states.
The same can be seen from the measurements of Wang et al. [45], shown in
Fig. 4.3c for a few intensities and a fixed pulse duration. The v = 9 state,
which is the closest vibrational state to the curve crossing for λ = 790nm (see
Fig. 4.1), is the main state dissociating by BS at low laser intensities.
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The high KER resolution of Sändig et al. [27] not only enables the obser-
vation of the vibrational states but also their shift toward lower energies, as
shown in Fig. 4.3a. The shorter and more intense laser pulse causes a down-
ward energy shift of the vibrational energy levels from the expected field-free
values marked on the figure. Note that the shift increases for lower vibra-
tional states, which are exposed to higher intensities before they dissociate.
In contrast, the v = 9 state, which dissociates early in the laser pulse as it
requires much lower intensity, is barely shifted. It is also important to note
that the v = 6 state is shifted down almost to the expected KER for the
field-free v = 5 state. This level shifting may cause problems in identifying
the vibrational states involved in dissociation solely by their field-free energy,
especially as the laser intensities are increased.

A similar problem exists when trying to identify the high KER contri-
butions, i.e. higher than the KER expected for the v = 9 state. Since this
KER range can be due to either the dissociation of the v > 9 vibrational
states via vibrational trapping (VT) or above threshold dissociation (ATD)
of the low vibrational states, both expected KER series are shown in Fig. 4.3a,
labelled as 1 and 2 photon, respectively (note that field free vibrational ener-
gies are used). The first mechanism (VT) reduces the dissociation rate by
trapping these vibrational states in the laser-induced well formed in the upper
PEC shown in Fig. 4.1. Above threshold dissociation is somewhat similar to
bond-softening, but it is initiated by the avoided crossing between the ground
1sσ state and the 2pσ state dressed by three photons (usually denoted as
2pσ − 3ω). This can be followed by a transition to the dressed 1sσ− 2ω state
once the molecular ion reaches the avoided crossing between these two states
(i.e. the 2pσ− 3ω and 1sσ− 2ω). In this process the molecular ion “absorbs”
3 photons and re-emits 1, thus resulting in a net 2-photon transition. The
data shown in Fig. 4.4ii suggests that most of the high KER is due to vibra-
tional trapping, as it vanishes when the intensity is very high for which we
expect ATD to become even stronger. It seems that the best way to avoid the
interpretation problems caused by the ambiguities about the expected KER
values is to work closely with theorists, who can compute the explicit KER
values expected for the experimental conditions and are able to trace more eas-
ily what contribution leads to each KER. For example, such calculations were
conducted by Serov et al. [47] and by Kondorskiy and Nakamura [48] to match
Sändig et al. data [27] or by Peng et al. [49] to match Williams et al. data [28].

An analogous problem arises when trying to identify the main features in
the N(KER, cos θ) distribution shown in Fig. 4.5, where θ is the angle between
the internuclear axis and the laser polarization. Two main features appear in
the distribution shown in Fig. 4.5a, a dominant feature aligned along the laser
polarization with KER centered around 0.8 eV, and a secondary feature very
strongly aligned along the laser polarization with KER <0.4 eV. As discussed
above, the v = 9 dissociation is expected to occur close to 0.8 eV, and thus one
may tend to associate the main feature with BS of the v = 9 state in the low
intensity regions of the interaction volume, which have a larger “density” of
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Fig. 4.5. (a) The cos θ-KER distribution for dissociation caused by a 45 fs,
I0 = 2.5 × 1014 Wcm−2 laser pulse, (b) the same as (a) but including only intensities
between 44 and 100% of I0 (from [46])

target molecules. However, Esry’s calculations [8,46] indicate that this feature
is mainly due to net 2-photon ATD of the lower vibrational states. Using the
IDS method [8, 44] the spectrum of the high intensity part of the pulse was
created and is shown in Fig. 4.5b. It can be clearly seen that the main feature
is truly a high intensity process, as the dissociation of the v = 9 state should
have disappeared upon subtraction of the low intensity contribution. The
weaker low KER feature is due to BS according to the same calculations.

Angular distributions measured by Sändig et al. [27] and Pavičić et al. [50]
for H+

2 and D+
2 , respectively, nicely reveal another feature of the BS mecha-

nism, namely the narrowing of the angular distribution of the lower vibrational
states in comparison to the v = 9 state, as shown in Fig. 4.6ii. The first fits
a cos12 θ while the latter follows the cos2 θ distribution expected at the weak
field limit (recall that the effective intensity along the molecular axis is given
by Ieff = I0 cos2 θ ). Williams et al. [28] observed that the angular distribution
integrated over KER nicely fits a cos2 θ distribution, as shown in Fig. 4.6i.

Recently, Wang et al. [45] suggested a method to highlight the differ-
ence in angular distributions of the different vibrational states as well as
between the BS and VT mechanisms. Noting that at the weak-field limit
one expects a cos2 θ angular dependence due to the effective intensity along
the internuclear axis of the molecular ion, they suggested plotting the angu-
lar distribution as a function of cos3 θ instead of the commonly used cos θ
or θ. Note that a cos2 θ angular distribution is flat in the cos3 θ-coordinate as
dN ∝ cos2 θd(cos θ) yields dN/d(cos3 θ) = constant. Their results for a 135 fs
and ∼2.4 × 1014Wcm−2 laser pulse are shown in Fig. 4.7. It can be clearly
seen that plotting vs. cos3 θ rather than cos θ highlights the difference between
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Fig. 4.6. Angular distributions of the photofragments from measurements of (i)
Williams et al. [28], whose data integrated over KER nicely follows a cos2 θ distri-
bution; (ii) Sändig et al. [27] (a) for various fragment energy releases (measurement
in Fig. 4.3a), (b) with pulse energies of 0.7 and 0.3mJ and at pulse lengths of 405
and 130 fs, respectively, from v = 6; and (iii) n – from a cos2n θ fit to the angular
distribution – as a function of KER (from [45]). Inset shows angular distribution
integrated over all KER

dissociation above and below the curve crossing (shown in Fig. 4.1 and marked
by the arrows on Fig. 4.7), i.e. between the bond-softening and vibrational-
trapping mechanisms. Furthermore, by fitting the angular distributions for
KER slices to a cos2n θ distribution it was shown (see Fig. 4.6iii) that the angu-
lar distributions are becoming narrower (larger n) as a function of the energy
difference from the KER expected for dissociation at the crossing [45]. They
also found that the angular distribution after integrating over all KER is well
described by a cos2 θ distribution, as did Williams et al. (compare Fig. 4.6i and
inset in (iii)). This is due to the large contribution from the low intensity disso-
ciation, which has a cos2 θ distribution, because of the volume averaging effect
(note that the intensity averaging is similar in both these experiments [28,45]).

In spite of the simplicity of H+
2 , it is still challenging to treat all degrees

of freedom of this molecule in the strong field produced by the laser pulse.
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Fig. 4.7. (a) The dN(KER)/d(cos3θ) distribution for the dissociation of H+
2 caused

by a 135 fs pulse with a peak intensity of ∼2.4×1014 Wcm−2. (b) The same as (a) but
after subtraction of the contributions from low intensities (see [44]), i.e. intensities
lower than 9% of I0. (c) and (d) are the same as (a) and (b), respectively, but as a
function of cos θ. On the top the field-free KER values expected for a few vibrational
states are marked. The arrows mark the expected KER at the curve crossing shown
in Fig. 4.1 (from [45])

Therefore, calculations are usually conducted with reduced dimensionality.
For example, Esry’s calculations [8] were performed at intensities where ion-
ization is negligible for molecules aligned along the polarization and neglecting
nuclear rotation. The calculated dissociation probabilities compare well with
the trends observed experimentally for 45 and 135 fs pulses, however some
details are not reproduced as well as one would hope (see [8] for details). We
suspect that rotation has to be included in order to improve the agreement
between measurement and theory.

4.3.2 Ionization: nhν + H+
2 → H+ + H+

The ionization of an H+
2 target beam by a ultrashort intense laser pulse was

first probed directly by Williams et al. [28]. Earlier Gibson et al. [22] tailored
their laser pulse intensity to study the enhanced ionization of H+

2 using an H2

target. In both studies they attempted to verify the double-peak structure pre-
dicted by theory, shown in Fig. 4.8 (see, for example, Zuo and Bandrauk [21]).
Gibson et al. [22] reported that ionization is enhanced around 7 and 9 a.u.,
which compare well with the predicted peaks at 7 and 10 a.u. [21]. In contrast,
Williams et al. [28] reported only one peak at about 7 a.u., but claimed that
ionization at larger internuclear distances would be hard to separate in their
measurements from the dissociation channel as the two processes contribute
at the same KER range.

It is important to note that the internuclear distance where ionization
occurs, R, is determined from the measured KER by assuming a vertical
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Fig. 4.8. (a) Ionization rate of H+
2 as a function of internuclear distance. H+

2 mea-
surements of Williams et al. [28] are compared with predictions of Zuo and Bandrauk
[21] and theH2 measurements of Gibson et al. [22]. (b) Our H+

2 ionization KER spec-
trum for 45 fs laser pulses with peak intensities up to I0 = 1.7× 1015 Wcm−2. Note
the shift toward higher KER with increasing intensity shown explicitly in the insert

transition at that R to the Coulomb repulsion curve. However, there is an
ambiguity about the kinetic energy gain before ionization. Gibson et al. [22]
first subtracted the average kinetic energy of the main dissociation channel as
the wave packet first gains some kinetic energy before ionization occurs, while
Williams et al. [28] did not. This uncertainty in converting the measured KER
to the internuclear distance can best be removed by theorists providing the
expected KER upon enhanced ionization, i.e. by calculations including the
vibrational degree of freedom.

Although the question about the predicted double-peak structure in the
ionization probability vs. internuclear distance was left unsettled at the time,
the experimental data is consistent with the multitude of theoretical cal-
culations suggesting that ionization of H+

2 is enhanced for some range of
internuclear distances of the stretched molecular ion (e.g., [51–53]).

Recently, we attempted to address this question, and our results indicated
a single wide peak around the KER value associated with dissociation at about
7 a.u. and no evidence for any ionization peak around the lower KER values
expected for the peak at larger R. In these measurements [43] ionization was
directly separated from dissociation, as discussed before, therefore removing
the uncertainty caused by the subtraction of the dissociation channel in the
previous measurements [28, 37, 38]. The measurements discussed above were
done at somewhat different pulse duration (65, 40, 100 and 45 fs for Williams
et al. [28], Gibson et al. [22], Pavičić et al. [37, 38] and Ben-Itzhak et al. [43],
respectively). It is important to note that H+

2 dissociation is initiated before
the 45 fs laser pulse peaks, thus the intensity is high enough to also ionize
around the second peak (i.e. ∼R = 10 a.u.). One may argue that the second
ionization peak is missing because ionization at the first peak depletes the
dissociating wave packet completely. However, Ben-Itzhak et al. [43, 54] have
measured a significant fraction of dissociation along the laser polarization,
thus demonstrating that some of the dissociating wave packet passes through
the second CREI peak region without being ionized. These results were further
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supported by pump-probe measurements of double ionization of D2 using 10 fs
laser pulses [54,55]. These pump-probe results are in contrast to those of Ergler
et al. [56, 57] (conducted with 25 fs pulses), in which they reported a struc-
ture in double ionization spectra that they attributed to the predicted second
CREI peak [21]. Given the clear observation of a single enhanced ionization
peak in our measurements, we were wondering why is this second CREI peak
missing? We suggested that the double peak structure in CREI predicted for
“frozen nuclei” (i.e. freezing the nuclear vibration in the calculations) vanishes
mainly because of nuclear motion [54]. This claim is supported by calculations
by Chelkowski et al. [58], which included nuclear vibration and showed smear-
ing of the structure predicted when this nuclear motion was frozen. The weak
remaining structure in the ionization KER is expected to wash out further by
intensity averaging as the calculated peaks shift with intensity [54].

The experimental data at peak intensities above about 1014Wcm−2 indi-
cate a clear shift of the broad structureless KER distribution toward higher
energies with increasing peak intensity of the laser pulse (see [38, 43]), as
shown in Figs. 4.8b and 4.9c. This shift indicates that ionization occurs at
shorter internuclear distances for stronger laser fields as one might expect
qualitatively. Similar shifts in the energy of the fragments from the Coulomb
explosion channel were observed in some H2 measurements (see, for example,
[59–61]).

Recently, studies by Pavičić et al. [37, 38] revealed even finer structure in
the ionization channel, shown in Fig. 4.9c–d, which they associated with vibra-
tional structure in the Coulomb explosion channel. (Ionization was identified
by the higher KER, shown in Fig. 4.9a, and the fact that it does not appear
in the equivalent H spectra of dissociation). It can be seen from Fig. 4.9c–d
that this fine structure around 1.3–1.5 eV vanishes with increasing intensity.
Pavičić et al. suggested a two step process in which dissociation of the different
vibrational states is followed by a vertical ionization transition at a critical
internuclear distance of R ∼ 13 a.u. The kinetic energy released in both steps
adds up to yield KER = KER(v)+1/Rcrit (in a.u.), where the first term is the
KER upon dissociation of a specific vibrational state v and 1/Rcrit is the addi-
tional Coulomb explosion energy released after ionization at a narrow R-range
around Rcrit. Explicitly, they used an energy shift of 2.12 and 1.96 eV for H+

2

and D+
2 , respectively (i.e., Rcrit = 12.8 and 13.9 a.u.) to match the structure

as shown in Fig. 4.9d for H+
2 . Calculations of Peng et al. [62], which followed

this report, failed to reproduce this fine vibrational structure of the ionization
probability as a function of internuclear distance, but reconfirmed a single
wide peak for high laser intensity and a double-peak structure at low intensi-
ties as reported previously (see, for example, [7]). Vafaee et al. [63] reported
recently more structure in the ionization probability as a function of inter-
nuclear distance for laser pulses similar to those used in the experiment of
Pavičić et al., however this structure is still much wider than the vibrational
structure observed in the ionization KER [37, 38]. Further experimental and
theoretical work is needed to shed light on this fine structure in the KER
spectrum of ionization.
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Fig. 4.9. (a) Two-dimensional velocity distribution of H+
2 fragments created by a

1015 Wcm−2, 100 fs laser pulse. Ionization and dissociation are discerned by their
kinetic energies and angular distributions. The kinetic energies of the fragments
ejected along the polarization axis are marked by the inserted scale. (b) The same
distribution for D+

2 fragments exposed to 1014 Wcm−2, 350 fs laser pulses. Three
Ep peaks around 1.05, 1.4, and 1.85 eV were associated (after subtracting a 0.3 eV
average dissociation energy) with enhanced ionization at about 8, 11, and 15 a.u. (c)
Kinetic energy spectra of protons from the Coulomb explosion of H+

2 , i.e. ionization,
integrated over ±2◦ around the laser polarization. (d) An extended view of the
H+
2 spectrum measured at 8.8× 1013 Wcm−2. The vertical lines mark the fragment

energies as expected after one-photon absorption from different vibrational levels,
followed by a Coulomb explosion at a critical distance releasing an additional 1.06 eV
per fragment (from Pavičić et al. [38])

In addition to the fine KER structure discussed above Pavičić et al. [38]
reported their observation of three peaks in the ionization spectrum for 350 fs
pulses, which they associated with CREI peaks at R = 8, 11 and 15 a.u., as
shown in Fig. 4.9b. However, the earlier discussion suggests that structures
predicted by “frozen nuclei” calculations are not measurable.

It seems that structure in the KER spectra of ionization and its origin
remain topics of debate even for the simplest H+

2 molecule.
To add to this discussion, Esry et al. [64] recently discovered structure in

the KER spectrum of an H+
2 beam probed by 45 fs laser pulses near the ioniza-

tion appearance intensity. The measured peaks and the angular distributions
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produced by 790 and 395nm were significantly different from each other, as
can be seen in Fig. 4.10a–c. The observed structure was attributed to chan-
nel opening of n-photon ionization when the Coulomb PECs, dressed by n
photons, cross the H+

2 PECs as shown in Fig. 4.10e. This model adopts a
multi-photon approach and predicts a sequence of peaks in the KER spectra
associated with each dissociation pathway (these peak positions are marked
by the tics on Fig. 4.10a–c). Inspired by the similar sequences in ATI and
ATD, we have named this new mechanism “above threshold Coulomb explo-
sion” (ATCE) [64]. An interesting note is that the 395nm experiments were
conducted due to predictions of this model following its success in interpreting
our 790nm data, thus suggesting predictive power.

Similar KER structures have been observed near the double ionization
appearance intensity of H2 and D2 by Staudte et al. [65]. Their concurrent
findings verify our measurements. Furthermore, their higher statistics data is
consistent with our model [66]. Encouraged by this success we applied our
model to the 350 fs data shown in Fig. 4.9b provided to us as a KER distribu-
tion by Pavičić [38]. Also in this case, our model is in good agreement with the
data, thus suggesting that the observed structure is due to ionization channel
opening along the dissociation pathways [66].

4.3.3 Ionization Vs. Dissociation

In addition to the interest in the ionization and dissociation of H+
2 caused by

ultrashort intense laser pulses independently from each other, there is also the
question of their mutual interdependence, i.e. the relative importance of the
two processes as a function of the laser pulse parameters, such as peak inten-
sity, pulse duration, wave length, and pulse shape. This relative importance
is given by the branching ratio of the two processes, i.e. Γion/(Γion + Γdissoc)
where Γion and Γdissoc are the rates of ionization and dissociation of H+

2 ,
respectively. One would expect a higher ionization rate for higher laser inten-
sity or for more energetic photons. Dissociation of H+

2 , in contrast, can occur
at lower intensities, especially for vibrational states near the curve crossing
between the 1sσ and 2pσ − 1ω potential energy curves as discussed above
(see Fig. 4.1). Therefore, ionization is expected to dominate over dissociation
when the intensity becomes high enough (see reviews by Giusti-Suzor et al. [6]
and Posthumus [7]). It is predicted that this branching ratio depends also on
the number of laser cycles in the pulse, i.e. the pulse duration (see, for exam-
ple, [6,7,67]). The first direct measurements of the relative rates of ionization
to dissociation for an H+

2 target were conducted by Williams et al. [28] and
are shown in Fig. 4.11 together with the recent measurements by Ben-Itzhak
et al. [68]. Both measurements show a more rapid increase in the ionization
rate than the dissociation rate, and ionization is much smaller than disso-
ciation over this intensity range in contrast to theoretical predictions. For
example, Giusti-Suzor et al. [6] predicted that ionization will be much larger
than dissociation for a 1.7×1014Wcm−2 and 150 fs laser pulse. Similar results
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Fig. 4.10. KER distribution of ionization of an H+
2 beam by (a) and (b) 790 nm at

two peak intensities, and (c) 395 nm, 75 fs, 1.8× 1014 Wcm−2. (d) A log–log plot of
the angular distribution indicating a different number of photons at each wavelength.
(e) PEC diagram for H+

2 similar to the one shown in Fig. 4.1, but including dressed
Coulomb potentials (short dash) to represent ionization channels
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Fig. 4.11. Ionization and dissociation rates of H+
2 by ultrashort intense laser pulses

as a function of laser peak intensity: triangles and circles – from [28], squares –
from [41] (a later publication of the same research group, where they also showed
that the intensity dependence for the higher intensities is due to the volume effect
and corrected their low intensity data), and diamonds – our work [68] scaled to the
dissociation rate of [28,41] (the half-filled horizontal symbols represent a preliminary
measurement in which the beam spot size was not measured, the half-filled vertical
symbols connected by the line are the same data scaled to 0.45 × I0 to match the
later measurements (full diamonds), for which the beam spot was measured). Note
that proton or H-atom yields were reported previously [28, 41] while our measure-
ments [68] are dissociation and ionization yields. The half filled squares indicate the
expected ionization rate from the earlier measurements. Most importantly, ionization
is less than 10% of the dissociation even at intensities around 5× 1015 Wcm−2

were reported by Feuerstein and Thumm [69] for a much shorter laser pulse
of 25 fs of similar intensity of 2 × 1014Wcm−2. This result seems in contra-
diction with the data shown in Fig. 4.11, where dissociation clearly dominates
at this range of laser intensities. In contrast to the large overestimation of the
relative ionization to dissociation rate, the calculated KER distribution [6,69]
is in better agreement with the measurement. Explicitly, theory predicts a
broad KER distribution centered around about 6 eV, while the experimental
distribution, shown in Fig. 4.8b, is also wide and peaks at somewhat lower
KER of about 5 eV for this peak intensity.

Part of this disagreement stems from the fact that dissociation occurs
at much lower intensities, thus the interaction volume in which dissociation
occurs is much larger than that of ionization. Therefore, to properly compare
experiment to theory one has to first eliminate the contribution from the low
intensity tail of the laser pulse. This can be done, for example by using the
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intensity difference spectrum (IDS) method discussed before, thus reducing
the intensity averaging for the measurement at 1.7 × 1015Wcm−2 to inten-
sities above about 7 × 1014Wcm−2. This simplifies the intensity averaging,
as otherwise there is a need to compute both reaction channels over many
orders of magnitude of laser intensity. Of course one has to take into account
the specific experimental conditions to properly average the intensity. This
comparison is further complicated by the fact that ionization is aligned much
more than dissociation along the laser polarization [46]. Finally, theoretical
treatments of ionization conducted so far are limited in their dimensionality,
typically assuming a non-rotating H+

2 which is aligned along the laser field.
As a result of all these effects, it is not surprising that the theoretical values
for an aligned H+

2 exposed to a single peak intensity are in disagreement with
the measured relative rates integrated over all molecular alignment and laser
intensity within the interaction region, as in the experimental results pre-
sented in Fig. 4.11. To circumvent this difficulty, We evaluated the ionization
to dissociation branching ratio for H+

2 aligned within a narrow cone around
the laser polarization, i.e. between 1 and the | cos θ| value marked on the
horizontal axis of Fig. 4.12a. It can clearly be seen that the branching ratio
increases from a few percent for large acceptance angles to about 25% for
purely aligned H+

2 , i.e. an increase by about a factor of 6. In addition, after
applying the IDS method to eliminate low intensities (i.e. intensities lower

Fig. 4.12. (a) The ionization to dissociation branching ratio, i.e. Γion/(Γion +
Γdissoc), for two peak intensities (790 nm, 45 fs pulses) as a function of the accep-
tance angle around the laser polarization; the open data points include events from
all intensities present in the laser pulse (i.e. integrated over the whole interaction
region), while the solid data points include only intensities from I0 to about I0/2,
evaluated using the IDS method. (b) The ionization to dissociation branching ratio
as a function of peak intensity for aligned H+

2 after elimination of the low intensity
contributions [68] (using our scaled I0 data from Fig. 4.11) Theory: Franck–Condon
averaged – dashed line, and intensity averaged – solid line. Note that agreement with
theory improved after selecting aligned molecules and reducing the intensity range
experimentally, and integrating the vibrational population and averaging over the
relevant peak intensities, although the agreement is still not satisfactory
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than about I0/2) the ratio of ionization to dissociation was further increased
to about 62% for a peak intensity of about 1.7× 1015Wcm−2.

The measured branching ratios extrapolated to purely aligned H+
2 , as dis-

cussed above (see Fig. 4.12a), for a few peak intensities, are compared to
numerical calculations by Roudnev and Esry [68] for H+

2 aligned along the
laser field that include nuclear vibration and the electron motion in 3D (elec-
tron dimensionality is reduced by symmetry, see [70]), as shown in Fig. 4.12b.
The computed ionization and dissociation rates were averaged over the narrow
intensity range of the measurement. Though the agreement between theory
and experiment is greatly improved (by more than an order of magnitude
at about 1015Wcm−2), there is no doubt that further experimental and
theoretical work is needed.

4.4 Many-Electron Molecular Ions

A few other molecular ions have been studied; however, these reports are
even scarcer than those of H+

2 . Surprisingly, the first measurements of the
interaction of a molecular ion target with an intense laser field was done on
a many-electron molecular ion, namely Ar+2 by Figger and Hänsch’s group
[71, 72]. These measurements were done using a 532nm Nd:Yag laser beam
with about 5×1012Wcm−2 peak intensity, and more importantly, much longer
laser pulses of about 30 ns. In spite of the long laser pulse the interaction
time between the Ar+2 and the laser field was much shorter, about 30 ps,
which is the time the ions traversed the laser beam. Wunderlich et al. [71,72]
nicely demonstrated that the dissociation of Ar+2 is well described by the laser
induced molecular potentials (i.e. the dressed potential energy curves) taking
advantage of the simple electronic structure of this molecular ion [71, 72].

Assion et al. [73] studied the dissociation of Na+
2 by ultrashort intense laser

pulser over a wide range of laser intensities (1011–1014Wcm−2), and their data
indicate that the dissociation of Na+

2 produces four well distinguished KER
distributions shown in Fig. 4.13a as forward and backward TOF peaks. Note
that the highest two KER distributions (C and D) appear only at high laser
intensities, and they were associated with CREI. The higher energy of peak D
is due to CREI at a shorter internuclear distance than peak C, however, direct
ionization can not be excluded as a source of fragments with the KER of peak
D. The lower KER distributions (denoted by A and B) were associated with
dissociation due to the coupling of the ground state with two different excited
states. Explicitly, one-photon absorption couples the X2Σ+

g ground state to
the 12Σ+

u state that dissociates to Na+ and Na(3s) fragments (channel B),
while two-photon absorption couples the X2Σ+

g ground state to the 22Σ+
g

state that dissociates to Na+ and Na(3p) fragments (channel A) (see Assion
et al. [73] for further details). Recent studies of O+

2 dissociation and ioniza-
tion were conducted by Sayler et al. [74] using coincidence 3D momentum
imaging (see earlier discussion of Fig. 4.2c). The KER distribution of the O+

2
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(a) (b)

Fig. 4.13. (a) Time-of-flight spectra of Na+ fragments obtained from fragmentation
of Na+2 X2Σ+

g (v) in intense 790 nm, 80 fs laser fields at laser intensities from 1011

to 1014 Wcm−2. The laser polarization was set parallel to the TOF axis. Four frag-
mentation channels with a released kinetic energy of 0.5 eV (A), 1.3 eV (B), 2.9 eV
(C), and 4.7 eV (D) are observed (from Assion et al. [73]). (b) KER distribution
of the dissociation of O+

2 by a 790 nm, 50 fs and 8× 1014 Wcm−2 laser pulse (from
Sayler et al. [74])

dissociation also shows a rich structure. Moreover, the different KER peaks
exhibit different angular distributions as shown in the top panel of Fig. 4.13b.
Sayler et al. [74] have recently shown that the different angular distributions
are caused by the different dissociation pathways through the number of par-
allel and perpendicular transitions (parallel and perpendicular to the linear
polarization) and the number of photons involved in each of these transitions.
Note that parallel and perpendicular transitions lead to cos2 θ and sin2 θ angu-
lar distributions, respectively, for transitions involving a single photon. When
the number of photons n is higher, these distributions are raised to the power
of n. (see Sayler et al. [74] for further details).

Atomic Ions

Studies of the interaction of ultrashort intense laser fields with atomic ion
targets are even fewer than those with molecular ions (see, Greenwood et al.
[75] and Newell et al. [76]). Greenwood et al. [75] studied the suppression
of multiple ionization of Ar+ ions caused by intense laser fields. They used
the same setup as Williams et al. [28], described earlier, and a 790nm, 60 fs
laser beam with peak intensity up to about 1016Wcm−2. More recently the
same group studied the ionization of C+ ions using the same technique [76].
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These pioneering measurements are mentioned here for completeness of our
review of ion–intense laser interactions.

4.5 Summary and Future Directions

Interrogating molecular-ion beams, H+
2 in particular, with intense ultrashort

laser pulses has demonstrated the behavior of the vibrational states during the
laser pulse, some expected and some surprising. Dissociation phenomena like
level shifting or variation of alignment with vibrational states are examples.
Ionization of H+

2 , thought to be well understood, is still a source of surprises,
such as the recently reported KER structures. It is encouraging to know that
even more surprises await us in the near future, and that exploring molecular
ions in intense laser fields will remain a topic of exciting debate.

In spite of the fact that ion beams are much more complex targets than
gas phase molecules, which makes the experimental work challenging, it is
encouraging to see that more groups around the world are joining this field of
research.

One may wonder in which direction the attention in this field will drift.
Few cycle laser pulses, which are becoming more readily available, are also
making their way to studies of molecular ion beams. These few fs pulses used
in a pump-probe scheme have the right time scale to enable investigations of
the time evolution of the dissociation and ionization processes. Furthermore,
for such short pulses the carrier envelope (CE) phase, i.e. the phase between
the peaks of the carrier and the envelope, is expected to affect the outcome of
the measurement. For example, Roudnev et al. [77] predicted that the ratio
of HD+ dissociation into H++ D(1s) or H(1s) + D+ can be controlled by the
CE phase of a 10 fs laser pulse at intensities above about 5×1014. Using a CE
phase locked laser Kling et al. [78] have recently reported a somewhat similar
effect in which the direction of the D+ fragment from dissociative ionization
of D2 relative to the laser polarization was a function of the CE phase. This
effect was attributed to interference of the wave packets dissociating in the
1sσ and 2pσ electronic states, where the latter was excited by recollision of
the ionized electron [78]. Probing molecular ions with few-cycle pulses seems
to be one of the most promising research directions in this field.
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5

Dynamical Reaction Theory for Vibrationally
Highly Excited Molecules

Mikito Toda

Abstract. We review the present status of the dynamical reaction theory, which
is based on the concepts of the Arnold webs and normally hyperbolic invariant
manifolds (NHIMs). First, we discuss reaction processes under laser fields where
the Arnold web in the potential well is nonuniform. In particular, we present the
possibility of controlling reaction processes utilizing cooperative effects of laser fields
and the Arnold web. Second, we present existence of fractional behavior for processes
in nonuniform Arnold webs. Based on the fractional behavior, we cast doubt on the
very existence of the concept of the reaction rate constant. Third, we show that
the concept of transition states (TSs) itself has limitations because of chaos on the
NHIM. These limitations become manifest for those reaction processes when bath
modes are highly excited above the saddle by strong laser fields. We further discuss
the possibility of extending the dynamical reaction theory to processes of going over
multiple saddles and to those in quantum systems.

5.1 Introduction

Reaction processes in ultrafast intense laser fields provide a challenging
research arena where the basic assumptions of the statistical reaction the-
ory should be reexamined. In the statistical reaction theory, separation of
time scales between relaxation and the reaction is crucial. In other words,
relaxation within the potential well is assumed to take place much faster than
the reaction. Then, thermal equilibrium within the well is supposed to be
maintained during the whole processes of the reaction. To the contrary, reac-
tion processes in intense laser fields occur in situations which are far from
equilibrium. This is because laser fields put large amount of energy to spe-
cific degrees of freedom so that reactions can take place before the energy
is redistributed statistically to other degrees of freedom. Moreover, ultrafast
laser fields enable us to observe reaction processes within a time scale which
is much shorter than that for the redistribution. Thus, it is possible to see the
dynamical processes where the energy flows within the molecule. Therefore,
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we need the dynamical theory of reactions for understanding processes under
ultrafast intense laser fields.

The purpose of this review is to provide an overview of the recent devel-
opment of the dynamical theory of reactions. Roughly speaking, dynamical
processes of reactions consist of the following three, i.e., redistribution of
energy among vibrational modes in the well, going over the potential sad-
dles, and their dynamical connection. For each of the former two processes,
perturbation approach is possible to construct the normal form. These nor-
mal forms offer basic understanding of the processes. For the distribution, the
Dunham expansion is the normal form, which describes how the vibrational
modes exchange energy in the well. They are, in general, nonlinear modes
with their frequencies dependent on their amplitudes. When nonlinear reso-
nance takes place, the perturbation theory breaks down, and energy exchange
among vibrational modes is enhanced dramatically there. In the action space,
resonant regions constitute the network called the Arnold web. Therefore,
properties of the Arnold web play an important role in our topics. For the pro-
cesses of going over the saddle, the normal form theory is developed recently,
which provides a mathematically sound foundation of the concept of transition
states (TSs). The theory is based on the phase space structures called normally
hyperbolic invariant manifolds (NHIMs). It enables us to define the boundary
between the reactant and the product, and to single out the reaction coordi-
nate, at least locally in the phase space near the saddles of index one. Thus,
the dynamical theory of reactions is based on the studies of the above two,
and on understanding how these processes are connected in the phase space.

In this review, we focus our attention to the processes where limitations of
the conventional statistical theory become manifest. First, we discuss reaction
processes under laser fields where resonances exist nonuniformly in the poten-
tial well. In particular, we point out that understanding of the Arnold web
is crucial for the strategy of controlling reaction processes. This is because
cooperative effects of external fields and resonances play an important role
in processes where the web is nonuniform. Second, we point out that doubt
should be cast on the very existence of the reaction rate constant for pro-
cesses when the Arnold web is nonuniform. The doubt results from fractional
behavior of the reaction processes. Moreover, we discuss a possibility of the
Maxwell’s demon system in molecules. This opens a new horizon to the prob-
lem of information processing in molecular levels. Third, we show that the
concept of TSs itself has limitations because of chaos on the NHIM. The
conventional statistical theory assumes that the reaction coordinate is one-
dimensional and is separable from the other degrees of freedom, i.e., the
bath modes. Moreover, the bath modes are supposed to be harmonic near
the saddle. However, the dynamical theory of reactions indicates that these
assumptions do not necessarily hold when the bath modes start to exhibit
chaos near the saddle. Such processes can take place for reactions under strong
laser fields since the laser field excite the bath modes so strongly that nonlinear
coupling among them cannot be neglected even near the saddle.
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The contents of this review is as follows. In Sect. 5.2, we briefly discuss
the assumptions which underlie the conventional statistical reaction theory.
After that, we present in Sect. 5.3 the basic concepts of the dynamical reaction
theory. In particular, the following concepts are explained such as nonlinear
resonance, the Arnold web, NHIMs, and their stable/unstable manifolds. In
Sect. 5.4, we discuss intramolecular vibrational-energy redistribution (IVR)
from the standpoint of the Arnold web. Vibrationally highly excited acety-
lene is studied as an example where the Arnold web is nonuniform. It is shown
that, due to the symmetry of the molecule, most of the resonant interactions
are prohibited leading to a sparse Arnold web. Moreover, we investigate how
cooperative effects of external laser fields and resonances in the web lead the
system toward isomerization from acetylene to vinyliden. This indicates that,
in designing laser fields for control of the reaction, distribution of resonances
in the web plays a crucial role. In Sect. 5.5, definability of the rate constant is
discussed. Using a prototype model for isomerization, we show that sparse dis-
tribution of resonances results in fractional behavior in the reaction. Existence
of the fractional behavior casts a doubt on definability of the rate constant.
Moreover, we discuss that existence of fractional behavior provides resources
for information processing in molecular levels. In other words, this presents a
possibility to construct the Maxwell’s demon system in molecules. In Sect. 5.6,
limitations of the concept of TSs are pointed out based on the dynamical the-
ory of reactions. We discuss that, for vibrationally highly excited molecules,
the bath modes can exhibit chaos even near the saddle. Then, we show that
the conventional idea of the reaction coordinate breaks down. In general, this
problem lies outside of the applicability of the perturbation analysis. Here,
we use a simple model Hamiltonian to obtain an intuitive idea of how break-
down of the perturbation is related to the limitations of the concept of TSs.
In Sect. 5.7, we briefly discuss those issues which are not the main topics of
this review.

5.2 Statistical Reaction Theory in a Nutshell

Here, we briefly explain the assumptions underlying the statistical reaction
theory. It is assumed that relaxation in the potential well is much faster com-
pared to the reaction. Even when reaction processes cause a slight deviation
from equilibrium, such deviations disappear quickly because of fast relaxation
in the well so that the next process takes place in equilibrium. This assump-
tion leads us to the phenomenological treatment of the reaction, where the
rate equation with the rate constant k,

d
dt
P (t) = −kP (t), (5.1)

describes how the density P (t) of the reactant changes. Then, P (t) exhibits the
exponential decay, and the inverse of the rate constant gives the characteristic
time scale of the processes.



94 M. Toda

Thus, the most important task of the statistical reaction theory is to esti-
mate the rate constant k. Here, the concept of TSs comes into play. In the
conventional theory, a TS is a saddle of the potential in the configuration
space, where the Hessian matrix there has one negative eigenvalue (It is called
a saddle of index one.). Then, the eigenvector corresponding to the negative
eigenvalue directs along the way the reaction takes place locally around the
saddle. By extending somehow the path along the eigenvector further into the
well, the reaction coordinate is supposed to be defined.

Assuming further that orbits never come back once they cross the saddle,
we can derive the formula for the reaction rate constant k(E),

k(E) =
G+(E − E0)

hρ(E)
, (5.2)

where E is the total energy of the system, ρ(E) is the density of states in the
reactant side, G+(E − E0) is the sum of the number of the states from 0 to
E −E0 at the saddle, and h is the Planck constant [1]. The formula indicates
that the rate constant k(E) exhibits a staircase as the energy E − E0 above
the saddle is increased, when a new state at the saddle begins to contribute
to the reaction. Such a staircase is actually observed in reaction processes
where the energy above the saddle is not too large [2, 3]. This observation is
considered to indicate that the concept of TSs is correct.

However, the above ideas suffer from the recrossing problem, that is, the
TS thus defined in the configuration space is not a real boundary between the
reactant and the product. It is known that some orbits return to the reactant
well just after they cross the saddle in the configuration space. Existence of
such orbits leads to overestimation of the reaction rate. Moreover, the formula
given by (5.2) cannot be used for reaction processes where the assumption for
the separation of the time scales is questionable. This limits applicability of
the statistical reaction theory.

5.3 Dynamical Reaction Theory

5.3.1 Normally Hyperbolic Invariant Manifolds (NHIMs)

The recrossing problem is completely solved by the dynamical reaction theory,
which is recently developed based on the analysis of phase space structures.
The key concept here is NHIMs and their stable/unstable manifolds.

We start our explanation on NHIMs by the simplest case, i.e., the NHIM
around a saddle of index one. Suppose that a Hamiltonian of N degrees of
freedom is expanded around a saddle located at (q1, · · · , qN ) = (0, · · · , 0) as
follows:

H =
(
p2
1

2
− μ2

1q
2
1

2

)
+

N∑
j=2

(
p2

j

2
+
ω2

j q
2
j

2

)
+

∞∑
n=3

Hn, (5.3)
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where μ1 and ωj for j ≥ 2 are real, and Hn consists of the terms of nth order
in (q,p) = (q1, · · · , qN , p1, · · · , pN ). Then, the coordinate q1 lies, locally near
the saddle, along the direction of the eigenvector corresponding to the negative
eigenvalue of the Hessian matrix at the saddle. This means that, in the conven-
tional theory, (q1, p1) are the reaction coordinate and its canonically conjugate
momentum, respectively. Thus, the boundary between the reactant and the
product is supposed to be given by the hyperplane q1 = 0 in the configuration
space. The rest of the degrees of freedom (qb,pb) = (q2, · · · , qN , p2, · · · , pN )
are supposed to be the bath modes.

However, the recrossing problem ruins this idea. The problem is caused by
the nonlinear coupling terms in the expansion of the Hamiltonian (5.3). Thus,
in order to define the true boundary, we need to eliminate all of the coupling
terms between the reaction coordinate and the bath degrees of freedom by
transforming the original coordinates and momenta to new ones. Existence
of such a transformation is guaranteed by the fact that no “resonance” takes
place between the mode with the negative eigenvalue of the Hessian matrix
and those with the positive ones. This is the essence of the theory of NHIMs
for saddles of index one.

In general, a NHIM is a manifold where instability (either in a forward
or a backward direction of time) along its normal directions is much stronger
than that along its tangential directions [4–6]. Using the Lyapunov expo-
nents, which quantitatively measure instability, we can define a NHIM as
a manifold where the absolute values of the Lyapunov exponents along its
normal directions are much larger than those along its tangential directions.
Its stable/unstable manifolds consist of those orbits which approach or leave
the NHIM, respectively. For saddles of index one, these geometric structures
enable us to identify the one-dimensional reaction coordinate by the normal
directions to the NHIM, and thereby to define the TS as the the dividing
hypersurface of co-dimension one locally near the saddle. The TS thus defined
is free from the problem of recrossing orbits, and can decompose the phase
space into the distinct regions of the reactants and the products [7–10] (see also
the recent reviews [11–14] and the book [15]). Moreover, the stable/unstable
manifolds of the NHIM provide us with the reaction conduit through which all
the reactive trajectories pass from the reactant to the product or vice versa.
Thus, these manifolds offer a crucial clue to understand controllability of the
reaction, and to investigate dynamical correlation in reaction processes taking
place over multiple saddles.

NHIMs are structurally stable under perturbations. The wider the gap
of instability is between the normal directions and the tangential ones, the
more stable it is. However, as we raise the energy above the saddle, chaos can
emerge on the NHIM [16], which is caused by nonlinear resonances among the
bath degrees of freedom on the NHIM. It can lead to breakdown of normal
hyperbolicity, because the Lyapunov exponents tangent to the NHIM have
a possibility of being comparable to those normal to the NHIM [12]. Then,
we can no longer define a dividing hypersurface even locally near the saddle.
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Thus, breakdown of normal hyperbolicity raises serious questions concerning
applicability of the concept of TSs for reactions taking place high above the
saddle. To the contrary, the dynamical theory of reactions provides us with
a strategy for investigating such cases beyond the conventional concept. We
will discuss this problem in Sect. 5.6.

5.3.2 Arnold Web

Processes taking place in the well can be understood using the Arnold web.
Suppose that a Hamiltonian of N degrees of freedom is expanded near a
minimum located at (q1, · · · , qN ) = (0, · · · , 0) as follows:

H =
N∑

j=1

(
p2

j

2
+
ω2

j q
2
j

2

)
+

∞∑
n=3

Hn, (5.4)

where ωj for j ≥ 1 are real, and Hn consists of the terms of nth degree
in (q,p) = (q1, · · · , qN , p1, · · · , pN). Note the difference from the expansion
(5.3) around the saddle of index one. This difference plays a crucial role in
the following argument.

Given the Hamiltonian (5.4), we try to eliminate as many coupling terms
as possible by transforming the original coordinates and momenta to new
ones. If we succeed in eliminating all of the coupling terms, those modes rep-
resented by the new coordinates and momenta describe independent motions
in the well. In other words, the system is integrable then, and there exist no
processes of energy transfer among the modes thus represented. However, such
transformations do not exist in general because of nonlinear resonances [17].
Nonlinear resonances generally constitute a network in the action space (The
network is called the Arnold web.), and resonance overlap results in globally
chaotic motions [18]. Thus, characteristics of the Arnold web play an impor-
tant role in intramolecular vibrational-energy redistribution (IVR) [19, 20].
In particular, whether the Arnold web is uniform or not and how regions of
resonance overlap are distributed are crucial in understanding limitations of
the statistical reaction theory. We will discuss this point in Sects. 5.4 and 5.5.

5.3.3 Dynamical Connection Between Arnold Web
and NHIM Around Saddle

In studying reaction processes beyond the statistical reaction theory, global
aspects of the dynamics should be taken into account, that is, dynamics near
the saddles, that around the minima, and how they are connected [12].

These aspects are displayed by the schematic pictures in Fig. 5.1, where
the hills indicate the potential barriers and the rectangles on the top of the
hills show the NHIMs around the saddles. Their stable and unstable manifolds
are shown by the arrows, respectively. In Fig. 5.1a, the stable and unstable
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(a)

(b)

(c)

Fig. 5.1. Schematic pictures showing how NHIMs are connected by their stable and
unstable manifolds. (a) Their stable and unstable manifolds have direct intersections
without going deeply in the reactant well. (b) They land on the Arnold web in the
well, where the web is sparse. (c) They land on the Arnold web in the well, where
the web is dense. Reprinted figure with permission from Shojiguchi, Li, Komatsuzaki
and Toda, Communications in Nonlinear Science and Numerical Simulation 13, 857
(2008), Copyright 2008 by Elsevier

manifolds have intersections without going deeply into the well. On the other
hand, in Fig. 5.1b, c, they land on the Arnold web in the well. While, in
Fig. 5.1b, the Arnold web is sparse, the web is dense in Fig. 5.1c.

These characteristics of the web will manifest themselves in the dis-
tribution of the residential times, thereby leading to the difference in the
statistical features of the reaction processes. In Sect. 5.5, we pay attention to
this problem. In particular, we will show that there exist fractional behavior
for reaction processes where the Arnold web is sparse and nonuniform. Exis-
tence of fractional behavior casts a doubt on definability of the reaction rate
constant.
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5.4 Intramolecular Vibrational-Energy
Redistribution (IVR)

In the traditional theory of reactions, IVR in the potential well is supposed
to be statistical. However, this idea is not applicable when ergodicity of the
processes in the well is questionable. This is the point where the dynamical
reaction theory comes into play. As explained in Sect. 5.3.2, the processes of
energy exchange result from nonlinear resonances among vibrational modes.
Thus, the properties of the Arnold web is crucial in studying IVR. Here, we
discuss vibrationally highly excited acetylene as a typical example where the
Arnold web is sparse leading to nonergodicity of the IVR.

Acetylene is among those molecules where detailed analysis of the IVR
is going on both experimentally and theoretically [21]. One of its interesting
features is a hierarchical structure in spectra for vibrationally highly excited
states [22]. Such a hierarchical structure in spectra implies a hierarchy in
bottlenecks for the IVR, where each bottleneck would hinder relaxation within
the potential well for a finite duration. This idea can be contrasted with the
one behind the traditional theory, where relaxation is supposed to take place
exponentially fast with a single time constant.

Nonstatistical features of the IVR in acetylene is clearly revealed by the
recent experiments of the group of Field [23]. They showed that, for certain
highly excited states, the IVR is unexpectedly regular. In other words, the
equi-energy surface of acetylene at this energy is nonergodic. This result con-
tradicts the naive expectation that IVR for highly excited molecules would be
strongly chaotic. In order to understand these features, we show the Arnold
web of acetylene using the effective Hamiltonian which is constructed by the
Dunham expansion [24]. Here, we also point out that symmetry of the molecule
is important in considering the Arnold web.

In the electronic ground state, acetylene is a linear molecule. Using the
harmonic approximation, vibrational energy levels for small amplitude oscil-
lations can be labeled as (v1, v2, v3, vl4

4 , v
l5
5 )

l where v1 is the quantum number
of the symmetric CH stretch, v2 the CC stretch, v3 the antisymmetric CH
stretch, v4 the trans-bend with the vibrational angular momentum l4, v5 the
cis-bend with the vibrational angular momentum l5.

As the molecule is vibrationally excited, couplings among these harmonic
modes become important. These couplings are taken into account by the Dun-
ham expansion. The Dunham expansion for the vibration–rotation energy of
a linear polyatomic molecule above the zero point level is given by

H0 =
∑

i

ωivi +
∑
i≤j

xijvivj +
∑
t≤s

gtsltls −Bvl
2, (5.5)

and

Bv = B0 −
∑

i

αivi +
∑
i≤j

γijvivj +
∑
t≤s

γtsltls. (5.6)
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In this expression, we put the total angular momentum J = 0 for simplicity.
The values of the constants appearing in the above expression are taken from
Table 1 of [22]. In (5.5), the effective Hamiltonian H0 is expressed solely by
the quantum numbers vi(i = 1 · · · 5) and li(i = 4, 5). This means that these
quantities are its conserved quantities. The eigenstates of H0, which are in
general anharmonic, are specified by the conserved quantities. In other words,
(5.5) represents the diagonal part of the true Hamiltonian H .

IVR results from nondiagonal couplings among the anharmonic modes of
the effective Hamiltonian H0. The effects of these couplings are most sig-
nificant when resonances among the modes take place. The locations where
nonlinear resonances can occur are given by

n · ∂H0

∂v
= 0, (5.7)

where n = (n1, n2, n3, n4, n5) and v = (v1, v2, v3, v4, v5), and ni(i = 1 · · · 5)
are integers. Here, we limit our argument to those resonances with l4 = 0 and
l5 = 0 for simplicity. We will call

∑5
i=1 |ni| the order of a resonances n. In

these locations, the perturbation series are doomed to break down.
For acetylene, we calculate these location where resonances can take place.

This calculation does not mean that those nondiagonal terms actually exist.
Its purpose is to indicate the locations where their effects are most magnificent
if they exist. In other words, when experiments are planned to look for their
effects, these calculations show where to search.

In Fig. 5.2, a section of the Arnold web of acetylene is displayed where
nonlinear resonances up to seventh order are estimated. The value of the
energy is chosen to be 18,797 cm−1. Since, for systems of more than three
degrees of freedom, we cannot directly display the whole web, we have to
take a section. Here, the section is defined by (v1 = 0, v2, v3 = 0, v4, v5) and
(l4 = 0, l5 = 0). Although these sections offer only a partial information on
how the web is connected, we can derive some useful consequences as will be
shown in the following.

The first thing we should notice in Fig. 5.2 is that the distribution of the
resonances is very sparse. There, only three major resonances exist: n44/55 =
(0, 0, 0, 2,−2), n1/244 = (1,−1, 0,−2, 0) and n1/255 = (1,−1, 0, 0,−2). This is
because the selection rules of the symmetry prohibit a large part of coupling
terms. Thus, the symmetry of the molecule plays a crucial role in studying
the Arnold web.

The second point to notice is that these calculations correspond to the
experiments. All of the three major terms in Fig. 5.2 are actually observed
in the IVR processes of acetylene. Thus, these calculations play a role of
guidelines for experiments. Furthermore, our results explains the experimen-
tal results by the group of Field [25]. They showed that IVR from pure bending
dynamics becomes regular as the energy increases from 10,000 cm−1. It cor-
responds to our results showing that the initial states are located far apart
from the resonance n44/55 = (0, 0, 0, 2,−2) as their energies increase.
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Fig. 5.2. A section of the Arnold web for acetylene. Reprinted figure with permission
from Toda, Advances in Chemical Physics 123, 153 (2002), Copyright 2002 by John
Wiley & Sons

Up to now, the following coupling terms are already identified in the experi-
ments: n = (−2, 0, 2, 0, 0), (0, 0, 0,−2, 2), (0,−1, 1,−1,−1), (−1, 1, 0, 0, 2),
(−1, 1, 0, 2, 0), (−1, 0, 1 − 1, 1), and (−1,−1, 2,−2, 0) [24]. In these experi-
ments, only the SEP bright states (0, v2, 0, v4, 0) are accessible as the initial
conditions. One remarkable aspect about these terms is that the following
quantities

P = 5v1 + 3v2 + 5v3 + v4 + v5, (5.8)
R = v1 + v2 + v3, (5.9)
Lz = l4 + l5, (5.10)

are conserved [26]. We call these quantities Kellman’s constants.
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By enumerating up to seventh order all the resonances which satisfy the
selection rules, we confirm that almost all of them conserve the Kellman’s
constants. Existence of conserved quantities generally means that the IVR
does not take place on the whole equi-energy surface, but is limited within
a lower dimensional region specified by these quantities. For acetylene, the
existence of the Kellman’s constants indicates that the following limitation
exists for the IVR starting from the SEP bright states.

By expressing (5.8) and (5.9) in the following way

v1 + v3 = R− v2 (5.11)
v4 + v5 = P − 5R+ 2v2, (5.12)

we see that the sum v4 + v5 cannot increase in the IVR from the SEP initial
states. In order for the value of the sum to increase, the value of v2 should
increase because of (5.12). In order for the value of v2 to increase, the value of
the sum v1 + v3 should decrease because of (5.11). For the SEP initial states,
however, the value of the sum v1 + v3 cannot decrease, because it already
attains the lowest possible value, i.e., 0.

Thus, the existence of Kellman’s constants means that no IVR takes place
from the SEP bright states which increases the value of the sum v4+ v5. This
limitation has the following implications for a vibrationally highly excited
acetylene. For a vibrationally highly excited acetylene, the isomerization pro-
cess from acetylene to vynilidene is of interest. In this process, both of the
bending modes v4 and v5 should be excited as one of the hydrogen atoms goes
half way round the two carbon atoms. Therefore, the reaction coordinate of
the isomerization is chosen to be the sum v4 + v5. However, the limitation
imposed by the Kellman’s constants means that no IVR occur from the SEP
bright states which is directed toward the isomerization to vinylidene.

Thus, in order for the isomerization to take place from the SEP bright
states, we have to seek for the following two possibilities. The first is to find
coupling terms which violate the conservation of Kellman’s constants. The
second is to put the molecule under external fields which do not conserve the
constants. In the following, we pursue the second possibility.

Coupling with external electric fields is possible only for v3 and v5 because
of the selection rules. Here, we put the molecules under the electric field
which is resonant with the mode v5, thereby violating the conservation of
Kellman’s constants. However, coupling the mode v5 with the electric field
is not sufficient, because both v4 and v5 need to be excited for the present
purpose. Then, in order to make the energy flow from v5 to v4, we utilize
the resonance n44/55 by locating the SEP initial conditions near its resonant
region. A schematic explanation of our ideas is shown in Fig. 5.3.

Figure 5.3a displays the processes of the energy flow which consists of the
two steps, that is, excitation of the mode v5 by the external field and that of
the mode v4 by the resonance n44/55. In Fig. 5.3b, the mechanism to lead the
molecule toward isomerization is shown. There, the two arrows with solid lines
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Fig. 5.3. A schematic explanation for leading the molecule toward isomerization.
Reprinted figure with permission from Toda, Advances in Chemical Physics, 123,
153 (2002), Copyright 2002 by John Wiley & Sons

show the movements caused by the resonance n44/55 and the external field,
respectively. The arrow with broken lines indicate the behavior leading toward
the isomerization. Our aim is to induce the behavior indicated by the broken
arrow by combining the two movements shown by the solid arrows. Thus,
for designing external fields to promote specific reactions in a sparse Arnold
web, we need cooperative effects of external fields and nonlinear resonances.
In numerical simulation, we have confirmed that the above idea works in the
well [27]. In order to excite further the molecule into the isomerization, we
need information concerning the potential surface near the saddle. At present,
such information is not available either experimentally or theoretically.

5.5 Fractional Behavior in Molecular Systems

In the conventional reaction theory, existence of the rate constant is presumed.
This is based on the assumption that the processes in the well take place statis-
tically. Then, the distribution P (t) of the reactant obeys the exponential decay
following the phenomenological rate equation. However, as we have discussed
in the previous section, this assumption does not necessarily hold in general.
In particular, in processes under strong laser fields, the reaction can occur
before vibrational energy is distributed statistically to other modes. Thus, we
should ask what are the characteristic features of the reaction processes when
ergodicity is not achieved.

In this section, we discuss that fractional behavior is a universal feature
in nonergodic reaction processes. Here, the term “fractional behavior” means
the following; Relaxation processes exhibit power-law decays and diffusion
processes do not follow the normal Brownian type. Moreover, power spectra
show 1/f dependence on frequencies. Existence of such behavior implies that
time developments deviate from what we expect based on the conventional
statistical laws [28]. Fractional behavior is ubiquitous in complex systems such
as amorphous semiconductors [29], fluid mechanics [30], Hamiltonian systems
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[31, 32], and biophysics where long-time memories and anomalous diffusion
are observed for a variety of biomolecules [33–35]. Fractional behavior can be
seen even in econophysics [36] where prices in stock markets, for example, show
anomalous fluctuation. The origins of such fractional behavior are attributed
to existence of hierarchical structures and/or impossibility of separating char-
acteristic time scales. They lead to breakdown of the underlying assumptions
of the central limit theorem, giving rise to deviation from the normal diffusive
behavior. As is discussed in the previous section, hierarchical structures exist
in spectra of vibrationally highly excited molecules. This leads us to speculate
that fractional behavior can be also observed in reaction processes.

Here, we present a typical model Hamiltonian which indicates a mechanism
to give rise to fractional behavior in reactions. The model is of three degrees
of freedom with a double-well potential where the Arnold web there is sparse
and nonuniform. It is regarded as a prototype of isomerization reactions with
nonergodic dynamics in the well. The Hamiltonian is as follows:

H = H0 +H1, (5.13)

H0 =
p2
1

2
− λ2q21

2
+
λ2

4
q41 +

3∑
i=2

(
p2

i

2
+
ω2

i q
2
i

2
+ bq4i

)
,

H1 = exp
[−(q1 − 1)2/σ2

] [
a1q

2
2q

2
3 + a2(q1 − 1)2(q22 + q23)

]
,

Here q1 is a coordinate which is the lowest order approximation of the reac-
tion coordinate, and qi (i = 2, 3) are coordinates which are the lowest order
approximation of the bath modes. The frequencies are ω1 = 1.02, ω2 = 0.94,
and ω3 = 1.04, where ω1 =

√
2λ is the unperturbed frequency at q1 = 1,

i.e., the bottom of the well. The parameters σ = 0.5, a1 = 0.1, a2 = 0.9
and b = 0.5 are chosen to ensure that the system is trapped in the well by
energy exchange between the bath and the reaction coordinates. The coupling
function is selected so that the interactions take place in the well more than
near the saddle. This is validated for an energy slightly above the saddle [37].

The unperturbed Hamiltonian of the bath coordinates hi =
p2

i

2 +
ω2

i q2
i

2 +bq4i
(i = 2, 3) are nonlinear oscillators, respectively. They are integrable with the
constants of motion Ji (i = 2, 3), which are represented using the elliptic
functions. Expanding the Hamiltonian (5.13) using Lie canonical perturbation
theory (LCPT) at the bottom of the well, we obtain the nonlinear frequencies
for the bath coordinates, up to the first order of the action variables, as follows:

ω̄i(Ji) =
∂H0

∂Ji
= ωi +

3b
ω2

i

Ji +O(J2
i ), (i = 2, 3). (5.14)

The reaction coordinate has the action variable J1 in the well, where the
unperturbed Hamiltonian of the reaction coordinate is expressed as h1 =

p2
1
2 −

λ2q2
1

2 + λ2

4 q
4
1 . The nonlinear frequency of the reaction coordinate in the well is

given, up to the first order of the action variable by
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ω̄1 =
∂H0

∂J1
= ω1 − 3

4
J1 +O(J2

1 ). (5.15)

Then, the system has the primary resonances given by

ω̄1 = ω̄2, ω̄1 = ω̄3, ω̄2 = ω̄3. (5.16)

We will see that the Arnold web of the primary resonances is sparse. On the
other hand, there exist regions where multiple resonances meet, i.e., resonance
junctions. Thus, the Arnold web is nonuniform. These features will play an
important role in the following results.

Initial conditions are chosen to be uniformly distributed on the unstable
manifold of the NHIM near the saddle. Then, the residential time is estimated
for each trajectory by counting the total number n of crossing points with the
plane q1 = 1 under the condition p1 > 0, until it leaves the well. We call n
the crossing number. By adding the number of trajectories with their crossing
numbers from n to infinity, we obtain the number of trajectories which remain
in the well up to the crossing number n. The ratio of this quantity to the total
number of the trajectories is the survival probability P (n).

In Fig. 5.4, we show the survival probability P (n) as a function of the cross-
ing number n. There, two ranges of n exist where P (n) behaves differently.
One is the range where P (n) varies as the power-law decay n−γ , and the other
where P (n) changes exponentially as exp(−αn). The range of the power-law
decay extends from about n = 10 up to about n = 100 with γ = 0.82, and
that of the exponential decay does from about n = 100 up to about n = 5,000
with α = 0.0015. Moreover, the Fourier spectra of the action variables corre-
spondingly exhibit different characteristics [38]. For trajectories in the range
of the power-law decay, the Fourier spectrum exhibits 1/f dependence. On
the other hand, it shows the Lorentzian feature for those in the range of the
exponential decay.
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Fig. 5.4. Survival probability P (n) as a function of the crossing number n is shown.
(a) Log vs. log plot. The line indicates fitting with the function n−γ . (b) Log vs.
linear plot. The line indicates fitting with the function exp(−αn). Reprinted figure
with permission from Shojiguchi, Li, Komatsuzaki and Toda, Communications in
Nonlinear Science and Numerical Simulation 13, 857 (2008), Copyright 2008 by
Elsevier
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Fig. 5.5. The average locations of trajectories in the action space are plotted for
initial conditions which are in the range of power-law (gray dots), and those in the
range of exponential (black dots). Reprinted figure with permission from Shojiguchi,
Li, Komatsuzaki and Toda, Communications in Nonlinear Science and Numerical
Simulation 13, 857 (2008), Copyright 2008 by Elsevier

We study the relation between those features of P (n) and the characteris-
tics of the Arnold web. In Fig. 5.5, we plot the average location of a trajectory
in the action space (J2, J3, J1). A location is recorded each time when the tra-
jectory crosses the plane q1 = 1, and the average of the locations is taken over
its residential time. The gray (black) points are shown for those trajectories in
the range where P (n) changes as the power-law decay (exponentially). There,
we also indicate the locations of the primary resonances for comparison. Thus,
the figure reveals how the variance of P (n) is related to the processes of energy
exchange between the bath modes and the reaction coordinate.

We can see in Fig. 5.5 that the Arnold web of the primary resonances is
sparse. On the other hand, there exist resonance junctions, where resonance
overlap leads to fully chaotic chaos. These features indicate that the Arnold
web is nonuniform. In Fig. 5.5, while the gray points are distributed in a region
far from the resonance junctions, the black points are spread over the junc-
tions wandering fully chaotic regions. Thus, the two types of the trajectories
experience separate regions in the phase space. Therefore, dynamical barriers
exist which prevent them from exploring the whole phase space. Moreover,
the difference in the decays of the survival probability corresponds to whether
the trajectories experience fully developed chaos or not. Recently, we have
also found fractional behavior in isomerization of HCN [39]. Based on the
analysis using wavelet (see, for example, [40]), we are confirming that the
behavior results from a sparse distribution of nonlinear resonances. These
findings suggest that fractional behavior is a universal feature for reaction
processes taking place in the Arnold web where resonances are sparse.
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The results we have presented indicate that hierarchical structures lead-
ing to fractional behavior exist in phase space for systems of more than two
degrees of freedom. For Hamiltonian systems of two degrees of freedom, frac-
tional behavior is well established [32]. It is shown that a hierarchy of resonant
tori exist trapping nearby trajectories for a finite time [17]. Based on this prop-
erty, they are described as “sticky”. Then, the hierarchy of time scales leads
to a power-law distribution of residential times. However, when the degrees
of freedom is larger than two, it is not obvious that the same argument holds
because the dimension of tori is not large enough to work as dynamical bar-
riers. Therefore, fractional behavior in systems of more than two degrees of
freedom is a new phenomenon in the study of Hamiltonian chaos.

Moreover, the dynamical connection between the NHIM around the saddle
and the Arnold web is crucial for the survival probability. In our model sys-
tem, it is shown that the unstable manifold of the NHIM lands on the Arnold
web, where the resonances are sparse [41]. This results in the fact that the
survival probability exhibits a power-law decay for shorter residential times
and an exponential one for longer times. Depending on the way the NHIM
is connected to the web, other features of the survival probability are possi-
ble (see [41] for a detailed discussion). Thus, not only the properties of the
Arnold web but also how the web is connected to the NHIM is important for
understanding reaction processes.

We now discus whether our results are relevant for quantum dynamics. It is
known in general that “quantum chaos” is less statistical compared to classical
chaos although the discrepancy is shown to be smaller as the number of the
degrees of freedom is larger [42]. Therefore, we expect that fractional behavior
of classical chaos manifest itself in the corresponding quantum system. In fact,
a recent study shows, for a system of two degrees of freedom, that fractional
behavior of classical chaos has corresponding effects in the quantum one [43].
Thus, we think that the fractional behavior we have shown is relevant for
reaction processes, which are quantum in nature.

We should point out importance of fractional behavior in reaction pro-
cesses from the standpoint of information processing by molecules. Fractional
behavior in reaction processes provides a clue to understand possibility of
Maxwell’s demon in molecules. This idea results from recent studies where
Maxwell’s demon is discussed in terms of fractional behavior in Hamiltonian
dynamics [44]. An important aspect of these studies is that the problem is
treated from a purely dynamical point of view without assuming existence
of heat bath. To the contrary, most of the studies on Maxwell’s demon so
far have supposed that the demon is surrounded by heat bath thereby being
under thermal fluctuations [45, 46]. Then, the only possibility for the demon
is to wait for rare thermal fluctuations [47]. However, if fractional behavior
exists in molecular levels, this provides new resources for Maxwell’s demon to
utilize. It is because fractional behavior in dynamics implies that long-lasting
memories exist there. Their existence offers conditions under which Maxwell’s
demon can work [48]. On the other hand, decays of the exponential type lead
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to fast recovery of equilibrium, where Maxwell’s demon cannot operate. Thus,
studies of fractional behavior in reaction processes open a new research arena
where possibility of information processing by molecules is considered.

5.6 Limitations of the Concept of Transition States

In this section, we discuss limitations of the concept of TSs from the stand-
point of the dynamical reaction theory. As we have discussed, the concept
obtains a sound mathematical foundation based on the geometric structures
of phase space, i.e., NHIMs. However, the recent study of NHIMs also reveals
that the concept has limitations as the energy above the saddle increases [49].
The origin of the limitations is chaos on the NHIM and breakdown of normal
hyperbolicity resulting from it [12]. Suppose that we raise the energy above
the saddle, i.e., the energy of the bath modes there. Then, nonlinear coupling
terms among the bath modes in general create chaos on the NHIM. Therefore,
the Lyapunov exponents along the tangential directions to the NHIM are no
longer zero. The stronger the chaos on the NHIM is, the larger their abso-
lute values are. Thus, some of the Lyapunov exponents along the tangential
directions can become comparable to that along the normal one. Then, the
condition for the existence of NHIMs is lost. The problem resulting from this
is the following; What would happen to the NHIM after the condition for its
existence is lost? What are the implications of this loss for reaction processes?

In order to acquire an intuitive idea for the problem, we first study a
simpler and tractable case. It is a Hamiltonian with a saddle of index two, i.e.,
a saddle where the Hessian matrix there has two negative eigenvalues. Suppose
that the Hamiltonian is expanded around the saddle located at (q1, · · · , qN) =
(0, · · · , 0) as follows:

H =
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where μ1, μ2 and ωj for j ≥ 3 are real. Furthermore, we assume that μ1 = kμ2

holds with an integer k larger than 1, that is, a “resonance” condition is sati-
sfied between the instability along (q1, p1) and that along (q2, p2) ( This is a
Hamiltonian version of the example discussed in [50–54].). Even for this case,
the NHIM exists with its normal directions along the reaction coordinate and
momentum, where (q1, p1) give their lowest order terms, respectively. How-
ever, in the transformation to obtain the reaction coordinate and momentum,
we cannot eliminate those coupling terms of the form qm1

1 qkm2
2 because of the

“resonance” condition. This means that the reaction coordinate is not separa-
ble when coupling terms of the form qm1

1 qkm2
2 exist in the Hamiltonian. Then,

its dynamics of approaching/leaving the NHIM is affected by the movement
of (q2, p2).
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Note that, in this case, another NHIM exists with its normal directions
where both (q1, p1) and (q2, p2) are their lowest order terms. In other words,
two-dimensional reaction coordinates can be constructed from both (q1, p1)
and (q2, p2). These coordinates would be useful for describing how the reaction
proceeds, i.e., as a skeleton of the reaction paths. However, the NHIM thus
constructed does not determine a dividing hypersurface because its dimension
is not large enough. Thus, in this case, we cannot define a TS in the sense of
the traditional reaction theory.

Based on the intuition obtained by the above example, we will discuss those
cases when chaos on the NHIM exists. At present, we do not have analytical
methods to investigate them. However, we can proceed in the way which is
similar to the previous one. Suppose that the Hamiltonian is expanded as in
(5.3). For the energy slightly above the saddle, the NHIM exists, which is
structurally stable. However, as we raise the energy further, chaos emerges on
the NHIM. Then, take a periodic orbit in the chaotic region on the NHIM,
and estimate its linear stability using the Poincaré section locally near the
orbit. It has at least two positive Lyapunov exponents; one along the normal
direction and the other along the tangential one to the NHIM. When a “res-
onance” condition does not exist between these two exponents, the reaction
coordinate can be constructed from (q1, p1), which is separable locally near
the orbit. However, when a “resonance” condition is satisfied, the reaction
coordinate constructed from (q1, p1) is not separable when the corresponding
coupling terms exist. In other words, the dynamics of approaching/leaving
the NHIM is affected, locally near the orbit, by the movement of the tangen-
tial direction involved in the “resonance”. Note that, in the resonant cases,
another NHIM would exist constructed from both the normal and the tangen-
tial ones involved in the “resonance”. The NHIM thus constructed would work
as a skeleton of the reaction paths locally near the orbit. Thus, the analysis
can be performed based on the linear stability of periodic orbits in the chaotic
region on the NHIM.

In general, periodic orbits are densely distributed in the chaotic regions.
Therefore, contrary to the saddle of index two, their possibility of satisfy-
ing “resonance” conditions is large. In particular, when chaos on the NHIM
becomes stronger, “resonance” conditions can be satisfied by simpler ratio-
nal numbers. This means that the corresponding coupling terms are of lower
orders. Thus, the dynamics of approaching/leaving the NHIM become more
sensitive to the movement of the tangential directions.

Such effects can be clearly seen in Fig. 5.6, which is reprinted from Fig. 3
of [49]. The picture displays representative reactive trajectories projected on
the space of the reaction coordinate and momentum (q′1, p

′
1). Here, the reaction

coordinate and momentum are obtained using the partial LCPT and applying
Padé approximation. In Fig. 5.6, the more energy is distributed into the bath
modes, i.e., the less energy the reaction coordinate and momentum have,
thereby passing nearer to the saddle, the more pronounced singularities of the
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Fig. 5.6. Projection of representative reactive trajectories on the space of the reac-
tion coordinate and momentum. As the trajectories pass closer to the saddle, they
exhibit more pronounced singularities. Reprinted figure with permission from Li,
Shojiguchi, Toda and Komatsuzaki, Phys. Rev. Lett., 97, 128301 (2006), Copyright
2006 by the American Physical Society

Padé approximation are exhibited. This is exactly what is expected from the
argument above.

We should note that the linear stability analysis of unstable periodic orbits
is applicable even after the condition for the existence of NHIMs ceases to
hold. It is because unstable periodic orbits themselves are structurally stable.
Therefore, we can develop the dynamical reaction theory further beyond the
breakdown of the conventional concept of TSs.

We now present possible implications of the above discussion for experi-
ments. The above idea implies that reaction processes do depend on “reso-
nance” conditions between the reaction coordinate and the bath modes. In
other words, the reaction rate can exhibit a pronounced increase when “reso-
nance” results in enhanced energy flow from the bath modes to the reaction
coordinate. In fact, such an increase is observed in the dissociation reaction
of keten when the molecule is highly excited above the saddle by the laser
field [2]. Then, the reaction rate exhibits some peaks which look like res-
onant effects. Therefore, we need to confirm these speculations concerning
experimental implications of the “resonance” conditions on the NHIM.

5.7 Summary and Future Problems

In this review, we have briefly explained the dynamical reaction theory, which
has developed recently based on the phase space structures called NHIMs and
their stable/unstable manifolds. The theory not only gives a sound mathemat-
ical foundation for the concept of TSs, but also reveals the limitations of the
conventional concept. In addition, the theory is applicable to those reaction
processes where the assumption of the conventional statistical theory does not
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hold. These aspects of the new theory indicates that it is suitable to analyze
reaction processes under ultrafast intense laser fields.

In particular, we have pointed out the methodology of controlling reaction
processes by utilizing cooperative effects of laser fields and nonuniform Arnold
webs. This indicates that, in designing laser fields, it is crucial to take into
account nonuniform features of Arnold webs. Furthermore, there exists the
possibility that, under strong laser fields, we can change the Arnold web to
optimize the reaction processes by deforming the molecular structures. We
have also discussed the limitation of the traditional concept of TSs based on
chaos on the NHIM. The limitation becomes manifest when the processes of
going over the saddle accompany chaos in the bath modes. Then, we need
to develop a dynamical reaction theory beyond the conventional concept of
TSs. The theory explains new phenomena such as “resonant reactions” and
will further develop to involve chaotic itinerancy (see [55] for more details.).
These phenomena will become possible for reactions where the bath modes
are vibrationally highly excited by strong laser fields.

We can further develop the dynamical theory of reactions to reaction pro-
cesses taking place over multiple saddles. Processes of going over multiple
saddles become important in reactions involving biomolecules such as pro-
tein folding. In these reactions, we can set initial conditions precisely using
laser fields, and observe how processes of reactions depend on the choice
of the initial conditions. Then, dynamical correlation manifests itself, when
reactions proceed before equilibration is attained in potential wells. Such
dynamical correlation can be crucial in considering efficiency of biological
reaction processes.

Here, we have limited our attention to reaction processes described by clas-
sical dynamics. However, the recent development shows that it is possible to
extend the theory to quantum dynamics. The extension is achieved by using
the idea of complex NHIMs and quantum normal forms. It is applied to ana-
lyze, for example, tunneling phenomena and resonances in multi-dimensional
systems [56–59]. Thus, the dynamical reaction theory is developing further to
cover a wider range of reaction processes.
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Relativistic Quantum Dynamics in Intense
Laser Fields

Guido R. Mocken, Yousef I. Salamin, and Christoph H. Keitel

Abstract. We investigate the relativistic dynamics of electrons in intense laser
fields. Examples of both free and bound electron dynamics are discussed using
the approach appropriate for each particular case, i.e., either classical relativistic
mechanics or relativistic quantum mechanics. The algorithm for numerically solving
the Dirac equation is explained in detail before showing results that were obtained
for both free and bound electronic wave packets in interaction with laser fields. In
the case of the former, we discuss Volkov wave packets and point out features such
as Lorentz contraction, spin and non-dipole effects. A sevenfold charged oxygen ion
in a counterpropagating beam illustrates the latter and demonstrates a method for
generating high-energy electron–nucleus collisions. Furthermore, we briefly outline
the procedure for solving the classical equations of motion in arbitrary electromag-
netic fields. A special field configuration (that of a radially polarized laser beam) is
considered as an example. We discuss the fields that result from solving Maxwell’s
equations and calculate the energy that may be gained by a single electron in
interaction with this particular configuration.

6.1 Introduction

Electron dynamics in the presence of a radiation field may be discussed at
a number of different levels dictated indirectly by the intensity of the radia-
tion field. Weak fields cause small-amplitude and slow on-average oscillatory
electron motion. It suffices for many practical purposes to discuss the motion
in this regime semiclassically and taking only the electric component of the
radiation field into consideration. A semiclassical treatment involves repre-
senting the electron by a wave-packet built from solutions to the appropriate
Schrödinger equation and treating the radiation field classically as a set of
oscillating electric and magnetic fields. With m and −e standing for the elec-
tron’s mass and charge, respectively, and assuming a sinusoidal electric field
dependence upon the time, the amplitude of the resulting oscillatory motion
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of the electron may be written as

v̄ =
eE0

mω
, (6.1)

where E0 is the electric field amplitude and ω is its frequency. However, in
the presence of fields whose intensity and frequency are of such magnitudes
as to render v̄ comparable to c, the speed of light in vacuum, not only does
the magnetic component of the radiation field become important but the
relativistic effects associated with the dynamics may not be ignored anymore.
For some applications, like particle acceleration, the center-of-mass motion of
the particle only is important and it suffices to treat the electron classically,
but relativistically. On the other hand, a full account of the quantum effects
must be based on a fully quantum representation. This calls then for the
construction of electron wave-packets from solutions to the appropriate Dirac
equation.

In this chapter the dynamics of a single electron, free as well as bound,
will be discussed in the regime of relativistic field intensities. In Sect. 6.2 we
review progress in the quantum theoretical treatment of relativistic (free and
bound) electron wave-packets in intense laser fields. As a recent example in
which the classical description is sufficient, the dynamics of a free electron in
a radially polarized Gaussian laser beam will be discussed in Sect. 6.3.

6.2 Quantum Dynamics

Interaction of light and matter is responsible for a plethora of interesting
phenomena which are essentially caused by the extremely high laser inten-
sities that are available today. Depending on the nuclear charge and laser
intensity, the electric field strength due to the light can compensate (e.g.,
2.7× 1010Vcm−1 at an intensity of 1018Wcm−2) the one due to the nuclear
charge (e.g., averaged 1.0× 1010Vcm−1 for the ground state of hydrogen) or
even exceed it (8.7× 1011Vcm−1 at 1021Wcm−2) substantially.1

For the theoretical treatment of phenomena such as MPI2, ATI3, HHG4

and OTBI5, this means that, with increasing laser intensity, one eventually
has to discard perturbative treatments which consider the incoming laser as
a source of merely a small perturbation compared to the binding energy of
the electrons to the ions and atoms. Just as well one also has to abandon
the so-called dipole approximation, which neglects the magnetic component
1 For extremely highly charged ions, the field strengths (e.g., averaged 8 ×
1015 Vcm−1 for the ground state of hydrogen-like Uranium, according to a
non-relativistic calculation) are still out of reach.

2 Multi Photon Ionization [1].
3 Above Threshold Ionization [2].
4 High Harmonic Generation [3,4].
5 Over The Barrier Ionization [5,6].
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of the light. Highly charged ions, such as the ones produced, for example, at
CERN6 in Geneva [7] or at GSI7 in Darmstadt [8], and the ever increasing
laser intensities [9], demand a relativistic treatment. Whereas the magneti-
cally induced forward drift, and even wave-packet spreading, of electrons in
a laser beam can be described classically, a detailed examination of the wave
packet dynamics and the interaction with an ionic nucleus demand a true
quantum mechanical treatment, i.e., solution of the Dirac equation. This is
especially the case under conditions in which intrinsic quantum features such
as interferences, tunneling, or spin effects become important.

The relativistically correct, i.e., Lorentz-invariant, description of the quan-
tum mechanical behaviour of a single particle in the presence of arbitrary
time- and position-dependent classical (non-quantized) electromagnetic fields
is given by the famous Dirac equation [10]. Its solution has always been both a
difficult task on the one hand and a fascinating challenge on the other [11,12].
Analytical solutions are known for just a few simple cases such as the hydrogen
atom (bound dynamics) [13,14] and a charged particle in the field of an elec-
tromagnetic plane wave (free dynamics) [15]. For more complicated systems,
numerical solutions are inevitable.

6.2.1 Numerical Solution of the Dirac Equation

In atomic physics, the so-called split-operator technique [16, 17] has been
successfully employed in numerous Schrödinger calculations [18–20], most of
which, with just a few exceptions [21,22], have been non-relativistic. However,
this method can be employed to solve the Dirac equation just as well. The
size of the numerical grid, the inherently required high temporal resolution,
and the number of spatial dimensions that is achievable, represent the main
numerical challenges. The high computational demand is the main reason why
only a small number of attempts to address the Dirac problem numerically
have been undertaken. Maquet et al. have recently solved the Klein–Gordon
equation numerically [23]. There have already been applications of the two-
spinor Pauli equation [18] and the four-spinor Dirac equation [24–29] in
intense laser physics, too. Besides the aforementioned full quantum mechan-
ical treatments, strong-field interactions have been investigated extensively
by semiclassical and classical methods, such as the semiclassical relativistic
Monte-Carlo method [30] and particle-in-a-cell (PIC) simulations [31].

There are other algorithms for solving the Dirac equation that rely on
finite-difference techniques, rather than Fourier transforms. Although these
are typically limited in their success by the so-called fermion doubling prob-
lem [32], they are more suitable for distributed parallel processing than any
codes based on Fast Fourier Transforms (FFT). The latter can at least bene-
fit from symmetric multiprocessing environments (SMP), where all grids can

6 CERN: Conseil Européen pour la Recherche Nucléaire.
7 GSI: Gesellschaft für Schwerionenforschung.
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be kept in a single contiguous memory space. Employing a multi-threaded
FFT implementation such as the one provided by the FFTW library [33],
can also be of great benefit in this case. For all local grid operations, such
as the special ones given below in (6.6) (leaving out the Fourier transforms)
and (6.7), there also exists a rather obvious parallel implementation: one can
simply split the grid into slices and feed each slice to one particular CPU.
If one makes sure that, for any total grid size, the difference in size of the
individual grid parts is always less than or equal to a single row, then the
execution times of the separate threads are guaranteed to be almost equal,
and the waiting times for thread synchronization are minimized. When using
size-adaptive grids and a large number of CPUs, it is particularly important to
pay attention to this, because here it becomes difficult (or at least inefficient)
to maintain grid sizes that are divisible by the number of CPUs without a
remainder for all times [34].

Series expansions of the Dirac Hamiltonian [35] can, to some extent,
be used to extend the regime of validity of the intrinsically nonrelativistic
Schrödinger codes into the relativistic regime, while avoiding the immense
computational effort. Apart from concerns about convergence [36], adding
higher and higher-order terms, with increasing particle velocity, also makes
the code more and more demanding. In fact, the full Dirac equation is formally
much simpler than even the Schrödinger equation (especially if one includes
the spin and relativistic corrections), because the Hamiltonian is only linear in
the momentum, not quadratic. This fact simplifies the algorithm significantly.
The typical running times however, are still about two orders of magnitude
longer, because of the omnipresent rest mass energy mc2 and the resulting
need for a much higher temporal resolution, even at fairly low kinetic energies.

In addition to its advantage of formal simplicity, the Dirac equation also
takes into account the particle’s spin without the need for additional terms.
It accurately describes both particles and antiparticles and, to some extent,
even transitions between both states, i.e., it can be employed to model pair
creation processes. A matrix formalism is the usual choice for mathematically
representing both the particle’s spin and its sign of energy. As a consequence,
the Hamiltonian itself is a four by four matrix, and the wave function is a
complex four-spinor.

We write the Dirac equation in the same form as the Schrödinger equation,
namely

i�
∂ψ

∂t
= Hψ. (6.2)

The Dirac Hamiltonian for a fermionic particle with charge q and rest mass
m then reads as follows:

H = −i�cαi ∂

∂xi
+ βmc2 + q (A0(x) + αiAi(x)),

= H∂ + Hx, (6.3)
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where the second line indicates the split of the whole operator into a derivative-
dependent part and a position-dependent part. Here, αi, β represent the usual
Dirac matrices with i ∈ {1, 2, 3} and A0 and A = (A1, A2, A3) stand for the
scalar and vector potentials of the ions and radiation field, respectively. As
in the Schrödinger case, we consider the short-time propagation of a wave
function at time t

ψ(t+Δt) = e−
iΔtH

� ψt. (6.4)

The split-operator approximation then reads as follows: [26]

ψ(t+Δt)(x) ≈ exp
(
− i

�

Δt
2

H∂

)
exp
(
− i

�
ΔtH(t+Δt

2 ,x)

)
exp
(
− i

�

Δt
2

H∂

)
ψt(x)

+O(Δt3). (6.5)

Again, from well-established Schrödinger treatments, it is known that fast
Fourier transforms are an appropriate means to evaluate the action of the
exponential momentum space operator. In the Dirac case, however, the matrix
character of H∂ also has to be taken into account. This is most conveniently
accomplished with the help of a series expansion. The result can be written
as follows:

exp
(
− i

�

Δt
2

H∂

)
= F

−1

⎛
⎝cos(φ) − i sin(φ)

βmc
�
− αiki√(

mc
�

)2 + k2

⎞
⎠F,

φ =
cΔt
2

√(mc
�

)2

+ k2, (6.6)

where F indicates the Fourier transform and F
−1 its inverse. Similarly, one

obtains

exp
(
− i

�
ΔtH(t+Δt

2 ,x)

)
=
[
cos
(
qA0

�
Δt
)
− i sin

(
qA0

�
Δt
)]

×
[
cos
(
qA

�
Δt
)
− i sin

(
qA

�
Δt
)
αiAi

A

]
,(6.7)

with A = |A|. The main problem of the Dirac treatment as compared to the
Schrödinger one is the temporal step size Δt � �/E required, which, for the
algorithm to converge properly, has to be significantly smaller. The reason for
this effect is the large rest mass energy mc2 that is contained in the particle’s
total energy E.

Adaptive-Grid

Highly intense laser fields typically result in very extended particle trajecto-
ries in position space, especially at low frequencies. For rather compact wave
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packets, however, for most of the time that the simulation has to cover, the
largest fraction of the numerical grid would only hold zero values of the wave
function. In such a case it is advisable to restrict the actual grid to a box
only slightly larger than the support of the wave function, and to dynam-
ically adapt it in both position and size to the actual requirements as the
simulation time evolves [34]. Since one of the most demanding operations of
the method that was discussed before is the two-dimensional Fast Fourier
Transform, which scales as O(N2 logN), where N × N equals the grid size,
it is possible to save a lot of CPU time by means of such adaptive numerical
grids. This size-adaptive approach is also a pragmatic solution to the well-
known boundary problem [12, 37] in Dirac calculations: the wave function is
multiplied by a suitable damping function in order to simulate an absorbing
boundary around the edge of the numerical grid. This admittedly insufficient
solution however effectively only comes into play after the grid has reached
its maximum size, which is merely given by memory and runtime constraints.
Before this happens, the boundary problem simply does not exist, because
the wave packet is located far away from the boundary. A rather elaborate
algorithm that will not be covered here is needed to automatically maintain
this favorable condition for as long as possible [38].

6.2.2 Free Dynamics

The simplest system that one can think of is probably that of a single, free
electron in a laser field. An analytical solution for this problem exists, namely
the Volkov states [15], which read as follows in a popular notation [39–42]

ψr
p(x) =

1
(2π)

3
2

(
1 + εr

q /k /A(k·x)

2c(k · p)

)
1√
γ(p)

ur
(p)e

iSr
p(x),

where Sr
p(x) = −εr

i
�

⎛
⎝p · x+

k·x∫
−∞

dη
2 q

c (p · A(η))− εr q2

c2A
2
(η)

2(k · p)

⎞
⎠ ,

and γ(p) =

√
1 +
( p

mc

)2

. (6.8)

In the above, Aμ = (0,A) represents the potential four-vector of the laser
field, which only depends on position and time via the scalar phase η = k · x =
ωt − k · x. Here, kμ is the laser’s wave four-vector, and pμ is the particle’s
energy-momentum four-vector. For the definition of εr and the associated
four free spinor solutions ur (r = 1, . . . , 4) for spin up and down, positive and
negative energy, see a textbook on relativistic quantum theory [43]. Although
assumed to be normalized and complete for decades, only recently were some
of the Volkov states’ mathematical properties actually proven [44]. Since the
Volkov states themselves are not square integrable, it is reasonable to build
wave packets from them by integrating their product with a weight function
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Fig. 6.1. Dynamics of a free electronic wave packet when exposed to the field of
a laser pulse. Arrows indicate the local orientation of spin (compare [46, 47]). The
remaining parameters are E0 = 100 a.u., ω = 2a.u., and a five-cycle sin2 pulse (a 2-
cycle turn-on, a one-cycle flat top and a 2-cycle turn-off). The dashed line represents
the center of mass trajectory

over all momentum space. This procedure, however, is difficult to carry out
entirely analytically, and one therefore has to resort to numerics one way or the
other. The free motion in a laser field has first been extensively investigated
by Roman et al. [45].

For the two-dimensional case, the resulting dynamics are shown in Fig. 6.1.
One can easily see the deformation and apparent rotation of the initially round
Gaussian wave packet due to relativistic contractions and phase differences
along the propagation direction (no dipole approximation has been used in the
calculation). The center-of-mass trajectory coincides, within the limitations of
numerical accuracy, with the solution of the classical equations of motion, and
the spin shows an oscillatory behavior as predicted by Bargmann et al. [46].

The relativistic contraction is only due to the particle velocity, as can
be understood from Fig. 6.2 which essentially shows the same Gaussian wave
packet (with rather high constant velocity in field-free space) four times: once
from the point of view of an observer located in the particle’s rest frame, once
in the laboratory frame, and in both position and momentum space for both
cases.
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Fig. 6.2. Relativistic electrons with constant velocity in field-free space. All four
plots show an electronic wave packet resulting from a 2D Gaussian distribution
in momentum space (right column) with a 1/e half width of 2 a.u. centered around
(1,000; 500) a.u. Whereas the wave packet appears circular in its rest frame (top row),
it shows significant contraction along (perpendicular to) the propagation direction
in position (momentum) space in the laboratory frame (bottom row)

Whereas both a 2D wave packet (by definition) and a spinless classical
charged particle are restricted in their resulting motion to a plane, Walser
et al. [47] were the first to point out an additional drift in the magnetic field
direction for particles with spin in 3D. Their results from a weakly relativistic
Schrödinger treatment could also be reproduced later for the fully relativistic
Dirac case [48].
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6.2.3 Bound Dynamics

The previous section was devoted to the more simple dynamics of free elec-
trons in a laser field in order to introduce into the topic and to illustrate the
general behavior of charged particles in such a field. We now move to the more
complicated case of bound electrons in the combined field of both their parent
ion and the laser.

Depending on the laser parameters (field strength E0 and frequency ω) and
the nuclear charge (Z) employed, one distinguishes three different regimes.
The first is the so-called multi-photon regime, in which the binding potential
still dominates over the averaged free-electron kinetic energy (the so-called
ponderomotive potential) and where one can observe multi-photon processes,
provided the laser intensity is high enough. Then there is a second regime
where this relation is reversed, the so-called tunneling-regime, which draws
its name from the fact that, at high enough electric field strength, the bound
electron can leave the ionic core by tunneling through a momentary potential
barrier, provided that the frequency is not too high. Finally there is the over-
the-barrier regime, in which the barrier is suppressed below the (formerly)
bound state’s energy level, thereby releasing the electron.

The tunneling-regime is perhaps the most interesting to deal with due to
its non-perturbative character as far as the laser field is concerned while,
at the same time, the influence of the nucleus is important. Usually the
motion is described in terms of the well-known three-step model for single-
atom ionization-recollision dynamics [4, 49]. In broad outline, the description
follows along the following lines. If the field is high and its frequency is low
enough, a wave packet can tunnel through the barrier. Once outside, this wave
packet can gain energy from the laser field during an otherwise “free” motion.
This energy plus the ionization potential is released on a subsequent re-
collision with the core. The maximum re-collision energy, according to a simple
classical estimate, also proven to be correct by more elaborate quantum calcu-
lations, turns out to be 3.17Up+Ip, where Up = q2E2

0/(4mω
2) is the so-called

ponderomotive potential, and Ip is the ionization potential of the atom.
With the advent of high energy lasers, there is now hope to create elec-

trons with keV or even MeV re-collision energies this way. Those energies can
be released in terms of electromagnetic radiation, for example. Because it is
a periodic process, it is able to generate coherent high harmonics of the laser
frequency. However, at large laser intensities, of the order 1019Wcm−2, mag-
netic field effects become important, and tend to prevent the re-collision of
the electron with its parent ionic core by inducing a considerable drift in the
laser propagation direction.

In [22], the weakly relativistic regime has been explored, which showed
both tunneling and multi-photon behavior (depending on the parameters cho-
sen), high harmonics up to the keV regime, and very energetic ATI electrons.
Non-relativistic, non-dipole SFA8 calculations [50] have been carried out to
8 SFA: Strong Field Approximation.
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show that mid-range keV high harmonics are not severely suppressed in a spe-
cial scenario where the considered ion is moving at a high speed against the
laser propagation direction. The same scenario, but in the MeV regime, has
been explored using the above-mentioned fully relativistic Dirac integration
techniques in [51], in an attempt to find a more convenient tool to initiate
nuclear reactions than standard particle accelerators. In the following, we
explain this scheme while restricting the discussion to a simpler, but less real-
istic, parameter set that is more easily understood than the one shown in the
original work [51].

We consider multiply charged hydrogen-like ions at very high velocities
under the influence of a very intense counter-propagating laser pulse. The
starting point of our calculation is the electronic ground-state wave function
of the considered ion. We choose an oxygen (Z = 8) core in order to have the
nuclear charge lie well inside the regime where relativistic effects are important
[52]. As was shown in [34], the numerical generation of the Dirac ground-state
wave function for such an ion is a computationally demanding task by itself.
The radial extension r0 of the ground-state wave function, which we measure
from the center of the core to a point where the probability density has gone
down to 10−4, is about 0.93 a.u.

A charged particle that is placed in a laser field does not only oscillate with
an amplitude 1

2Δxpol in the polarization direction (ê2), but it also experiences
a drift per cycle Δxprop in the propagation direction (ê1). As shown in [53], a
classical relativistic trajectory calculation in a harmonic vector potential, say

A(η) = −ê2
cE′0
ω′

[sin η − sin η0], (6.9)

that only depends upon the Lorenz invariant phase η = ωt−k ·x, and fulfills
the initial conditions A(η0) = 0, η0 = 0, and β(η0) = 0, has

Δxprop =
πq2E′20
2m2cω′3

, Δxpol =
2|q|E′0
mω′2

, (6.10)

for a particle with mass m and charge q. For a successful re-collision with
the ionic core after just one oscillation period, the forward drift per cycle
Δxprop has to be smaller than half the width of the returning wave packet,
i.e., Δxprop � r0 if we assume negligible wave packet spread. Thus our first
assumption is Δxprop � 1 a.u. A second assumption is, since we are interested
in nuclear reactions, to have an average kinetic energy Up in the MeV regime,
so we select Up = 1.5MeV � 1.022MeV = 2mc2, where m = 1a.u. is the
mass of the electron and c = 137.036a.u. is the speed of light. Assuming free
motion, the corresponding maximum momentum in the polarization direc-
tion is ppol,max = |q|E′0/ω′ =

√
4mUp = 469.8 a.u. The combination of these

constraints with (6.10) leads to a laser frequency of

ω′ =
πp2

pol,max

2q2m2cΔxprop
= 2,529 a.u., (6.11)
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and an electric field amplitude of

E′0 =
ω′

|q|ppol,max = 1.188× 106 a.u. (6.12)

In these calculations the electron’s charge is q = −e = −1 a.u.
The Doppler effect is used to provide the high frequency that is needed.

For experimental realization, one could think of using an advanced Ti:Sapphire
laser system, which means λ = 800 nm corresponding to ω = 0.0569a.u. and
then, to reach our desired frequency of ω′ = 2,529 a.u., a large relativistic
Doppler shift is needed. For the special case of exact counter-propagation and
an electromagnetic field only perpendicular to the propagation direction at a
scaled velocity β = v/c, the Doppler effect is easily described by the following
formulas

E′ =

√
1 + β

1− βE, B′ =

√
1 + β

1− βB, ω′ =

√
1 + β

1− βω. (6.13)

Here the primed quantities refer to the moving coordinate frame, whereas the
plain ones are given in the laboratory frame. Using γ =

(
1− β2

)−1/2 = 22,223
leads to the desired result in terms of frequency. It also converts E′0 = 1.188×
106 a.u. back to E0 = 26.7 a.u. in the laboratory system, which is feasible [54]
and corresponds to an intensity of I = 2.5× 1019Wcm−2. The corresponding
high value of γ is not likely to be reached soon in an experiment. It must
be noted, however, that our results will show that we have estimated the
requirements to reach the MeV regime generously. The actual threshold for
the accelerator’s kinetic energy, or the laser’s intensity, is lower than the values
just indicated. Also see [51] for another set of more realistic parameters.

If one keeps in mind that the maximum kinetic energy of a classical particle
during such an oscillatory motion is given by Ekin,max = q2E′20 /(2mω

′2) and
the wavelength λ′ = 2πc/ω′, then using (6.10) one easily arrives at

Δxprop =
Ekin,max

2mc2
λ′. (6.14)

Thus, if we further seek the maximum kinetic energy to be at least 1MeV,
we automatically arrive at r0 � Δxprop > λ′. Then r0 > λ′, which means
that the pulse’s wavelength should not be larger than the extent of the state.
This estimate is valid for the case η0 = 0, but even for the optimized case
featuring an initial phase η0 � 0.3 (resulting in a drift of 0.55Δxprop at
return time) and a requirement of 3.17Up � 1 MeV, one only gains a fac-
tor 3.17/(2 × 0.55) = 2.88, i.e., one obtains 2.88 r0 > λ′, which is still the
same order of magnitude. Thus the classical expressions, and even the more so
the expectation values derived from wave packets, are quite restricted in their
implications. Depending on their position in propagation direction, different
parts of the ground-state wave function are now subjected to significantly
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different phases of the pulse. Therefore, there is no compact wave packet leav-
ing the core and re-colliding with it later on. The general behavior is entirely
different. The wave function stays on-average almost at rest, albeit is con-
siderably distorted by the laser pulse. After the pulse has gone by, the wave
function regains its original shape almost exactly, however with its origin
being displaced by Δxprop. The time evolution of the expectation values of
the position and momentum operators is similar to the classical point par-
ticle estimate. However, the sharp edges of the position space trajectory are
somewhat smoothed by comparison to the classical counterpart.

While the above discussion shows that “re-collisions” in the original mean-
ing of the word are inherently impossible in the MeV regime, it also paves a
new way to electron–nucleus interactions with such energies. A laser wave-
length that is smaller than the ground state’s radius permits to accelerate the
electron to and above MeV kinetic energies within a very short time corre-
sponding to λ′/4 in spatial extent. More specifically, at least fractions of the
extended wave packet should be capable of acquiring MeV kinetic energies
before passing by closely at the nucleus and leaving the ion. For considerably
larger wavelengths, the ejected electron will gain the required high energies
only after it has left the vicinity of the ionic core. After all, a sufficiently small
wavelength is required.

We have numerically solved the Dirac equation in the frame of the fast-
moving oxygen core using the Lorentz-transformed laser parameters E′0 and
ω′ mentioned above. In a series of contour plots Fig. 6.3 depicts the time
evolution of the 1s1↑ state (spin with respect to the axis coming out of the
coordinate plane) under the influence of a single-cycle laser pulse modeled by
the above-mentioned vector potential and a soft-core potential given by

A0 =
Ze√

a+ x2
1 + x2

2

, (6.15)

where e = 1a.u. is the elementary charge, Z = 8 is the atomic number, and
the parameter a = 0.01 gives rise to a ground-state energy Eg = 18,746.8 a.u.,
sufficiently close to the analytical ground-state energy of a true Coulomb
potential in three dimensions Eg = mc2

√
1− (Zα)2 = 18,746.84a.u. The four

snapshots illustrate the dynamics. At such a high frequency, the wavelength
is only λ = 2πc/ω′ = 0.34 a.u., which is clearly smaller than the width of the
electronic state (2×0.93 a.u.). As a result, not every part of the wave function
feels the laser at any given time. Only in those regions of space where the
laser electric field is non-zero, the corresponding fraction of the wave function
responds to the field with an appropriate distortion. Therefore, one obtains
an image of the laser pulse, and it is even possible to verify the laser wave
length by reading off the horizontal extension of the perturbation of the wave
function in Fig. 6.3c. The laser-induced distortion of the ground state wave
function resembles the cosine-shaped displacement of charges following the
laser pulse’s electric field. It is further modified to a small degree by the
influence of the ionic core, which also causes reflections and interferences.
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Fig. 6.3. Snapshots of ρ = ψ†ψ as a function of the two spatial coordinates taken
at (a) t = −0.00395 a.u., (b) t = 0.00045 a.u., (c) t = 0.00485 a.u., and (d)
t = 0.01405 a.u. In all four plots the contour lines indicate the logarithm of the
probability density ρ ranging from −4 to +1 with spacing 0.5 as shown by the five
labels in (a). The marker “+” indicates the ionic core’s position right at the origin.
In addition to that, in (d) the thick gray line that starts at the origin marks the tra-
jectory of the position operator’s expectation value. Also note the change of origin
in this subfigure. In this simulation we are considering a single-cycle cosine pulse
with a Lorentz-transformed field amplitude E′0 = 1.188 × 106 a.u. and a frequency
ω′ = 2,529 a.u. The ionic core’s charge is Z = 8 times the elementary charge. Taken
from [55] with permission

After the pulse has passed, the ground state is shifted by about 1.0 a.u. in the
forward direction, while the much heavier ionic core (mO = 29,168 a.u.) does
not noticeably change its state of motion (compare (6.10)). This “final” state
is non-stationary, but its further evolution is not discussed here.

Relativistic quantum theory defines the probability current density as [43]

jμ = cψ†γ0γμψ, where γ0 = β, and γ = βα, (6.16)
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which can be easily decomposed into the vectorial current density

j = cψ†αψ, (6.17)

and the scalar density

ρ = ψ†ψ. (6.18)

Furthermore, the local momentum density P is defined by

P = −i�ψ†∇ψ − q

c
ψ†Aψ. (6.19)

By dividing P by ρ we arrive at a local momentum p which, when averaged
over all space, is consistent with the overall expectation value.

p =
−i�ψ†∇ψ − q

cψ
†Aψ

ψ†ψ
. (6.20)

This quantity is represented by the arrows in Fig. 6.4 (left). On the right of
Fig. 6.4 the current density j from (6.17) is shown in a similar fashion. As one
can see, with |p | � 618.1a.u., the momentum magnitude close to the ionic
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Fig. 6.4. Enlargement of (Fig. 6.3b) (t = 0.00045 a.u.) in the vicinity of the ionic
core: The contour lines and the grey shading indicate the logarithm of the probability
density ρ = ψ†ψ. The marker “+” indicates the ionic core’s position right at the
origin. In addition, the arrows depict the direction and magnitude (p = |p |, j = |j |)
of the local momentum p as defined by (6.20) (left) and the local current density j
as defined by (6.17) (right), respectively. Taken from [55] with permission
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core is well above 387.6 a.u. (corresponding to 1.022MeV) and the momentum
flow passes through the vicinity of the core. The overall expectation value
〈−i�∇ − q

c A〉ψ of the kinetic momentum operator also reaches values that
correspond to the MeV energies Ekin.(p) =

√
(cp)2 + (mc2)2 −mc2 that we

require, i.e., up to 2.43MeV. The greyshaded contour plot in the background
shows that the probability density reaches 10 per unit area. The maximum of
the probability current density is located a small distance away from the core,
but with |j | � 4,848 a.u., the probability of nuclear reactions should be high.

We conclude that, while the parameters needed for experimental real-
ization are certainly still challenging, the counter-propagating setup of a
pre-accelerated ion and a laser pulse is well-suited to induce electron-core
collisions with kinetic energies in the MeV regime in principle. The collision
flux is high and there especially is no difficult aiming or timing required.

6.3 Classical Dynamics

Laser field intensities in excess of 1018Wcm−2 result typically in acceler-
ating an electron to speeds comparable to that of light in vacuum [56–58].
A parameter of interest in this regard is

Q =
eE0

mcω
. (6.21)

Laser systems with Q ≥ 1 are capable of accelerating electrons to relativistic
speeds. This regime can be reached by high-power and/or high-frequency laser
systems currently operational at a number of places around the world [38]. In
this environment, ultra-fast processes take place and studies of the electron
dynamics based on perturbation theory fail and must be sub-planted by more
appropriate fully relativistic analysis. In this section, we review recent progress
in the field of relevance to problems in which only the center-of-mass motion
of the particle is of concern. In other words, where the quantum effects may
be side-stepped, the (free) electron will be treated as a (relativistic) classical
particle. The laser field will also be represented classically by vector and scalar
potentials appropriate to the case at hand or, equivalently, by the electric and
magnetic fields E and B, respectively, derived from those potentials.

6.3.1 General Considerations

The electron’s 4-momentum will be denoted by p = (p0,p), with p0 = E/c,
where E = γmc2 is the energy, γ = (1−β2)−1/2 is the Lorentz factor, β = v/c
is the electron velocity in units of c, and p = γmcβ is its linear momentum.
In principle, the dynamics of the electron may be discussed by solving the
following energy-momentum transfer equations (SI units)

dp
dt

= −e(E + cβ ×B);
dE
dt

= −ecβ ·E, (6.22)
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which follow from the (covariant) Newton–Lorentz equation of motion as its
space-like and time-like components, respectively [59]. To the best of our
knowledge, analytic solutions to (6.22) exist under very specialized condi-
tions and only for plane-wave fields. Provided the fields are appropriately
modeled, a discussion of most aspects of the electron dynamics based on solu-
tions, analytic or numerical, of these equations may then be obtained. In
addition to that, from the obtained trajectories one may, in principle, obtain
an accurate representation of the Liénard–Wiechert potentials of the accel-
erated electron. Radiation emitted by the electron in this environment may
then be investigated by studying the emitted harmonics and their patterns.

6.3.2 Axicon (Radially Polarized) Laser Fields

The tremendous energy of present-day laser systems is made available for elec-
trons to interact with when the beam is focused down to micron-size spatial
dimensions. Recent experiments [60–64] have shown that radially polarized
light, produced by submitting a Gaussian beam, for example, to an axicon
(a mirror or lens with at least one conical side) of some variety, may be
focused down to a spot of size smaller than the radiation wavelength. In
cylindrical coordinates (r, θ, z) the fields turn out to have only three compo-
nents [64–67]: two electric components (one axial, Ez and one radial, Er) and a
single magnetic component (polarized azimuthally, Bθ). Using the well known
parameters of a fundamental Gaussian beam of wavelength λ, namely, its waist
radius w0, its Rayleigh length zr = πw2

0/λ, and its diffraction angle ε = w0/zr,
the field components have recently been derived to order ε5. In truncated series
form, the fields are [65, 66]

Er = E

{
ε [ρC2] + ε3

[
−ρC3

2
+ ρ3C4 − ρ5C5

4

]

+ ε5
[
−3ρC4

8
− 3ρ3C5

8
+
17ρ5C6

16
− 3ρ7C7

8
+
ρ9C8

32

]}
, (6.23)

Ez = E

{
ε2
[
S2 − ρ2S3

]
+ ε4

[
S3

2
+
ρ2S4

2
− 5ρ4S5

4
+
ρ6S6

4

]}
, (6.24)

Bθ =
E

c

{
ε [ρC2] + ε3

[
ρC3

2
+
ρ3C4

2
− ρ5C5

4

]

+ ε5
[
3ρC4

8
+
3ρ3C5

8
+
3ρ5C6

16
− ρ7C7

4
+
ρ9C8

32

]}
. (6.25)

In (6.23)–(6.25) ρ = r/w0, and

E = E0e−r2/w2
; w = w0

√
1 + ζ2; ζ =

z

zr
, (6.26)

Cn =
(w0

w

)n

cos(ψ + nψG); n = 2, 3, · · · , (6.27)
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Fig. 6.5. Scaled amplitudes of the radially polarized fields given by (6.23)–(6.25)
in the transverse plane through the beam focus at z = 0 as functions of the lateral
dimension ρ = r/w0. For a wavelength of λ = 1μm, the waist radii at focus are: (a)
w0 = 10λ/3π 	 1.06 μm, and (b) w0 = 5λ/3π 	 0.58 μm. The legends in (a) apply
to (b) as well

Sn =
(w0

w

)n

sin(ψ + nψG); ψG = tan−1 z

zr
, (6.28)

ψ = ψ0 + ωt− kz − kr2

2R
; R = z +

z2
r

z
, (6.29)

where E0 is a constant amplitude and ψ0 is a constant initial phase. Note that
the radial component of the electric field and the magnetic component vanish
identically on the beam axis (the z axis, where ρ = 0) whereas Ez peaks
there. This is shown in Fig. 6.5 quite clearly. The same figure also shows that,
upon focusing, the maxima of all components increase in height, as expected,
with Ez increasing the most. In fact, it has been shown in recent experiments
that as much as three-quarters of the total beam power may be locked in the
pencil-like axial focus of the output beam. This configuration is ideal for the
particle confinement and acceleration scenario discussed recently. We review
this acceleration configuration in the next subsection. For completeness, we
quote here an expression for the output beam power derived from the above
fields [65, 66]

P =
πw2

0

2
E2

0

cμ0

(ε
2

)2
[
1 + 3

(ε
2

)2

+ 9
(ε
2

)4
]
, (6.30)

where μ0 is the permeability of free space. Finally, we mention that the field
expressions given above have also been recently developed to order ε15.

6.3.3 Electron Acceleration in Radially Polarized Fields

Features of the radially polarized fields alluded to briefly above make them
ideally suited for electron laser acceleration to GeV energies. The fact that
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Er and Bθ both vanish on the z axis plays an important role in confining the
electron motion to that axis [67,68]. With Ez having a maximum value along
the same axis, this component works to accelerate the electron efficiently even
from a position of rest at the origin.

In order to demonstrate acceleration we assume that an electron may be
born at rest, like from above-threshold ionization, at the origin of coordi-
nates. Equations (6.22) may be coupled into the following single first-order
differential equation for the scaled velocity of the electron

dβ
dt

=
e

γmc
[β(β ·E)− (E + cβ ×B)] . (6.31)

In principle, integration of this equation, subject to the initial conditions
x0 = y0 = z0 = 0 and β0 = 0, yields β which, in turn, may be used to
calculate γ(t). One typically integrates from ti = 0 to tf � T , where T is a
laser-field cycle. The value of γ obtained in this way is then used to calculate
the energy gain from

(Energy Gain) = [γ(tf )− γ0]mc2, (6.32)

where γ0 = γ(0).
Some results are displayed in Fig. 6.6 for acceleration by a 10 petawatt

laser system. Integration has been carried out over more than 107 laser field
cycles. In Fig. 6.6a the gain is shown as a function of the initial phase, as the
latter is varied over the 360◦ range. The gain peaks at ψ0 � π, which seems
to correspond to a situation of the electron riding with the radiation field
and gaining energy maximally from it. Other points in the figure demonstrate
maximum slippage and show zero gain. A maximum gain of about 3GeV from
a position of rest at the origin is obtained.
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Fig. 6.6. Electron energy gain as a function of: (a) the initial phase angle, and
(b) the logarithm of the axial distance of travel during acceleration (scaled by the
Rayleigh length zr). The laser output power is 10 PW, and the legends in (b) apply
to (a) as well. See caption of Fig. 6.5 for the remaining parameters
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The question of how far the electron can go over the time its motion is
monitored (i.e., over the integration time interval) is addressed in Fig. 6.6b.
The results shown there correspond to the situation of maximum gain (i.e., for
ψ0 � π). The gain there is shown as a function of the axial distance of travel
in units of the Rayleigh length (on a logarithmic scale). Note that the rise
from a position of rest at the origin to an energy of 3GeV is quite sharp and
takes place over a small number of Rayleigh lengths. This also corresponds
to a timescale equivalent to a few field cycles (a few femtoseconds for the
parameter set used). After that, the electron seems to coast for a long time
and over a long distance with the gained energy practically undiminished.

Further investigation has revealed that the axial electric field component
is solely responsible for the dynamics of the electron subject to the ini-
tial conditions considered above. The radial electric and azimuthal magnetic
components work to keep the electron motion confined along the beam axis.
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Attosecond Scale Multi-XUV-Photon
Processes

Dimitris Charalambidis, Paris Tzallas, Emmanouil P. Benis,
and George D. Tsakiris

Abstract. Time domain investigations of dynamic processes involving electronic
motion in all states of matter require temporal resolution of the scale of the atomic
unit of time (24.1889 as). Intensive efforts in ultra-short radiation pulse engineering
led recently to the breakthrough into the sub-femtosecond regime, assuring in the
dawn of attoscience. Attosecond pulses are synthesized from XUV and/or X-ray
waves, with higher order harmonic generation (HOHG) being so far the core process
of the synthesizer. Intense attosecond pulse generation and the temporal character-
ization of such fragile against dispersion objects became a challenge for a number of
international research campaigns. The collaboration between MPQ-Garching and
FORTH-IESL led to the systematic development of one of the most promising
approaches of attosecond metrology, based on pure non-linear XUV processes. The
approaches are highly relevant to the temporal characterization of femtosecond and
attosecond XUV and X-ray radiation, as well as to pump-probe applications. Hence,
in addition to HOHG, they are highly pertinent to the diagnostics and time domain
applications of the rapidly developing XFEL sources.

In the present manuscript, we review recent accomplishments of the campaign
mentioned above. Two-XUV-photon ionization processes, including total and energy
resolved ionization as also direct double ionization, are introduced in the context
of non-linear detectors of non-linear autocorrelators for ultra-short XUV pulses.
Experimental implementations of such processes, utilizing intense XUV generation,
are presented. Promising extensions to two-X-ray-photon innershell ionization are
discussed. We further review on the progress made in relevant XUV instrumentation.
The design, development and exploitation of two complementary novel dispersion-
less, broadband XUV/X-ray, non-linear autocorrelators is summarized. Utilizing
the achieved non-liner XUV processes and the new instrumentation, the first sec-
ond order autocorrelation measurement of an attosecond pulse train and herewith
the first direct observation of attosecond light localization is demonstrated. This
measurement and its detailed through ab initio calculations assessment are fur-
ther reviewed. The work presented opens up the venue for full four-dimensional
investigations in light matter interactions, at extreme scales.
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7.1 Introduction

High photon energy, high brilliance radiation sources, such as synchrotron instal-
lations, have been proven instrumental in structural studies in several disciplines
including physics, chemistry, material sciences, biology and medicine. Recent sound
developments of intense, coherent XUV/X-ray radiation sources, with ultra-short
pulse duration are for the first time close to offering the possibility of complete
four-dimensional (4D) studies in light matter interactions, at the unprecedented

sub-Å
3
spatial and sub-fs temporal resolution. These sources may be classified in

(a) free electron laser (XFELS) based installations [1,2] and (b) laser based sources
utilizing non-linear laser frequency up-conversion processes, such as higher order
harmonic generation (HOHG) in gas [3, 4] or on solid surface [5–9] targets. XFEL
and HOHG sources are at the moment complementary sources, with the XFELs
providing today substantially higher brilliances, while HOHG sources hold by far
the record in ultra-short pulse durations of 130 as (1 atto = 10−18) [10].

As for the spatial resolution, two-dimensional (2D) sub-Å resolution can be
obviously reached through near diffraction limited foci of tightly focused X-ray
beams, even in linear photo-interactions. Confinement in the third dimension is
a novel aspect that is offered by the non-linear interaction of the X-ray radiation
with matter, provided that the required intensity is available. With the recently
available intensities in the XUV spectral region, reaching values in the range of
1012–1016 W cm−2 and targeting values as high as 1019 W cm−2 for the near future,
non-linear XUV processes such as two-XUV-photon absorption, made their debut
[11–17]. Although some of these works became controversial [18–21], non-linear XUV
processes are today a fact in both XFEL and HOHG laboratories, fulfilling at last
a long standing quest.

Confinement in the fourth dimension (time) is one of the most impressive devel-
opments in the last decade. While the striking success of laser pulse engineers in
reducing the laser pulse duration from few picoseconds to a few fs has provided a
unique tool for the study of a multitude of ultra-fast dynamical processes, opening
up prominent new research areas such as femto-chemistry, several other processes
in nature occur within characteristic times of one fs or even shorter. Some examples
include the evolution of non-stationary electronic quantum states, charge migra-
tion in macro and biological molecules, electron–electron correlation effects in atoms
molecules and solids; in the conjugation in aromatic rings or organic macromolecules
in quantum confined systems such as quantum wells and quantum dots and in super-
conductivity; the early stages of energy redistribution in antenna complexes within
the photosynthetic reaction centre. Real-time studies of the dynamics of such sys-
tems require at first place sub-fs temporal resolution [22,23]. This is the goal that the
recently initiated attoscience is striving for. In fact, new and exciting developments
during the last few years led to the laboratory breakthrough into the attosecond
temporal regime [10,24–29].

Due to the initially low XUV intensities available, the metrology of attosec-
ond pulses invoked smart cross-correlation approaches between the XUV radiation
to be characterized and the driving IR field. Examples of such methods are the
RABBIT [25,30], the “attosecond streak camera” [31,32] and the CRABFROG [33]
approaches. Cross correlation is a powerful tool in short optical pulse metrology, but
at the same time notorious in requiring a probe pulse that is considerably shorter
than the pulse to be characterized. Otherwise, complicated indirect deconvolution
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procedures have to be applied based on an appropriate model that correctly describes
the cross-correlation process. Since the calculations become intractable when using
complete models, the above approaches utilize simplified models. Important effects
such as spatiotemporal phase/amplitude distributions [34,35], correct spectral band-
widths, contributions of different electronic trajectories in the generation process and
contributions of the IR field to the ionization process are not treated by these models.

In the well-established femtosecond metrology, the most widely used methods
rely on a non-linear effect induced solely by the radiation to be characterized. Sec-
ond order autocorrelation (AC) has been for many years the work horse in pico- and
femtosecond laser laboratories, while techniques based on it, such as the FROG [36]
technique, allow for nearly full reconstruction of ultrashort pulses. However, the
extension of such approaches to sub-fs XUV pulses was far from trivial. The wave-
length region below 100 nm is characterized by complete lack of transmitting optical
components and even reflective optics is either of low reflectance or narrow band-
width. This poses a formidable problem in the design of an XUV dispersionless
autocorrelator. Interferometric stability and resolution is the next technological chal-
lenge in the development of autocorrelators operational at ultra-short wavelengths
and ultra-short pulse durations. At the same time the IR/visible to XUV conversion
efficiencies, were until recently too low to induce an observable second order process.
Nonetheless, overcoming these obstacles is a secure path to rigorous attosecond pulse
metrology, which is becoming the target of recent and ongoing research efforts of sev-
eral research teams. It is worth noting that the experimental and conceptual arsenal
of XUV second order AC based pulse metrology underlies concurrently time domain
applications of attosecond pulses tackled by XUV-pump-XUV-probe techniques.

In the past 5 years we have systematically reached a number of milestones
towards the above goals: (a) Different two-XUV-photon processes induced by HOHG
superpositions forming attosecond pulse trains have been conclusively observed.
These demonstrations evidently provide the means for the implementation of
second order AC measurements of attosecond waveforms and attosecond XUV-
pump-XUV-probe experiments in different spectral regions. (b) Dispersionless XUV
auto-/cross-correlator instrumentation has been designed, constructed, evaluated
and successfully exploited. (c) Utilizing the developments in (a) and (b) the first
direct observation of an attosecond pulse train has been achieved by means of a sec-
ond order XUV-AC. This project has been assessed through ab initio calculations
and detailed numerical simulations, including spatiotemporal effects, that resulted
in sub-fs pulse durations close to the experimental ones. (d) Very recently, a new
approach for the generation of intense isolated attosecond pulses from many cycle
pulses has been successfully applied, opening up the way to non-linear processes
induced by isolated attosecond pulses. A review of the above accomplishments is
presented in this manuscript.

7.2 The HOHG XUV Source

The XUV radiation source utilized in all the experiments illustrated below is a gas
HOHG source. A picture of a typical workstation used, including the XUV gen-
eration, beam manipulation and application sectors, is shown in Fig. 7.1. Being
interested in intense XUV generation, xenon gas is chosen as non-linear medium, as
it provides highest conversion efficiency.
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Fig. 7.1. Set-up of the XUV source including the generation, beam manipulation
and application sectors. (a) L: lens (f = 3m); A: iris; F: filter (In or Sn); M: spheri-
cal mirror; TOF: time of flight ion or electron spectrometer. XUV generation occurs
at the Xe-jet by an annular IR beam focused before the Xe gas jet. The transmit-
ted XUV radiation is interacting with the gas of a second jet (here He) for pulse
diagnostics or applications. (b) Picture of the workstation

The laser systems used are 10Hz Ti:sapphire systems emitting pulses with a
central wavelength around 800 nm and durations of either 50 or 120 fs. Loose focus-
ing geometries have been used utilizing 1.5 and 3m focal lengths. This is a decisive
parameter in increasing the interaction volume and thus the XUV photon number
generated. Increasing the generating intensity far beyond 1014 W cm−2 is meaning-
less because the atomic target is depleted through ionization. In case of excessive
laser power availability, looser focusing results in the desirable saturation intensity
at an increased interaction volume. The thus increased conversion efficiency can
reach values of the order of 10−5 for plateau harmonics [37]. For the laser intensities
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used, harmonics up to the 15th are generated, with an estimated total XUV radi-
ation energy of few hundreds of nJ/pulse. The laser beam focus was placed at b/2
before the Xe gas jet, b being the confocal parameter, a position at which theoretical
calculations predict optimum harmonic phase locking [38].

An annular IR beam is used for the harmonic generation. After generation the
inner part hosts the harmonic emission, while an iris blocks the outer IR part. An
appropriate filter selects the group of harmonics of interest and blocks the remaining
scattered fundamental. 200 nm thick In and Sn filters have been used in this work
selecting the set of harmonics 7–15 and 9–15, respectively. Extension in spectral
regions of higher photon energies may be achieved replacing the xenon target by
a lighter rare gas jet, i.e., with higher ionization energy [39], in combination with
other selection filters, at the cost of the conversion efficiency. As no spatially dis-
persive elements are used in the apparatus, the harmonics transmitted through the
filter are co-propagating. The XUV-beam divergence depends on the divergence of
the driving IR field. In the used geometries it is measured to be of the order of
1mrad and practically constant for the plateau harmonics [40]. A typical harmonic
spectrum before and after an In filter is shown Fig. 7.2a. The comb of odd harmonic
frequencies is indicative of a sequence of attosecond pulses with a separation of half
the laser period [39]. Very recently, applying a novel optical switch approach, that
is presented elsewhere [41], we have achieved to reduce the efficient emission to half
of the driving laser cycle. The emitted spectrum becomes continuum, like the one
shown in Fig. 7.2b.

The obtained single shot continuum spectra indicate emission of intense isolated
attosecond bursts, starting from a many-cycle laser pulse. This is a vital development
in intense isolated attosecond pulse generation that is presented in [41]

15 17 19 21 23

Harmonic order

(b)

(a)

Fig. 7.2. XUV radiation spectra. (a) The harmonic “comb”. Discrete higher order
harmonic generation spectra produced in the Xe jet. The red-line yellow-
shaded spectrum corresponds to the harmonics as measured without the In
filter and the blue-line green-shaded to the ones transmitted through the fil-
ter. Both spectra are normalized to unity. The corrected relative intensities
are 0.32(7th):1.0(9th):0.30(11th):0.11(13th):0.01(15th). (b) Quasi continuum XUV
spectrum achieved through temporal confinement of the XUV emission process
to the central half cycle of the driving many optical cycle field. The generation
conditions are similar to those of (a)
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Table 7.1. The attosecond XUV source

Gas target Xe

Gas atomic density 1015–1017 atoms cm−3

Driving laser power ≤0.5TW
Driving laser intensity ≤1014 W cm−2

XUV spectral region of emission ≤24 eV
XUV energy at the generation ∼300 nJ
XUV beam divergence ∼mrad
Filtered XUV focused intensity <1014 W cm−2

XUV spectrum Discrete (2n + 1)�ωLaser
XUV pulse durationa (780 ± 80) as

aSee Sect. 7.5

The transmitted XUV radiation can be steered by a removable metal mirror
towards an XUV monochromator or be focused by spherical gold or tungsten (for
increased reflectivity in the spectral region of interest) coated mirrors into a second
jet for diagnostics or non-linear XUV applications. The products of the interaction
of the XUV radiation with targets of interest are detected by (a) ion mass spectrom-
etry, (b) energy (and angularly) resolved photoelectron spectroscopy by means of a
TOF or an imaging spectrometer and (c) frequency or (d) time domain spectroscopy
XUV facilities, attached to the source. Details about the diagnostic instrumentation
will be given in Sect. 7.4.

The parameters of the presented XUV source are summarized in Table 7.1.

7.3 Non-Linear XUV Processes
(As Non-Linear XUV Detectors)

The indisputable observation of non-linear XUV processes is pivotal to attosecond
pulse metrology. In this section we summarize successful experimental efforts in
demonstrating two-XUV-photon processes induced by superpositions of harmonics,
appropriate for the implementation of second order AC measurements of as pulse
trains.

7.3.1 General Considerations-Cross Sections-Rates

Non-linear interaction of XUV radiation with matter leads to ionization due to the
large photon energy. The character of non-linear ionization of atoms is governed by
the so called adiabaticity or Keldysh parameter

γ =
√

IP/2UP, (7.1)

where IP is the ionization potential and UP = e2E2
0/4mω

2 the ponderomotive
energy, where e, m are the electron charge and mass and E0, ω the field ampli-
tude and frequency, respectively [42]. If γ >> 1 multiphoton ionization dominates,
while if γ << 1 the interaction is quasi static and ionization is pronominally through
tunneling. In the XUV spectral region the interaction is in the multiphoton regime
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unless the field intensity exceeds 1016 W cm−2, an intensity not available yet in XUV
laboratories. The multiphoton ionization rate, well below its saturation is given by:

Ṅ = Nσ(n)Fn(t), (7.2)

where N is the number of atoms in the interaction volume V, F the photon flux
and σ(n) the generalized n-photon cross section. For a second order process σ(2) has
small values ranging from 10−49 to 10−52 cm4 s. Thus, for a realistic atomic density
na (e.g., 10

15–1016 atoms cm−3) and interaction volume, a non-saturated observable
two-photon ionization yield

NION = naV σ
(2)

∫ ∞

−∞
F 2(t)dt (7.3)

requires high XUV intensities, well exceeding 108 W cm−2. This is why the obser-
vation of two-XUV-photon processes has been an unreachable target of intense
experimental efforts for about two decades.

7.3.2 Two-XUV-Photon Ionization by an Attosecond Pulse Train

The first demonstration of a two-XUV-photon ionization (TXUVPI) of an atom
by an attosecond pulse train has been achieved in 2003 [14]. He atoms have been
ionized by a superposition of the 7th to the 15th harmonic. The ionization scheme,
as shown in Fig. 7.3, consists of a non-resonant one harmonic photon absorption
below the ionization threshold, followed subsequently by the absorption of a second
photon of any of the harmonics available. The key parameter in these experiments
has been the above discussed loose focusing conditions in the harmonic generation
region. The thus increased interaction volume, leads to the required for a non-linear
process XUV intensities.

Fig. 7.3. Ionization scheme of He by the harmonic comp. The ionization occurs
through non-resonant two-XUV-photon absorption. The ratios given are the relative
harmonic intensities
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Fig. 7.4. He two-XUV-photon ionization by a superposition of harmonics. (a) Time
of flight ion mass spectra measured at two different intensities. The blue-cyan shaded
spectrum corresponds to a harmonic intensity twice as high as the one which is red-
yellow shaded. The different intensity dependence of the He+ and H2O

+ yields is
because the ionization of He is a two photon process, while H2O has a much lower
ionization energy and thus ionizes through one photon absorption [40]. (b) Ion yield
dependence on the ionizing intensity. In log–log scale the slope for He is essentially
2 because He ionization is a second order non-linear process. Ar ionization is a
linear process as it requires absorption of only one photon and thus the measured
slope is one. The measured slopes provide the evidence of the observation of a two-
XUV-photon ionization of He. Note that XUV intensity has been assumed to be
proportional to the measured single-photon XUV ionization H2O

+ signal [43]

He atoms have been detected by an ion time of flight mass spectrometer as shown
in Fig. 7.1. Since He cannot be single photon ionized by this specific combination of
harmonics, the presence of He ions in the mass spectra is indicative of the TXUVPI
process. Further evidence is provided through the slope of the log of the ion yield
dependence on the log of the ionizing intensity, below saturation. As it becomes
apparent from Eq. (2) the slope for the TXUVPI is two. A number of experiments
under different experimental conditions in the two collaborating laboratories have
confirmed TXUVPI by the attosecond pulse train. Typical mass spectra including
He ions and a measurement of the XUV intensity dependence of He ionization are
shown in Fig. 7.4a, b, respectively. These results have established the platform for
the breakthrough of the temporal characterization of attosecond pulse trains via the
second order AC technique that followed [27].

7.3.3 Energy Resolved Two-XUV- Photon Ionization

An additional evidence of the observation of TXUVPI is provided through energy
resolved photoelectron spectroscopy. The evidence comes from the position of the
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photoelectron peaks. At the same time, energy resolved TXUVPI is the basic require-
ment for the extension of a second order AC measurement to a FROG-like [36]
approach in the XUV spectral region. This will allow for a detailed and rigorous
temporal reconstruction of as waveforms, as well as of XFEL radiation, while the
second order AC reveals simply averaged pulse durations.

Very recently we have succeeded in recording the photoelectron spectrum of the
TXUVPI of He by an as pulse train, i.e., of the superposition of the 9th, 11th,
13th, and 15th harmonics [43]. In this experiment the TOF spectrometer was oper-
ated in its photoelectron energy mode, instead as a mass spectrometer. Figure 7.5
depicts measured (Fig. 7.5a) and calculated (Fig. 7.5b) spectra, where the har-
monic combination channels 9 + 13 ⊕ 11 + 11 and 9 + 15 ⊕ 11 + 13 corresponding
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Fig. 7.5. TXUVPI energy resolved photoelectron spectra. (a) The measured spec-
trum of two-XUV-photon ionization of He is depicted by the shaded areas. The two
peaks at energies 4.4 and 7.5 eV correspond to the single-photon ionization of Ar by
the 13th and 15th harmonics, respectively. The red bars depict the integral of the
ion mass peaks. (b) Theoretical energy photoelectron spectrum obtained by solving
the He TDSE in the XUV field formed by the superposition from the 9th to the 15th
harmonic. Harmonic phases were obtained by the three-step rescattering model for
the laser intensity of 7 × 1013 W cm−2 used in the experiment
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to photoelectron energies 9.5 and 12.6 eV, respectively, are clearly observed (peaks
in red). There is also indication about the observation of two more channels, the
9 + 11 and 11 + 15 ⊕ 13 + 13. The two additional peaks at energies 4.4 and 7.5 eV
correspond to the single-photon ionization of Ar contaminants by the 13th and 15th
harmonics, respectively, and were used for the TOF self-calibration.

Ab initio calculations by Nikolopoulos [35], based on a two electron basis expan-
sion technique, have been utilized in numerically solving the six-dimensional (three
for each electron) He time dependent Schrödinger equation (TDSE) including the
electric dipole interaction with the field of the harmonics superposition. The mea-
sured (Fig. 7.5a) and calculated (Fig. 7.5b in green) photoelectron peak height
distributions were found in very good agreement. As discussed above, this mea-
surement is a decisive step towards FROG-like measurements. Here it should be
noted that towards this goal, the energy resolution in the photoelectron spectra
has to improve substantially (∼10meV) if attosecond pulse trains with fs envelopes
are to be characterized. However, for the extremely broadband radiation of isolated
attosecond pulses [10, 28], the available resolution is sufficient. A partially energy
resolved second order AC study by Nabekawa et al. [29], nevertheless not a full
FROG type measurement, has been reported almost concurrently with our work.

7.3.4 Direct Double Ionization

As our main motivation in investigating non-linear XUV processes is the develop-
ment of precise and at the same time uncomplicated approaches for the temporal
characterization of ultra short XUV pulses, and their XUV-pump-XUVprobe appli-
cations, it should be pointed out that TXUVPI provides such a tool as long as the
spectrum of the radiation to be characterized is restricted to frequencies up to the
ionization frequency of the ionizing atom. Otherwise single photon absorption causes
ionization that is overwhelmingly stronger than the TXUVPI. As the highest atomic
ionization energy is that of He with 24.6 eV, TXUVPI of He supports characteriza-
tion of the broadest spectral distribution and thus of the shortest pulse durations
than any other atom (or molecule). For beams involving photon energies larger than
24 eV an alternative non-linear process has to be used. A promising candidate is the
so called direct double ionization.

For photon energies smaller than the double ionization energy, double ioniza-
tion may occur either (a) sequentially, where the atom first ionizes leaving the ion
in its ground or in an excited state, which subsequently doubly ionizes absorbing
further photon(s) or (b) directly, where absorption of a number of photons ejects
two electrons, which share the excess energy, ones reaching the double continuum.
In the direct process the ejection of the two electrons is almost simultaneous but
not exactly differing by few tens of as. Thus direct double ionization is a dynamic
process the temporal investigation of which requires as resolution. In the multipho-
ton regime the sequential process is usually the dominant process, precluding the
observation of the direct process. In the non-perturbative tunneling regime, the pio-
neering experiment by Walker et al. [44] put a clear signature of the direct double
ionization process, opening up a series of electron–electron correlation studies in
strong field double ionization [45–49]. In two-XUV-photon direct double ionization
(TXUVPDDI) there are photon energy windows for which the sequential process is
a three photon process, while the direct process is a two photon one.
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A

A+

A++

Fig. 7.6. Atomic two-photon double ionization. For photon energies satisfying the
condition IP ≤ �ω ≤ IP2 − IP1, IP1, IP2 being the single and double ionization
energy, respectively, the direct process is a two-photon process, while the sequen-
tial becomes a three-photon process. Direct double ionization becomes then the
dominant process for a certain range of ionizing intensities

For not too high intensities, the direct process becomes then the dominant
one [50]. The scheme is illustrated in Fig. 7.6. The condition for the photon energy
reads obviously

IP ≤ �ω ≤ IP2 − IP1, (7.4)

IP1, IP2 being the single and double ionization energies, respectively. Typical TXU-
VPDDI cross sections are 10−51–10−52 cm4 s. The temporal evolution of the system
as it results from the contributions of different competing channels can be evaluated
at different intensities through rate equations [50,51]. Exploiting such an ionization
scheme, evidence for TXUVPDDI of Ar and Kr, ionized by intense superpositions of
the 11th, 13th and 15th harmonics, has been established [52]. The coupling schemes
together with the XUV intensity dependence of the Ar2+ and Kr2+ are shown in
Fig. 7.7a, b. The insets in Fig. 7.7b depict typical ion spectra. The Ar2+ and Kr2+

peaks are very small but clearly observable. The intensity dependence slopes are
found close to two, indicative for a second order non-linearity. The observed double
ionization can be assigned to the direct process [52] except maybe for the highest
intensities used, where the sequential process may also contribute to the double
ionization yield due to the depletion of the atomic ground state. However, in these
cases the sequential process depicts also a second order non-linearity (two-photon
ionization of the ion) and thus can be exploited in the implementation of second
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Fig. 7.7. Two-XUV-photon direct double ionization of Ar and Kr by a superposition
of harmonics. (a) Ionization scheme. For the superposition of the 13th and 15th
harmonic the sequential is a three photon, while the direct a two photon process
in Ar. The same holds for the 11th, 13th and 15th harmonic in Kr. (b) Ion yield
dependence on the ionizing intensity. The measured slope is indicative of a two
photon process. The insets depict the measured ion spectra. Note that XUV intensity
has been assumed to be proportional to the measured single-photon XUV ionization
Ar+ and Kr+ signals, respectively
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order AC measurements. These demonstrations indicate that second order AC runs
may be extended up to 54 eV in He TXUVPDDI. Further extension to higher photon
energies can be for certain energy intervals achieved through measurements of two-
XUV-photon direct multiple ionization (triple, quadruple, etc.). Finally it should be
noted here that alternatively two-XUV-photon ATI [29] allows continuous extension
of the method to shorter wavelengths. Photoelectron spectroscopy is then mandatory
and the process has a rapidly decreasing with photon energy cross section (∼(�ω)−5
for H atoms).

7.3.5 Extensions Towards the X-Ray Regime

An extension of the above described approaches in the X-ray spectral regime would
be in principle possible through inner-shell multiphoton processes. This is a new
unexplored area of non-linear physics, for which parameters are not known. How-
ever, realistic estimations can be made for the two-photon-ionization of the K-shell,
which is known for H-like ions of Z nuclear charge

σ(2)(Z,ω) =
1

Z6
σ(2)

(
Z = 1,

ω

Z2

)
. (7.5)

Figure 7.8 shows K-shell generalized two-photon ionization cross sections for H-like
ions (blue curve) for photon energies for which ionization is close to the threshold.
The corresponding photon energies are shown with the red line. The light blue strip
depicts the range relevant to existing and forthcoming XUV/X-ray sources such
as HOHG, XFEL sources and the planned ELI European Research Infrastructure
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Fig. 7.8. Z dependence of the non-resonant two-photon ionization (TPI) of H-like
ions. Photon energies are such that ionization is just above threshold. The blue curve
depicts the generalized two-photon cross section. The red line is the photon energy
of the two-photon ionizing radiation. The blue strip depicts the relevant region for
existing and near future intense XUV/X-ray radiation sources
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(see http://www.extreme-light-infrastructure.eu/). Required intensities for an observ-
able signal would then range from 1012 to 1016 W cm−2, for photon energies
0.3–10 keV and atomic targets with Z = 5–40. It is expected that the cross section
will not be significantly affected by the presence of additional electrons either in the
K-shell or in outer shells. They introduce though competing single photon ioniza-
tion channels, which depending on the conditions might be the dominant ionization
processes. This complication may be surmounted in different ways: (a) Measuring
energy resolved photoelectron instead of ion yields. (b) For ultra short pulses with
pulse duration of ∼50 as the two-X-ray K-shell ionization is estimated to become
the dominant process at intensities between 1016 and 1017 W cm−2. Such X-ray
beam parameters have been predicted for surface harmonics produced at relativistic
driving laser intensities [7]. (c) For pulses in the fs regime, the single-X-ray-photon
process will dominate up to the saturation of ionization. Nevertheless, if photon
energies are such that the ionization of the H-like ion is a two-X-ray-photon process,
while all other ionization events are through a single photon process, a two photon
process will be eventually observed detecting the bare nuclei. At such photon ener-
gies the atom is stripped mainly from inside. K-shell hole creation followed by the
subsequent Auger decay, will be repeated until a H-like ion is formed, which will
finally two-photon ionize. In this sequential multiple ionization the entire stripping
sequence may be completed within the rising edge of the X-ray pulse. For 100–150 fs
long pulses with photon energies 0.3–1.5 keV, atoms with Z = 6–10 will undergo such
type of complete stripping at peak intensities in the range of 1016–1017 W cm−2.

7.4 Dispersionless XUV Auto- and Cross-Correlators

A key parameter in XUV attosecond metrology is the development of dispersion-
less interferometers to be used as non-linear correlators. The complete lack of
refractive materials in the XUV spectral region sets a formidable barrier. The devel-
opment of broadband XUV beam splitters became thus an alluring challenge. In the
quest of non-dispersing set-ups for time domain measurements in the XUV spec-
tral range, we have designed, developed and utilized two types of autocorrelators.
The non-linear “split-mirror” volume autocorrelator and the “transmission grating”
Michelson interferometer.

7.4.1 The Non-Linear Split-Mirror Volume Autocorrelator

This is a wavefront splitting arrangement [27, 53–55], consisting of a spherical mir-
ror (SSM) cut into two halves (see Fig. 7.9), which is used to focus the harmonic
radiation in the He gas jet. One of the halves can be translated by a piezo-crystal
translation with a resolution of few nm over a total travel of about 10 μm. The two
parts of the XUV radiation are brought into a common focus in the gas jet and can
be delayed with respect to each other. The ionization products are analyzed by a
TOF mass spectrometer. Assuming that the generated XUV radiation is cylindri-
cally symmetric the measured TXUVPI signal as a function of the delay represents
a second-order autocorrelation. For a given wavelength, a displacement of D = λ/2
between the two half mirrors divides the focal spot for zero displacement (Airy spot)
with peak intensity Imax into two of equal size (see inset in Fig. 7.9). Since the total
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Fig. 7.9. The split mirror volume autocorrelator. At the focus there is an intensity
redistribution as a function of the displacement of the two halves. This is shown for a
monochromatic wave in the inset. For λ/2 displacement the Airy distribution is split
into two distributions of equal intensity both in the experiment and the calculation.
Assuming cylindrical symmetry the ionization yield measured as a function of the
delay between the two wavefronts, corresponds to a second order autocorrelation
measurement

energy in the interaction volume remains constant, the splitting of the focal spot
would not affect the measured signal if the detector were linear, i.e., no modulation
of the signal with the delay would be observed. For a non-linear (quadratic) detec-
tor instead, the rearrangement of the local intensity inside the interaction volume
according to diffraction would produce a modulation. For a harmonic superposition
consisting of four harmonics with equal amplitudes (7th, 9th, 11th, and 13th) the

field distribution E(D,x, y, z) =
13∑
n=7

En(D, x, y, z) at the focal spot of our spher-

ical mirror has been calculated for various displacements (delays). The intensity
distribution I(D,x, y, z) = E(D,x, y, z) E∗(D, x, y, z) for three particular values
of the displacement D = 0, λ/4 and λ/2 in the perpendicular and parallel to the
propagation direction are shown in Fig. 7.10a.

The ionization signal S(D) ∝ ∫ ∫ ∫ΔV I
2(D,x, z)dx dy dz that results from the

entire interaction volume ΔV , is depicted in Fig. 7.10c vs. delay. The blue curve is
the interferometric equivalent of the volume autocorrelation for the superposition of
the four harmonics. Comparing this result to that of a conventional planar interfero-

metric auto-correlation, given by S(τ ) =
+∞∫
−∞

∣∣[ET(t) + ET(t− τ )]2
∣∣2 dt where ET is

the total electric field of the harmonic superposition, the volume autocorrelation
exhibits the same structure, but due to coarse sampling not all the peaks within
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Fig. 7.10. The XUV volume autocorrelator. (a) Two-dimensional (x–z) plane color
contours depicting the calculated intensity distribution of the harmonic superposi-
tion at the interaction region of the volume autocorrelator for the indicated mirror
displacements. (b) Split mirror and interaction geometry. (c) Calculated interfero-
metric (blue line) and intensity (red line) volume AC traces. TL is the period and
λ the wavelength of the laser

a period are visible in Fig. 7.10c. The main difference is the peak to background
ratio, which instead of 8:1 is only ∼2.75 : 1 for the volume autocorrelation. The
corresponding intensity autocorrelation is obtained by filtering the fast oscillations
(red line in the same graph Fig. 7.10c), for which the peak to background ratio
from 3:1 (conventional) is reduced to ∼2 : 1 (volume). The technique described is
a unique dispersion-free characterization approach for XUV radiation waveforms of
HOHG or XFEL based sources. As a second order AC it reveals the duration of
the pulses within the approximations inherent in the second order AC technique.
Substitution of the ion detection with high resolution energy resolved photoelectron
spectroscopy, FROG type retrieval of spectral phase/amplitude distributions and
hence pulse reconstruction, will be possible.

7.4.2 The Transmission Grating Interferometer

The second dispersionless interferometer developed is a Michelson type interferome-
ter arrangement in which the beam splitter/combiner is a free standing transmission
grating (Fig. 7.11). Rays of the same frequency split through zero and first order
diffraction are retro-reflected and recombined at the grating through first and zero
order diffraction, respectively. Correlation measurements can be performed by trans-
lating one of the two spherical mirrors (M1 or M2). For the ideal case of a single ray
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Fig. 7.11. The transmission grating interferometer. (a) The Michelson interferom-
eter for operation in XUV spectral range using a free-standing transmission grating
as a beamsplitter. (b) Optical paths of the 25th–37th harmonics for both arms
(zero-first and first-zero order). S: source; G: grating and M1; M2, M3: mirrors. In
the inset, a magnification is shown of the image of the grating for each harmonic
at the detector plane D. (c) The difference in arrival time between the chief ray
and the extreme paraxial ray for the harmonics 25–37. The symbols denote the two
arms (circle: zero-first; cross: first-zero). (d) The pulse front for the central harmonic
(31st) at the detector plane as calculated with the OPTICA package

(Fig. 7.11a) it becomes immediately apparent that equal optical paths guarantee
dispersionless operation. For the realistic case of extended and diverging beams
ray tracing analysis [56] has shown that by imaging the grating on the detector
(Fig. 7.11b), the set up is dispersionless down to the 1 as regime (Fig. 7.11c, d).

The set up has a flat spectral response for a very large energy range, with lower
and upper limits set by the grating constant and the absorption edge of the grat-
ing material, respectively. At the same time it allows for wavelength selection using
slits or knife edges in the parts where the radiation is spatially dispersed. A serious
drawback is its lower than 1% throughput, due to the double diffraction at the grat-
ing. Thus this arrangement is only appropriate for cross-correlation measurements
of higher harmonics with the IR fundamental frequency or for non-linear AC mea-
surements of intense XUV radiation like that foreseen for the advanced XUV/X-ray
sources based XFELs or relativistic surface plasma harmonics [7]. The advanced
properties of the apparatus have been so far demonstrated in: (a) performing a
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second order AC of a fs third harmonic field [57] and (b) the spectral phase distri-
bution retrieval and pulse reconstruction of third harmonic fields [58], as well of an
arbitrary lower order harmonic superposition [59] through an all optical version of a
harmonic-IR cross correlation technique, that we have some years ago developed [60].

7.5 The Second Order Autocorrelation
of an Attosecond Waveform

7.5.1 The Experiment

Utilizing the apparatus of Fig. 7.9 described in Sect. 7.4.1 the first genuine sec-
ond order AC measurement of a train of XUV pulses, offering direct observation
of attosecond temporal light confinement, has been realized. The results are sum-
marized in Fig. 7.12. In particular, the graph in the upper panel gives the trace of
the ion signal for a total temporal overlap near the peak of the laser pulse of ∼18 fs
in steps of ∼37 as. Grey dots are averages of 10 data points laser shots, while the
yellow points with errors bars the running average and standard deviations over 15
data points for the ion yield. A distinct modulation comprising two peaks within an
optical cycle of the fundamental frequency is clearly perceived. The double peak per
laser period is the result of having the driven electron revisiting twice per optical
cycle the ion where it recombines emitting an XUV photon. The data averaging
procedure we have used yields the equivalent of the intensity AC trace.

Following common practice of the second order AC technique, the mean individ-
ual pulse duration in the attosecond train is extracted from the trace by fitting from
a sequence of Gaussian pulses. The red curve is the best fit and the individual Gaus-
sian pulses are shown in light-blue color. This procedure has resulted to a 780 ± 80
as mean pulse duration, which is approximately twice the Fourier transform limited
(FTL) value for the given bandwidth.

7.5.2 Theoretical Evaluation of the Approach

Attosecond metrology involves so far particularly delicate approaches, the validity
and limitations of which should thus be subject to rigorous assessment. In particular
the strong deviation of the measured pulse duration from its FTL value, described in
the previous section, enhances the necessity of a detailed assessment of the approach
employed.

The non-linear detector of a second order AC must fulfill the following two
requirements. Its spectral response has to be practically constant and its temporal
response instantaneous. For the broadband radiation (several eV if not tens of eV) of
attosecond pulses and their ultra-short duration these conditions are not a priori ful-
filled. These two aspects have been in depth analyzed through ab initio calculations
performed by Nikolopoulos [35], solving the three-dimensional He time dependent
Schrödinger equation (TDSE) [14,61]. In this study the sufficient spectral response
flatness has been established. The most important result is though the comparison
of an interferometric second order AC trace as it results from the solution of the
TDSE for a variable delay between the two autocorrelation XUV fields, with that
resulting from a conventional ideal autocorrelator. The harmonic fields used have
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Fig. 7.12. The second order XUV measurement. Measured non-linear volume AC
traces. The trace of the upper panel is a measured 18 fs long second order volume
intensity AC trace of the superposition of the five harmonics 7th–15th, while the
trace of the bottom panel a blow-up of the green-shaded region covering a delay range
of about three laser cycles. The grey points are the measured data. The yellow points
are their average and the error bars shown correspond to one standard deviation.
The red curve is the best fit of an analytical function given by the sum of a sequence
of Gaussian distributions. The blue lines in the expanded area are the individual
(not superimposed) Gaussian distributions

amplitudes equal to those of the experiment and relative phases equal to zero, i.e.,
FTL pulses with a width of 315 as. The two AC traces sown in Fig. 7.13 are strikingly
identical, indicating that the measurement is not at all distorted by the properties of
the detector. An accurate extension of the method to other spectral regions through
different two-XUV-photon processes requires a similar assessment.

Having assessed the performance of the non-linear volume autocorrelator, the
origin of the strong departure of the measured pulse duration from its FTL value has
been explored. It is found that this departure can be attributed to the phase differ-
ence Δϕq between subsequent harmonics q, inherent to the dynamics of the harmonic
emission process [30]. A further important parameter affecting the attosecond pulse
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Fig. 7.13. Calculated second order AC interferometric traces. TL is the laser
period and τ the delay. Black dots are calculated by solving the TDSE for He
interacting with two delayed replicas of the superposition of harmonics 7th–13th
with no initial phase difference. The red line is the conventional AC trace S(τ ) ∝
+∞∫
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(E1(t) + E2(t− τ ))4 dt of a perfect detector. E1,2 are the two replicas of the

harmonic superposition

duration is the dependence of the harmonic phase on the driving intensity. Since the
driving laser field has a spatiotemporal intensity distribution, there is a spatiotem-
poral modulation of the harmonic phases and thus of the temporal characteristics
of the as train. The radial modulation of harmonic phases causes at the same time a
bending of the attosecond pulses fronts. An estimation of the attosecond pulse front
shapes in our experiment is shown in Fig. 7.14.

This estimation relies on the three step model [39,61,62], using a Gaussian driv-
ing intensity distribution with the experimental peak intensity of 0.6×1014 W cm−2.
For driven electron dynamics, classical equations of motion have been used [61].
The model does not provide any information about the 7th harmonic, the photon
energy of which is below the ionization energy of the generating Xe gas and thus an
extrapolated phase value has been used for it. The upper panel of Fig. 7.14 depicts
three temporal pulse sequences resulting from three different driving laser intensities
across the radial laser beam profile. The corresponding radial positions are shown in
the lower panel with straight color lines. The radial variation of the temporal profile
of the as train is apparent. The spatially integrating autocorrelator detector “sees”
the sum of the radial autocorrelation ion signals. The resulting burst duration is
∼680 as. Inclusion of temporal integration increases this value to ∼710 as. Due to
the uncertainty in the phase of the 7th harmonic the above estimated durations have
a large uncertainty with a lowest limit of 550 as in the averaged trace.

These estimations indicate that the measured pulse duration of (780 ± 80 as)
is in good agreement with the expected XUV pulse duration, resulting from the
atomic response taking into consideration the spatiotemporal intensity variation of



7 Attosecond Scale Multi-XUV-Photon Processes 153

210

-2

-1

0

1

2

X
 (

ar
b.

un
its

.)

Tim e  (fs )

Fig. 7.14. Classically calculated radial intensity distributions of the attosecond
train depicting the bending of the pulse fronts. The upper panel shows three attosec-
ond pulse sequences corresponding to the three different driving laser intensities
across the radial (x) laser beam profile (green: centre; light blue: middle; yellow:
outer). The corresponding radial positions are shown with the color straight lines.
The radial modulation of the temporal characteristics of the train is clear. Spatiotem-
poral driving intensity distributions affect the effective temporal characteristics of
the attosecond pulses

the generating laser field. Propagation may possibly modify the result of the above
analysis. Propagation effects for optimized phase matching conditions are taken into
account by excluding the “long” trajectory due to the focusing conditions in the Xe
jet [38]. Our result indicates that under these experimental conditions and for the
set of harmonics used, spatiotemporal effects influence the pulse duration. In con-
trast, in approaches that measure spatiotemporally averaged spectral phases, like
those using XUV-IR cross-correlations [25,30,58] the same effect results in a reduced
phase difference between subsequent harmonics and therefore, to a shorter measured
burst duration [34].

It is worth noting that the temporal resolution of the approach depends on
both technical but also fundamental parameters. A technical restriction arises from
the surface flatness and the reflectivity flatness requirements of the bisected mir-
ror used. Pulses with few tens of as duration consist of wavelengths ranging from
∼100 nm down to few nm and require precision mirrors with ultra-high surface flat-
ness. Reflecting materials supporting such broadband radiation are lacking. From
the fundamental point of view, the requirement of an instantaneous response may
set the value of the temporal resolution to several tens of as. The response time of
the TXUVPI detector is a very interesting open question, which relates to the life
time of the virtual intermediate state of the non-resonant TXUVPI process and at
the same time an experimental challenge as an immediate application of as pulses.

The results of Sects. 7.5.1 and 7.5.2 point out to phase correlated spectral compo-
nents but with imperfect phase locking of the harmonics. They also make perceptible
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how precarious it is to infer pulse durations indirectly from partial knowledge of some
of the parameters involved. The present study is highly pertinent to the metrology
of other even more intense XUV radiation sources such as surface plasma harmonics
and XFEL sources.

7.6 Conclusions and Outlook

We have reviewed recent developments and accomplishments of a research campaign
on the generation, characterization and applications of intense attosecond pulses
in the XUV spectral regime, based on the collaboration of scientists of the Max–
Planck Institute für Quantenoptik (Germany) and FORTH-IESL (Greece). The
achieved XUV intensity levels, through intense HOHG, are close to 1013 W cm−2,
with which a number of two-XUV-photon processes induced by harmonic superposi-
tions have been demonstrated. Those include total and energy resolved two-photon
single ionization, processes pivotal for the implementation of second order based
autocorrelation measurements and XUV-pump-XUV-probe applications. Extension
to higher intensities is feasible through a further increased generation volume. We
have further reported extensions of these measurements to double ionization with
evidence for the observation of direct double ionization by harmonic superpositions.
These demonstrations are of significant importance to the generalization of the sec-
ond order AC technique to a broader spectral region, since the single two-photon
ionization is limited to photon energies up to 24 eV. Extension to shorter wavelengths
has been quantitatively discussed, giving estimates for the required intensities. A
proposal for further extensions to the X-ray regime, exploiting non-linear inner-
shell processes, has been made. In addition to their importance for the temporal
characterization of ultra-short X-ray pulses and X-ray time domain measurements,
non-linear X-ray processes will provide a unique tool for 3D sample analysis with
spatial resolution of the order of 1 Å or less.

Towards second order XUV autocorrelation based pulse diagnostics and time
domain measurements in the attosecond regime, we have modeled, developed and
successfully utilized two alternative dispersionless XUV/X-ray auto-/cross cor-
relators, the transmission grating Michelson interferometer and the split-mirror
non-linear volume autocorrelator. The two instruments provide complementary fea-
tures, the first being extremely broadband, offering wavelength region selectivity but
having a low throughput, while the later provides two orders of magnitude higher
throughput with somewhat restricted wavelength selectivity. Both arrangements and
their principles of performance have been presented in this manuscript.

Finally, we have summarized the essence of the first second order AC mea-
surement of an attosecond pulse train and its detailed assessment trough ab initio
theory and numerical simulations. This measurement establishes a new perspective
towards rigorous attosecond pulse diagnostics and highest resolution time domain
experiments. This has lured a number of other laboratories towards this approach.
There are recent attempts to adopt the method for the temporal characterization
of laser-surface plasma harmonics, while multi-XUV-photon processes have been
included in the research programs of XFEL sources [63]. The proposed extension
to the X-ray spectral region is a realistic near-future development, offering atomic
scale 4D spatiotemporal resolution.
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Ultrashort Pulse Collapse in Quadratic Media

Jian Wu and Heping Zeng

Abstract. Experimental studies on spatiotemporal collapse of ultrashort pulse
propagation in quadratic nonlinear media are reviewed. Two-dimensional multicol-
ored transverse arrays are experimentally observed in a quadratic nonlinear medium
based on cascaded non-collinearly quadratic couplings and spatial breakup of input
pump beams. Furthermore, two-dimensional multicolored up-converted parametric
amplifications are realized with preserved coherence. The observed two-dimensional
arrays can be controlled by changing the boundary condition with a weak sec-
ond harmonic beam along with the strong fundamental-wave pump pulses. As a
result of spatiotemporal collapse of femtosecond pulses, colored conical emissions
are observed under strong phase-matched fundamental pump, which are further
amplified to support tunable broadband femtosecond pulse generation.

8.1 Introduction

In the ultrafast high-intensity laser interaction regime, strong optical fields
may induce quite a lot of novel phenomena with many unrevealed intrin-
sic physics even only some basic nonlinear optical processes, such as second
harmonic generation and optical parametric amplification, are considered.
Recent studies on self-focusing behaviors of intense ultrashort pulses indi-
cated that spatial and temporal degrees of freedom could not be treated
separately [1]. Spatiotemporal modulational instability [1, 2] occurs in the
presence of both diffraction and dispersion that act together with the mate-
rial nonlinearities to defeat the spatial spreading and temporal broadening
of optical wave-packet, which may induce spatiotemporal collapse of optical
wave-packet, such as x-shaped light bullets [1], colored conical emission [2],
and spatiotemporal solitary waves. Taking the well-known second harmonic
generation process in quadratic nonlinear media as an example, strong mutual
interaction and energy exchange between the involved optical fields at different
frequencies can bring about some intriguing phenomena for the nonlin-
ear wave propagations. Quadratic spatial solitons are typically observed as
quadratic nonlinearities defeat transverse diffractions in quadratic nonlinear
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media. Furthermore, multiple quadratic spatial solitons are observed as repro-
ducible one-dimensional spatial patterns in quadratic nonlinear media near
phase-matched second harmonic generation by means of spatial modulational
instabilities [3], or spontaneous amplification of small input beam asymme-
tries or material anisotropies [4–8]. All-optical control of one-dimensional
quadratic spatial solitons has been realized by either seeding a weak second
harmonic (SH) beam or changing the input beam asymmetries [7, 8]. How-
ever, pump intensities required for the direct observation of two-dimensional
quadratic spatial solitons are usually much higher than the material dam-
age thresholds [3]. Breaking the barriers to produce two-dimensional arrays
needs new experimental approaches. From the practical application points of
view, quadratic nonlinearities have been extensively applied to the generation
of spatial and spatiotemporal solitary waves [1, 3–5], optical switching [9],
pulse self-compression [10], mode-locking of femtosecond lasers [11], and so
on. The generation of two-dimensional multicolored transverse arrays can help
us to explore the fundamental physics of two-dimensional transient gratings
and stimulate some applications such as multicolored amplifications, ultra-
short pulse generation, and all-optical control such as carrier-envelope-phase
control of tunable multicolored coherent optical source. Moreover, multiple
three-photon processes could be involved in phase-matched second harmonic
generation, and the accompanied spatiotemporal modulational instabilities
could cause perturbations with certain frequencies to grow at given geometric
angles governed by the phase-matching conditions, leading to colored coni-
cal emissions [2]. Such spatiotemporal collapse of ultrashort pulse is much
more complicated than the typical case with only the spatial effects involved,
and intensive experimental investigations are required to fully understand
the dynamics and intrinsic physics of colored conical emissions in quadratic
nonlinear media.

In this review article, we present the experimental observation of two-
dimensional multicolored transverse arrays under the pump of two crossly
overlapped femtosecond (fs) beams in a quadratic nonlinear medium [12].
The formation of two-dimensional arrays is based on the spatial breakup
of an input elliptical beam, which interacts with the other pump beam
non-collinearly through cascaded non-collinearly quadratic couplings. Two-
dimensional transient gratings are formed, which could be probed with either
a super-continuum pulse or a weak fundamental-wave (FW) beam, leading
to two-dimensional multicolored up-converted parametric amplifications or
enhanced two-dimensional multicolored transverse arrays, respectively. Seed-
ing with a weak SH beam, the two-dimensional arrays could be suppressed on
the basis of a controllable change of the boundary condition of the induced
spatial breakup of the elliptic input beam. We also present the experimental
observation of colored conical emissions in a thick quadratic nonlinear medium
at a high-intensity pump, which extends the horizon of wave-packet collapse
to the spatiotemporal domain [13]. Assisted by the spatiotemporal modula-
tional instabilities, seeded amplification of colored conical emission exhibits a
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widely tunable range in wavelength and high energy conversion efficiency [14],
which could be further used to generate carrier envelope phase stabilized pulse
by nonlinear frequency mixing with the FW pump pulse.

8.2 Two-Dimensional Multicolored Transverse Arrays

The experiments reported throughout this article were carried out by using
an amplified Ti:Sapphire system consisting of a mode-locked oscillator and
a regenerative amplifier. The system generates 50 fs pulses of about 650 μJ
per pulse at a 1 kHz repetition rate with central wavelength at 800nm. The
quadratic nonlinear medium used to generate two-dimensional multicolored
transverse arrays is a 4mm thick beta-barium borate (BBO, type I, 29.18◦

cut). As shown in Fig. 8.1a, the fs pulse from the laser system was split into an
on-axis beam

−→
k1 and a slightly off-axis beam

−→
k2. The

−→
k1 beam was focused into

the BBO crystal by a high-reflection spherical concave mirror of 2,000mm cur-
vature radius with a fold angle of 12◦. This led to an elliptically spatial profile
of
−→
k1 beam asWy/Wx = 1.58, whereWx andWy are the beam widths. While,

the
−→
k2 beam was round and collimated down to the BBO crystal through a

telescope system. At the input facet of the BBO crystal, the beam diameter
along the long-axis direction was measured to be about 1.3mm. The BBO
crystal was placed about 200mm before the focusing position for the sake of
avoiding damage and adjusted to fulfill second harmonic generation for the
on-axis

−→
k1 beam at 800nm.

As presented in Fig. 8.1b, additional spatial patterns beside the origi-
nal beam were observed after the BBO crystal as a result of wave-packet
breakup of the spatially elliptical on-axis beam

−→
k1 with a self-induced spa-

tially varying transverse phase properly balancing the effect of diffraction,
where the mutual interactions between the FW and SH pulses played cru-
cial roles [7, 8, 15–17]. The situation changed when a weak SH beam was
seeded at the input of the crystal along with the on-axis

−→
k1 beam, which

modified the induced spatially transverse phases and eventually influenced
the wave-packet breakups. In order to demonstrate those effects, as shown
in Fig. 8.1b, an additional 1mm thick BBO crystal (labeled as BBO2) was
placed before the original 4mm BBO crystal (labeled as BBO1) to generate
a weak SH beam collinearly with the on-axis FW beam. Here, BBO1 and
BBO2 crystals are used for wave breakup observation and control, respec-
tively. The pulse energy ratio SH/FW could be changed by adjusting the
phase-matching condition of the 1mm thick BBO crystal. As presented
in Fig. 8.1b, the wave-packet breakup could be suppressed as the pulse
energy ratio SH/FW reached 3.6%. Obviously, the generation of multiple
one-dimensional quadratic spatial solitons was controllable by seeding along a
weak SH beam at the input of the quadratic nonlinear crystal [8]. In order to
verify our experimental observations, numerical simulations were carried out
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Fig. 8.1. (a) Schematic for generation of two-dimensional multicolored transverse
arrays in a quadratic nonlinear medium. (b) Experimental scheme for generation
and weak beam control of one-dimensional multiple quadratic spatial solitary waves.
Experimentally observed pictures and corresponding transverse intensity spectra are
presented as the insets. The wave breakup is suppressed as the pulse energy ratio
SH/FW reached 3.6%. The numerical results of the quadratic nonlinearities induced
wave breakup of FW pulse with the pulse energy ratios SH/FW as 0 and 3.0% are
presented in (c) and (d), respectively. BS: beam splitter

by solving the (3 + 1)-dimensional nonlinear equations governing the second
harmonic generation process in a BBO crystal (type I phase-matching) with a
spatially elliptic FW beam as the initial input. As shown in Fig. 8.1c, d,
after propagation in a 4mm thick BBO crystal, quadratic nonlinearities
induced a wave-packet breakup of the FW beam with a small input asym-
metry, which could be further suppressed as a weak SH beam was initially
seeded along the FW beam.

Two-dimensional multicolored transverse arrays were generated as both
the on-axis

−→
k1 and off-axis

−→
k2 beams were synchronized in the 4mm thick

BBO crystal at a crossing angle θp and spatially overlapped each other in a
scheme as shown in Fig. 8.1a. New patterns with a frequency shift (determined
by the phase-matching condition) was generated based on the cascaded non-
collinearly quadratic processes between the novel beams induced by spatial
breakup of

−→
k1 and the input off-axis beam

−→
k2. The generated new multicolored
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patterns participated in cascaded non-collinearly quadratic processes in turn
and eventually produced two-dimensional periodic patterns. As presented in
Fig. 8.2a, reproducible two-dimensional multicolored transverse arrays were
directly observed after the BBO crystal with pump intensities much lower
than the damage threshold of the nonlinear medium. Overall, there are two
sets of well-resolved red and blue arrays. For clarity of description later on,
we label those two-dimensional patterns as R(n,m) and B(n,m), starting
with R(0, 0) and B(0, 0) that correspond to the FW and SH of

−→
k1 beam,

respectively. The other patterns are labeled in a reference frame of (x, y)
with the grid origin R(0, 0) for red patterns (and B(0, 0) for blue patterns),
and some examples are presented in Fig. 8.2a. As a result of the required
phase-matching in the cascaded non-collinearly quadratic processes, the spec-
tra of the blue and red patterns varied at different rows and columns. The
beam divergences of the red and blue patterns were measured, which showed
typical values as Δθx ∼ 1.2◦ (Δθy ∼ 1.8◦) and Δθx ∼ 0.7◦ (Δθy ∼ 1.1◦),
respectively. Two-dimensional multicolored transverse arrays with different
conically angular spectra could be observed as the crossing angle θp was
changed. Well-resolved red and blue patterns could be observed with enough
large θp, and denser rows of transverse spots could be observed with smaller θp.
However, due to the divergences of the transverse spots, the two-dimensional
multicolored transverse arrays became blurred in the far-field observation
screen for a small θp (θp ∼ 1.26◦). As limited by the typical divergence of the
observed two-dimensional patterns, the two-dimensional multicolored trans-
verse arrays exhibited no resolved rows with θp < 2Δθx. Nevertheless, we note
that the angular separation of adjacent columns in the observed multicolored
transverse arrays did not change as θp varied.

(b)

(c)

y

R(1,1)

R(1,2)

R(2,2)

R(2,1)

B(1,-1)

(a)

x

R(-1,2)

Fig. 8.2. The picture of the experimentally observed two-dimensional multicolored
transverse arrays (a), and the corresponding intensity spectra of a row of multicol-
ored transverse patterns crossing R(1, 2) (b) and a column of multicolored transverse
patterns crossing R(−1, 2) (c) as labeled with dashed line in (a)
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In the presence of the off-axis
−→
k2 beam, the spatial breakup of the ellip-

tic input
−→
k1 beam was enhanced, as evidenced by the distinct columns in

the two-dimensional multicolored transverse arrays. The enhanced spatial
beam breakup was a direct result of energy transfer involved in the cascaded
non-collinearly quadratic processes among different two-dimensional patterns.
Fundamentally different from the two-dimensional discrete solitons in opti-
cally induced nonlinear lattices [18] or multiple filaments in air [6, 19], the
approach demonstrated here can not only be served as a novel mechanism
for the two-dimensional array generation with pump intensities below the
material damage thresholds, but also provide us more degrees of freedom to
control two-dimensional arrays of quadratic spatial solitons. This may stimu-
late further experiments to explore the fundamental dynamics of wave-packet
breakup or collapse during wave propagation in quadratic nonlinear media,
and may bring about various novel applications.

8.3 Transient Grating Probing

As the generation of two-dimensional multicolored transverse arrays was
based on the cascaded non-collinearly quadratic couplings, the effective refrac-
tive index of the nonlinear crystal was modulated correspondingly. This
established two-dimensional transient gratings. Experimentally, such two-
dimensional transient gratings could be imaged and probed with synchronous
coherent beams. In order to show this point clearly, as shown in Fig. 8.3a,
a super-continuum pulse was produced by focusing another off-axis beam

−→
k3

(split from
−→
k2) into a 2mm-thick sapphire plate. The residual FW pump

pulses at 800nm in the super-continuum were removed after passing through
a short-pass filter with a cutoff wavelength around 750nm. Here, the

−→
k3 beam

is collimated down to the 4mm thick BBO crystal and crossly overlapped
with the

−→
k1 and

−→
k2 beams. As presented in Fig. 8.3b, the synchronously

seeded super-continuum pulses were at first diffracted by the transient grat-
ings and then amplified at the diffracted directions, leading to the generation
of two-dimensional multicolored up-converted parametric amplifications.

Figure 8.3c presents the experimentally observedmulticolored up-converted
parametric amplifications as the super-continuum was seeded at R(1, 2). The
corresponding spectra of some selected spots were plotted in Fig. 8.3d. In
order to identify the up-converted patterns from above multicolored trans-
verse arrays, we labeled different spots in the two-dimensional multicolored
up-converted parametric amplifications by G(n,m) with the seeded super-
continuum beam as G(0, 0). As the generated two-dimensional transient
gratings were probed by the super-continuum beam at different positions
with various geometric angles, the super-continuum beam would be diffracted
and then amplified in different ways. These led to tunable multicolored up-
converted parametric amplifications within different ranges. Figure 8.4 gives
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Fig. 8.3. (a) Experimental schematic for observation of multicolored up-converted
parametric amplifications, where a super-continuum beam k3 is used as a probe.
(b) Diffraction and amplification of the seeded super-continuum pulse by the cas-
caded non-collinearly quadratic processes induced two-dimensional transient grating,
which produces two-dimensional multicolored up-converted parametric amplifica-
tions. (c) Picture of the observed multicolored up-converted parametric amplification
patterns as the super-continuum was seeded at R(1, 2). (d) Spectra of some selected
spots G(0, m) from multicolored up-converted parametric amplifications as shown
in (c), where m = 3, 2, 1, 0, −1, −2, and −3, respectively, from left to right.
BS: beam splitter

typical examples of two-dimensional multicolored up-converted parametric
amplification patterns at different super-continuum seeding angles, where (a)
and (b) correspond to the situations with super-continuum beams seeded at
R(2, 1), and in the middle of R(1, 1), R(1, 2), R(2, 1), and R(2, 2), respec-
tively. Figure 8.4c presents the spectra of some selected spots from the
observed multicolored up-converted parametric amplifications as shown in
Fig. 8.4b. The probe beam was not necessarily seeded at one of the spots
of the two-dimensional multicolored transverse arrays for the observation of
two-dimensional multicolored up-converted parametric amplifications since
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Fig. 8.4. Pictures of two-dimensional multicolored up-converted parametric amplifi-
cations observed with super-continuum seeded at (a) R(2, 1) and (b) in the middle of
R(1, 1), R(1, 2), R(2, 1), and R(2, 2), respectively. (c) The spectra of some selected
spots of multicolored up-converted parametric amplifications as shown in (b)

the formed gratings existed in the whole interaction region, and the resulted
multicolored up-converted parametric amplification patterns covered almost
the whole optical spectrum in the visible region.

The dependence of two-dimensional multicolored up-converted parametric
amplifications on the cascaded non-collinearly quadratic processes induced
transient gratings could be tested by changing the relative delays among−→
k1,

−→
k2 and

−→
k3. For example, Fig. 8.5 presents the dependence of multicolored

up-converted parametric amplification pattern upon the delays of
−→
k1 and

−→
k2

while keeping the delay of
−→
k3 unchanged. Obviously, the two-dimensional mul-

ticolored up-converted parametric amplification patterns shrank dramatically
as the delays of

−→
k1 and

−→
k2 walked away, which caused the degeneration of
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Fig. 8.5. Intensity dependences of multicolored up-converted parametric amplifi-
cation patterns upon the delays of (a) k1 and (b) k2, respectively. Here, the k3 is
seeded at R(1, 2) and the up-converted pattern is selected to be G(1, 1) as labeled
in the figures. (c) and (d) present the intensity spectra of a row of multicolored
up-converted parametric amplification patterns crossing G(0, 1) as the delay of k2
is changed to be 100 and 1,000 fs, respectively, while keeping k1 and k3 unchanged.
The correspondingly observed pictures are also presented as the insets

the formed two-dimensional transient gratings. Furthermore, in the absence
of transient gratings by blocking beam

−→
k2, the observed two-dimensional

multicolored up-converted parametric amplifications degraded into a simple
parametric amplification with patterns similar to that from beam

−→
k1. It clearly

demonstrates that the multicolored up-converted parametric amplifications
was produced by diffracting and amplifying seeded super-continuum pulse
with the quadratic nonlinearities induced transient gratings.

Moreover, spectral coherence would be expected if the phase was pre-
served in the nonlinear amplifications along different directions, since they
were from the same super-continuum pulse. We measured phase difference
between two selected spots by using a so-called spectral interferometry tech-
nique. Figure 8.6a shows the setup for spectral interference technique. The
beating signal on the charged coupled device could be written as

S(ω) = |E1(ω)eiφ1(ω) + E2(ω)ei[φ2(ω)+ωτ ]|2
= |E1|2 + |E2|2 + 2E1E2 cos(ωτ +Δφ),

(8.1)
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Fig. 8.6. (a) Experimental setup for spectral interference. (b) Simulated spec-
tral interference patterns for pulses with constant (dashed line) and random (solid
line) phase differences from shot to shot. (c) The measured spectral interference
between two selected multicolored up-converted parametric amplification patterns
with a preset delay and comparable intensities. CCD: charge coupled device; PMT:
photomultiplier tube

where Δφ = φ2 − φ1 is the phase difference between two interfering pulses of
central frequency ω and preset delay of τ . As shown in Fig. 8.6b, a stable inter-
ference pattern can be observed if the beating pulses have a constant phase
difference, otherwise the interference patterns will smear out after several laser
shots if the phase difference between the beating pulses varies randomly from
shot to shot. Experimentally, as shown in Fig. 8.6c, reproducible spectral inter-
ference pattern after an average of several thousand laser shots were observed
between two selected spots with a preset delay and relatively comparable
intensities. Obviously, phase coherence was preserved during the diffraction
and amplification of the probe pulse at different directions, which led to a con-
stant phase difference between the amplified up-converted patterns at different
colors.

Under the pump of FW pulses at 800nm, multiple frequency up-conversions
with different colors distributed in two-dimensional transverse patterns were
demonstrated as a direct result of crossly coupled cascaded non-collinearly
quadratic and multiple parametric processes, which exhibited features quite
different from the standard optical parametric amplifications. As the probing
super-continuum pulses include different spatiotemporal chirps in different
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Fig. 8.7. (a) Experimental setup for observation of enhanced two-dimensional mul-
ticolored transverse arrays with a weak FW pulse k3 split directly from FW pump
pulse as the probe. (b) Picture of the observed enhanced two-dimensional multicol-
ored transverse arrays. (c) and (d) plot the measured spectra of some selected spots
as shown in (b)

spectral regions, the spatiotemporal dynamics of the involved cascaded non-
collinearly quadratic processes could be investigated and the spatial distri-
bution of the transient grating in the quadratic nonlinear medium could be
dynamically imaged.

The transient gratings could be also observed by using a probing pulse
directly split from the FW pulse. As shown in Fig. 8.7a, the

−→
k1,

−→
k2, and

−→
k3

beams were split directly from the FW pulses at 800nm, and
−→
k3 pulse was

very weak. Due to diffraction and amplification of the two-dimensional tran-
sient grating formed by

−→
k1 and

−→
k2, an significantly enhanced two-dimensional

multicolored transverse arrays was observed as shown in Fig. 8.7b. More than
180 spots at different colors were actually produced by this novel technique,
which could not be seen clearly in the picture due to the limitations of our
digital camera. Differing from the observation of multicolored up-converted
parametric amplifications with super-continuum pulse, here we synchronized−→
k3 with

−→
k1 at the position where wave-packet breakup occurred, which also

participated in the cascaded non-collinearly quadratic processes directly as−→
k1 and

−→
k2 did. The wavelengths of different spots were measured. As shown

in Fig. 8.7c, d, the measured central wavelengths of the adjacent spots agree
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well with the required phase-matching conditions of the corresponding cas-
caded non-collinearly quadratic processes. The emitting red spots cover a quite
broad band spectral range from 550 to 800nm. The spots farther away from
the center occupy shorter wavelengths due to the cascaded non-collinearly
quadratic processes. The observation of such enhanced multicolored transverse
arrays further indicates that spatial wave-packet breakup and the followed
cascaded non-collinearly quadratic processes play crucial roles in forming of
our two-dimensional arrays. The phase coherence between different spots
form the enhanced two-dimensional arrays was tested by using the spec-
tral interferometry technique in the frequency domain. With a proper preset
delay, a clear spectral interference pattern between the selected patterns was
observed after an average of several thousand laser shots, which indicated the
two-dimensional patterns were actually multicolored coherent optical sources.

The coherent two-dimensional patterns could be further combined into
one beam by using a hollow fiber with a scheme as shown in Fig. 8.8a. In
the experiment, all the spots from the enhanced two-dimensional multicol-
ored transverse arrays were focused into a L = 50mm, D = 1.0mm hollow
fiber with a f = 60-mm achromatic lens. As shown in Fig. 8.8b, except the
blue part around 400nm, a quite broadband spectrum (590–820nm) could be
obtained at the end of the hollow fiber. The contributions from the outer spots
with wavelengths shorter than 590 nm were almost eliminated due to their
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Fig. 8.8. (a) Experimental schematic for two-dimensional patterns combination
using a hollow fiber. (b) The spectrum of the combined beam after a 50-mm hollow
fiber, and (c) the corresponding transform-limited pulse by assuming the spectrum
is chirped free with wavelength longer than 590 nm
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Fig. 8.9. Schematic for multicolored impulsive stimulated Raman scatterings to
obtain ultra-broadband spectra with pump pulses at different frequencies selected
from our two-dimensional arrays

relative weak intensities as compared with the inner spots and the waveguide
effects of the hollow fiber. By using specially designed double chirped mir-
ror pairs [20] or spatial light modulators [21] for dispersion compensation, the
broadband spectrum can be compressed to produce ultrashort pulse. As shown
in Fig. 8.8c, it can result in a transform-limited pulse in sub-5 fs range. Signif-
icantly, the combined beam has a high pulse energy (∼44 μJ). The generation
of high-peak-power optical pulse with duration down to sub-5 fs range is par-
ticularly important for a number of fundamental experiments, such as single
attosecond pulse generation by high-order harmonic generation [22], ultra-
fast nonlinear spectroscopy, strong-field light-matter interactions, and various
nonlinear processes.

Moreover, the coherent two-dimensional multicolored arrays could also be
used as pumps for multicolored impulsive stimulated Raman scatterings [23].
As shown in Fig. 8.9, we could select one spot from the coherent two-
dimensional arrays at frequency ω1 with pulse duration shorter than the period
of the Raman-active vibrational mode as the first pump beam, which leaved
the molecules in a vibrational state. The modulated refractive index could be
probed by the delayed coherent pulses at different frequencies (ω2, ω3, ω4 . . .)
selected from the two-dimensional arrays. It was expected that each pulse
itself would lead to a coherent broadened spectrum with central wavelength as
the probe. Then, an ultra-broadband spectrum could be obtained to produce
sub-fs pulses [24] when they were adjusted to walk together temporarily.

8.4 Weak Beam Control of Two-Dimensional Arrays

The strong nonlinear couplings between FW and SH fields are responsible
for the collapses of optical waves during second harmonic generation pro-
cesses in quadratic media [15–17]. It was demonstrated that one-dimensional
multiple quadratic spatial solitons could be controlled by seeding a weak SH
beam at the input of the nonlinear medium [8]. Since our two-dimensional
arrays were formed on the basis of the generation of one-dimensional multiple
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experimentally observed pictures are also presented as insets

quadratic spatial solitons, it is straightforward to expect that the observed
two-dimensional arrays can also be controlled by a weak SH beam.

Figure 8.10a, b present the dependent results of two-dimensional multicol-
ored transverse arrays on the SH control beam. The two-dimensional patterns
were switched to one-dimensional ones as the energy ratio SH/FW reached
3.6%. In order to demonstrate the dependence of the control on the relative
phase shift between the FW pump and weak SH control pulses, a 1-mm-thick
CaF2 plate was inserted between two BBO crystals to introduce a tunable
relative phase shift. By tilting the CaF2 plate, the relative phase shift could
be varied from 0 to 2π readily. The experimental results showed that the con-
trol of two-dimensional multicolored transverse arrays was independent on the
relative phase between the

−→
k1 FW and SH control pulses, which was consis-

tent with the phase-insensitive control of one-dimensional multiple quadratic
spatial solitons [8] caused by the spatial collapse of the spatially elliptic input
beam. Obviously, the weak SH control beam brought about the same suppres-
sion of the two-dimensional patterns as it did on the one-dimensional multiple
quadratic spatial solitons induced by the elliptic beam. This further suggests
that the spatial collapse of the on-axis

−→
k1 beam is responsible for the formation

of our two-dimensional multicolored transverse arrays by means of cascaded
non-collinearly quadratic processes.
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Figure 8.10c, d present the dependence of multicolored up-converted para-
metric amplifications with super-continuum seeding at R(1, 2) under different
SH/FW ratios, demonstrating that the two-dimensional multicolored up-
converted parametric amplifications could also be controlled by weak SH
seeding pulses. Two-dimensional multicolored up-converted parametric ampli-
fication patterns were switched into one-dimensional ones when ratio SH/FW
was about 1.2%. The threshold energy ratio SH/FW to suppress the two-
dimensional multicolored up-converted parametric amplification patterns was
consistent with those to suppress one-dimensional multiple quadratic spatial
solitons [8] and two-dimensional multicolored transverse arrays.

Similar to one-dimensional multiple quadratic spatial solitons and two-
dimensional multicolored transverse arrays, the control of two-dimensional
multicolored up-converted parametric amplifications also exhibited a phase-
independent feature. This implies that multiple coherent strong pulses could
be controlled by using a weak SH beam without any predetermined phase
relative to the pulses to be controlled, which may support a novel kind of
phase-insensitive all-optical control with a weak beam to control multiple
strong beams. As multicolored up-conversions in two-dimensional multicol-
ored up-converted parametric amplifications could be coherent synthesized, a
weak SH control of the two-dimensional multicolored up-converted parametric
amplifications could facilitate an all-optical control of the relative intensities
of different multicolored up-converted parametric amplification patterns, and
consequently support an all-optical control of coherent pulses synthesis. This
may find interesting applications in all-optical quantum coherent control.

8.5 Colored Conical Emissions

As shown in Fig. 8.11a, spatiotemporal modulational instabilities occur as a
result of exponential growth of perturbations during propagations of wave-
packets in nonlinear media as both dispersion and diffraction are present
[1,2,13]. Assisted by spatiotemporal modulational instabilities, colored conical
emissions by means of second harmonic generation involves multiple three-
photon processes, which can be described by an intuitionistic picture as shown
in Fig. 8.11b [2, 13]. Under the pump of on-axis pulses at the FW frequency
ω, spatiotemporal modulation instabilities induce decay of SH photons 2ω
into photon pairs at frequencies ω± = ω ± δ traveling with opposite off-
axis angles, resulting in colored conical emissions. Colored conical emissions
could be clearly observed under a high-intensity pump, and it is intrinsi-
cally originated from exponential growth of noises or perturbations as a result
of spatiotemporal modulational instability. The maximum nonlinear growth
occurs at phase-matched directions for different wavelengths, with a characteri-
stic of phase-matched parametric decay of the SH pulses. Accordingly, distinct
colored conical emissions appear as the FW pump pulses are aligned at the
second harmonic generation phase-matching condition. It is not necessary to
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(e), respectively

have an input spatial asymmetry for the input beam as required for the gen-
eration of two-dimensional multicolored transverse arrays and multicolored
up-converted parametric amplifications as discussed above [12].

In our experiments, as shown in Fig. 8.11c, the fs pulses from the amplified
Ti:sapphire system with energy of 650μJ/pulse were directly focused into a
6-mm-thick BBO crystal (type I, 29.18◦ cut) by using a lens with a focusing
length of 1,000mm. As shown in Fig. 8.11e, a bright blue-green cone with
a conical angle of ∼ 5.0◦ emerged around the propagation axis when the
pump reached a sufficiently high intensity and the BBO crystal was rotated
to maximize the second harmonic generation. As plotted in Fig. 8.11d, e, the
blue-green conical emission peaked near 500nm and exhibited an angular
width of about 0.4◦ (4.77◦–5.17◦). Spatiotemporal modulational instabilities
and thus the induced colored conical emissions changed when the chirp (time)
or beam divergence (space) of the FW pump pulse was varied. We used an
iris placed before the concave mirror to vary the diameter and divergence of
the laser beam focused into the BBO crystal. As presented in Fig. 8.11c, when
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the iris was changed to a smaller diameter, the blue-green conical emission
became less intense, and a red semiconical emission appeared inside the blue-
green conical emission. On the other hand, red semiconical emissions could
also be observed within the weakened blue-green conical emission as small
negative chirps were intentionally introduced to the FW pump pulses. These
observations clearly suggest that space and time degrees of freedom played
the same role to entail colored conical emissions.

The pump intensity dependent spectral profile is one of the most important
features of modulational instabilities [2, 3, 25]. As shown in Fig. 8.12a, b, the
pump intensity on the facet of BBO crystal was changed by either scanning the
position of the crystal along the focusing direction or rotating a tunable atten-
uator before the BBO crystal. The spectral features of the blue-green conical
emission under different pump intensities are also plotted in Fig. 8.12. As the
pump intensity increased, blue-shifted spectra were observed with increased
full width at half maximum (FWHM). This implied strong nonlinear couplings
among the involved multiple three-photon processes.

8.6 Seeded Amplification of Colored Conical Emission

Seeded amplification of colored conical emission could be realized by seed-
ing with an accurately synchronized super-continuum pulse [14]. The injected
seed could attain exponential gain along a certain conical angle of colored
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conical emissions and the nonlinear gain was assisted by spatiotemporal
modulational instabilities, leading to a FW pump intensity dependence of
the parametric gain. Intrinsically different from standard optical paramet-
ric amplification, seeded amplification of colored conical emission is pumped
by the FW pulses, and up-converted amplification occurs as a direct result
of multiple quadratic processes (second harmonic generation and parametric
amplification). Rather than a simple combination, second harmonic genera-
tion and parametric amplifications are coupled each other. Nonlinear phase
shifts induced by phase-matched second harmonic generation entail seeded
amplification of colored conical emission output spectra dependent on the FW
pump intensity. Strong couplings between FW and SH pulses may further bal-
ance the group velocity mismatching and dispersion, enabling large interaction
length to output a quite high pulse energy of up-converted amplification. From
the practical points of view, seeded amplification of colored conical emission
supports a broadband fs up-conversion with a quite simple setup.

In the experiments, as shown in Fig. 8.13a, a weak FW pulse split from
the output of the laser system was attenuated and then focused into a 2mm
thick sapphire plate to generate a super-continuum beam, which was further
collimated to the BBO crystal as the seed pulses. The residual FW pulses
were used to generate colored conical emissions with a scheme as discussed
above. As shown in Fig. 8.13a, a sparkling green point appeared at point A
just as a pearl over the blue-green conical emission ring. The seeded ampli-
fication of colored conical emission output beam showed a beam divergence
about 0.7mrad, and the corresponding M2 parameter was measured to be
5.4 at a typical operation with the output pulse energy of 100μJ under the
fundamental pump intensity of 12mJ cm−2. The maximum seeded amplifica-
tion of colored conical emission output pulse energy reached up to ∼150 μJ
as the FW pump pulse energy was increased to 650μJ (∼14mJ cm−2). This
was at least one order of magnitude higher than those obtained with compa-
rable FW pump pulses by using the standard non-collinear optical parametric
amplification scheme.

Figure 8.13b, c presents the typical spectrum of seeded amplification of
colored conical emission at a pump intensity of 10.6mJ cm−2, and the corre-
sponding central wavelengths and FWHMs of the spectra versus the FW pump
intensity, respectively. Seeded amplification of blue-green conical emission pro-
duced output pulses centered around 500nm with FWHMs typically larger
than 20 nm. Interestingly, seeded amplification of colored conical emission
exhibited blue-shifted frequencies of amplification at higher FW pump inten-
sities, implying that the corresponding photon-momentum conservation was
modulated, which is actually one of the key features of seeded amplification
of colored conical emission that differs from the standard optical parametric
amplification. This can be qualitatively understood as follows. Since seeded
amplification of colored conical emission consisted of multiple quadratic pro-
cesses, FW and SH pulses in the second harmonic generation process strongly
coupled with the signal and idler pulses in the parametric process. Interplay of
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such multiple nonlinear processes caused nonlinear phase shifts to the pump
pulses and modulated the effective nonlinear refractive index of the crystal.
Consequently, the phase-matching condition and thus the photon-momentum
conservation in seeded amplification of colored conical emission changed under
different pump intensities. Therefore, for a given crossing angle and delay
between the FW pump and super-continuum seed pulses, different spectral
profiles could be observed as the FW pump intensities increase.

As colored conical emissions showed different spectra at different conical
angles, seeded amplification of colored conical emission with different wave-
lengths could be obtained by varying the seed angle of the super-continuum
beam. Figure 8.14 shows some typical pictures of seeded amplification of col-
ored conical emission observed under different seeding angles. The detailed
wavelength dependence of seeded amplification of colored conical emission on
the seed angle is plotted in the right of Fig. 8.14, which shows a tunable
range from 500 to 798nm as the seed angle is varied from 5◦ to 0.68◦. As
a result of the self-phase-modulation processes in the sapphire plate, there
existed a spectral chirp in the seeded super-continuum pulse. Therefore, the
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wavelength of seeded amplification of colored conical emission could also be
tuned by adjusting the delay between FW pump and super-continuum seed
pulses. The delay dependent tunable results are also presented in Fig. 8.14
as the seed angle was set as 4.5◦. Obviously, tunable ultrashort pulses can
be generated based on seeded amplification of colored conical emission, which
supports significant amplification of up-converted pulses under infrared pump.

Carrier envelope phase stabilized fs pulses could be obtained by different
frequency generation between the seeded amplification of colored conical emis-
sion and the FW pump pulses [26]. With a seed from self-phase-modulation
broadened replica of a FW pump pulse and phase preservation in the ampli-
fication process, the amplified signal differs from FW pump pulse in carrier
envelope phase by a constant value of π/2. Therefore, as shown in Fig. 8.15,
the generated signal pulses by different frequency generation show a con-
stant carrier envelope phase. In the experiments, we used a 1 kHz Ti:Sapphire
regenerative amplifier to produce 1.4mJ pulses of 40 fs duration at 800nm.
As shown in Fig. 8.15a, a part of output fs pulse with energy of 690μJ was
used to generate seeded amplification of colored conical emission based on a
scheme as shown in Fig. 8.13, and the residual FW pulse with energy of 710μJ
was used for different frequency generation process. The different frequency
generation signal in infrared optical region generated in a 2mm thick BBO
crystal (type-I, 31.5◦ cut) could be further frequency doubled to the visible
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region using another 2mm thick BBO crystal (type-I, 19.8◦ cut). As shown
in Fig. 8.15b, c, carrier envelope phase stabilized fs pulse centered at 800nm
could be generated after the second harmonic generation crystal as the central
wavelength of the seeded amplification of colored conical emission pulse was
tuned to 533nm.

The carrier envelope phase stabilization of the generated different fre-
quency generation pulse was verified by using a non-collinear optical paramet-
ric amplification based f −2f spectral interference scheme [27,28]. As plotted
in Fig. 8.16a, a stable interference pattern between the f − 2f beating pulses
was observed, which indicated a stabilized carrier envelope phase of the differ-
ent frequency generation signal pulse. The shot-to-shot drifts of the measured
carrier envelope phase were calculated and plotted in Fig. 8.16b for the carrier
envelope phase stabilized signal pulses. The carrier envelope phase drifts of the
pulses emitted directly from the laser system were also plotted in Fig. 8.16c for
comparison, which changed randomly from shot to shot without stabilization.

Since seeded amplification of colored conical emission exhibits a widely
tunable range, the carrier envelope phase stabilized different frequency gen-
eration pulses can be tuned accordingly. As the central wavelength of seeded
amplification of colored conical emission was tuned from 500 to 798nm, as
shown in Fig. 8.16d, the carrier envelope phase stabilized different frequency
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generation pulses could be tuned from 660 to 800nm with an FWHM of the
spectrum varied between 10 and 32 nm, which correspond to a tunable range
from 1,320 to 1,600nm in the infrared region before the final second harmonic
generation crystal.

8.7 Conclusions

As one of the most important and fascinating phenomena that have been
observed so far in the propagation of intense laser pulses in nonlinear media,
light wave collapse has attracted an ever-growing research interest, and has
stimulated some interesting topics on fundamental physics and facilitated a
variety of applications. Temporal, spatial, or spatiotemporal collapse of intense
optical wave packets has been observed in various nonlinear systems. Never-
theless, the fundamental features of multidimensional wave-packet collapse
have been left thus far widely unexplored due to the limit of material dam-
age thresholds. We review here our experimental studies of two-dimensional
multicolored solitary arrays with low pump intensities and colored conical
emissions during second harmonic generation processes as a result of collapses
of fs pulses in quadratic media, which showed various applications in different
aspects. We summarize our main results as follows. (a) Two-dimensional mul-
ticolored transverse arrays were generated in a quadratic nonlinear medium
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under the pump of two crossly overlapped fs beams. The experimental obser-
vation of two-dimensional patterns demonstrated the spatial breakup of the
input elliptic beam and cascaded non-collinearly quadratic processes as a
novel mechanism to form two-dimensional patterns at low pump intensi-
ties below the material damage threshold. (b) Multicolored up-conversion
parametric amplification was realized as a super-continuum probe pulse was
diffracted by the transient grating established in the cascaded non-collinearly
quadratic processes and then, the diffracted super-continuum pulses attained
nonlinear growths with phase preservation along different directions. This
presents further evidence of cascaded non-collinearly quadratic processes that
were responsible for the formation of two-dimensional patterns. The syn-
chronized super-continuum pulses provided a direct imaging of the spatial
distribution of the transient grating in the quadratic medium and thus,
diffraction from the transient grating could be used to probe the dynam-
ics of the cascaded non-collinearly quadratic processes. Multiple parametric
amplifications concurred with frequency up-conversion, interplay of cascaded
non-collinearly quadratic and multiple parametric processes brought about
unique features different from standard optical parametric amplification.
(c) The two-dimensional arrays could be suppressed through weak beam
control of the induced quadratic spatial solitary waves. This provides fur-
ther evidence that two-dimensional patterns were originated from the spatial
beam breakup of the elliptic pump and the induced quadratic spatial solitons
equivalently functioned as new beams in the cascaded nonlinear couplings.
(d) Colored conical emissions could be observed as a result of spatiotemporal
collapse of fs pulses in a quadratic medium. Seeded amplification of colored
conical emission was demonstrated to support ultra-broadband and tunable
up-conversion, wherein interplay of multiple nonlinear processes makes seeded
amplification of colored conical emission differ from standard optical paramet-
ric amplifications. Difference frequency generation between pump and seeded
amplification of colored conical emission pulses was demonstrated to exhibit
a constant carrier envelope phase, which can be used as a novel all-optical
control of carrier envelope phase. The carrier envelope phase stabilization
was verified and broadband tunable carrier envelope phase pulses were real-
ized. Finally, we would like to point out that of ultrashort pulse collapses in
quadratic media include abundant unrevealed features, further experimental
and theoretical investigations are required to fully understand the ultrafast
dynamics and fundamental physics related with ultrashort pulse propagation.
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Femtosecond Laser Induced Various
Luminescent Phenomena in Solid Materials

Jianrong Qiu, Li Wang, and Bin Zhu

Abstract. In this chapter, we review femtosecond laser induced various luminescent
phenomena in solid materials. The phenomena of multiphoton excited upconver-
sion luminescence in glasses, crystals and semiconductors, enhanced multiphoton
excited upconversion luminescence due to energy transfer between second har-
monic generation micro-crystallites and rare-earth ions, different emissions due to
the valence state change of active ions induced by femtosecond laser, long-lasting
phosphorescence induced by femtosecond laser, and unusual polarization-dependent
luminescence induced by femtosecond laser were introduced and their mecha-
nism were discussed. Promising applications of the observed phenomena were also
demonstrated.

9.1 Introduction

Compared with CW and long pulsed lasers, femtosecond laser has two appar-
ent features: (1) elimination of the thermal effect due to extremely short
energy deposition time, and (2) participation of various nonlinear processes
enabled by highly localization of laser photons in both time and spatial
domains. Therefore, it is expected that femtosecond laser may induce different
phenomena when the femtosecond laser interacts with matter compared with
CW and long pulsed lasers.

We know that many glasses and crystals have no intrinsic absorption at
800nm (the wavelength of the used Ti:sapphire laser). Linear absorption of
the laser radiation does not occur when the glasses and crystals are irradi-
ated by the laser beam. This is because the energy gap between the valence
and conduction bands is larger than the energy of the single photon. Thus
the energy of a single photon is not sufficient to excite an electron at the
ground state. At sufficiently high laser intensities, however, an electron can
simultaneously absorb the energy from the multiple photons to exceed the
band gap. This nonlinear process is called multiphoton absorption. It is a
highly intensity-dependent process, with the rate P (I) = σkI

k, where σk is
the multiphoton absorption coefficient for k-photon absorption.
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Once an electron is promoted to the conduction band, it serves as a seed
to a process called avalanche ionization. Seed electrons can also arise from
the other processes such as electron tunneling and thermal excitation from
impurity states. An electron in the conduction band can absorbs sufficient
energy nhν ≥ E (band gap), where n is the number of photons absorbed
sequentially, it can then use the excess energy to ionize another electron via
direct collision, known as impact ionization. The resulting two electrons in
the conduction band can then continue the process of the linear absorption
and impact ionization to achieve an exponential growth of the free electrons.
Such avalanche ionization produces a highly absorptive and dense plasma,
facilitating the transfer of energy from the laser to the glasses and crystals.
Many phenomena occur during and after the irradiation of femtosecond laser
due to the various nonlinear interaction between laser and glasses and crystals.
In this chapter, we introduce various luminescent phenomena in solid materials
induced by the femtosecond laser.

9.2 Multiphoton Excited Upconversion Luminescence

Upconversion luminescence is a process that materials absorb longer wave-
length light to emit shorter wavelength light, which is in contrast to the process
of conventional photoluminescence. The first upconversion luminescence phe-
nomenon was observed in rare-earth doped material (Eu2+: CaF2) in 1960s.
From then, it has attracted considerable attention. The mechanisms of upcon-
version luminescence includes: ETU (energy transfer upconversion), ESA
(excited-state absorption, cooperative upconversion), photon avalanche, and
multiphoton simultaneous absorption. The upconversion luminescence based
on multiphoton simultaneous absorption mechanism has some advantages
in practical applications compared to the upconversion luminescence based
on the other mechanisms. Multiphoton simultaneous absorption requires the
electrons in ground state absorbing two or more pumping photons to tran-
sit to excited state directly, while the other mechanisms requires the help
of interbands, which means the absorption is a more complicated stepwise
process.

The relationship between intensity of fluorescence induced by multiphoton
absorption and the power of incident light usually shows exponential relation:
I ∝ Pn, n is the number of photons absorbed. We can obtain the value of n
through the measurement of the relationship between intensity of fluorescence
induced by multiphoton absorption and the power of incident light. Multi-
photon simultaneous absorption is not a brand new phenomenon in photonics
filed. Early in 1930s, Gopper–Mayer had predicted this phenomenon theoreti-
cally. To induce multiphoton simultaneously absorption requires pump source
with very high electric field. And pulsed laser can satisfy with this requirement.

Most solid lasers work at the infrared wavelength range. The conver-
sion of infrared radiation to visible light has received much attention for
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the increasing applications of UV and visible lasers in optical storage, three-
dimensional display, infrared detection and biological imaging. We can convert
the infrared ray to visible light through nonlinear process. The usual meth-
ods are using high harmonic generation and optical parameters amplification
technology, which are confined by the rigorous conditions, such as the direc-
tion of polarization, temperature of the crystal and the direction of the crystal
axis, etc. However, the confinement of upconversion laser is much less. Most
upconversion luminescence induced by multiphoton absorption is pumped by
nanosecond laser or picosecond laser. They can hardly generate upconver-
sion luminescence effectively in solid inorganic materials due to low nonlinear
effects induced when they interact with the materials. The solvent of the prob-
lem is to adopt pulsed laser with higher peak power and shorter pulse duration
as pump source.

In recent years, the Ti:sapphire femtosecond laser whose peak power is
high has become the appropriate pump source for upconversion luminescence.
The advantages of femtosecond laser are as follows: (1) it can offer higher
repetition rate, shorter pulse duration and more intensive intensity within the
range of wavelength from 267 nm to 2.5 μm. It is possible to induce nonlinear
effects more easily duo to its ultrahigh intensity. As early as the year of 1999
and 2000, Kazansky and Qiu observed the phenomena of multiphoton excited
upconversion luminescence pumped by infrared femtosecond laser based on
multiphoton simultaneous absorption mechanism in Ge-doped SiO2 glass [1]
and rare-earth doped glass [2]. Nowadays, there have been intensive investiga-
tions on multiphoton excited upconversion luminescence induced by infrared
femtosecond laser.

9.2.1 Multiphoton Excited Upconversion Luminescence
in Various Inorganic Glasses

Kazansky et al. observed multiphoton excited upconversion luminescence in
Ge-doped silica glass (Ge:SiO2) in 1999 [1]. Ge:SiO2 glass is the main con-
stituent material of optical fibers for optical communication and which has
an interesting property, strong photosensitivity, associated with defects in
glass such as germanium oxygen deficient centers (Ge-ODC or Ge–Si wrong
bonds). These centers produce a strong absorption band at 5 eV (240 nm,
singlet–singlet transition), a weak absorption band at 3.7 eV (330 nm, forbid-
den singlet–triplet transition) and blue triplet luminescence at 3.1 eV with a
decay time of about 100ms. Many studies of the blue luminescence in silica
glass under the excitation with ultraviolet light have been carried out. These
studies have been motivated by the important role of defects responsible for
the blue luminescence in two kinds of phenomena. The first one includes refrac-
tive index changes and gratings induced via one- or two-photon absorption of
ultraviolet or visible light. The second one involves gratings of second-order
optical nonlinearity induced via coherent photocurrent in glass (modulation
of the angular distribution of photoelectrons) or coherent photoconductivity
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in glass under applied dc electric field (modulation of the total cross section of
ionization) as a result of quantum interference between coherent light fields at
two different frequencies. More recently, strong refractive index charges were
induced in glass by femtosecond laser pulses via multiphoton absorption of
infrared light. On the other hand, the luminescence of silica glass under exci-
tation with intense (1011–12W cm−2) ultrashort (100 fs) infrared radiation has
received little attention. It should be pointed out that high optical damage
threshold of silica pumped with ultrashort pulses offers unique possibilities
for the studies of optical excitations at high light intensities.

The laser radiation in Gaussian mode produced by regeneratively ampli-
fied mode-locked (120 fs pulse duration, 200kHz repetition rate) Ti:sapphire
laser operating at a wavelength of 800 nm was used in the experiments. Glass
samples were placed on a stage under the optical microscope. The infrared
laser radiation reflected by a dichroic mirror inside of the microscope was
focused via a 20× objective onto the sample. Simultaneously, the irradiated
spot was imaged in the visible spectral range via the microscope by using a
color CCD (charge-coupled device) camera.

During the experiments on Ge-doped (GeO2, 8mol%) silica glass strong
blue luminescence (with a center wavelength at 410nm) of defect states (Ge-
ODC) was observed (Fig. 9.1). Using a cross-sectional area for Ge-ODC of
5 × 10−18 cm2, the absorption value at 240nm for our sample of ∼15 cm−1

gives the Ge-ODC concentration of about 1019 cm3. This luminescence (triplet
luminescence) can be excited via the singlet–singlet transition by absorption
of three pump photons or one UV photon of the third harmonic of the pump
followed by quick nonradiative decay (with a decay time 1 ns) to the long-lived
triplet level (Fig. 9.2).

Figure 9.3 shows the absorption spectrum of the 1EuF2•14YF3•10MgF2•
20CaF2 • 10SrF2 • 10BaF2 • 35AlF3 (mol%) fluoroaluminate glass sample [2].
No absorption peak in the wavelength region from 380nm to 2.5 μm was
observed. A broad peak can be observed at 250nm, ranging from 190 to
380nm. The peak can be assigned to the absorption of the 5d–4f transition
of Eu2+ [3]. No apparent absorption due to the 4f–4f transition of Eu3+ was
observed at 394nm [3,4] Therefore, most of the Eu ions existed as a divalent
state in the glass.

Figure 9.4 shows the photoluminescence spectra of the glass sample when
excited by a femtosecond laser beam using a focusing lens (f = 100mm). A
small peak exists at 360nm due to the 6P7/2–8S7/2 transition of Eu2+ ions
and a broad peak exists at 460nm due to the 5d–4f transition of Eu2+ ions.
Calculations showed that the intensity of the blue luminescence at 460nm
was nearly proportional to the three units of power of the excitation power of
the femtosecond laser. Therefore, the blue luminescence at 460nm was due to
three-photon absorption and subsequent relaxation from the 5d level to the
8S7/2 ground state of the Eu

2+ ions.
You et al. observed the near-infrared to visible upconverted fluorescence in

the Al2O3–SiO2 glass containing Eu3+ ions during 800nm femtosecond laser
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Fig. 9.1. Spectrum (a) and pump power dependence (b) of the blue luminescence

irradiation [5]. The glass with the composition Si: Al: Eu = 80: 20: 2 (in molar
ratio) was prepared by the sol–gel process. The dependence of the intensity of
the Eu3+ emission on the pump power reveals that the three-photon excitation
is dominant in the upconversion process from near-infrared into the visible
fluorescence. The analysis of the upconversion mechanism reveals that the
three-photon simultaneous absorption leads to the population of the 4f levels
via the excitation of the charge transfer state of the Eu3+ ions, then relaxes
into the 5Do level of the Eu3+ ions from which the fluorescence occurs.

You et al. further used Ce3+ ions instead of Eu3+ ions, and prepared
Al2O3–SiO2 glass with the composition Si: Al: Ce = 80: 20: 0.4 (in molar ratio)
by sol–gel method [6]. Near-infrared to visible blue upconversion luminescence
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Fig. 9.2. Energy-level diagram of Ge–Si defect in silica glass with the possible
channels of excitation

Fig. 9.3. Absorption spectrum of Eu2+-doped fluoroaluminate glass

comes from the 5d–4f transition of the Ce3+ ions was observed in the glass
under femtosecond laser irradiation. The relationship between the intensity of
the Ce3+ emission and the pump power reveals that a three-photon absorp-
tion predominates in the conversion process from the near-infrared into the
blue luminescence. The analysis of the upconversion mechanism suggests that
the upconversion luminescence may come from a three-photon simultaneous
absorption that leads to a population of the 5d level in which the characteristic
luminescence occurs.
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Fig. 9.4. Photoluminescence spectra of Eu2+-doped fluoroaluminate glass excited
by a femtosecond laser beam

Meng et al. observed strong blue upconversion luminescence centered at
about 420 nm under irradiation with a 780 nm femtosecond pulsed laser [7].
They suggested that the electron was excited into the Ta5+ 5d0 energy level
by absorbing two photons of the short-wavelength part of the supercontinuum
of the femtosecond laser and then relaxes to the lowest vibrational level of
Ta5+ 5d0. Finally, the recombination of electron–hole pairs contributed to the
blue upconversion. This discovery facilitated understanding the mechanism
of blue emission from tantalum-doped glasses and demonstrates the great
potential of transition-metal ions without d electrons in the fields of optics.

Zhang et al. reported he near infrared to visible upconversion luminescence
in a Tb3+-doped ZnO–B2O3–SiO2 glass excited with 800nm femtosecond laser
irradiation [8]. The upconversion luminescence is attributed to 5D4 to 7Fj

(j = 3, 4, 5, 6) transitions of Tb3+. The relationship between upconversion
luminescence intensity and the pump power indicates that a three-photon
simultaneous absorption process is dominant in this upconversion lumines-
cence. The calculated value of the three-photon absorption cross section σ3 of
the glass is 1.832 × 10−81 cm6 s2. Also, three-dimensional display is demon-
strated based on the multiphoton absorption upconversion luminescence for
the first time.

As the Tb3+-doped glass has shown highly localized green emission when
excited with focused femtosecond laser, this observed phenomenon can be used
for three dimensional solid state displays. Figure 9.5 presents the photograph
of a simple mark through scanning the 800 nm femtosecond laser into the
Tb3+-doped glass at a scanning rate of 300 pixels s−1 via computer controlled
scanning type galvanometer. The femtosecond laser beam was focused onto
the glass by a lens with focal length of 2 cm. They have observed a three
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Fig. 9.5. Photograph of a simple mark through scanning the femtosecond laser into
the glass

dimensional green ellipsoidal shape image with 13 horizontal lines inside the
glass. It should be possible to realize three-dimensional, solid state, three color
display based on multiphoton absorption upconversion luminescence if one can
design and control the combination of doping species and microstructure of
the glass.

9.2.2 Enhanced Multiphoton Excited Upconversion Luminescence
to Due to Energy Transfer Between Second Harmonic Generation
Micro-Crystallites and Rare-Earth Ions

Zhu et al. observed enhanced near-infrared to visible red upconversion lumi-
nescence in transparent Eu3+-doped SrO–TiO2–SiO2 glass–ceramics induced
by near-infrared femtosecond laser (Fig. 9.6) [9]. X-ray diffraction analysis
indicates that Sr2TiSi2O8 crystallites of good second-order optical nonlin-
earity are precipitated in the glass after heat treatment at 850◦C for 2 h.
They suggested that the enhanced emissions can be attributed to the absorp-
tion of the second-harmonic generation as a result of precipitated Sr2TiSi2O8

microcrystalline particles with second-order optical nonlinearities. The 790nm
femtosecond laser was converted to a 395nm laser in the glass–ceramic at first,
and then the latter was reabsorbed by Eu3+. It should be pointed out that
the half-width at middle maximum of the femtosecond laser is about 18 nm,
and the wavelength of the second-harmonic generation covers the wavelength
region from 386 to 404nm. Second-harmonic generation is re-absorbed effec-
tively by Eu3+ via the 7F0→ 5L6 transition at 394nm. The intensity of the
upconversion luminescence was proportional to the square of the excitation
power. Furthermore, the efficiency of luminescence due to multiphoton excita-
tion is far less than that of the second-harmonic generation. The Eu3+-doped
glass–ceramics show strongly enhanced upconversion luminescence and greatly
improved damage threshold compared with the as-prepared glass.
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Fig. 9.6. Emission spectra of the Eu3+-doped glass (a) and glass–ceramic (b) under
femtosecond laser irradiation (the excitation power is 32mW) and 394 nm light
excitation

9.2.3 Multiphoton Excited Upconversion Luminescence
in Various Crystals

Dong et al. observed blue frequency-upconversion fluorescence emission in
Ce3+ doped Gd2SiO5 single crystals, pumped with 120-fs laser 800nm IR
laser pulses (Fig. 9.7), while no visible emission was observed under irradia-
tion of 800 nm picosecond laser [10]. The observed fluorescence emission peaks
at about 440nm is due to 5d → 4f transition of Ce3+ ions. The intensity
dependence of the blue fluorescence emission on the IR excitation laser power
obeys the cubic law, demonstrating three-photon absorption process. Analy-
sis suggested that three-photon simultaneous absorption induced population
inversion should be the predominant frequency upconversion mechanism. The
process of the direct three photon induced fluorescence of Ce3+: Gd2SiO5 by
femtosecond laser irradiation may be as follows: first, the simultaneous absorp-
tion of three photons by Ce3+: Gd2SiO5 leading to population of the upper 5d
excited state. Second, the excited state relaxes nonradiatively to the zeroth
vibronic level – the bottom of the 5d state before returning to the 2F5/2

ground state via emission of a single photon. The population inversion is
created between the lower emitting state, 5d, and the ground state, 2F5/2.

They also found that purple upconversion luminescence in Ce3+: Lu2Si2O7

single crystals excited at 800 nm by using a femtosecond Ti:sapphire laser [3].
The emission spectra of Ce3+: Lu2Si2O7 crystals were the same for one-photon
excitation at 267 nm as for excitation at 800nm (Fig. 9.8). The emission inten-
sity of Ce3+: Lu2Si2O7 crystals was found to depend on the cube of the laser
power at 800 nm, consistent with simultaneous absorption of three 800nm
photons.
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Fig. 9.7. Emission spectra of Ce3+: Gd2SiO5 irradiated by femtosecond laser at
800 nm (solid line) and xenon lamp at 267 nm (dashed line)
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Fig. 9.8. Emission spectra of Ce3+: Lu2Si2O7 single crystals for excitation at 800
and 267 nm

The reports on upconversion luminescence in transparent solids doped
with transition metal ions are not too much. Among these ions, Cr3+ ion is
particular because its 2E3→ 4A2 transition is typical in solid spectroscopy.
The 2E3→ 4A2 transition in crystal and glass is studied extensively to utilize
its emission at infrared wavelength and explore the crystalline field around
Cr3+ ions.

Yang et al. reported visible red upconversion luminescence in Cr3+: Al2O3

crystal under focused femtosecond laser irradiation [4]. The luminescence spec-
tra showed that the upconversion luminescence originates from the 2E→ 4A2

transition of Cr3+. The dependence of the fluorescence intensity of Cr3+ on
the pump power revealed that a two-photon absorption process dominates in
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Fig. 9.9. Emission spectra of the YVO4 crystal sample under focused femtosecond
laser irradiation and 267 nm monochromatic light excitation. The inset was the
photograph of the YVO4 crystal sample irradiated by focused femtosecond laser,
which was taken in darkroom

the conversion of infrared radiation to the visible emission. It was suggested
that the simultaneous absorption of two infrared photons produces the popu-
lation of upper excited states, which leads to the characteristic visible emission
from 2E state of Cr3+. They also reported on blue upconversion luminescence
of a pure YVO4 single crystal excited by an infrared femtosecond laser [11].
The luminescent spectra (Fig. 9.9) showed that the upconversion lumines-
cence comes from the transitions from the lowest excited states 3T1,

3T2

to the ground state 1A1 of the VO4
3−. The dependence of the fluorescence

intensity on the pump power density of laser indicated that the conversion of
infrared irradiation to visible emission is dominated by three-photon exci-
tation process. They suggested that the simultaneous absorption of three
infrared photons promotes the VO4

3− to excited states, which quickly cas-
cade down to lowest excited states, and radiatively relax to ground states,
resulting in the broad characteristic fluorescence of VO4

3−.
They observed infrared to ultraviolet and visible upconversion lumines-

cence in Ce3+ doped YAlO3 crystal (Ce3+: YAP) under focused infrared
femtosecond laser irradiation [12]. The fluorescence spectra showed that the
upconverted luminescence comes from the 5d− 4f transitions of Ce3+ ions.
The dependence of luminescence intensity of Ce3+ ions on infrared pumping
power reveals that the conversion of infrared radiation is dominated by three-
photon excitation process. It is suggested that the simultaneous absorption of
three infrared photons pumps the Ce3+ ion into upper 5d level, which quickly
nonradiatively relax to lowest 5d level. Thereafter, the ions radiatively return
to the ground states, leading to the characteristic emission of Ce3+.
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Fig. 9.10. Emission spectra of the Nd3+: YVO4 crystal sample under (a) 267 nm
monochromatic light, (b) femtosecond laser and CW diode laser excitation

Wang et al. observed upconversion luminescence in Nd: YVO4 under exci-
tation of a continuous wave (CW) diode laser and a femtosecond laser at
800nm (Fig. 9.10) [13]. It was found that Nd: YVO4 shows different upcon-
version and downconversion luminescencent behaviors when excited by the
diode laser and the femtosecond laser. The log–log relationship between pump
power density of the femtosecond laser and fluorescence intensity of Nd:YVO4

showed that the upconversion processes for the 424, 731 and 684 nm signals
are three-photon-absorption processes at low pump power, while at high pump
power, four- or five-photon excitation process might occur. They also found
that the upconversion fluorescence intensity of Nd3+ excited by the femtosec-
ond laser is higher than the downconversion one, which is consistent with the
calculation result based on Bloch equations, and that the upconversion lumi-
nescence efficiency pumped by the femtosecond laser is higher than that by
the diode laser.

9.2.4 Multiphoton Excited Upconversion Luminescence
Inside Semiconductors

The nonlinearity of the semiconductor has received considerable attention,
because it can be applied in devices for optical power limitation. The semi-
conductor used in femtosecond laser inducing upconversion luminescence is
IV–VI semiconductor.

Dushkina et al. reported on green upconversion luminescence centered
at 525nm in CdS crystal after irradiation of 804 nm femtosecond laser [14].
At room temperature, CdS can hardly emit green light. Sometimes, one
may observe red emission duo to the defects and sulfur vacancy. In this
case, femtosecond laser induced two-photon absorption which could excite the
electron–hole pairs of CdS. Then the green light was emitted duo to the recom-
bination of electron sand holes. Pan et al. observed upconversion luminescence
centered at 500nm in CdS nanoribbons which was irradiated by femtosecond
laser at room temperature [15]. These ribbons have single-crystal structures
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and uniform rectangular cross sections and grow along the (100) direction.
The upconversion luminescence was attributed to photo-induced bipolaronic
excitons.

Compared to CdS, the forbidden band of CdTe is more narrow, and the
emission quantum efficiency is higher. Wu et al. measured the PL spectra
of CdTe nanocrystals of size of 3.8, 4.4 and 5.4 nm irradiated by 400, 800
and 1,208nm femtosecond laser, respectively [16]. The upconversion lumines-
cence spectra had slopes of 2.05± 0.03 and 1.88 ± 0.02 at 800 and 1,208nm
excitation, respectively, while the normal luminescence spectra had a slope
of 0.85 ± 0.004. The results indicate that normal luminescence intensity was
linearly dependent on excitation power, whereas upconversion luminescence
intensity varied quadratically with pump power. It was therefore concluded
that upconversion luminescence was attributed to two-photon excitation or
an Auger recombination process.

Recently, ZnO has attracted renewed interest as a promising optoelec-
tronic material in the UV for laser diodes and light-emitting diodes operating
at room temperature owing to its wide bandgap and extremely large binding
energy of free excitons. Dai et al. found that there are two emission bands
in representative MPA-induced PL spectra of ZnO excited by a femtosecond
laser with tunable wavelength range of 700–1,000nm at room temperature:
a narrow UV band at 395nm (3.14 eV) and a broad visible (VIS) band cen-
tered at ∼492 nm (2.52 eV) (Fig. 9.11a) [17]. The peaks marked by vertical
arrows were the second-harmonic generation signals of the laser lines. The UV
emission band was due to electron–hole plasma emission, which was 230meV
below the bandgap, ∼3.37 eV (368 nm) of ZnO at room temperature and was
a result of bandgap renormalization that happened immediately after intense
excitation. The broad VIS emission band was due to the deep luminescent
centers in ZnO. As the energies of the excitation photons were well below
the bandgap of ZnO, the observed luminescence bands were certainly due to

(a) (b)

Fig. 9.11. (a) MPA-induced PL spectra of ZnO at room temperature. (b) Depen-
dence on excitation power of the integrated intensity of the UV emission band. Solid
curves are the results of fitting
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multiphoton absorption. They measured the dependence of the UV emission
band on excitation power for several laser wavelengths, and the results are
shown in Fig. 9.11b on a logarithmic scale. The slopes of the solid curves which
were the results of fitting proved that the upconversion luminescence was due
to two-photon absorption, three-photon absorption and four-photon absorp-
tion. In particular, the observation of efficient 3PA in ZnO was of scientific
significance because this phenomenon was rarely reported in wide bandgap
semiconductor materials. These results showed that ZnO was a promising
material for nonlinear optical applications.

Prasanth et al. carried out two-photon absorption measurement for ZnO
nanowires using femtosecond laser pulses in the wavelength range of 700–
800nm [18]. They observed deep-level green emission around 530 nm due to
surface defects and the near band-edge ultraviolet emission around 360nm
due to the exciton under the irradiation of 700 and 753nm femtosecond laser.

Li et al. reported an observation of efficient two-photon photoluminescence
(TPL) of InGaN/GaN multi-quantum-well (MQW) structures using broad-
band femtosecond near-infrared excitation laser at low temperature of 77K
[19]. The excitation wavelengths were 710, 760 and 780nm, respectively. The
inset showed the logarithmic excitation-power dependence of the integrated
TPL intensity for excitation wavelength of 760 nm. The power index obtained
from the least-squares fitting was 2.12 ± 0.07. It was proved that the blue
upconversion luminescence was due to two-photon absorption. These results
show that InGaN/GaN MQWs structures are promising heterostructures for
applications of nonlinear optics.

Yang et al. observed second-harmonic generation (SHG) and yellow nonlin-
ear photoluminescence (NPL) in GaN film grown on sapphire simultaneously
or individually by using a tunable broadband femtosecond laser as excita-
tion source at room temperature [20]. They carefully measured dependence of
the SHG and NPL signals on polarization of the excitation light. The results
revealed that the reabsorption of the SHG photons with energies higher than
the fundamental gap of GaN significantly contributed to generation of the
efficient NPL signal.

Wu et al. reported visible luminescence from SiOx formed by microstruc-
turing silicon surfaces with 800nm femtosecond laser pulses in air. SiOx, x< 2,
consisted of silicon nanoclusters embedded in a SiO2 matrix [21]. At room
temperature the luminescence was visible to the naked eye with less than
10mW excitation at 488 nm. The peak wavelength of the primary lumines-
cence band varies between 540 and 630 nm. They attributed the green band
to recombination of carriers at defects (“defect luminescence”) and the red
band to recombination of confined excitons in silicon nanoclusters (“quantum
confinement”). The behavior of the luminescence upon annealing was one way
to distinguish these two mechanisms. Annealing increased the size of Si clus-
ters within the SiO2 matrix by diffusion of Si, a process known as Ostwald
ripening. Luminescence resulting from quantum confinement should therefore
show a wavelength shift to lower energies upon annealing, as the cluster size
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increased and the excitonic energy decreased. By contrast, for defect lumi-
nescence, annealing might eliminate radiative or nonradiative defect sites (or
both, potentially at different rates), and thus might alter the intensity, but
should not alter the peak wavelength substantially. The luminescence wave-
length was dependent on the average number of laser shots per unit area<N>.
The luminescence intensity increased with increased oxygen content, unlike
the luminescence from porous silicon, which degraded upon oxidation. The
amount of oxygen incorporated into the silicon increase with the laser fluence
used for microstructuring. Laser production of luminescent SiOx offered the
possibility of precise, localized SiOx production on silicon chips without the
use of masks or multistep processing; other methods of producing luminescent
SiOx lack this versatility.

9.3 Different Emissions to Due to the Valence State
Change of Active Ions Induced by Femtosecond Laser

Qiu et al. have carried out systematic studies on the valence state change of
rare-earth ions and noble ions in glasses induced by femtosecond laser [22–27].
They observed that the color of the focused area of the Sm3+ ions doped
alumina borate glass became orange after 800nm femtosecond laser irradi-
ation [22]. Under the excitation of 514.5 nm Ar+ laser, orange fluorescence
attributed to 4f→ 4f transition of Sm2+ ions was observed. Sm2+ ions are
due to the photoreduction of Sm3+ induced by femtosecond laser. The mech-
anism of photoreduction is: when the femtosecond laser is focused into the
sample, free electrons are generated by a series of ionization processes of mul-
tiphoton absorption, thermal absorption, collision and so on. The holes are
trapped by non-bridging oxygens while free electrons are trapped by Sm3+ to
form Sm2+.

Recently, they examined the possibility of achieving 3D optical data
storage inside glass by using a focused femtosecond laser to permanently pho-
toreduce Sm3+ to Sm2+ [26]. The composition of the glass samples doped
with samarium ions used in this study was 35AlF3–10BaF2–10SrF2–20CaF2

–10MgF2–14.5YF3–0.5SmF3 (mol%). Samarium was present in the glass in
the Sm3+ ionic state. As a recording source. They employed a regeneratively
amplified 800nm Ti:sapphire laser emitting 20Hz or 250 kHz mode-locked
pulses. Femtosecond laser was tightly focused inside the bulk glass to locally
photoreduce Sm3+ to Sm2+. A 3D recording was made by laser irradia-
tion through a water-immersion objective (63×magnification, NA=1.2) in
the interior of the glass samples with an XYZ stage. Photoluminescence
images were obtained with a three-dimensional nanometer-scanning spectro-
scopic microscope (Nanofinder TII) using 488 nm light from an Ar+ laser as
the readout (excitation) source. All experiments were carried out at room
temperature.
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Fig. 9.12. Photoluminescence spectra obtained by excitation at 488 nm for a laser-
irradiated area (a) and non-irradiated area (b) in the interior of the glass

Figure 9.12 shows photoluminescence spectra obtained by excitation at
488nm for a laser-irradiated area (a) and non-irradiated area (b) in the
interior of the glass. Comparing (a)–(b) shows that the emission in the 650–
775nm region differed appreciably. The broadbands observed around 560,
600, and 645nm can be attributed to the 4G5/2→ 6H5/2, 7/2, 9/2 transitions,
respectively, of the Sm3+ ions. On the other hand, the emissions at 680, 700,
and 725nm are attributed to the 5D0→ 7F 0, 1, 2 transitions, respectively, of
the Sm2+ ions. This means that laser-irradiated areas (photo-reduced areas)
recorded inside glass can be detected only by emissions at 680, 700, or 725nm.
Although the mechanism is not fully clear at present, it is suggested that the
mechanism of the photoreduction is as follows. Active electrons and holes were
created in the glass through a multiphoton process. Holes were trapped in the
active sites in the glass matrix while some of the electrons were trapped by
Sm3+, leading to the formation of hole-trapped defect centers and Sm2+.

By using the photoreduction of Sm3+ to Sm2+, alphabetical characters
were recorded in the form of sub-micron-size bits in a three-dimensional
(layered) manner in the glass samples. Here, one recorded character con-
sisted of 300–500 photoreduction bits recorded with 5,000 laser shots per bit
with a repetition rate of 250kHz (pulse energy: 40 nJ). The spacing between
alphabetical characters was 2μm. The bits had a diameter of 400nm, which
was significantly smaller than the focal-beam size and the wavelength of the
recording laser. Figure 9.13 shows photoluminescence images of alphabetical
characters recorded on different layers, which were observed by using a 40×
objective lens and the 680nm emission from Sm2+ with confocal detection
implemented. They confirmed that the spacing of 2 μm between alphabetical
character planes was sufficient to prevent cross talk in the photoluminescence
images. Although the 3D memory bits (photo-reduced areas) were recorded
with a femtosecond laser, they could be read with a cw laser at 0.5mW.
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Fig. 9.13. Photoluminescence images of alphabetical characters recorded on dif-
ferent layers, which were observed by using a 40× objective lens and the 680 nm
emission from Sm2+ with confocal detection implemented (excitation at 488 nm,
1mW Ar+ laser)

Recording and readout in a three-dimensional memory are possible with-
out any influence from bits in upper or lower layers recorded previously.
Although obtaining a multilayer of several hundred layers has been difficult
in a conventional 3D memory, it can be achieved by applying photoreduction
bits to current optical memory technology. In addition, as shown in Fig. 9.14,
photoreduction bits with a 200nm diam could also be read out clearly by
detecting the fluorescence as a signal. Since photoreduction bits can be spaced
150nm apart on a layer in glass, a memory capacity of as high as 1 Tbit could
be achieved for a glass piece with dimensions of 10mm× 10mm× 1mm.
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Fig. 9.14. Signal readout by detecting the fluorescence for photoreduction bits with
a 200 nm diam

Another outstanding characteristic of the photoreduction of Sm3+ to Sm2+

is that stable Sm2+ at room temperature can be changed to Sm3+ by photo-
oxidation with a cw laser, such as an argon-ion laser or a semiconductor
laser. An example of a photoreduction bit erased by irradiation with an Ar+

laser (10mW at 514.5nm) is shown in Fig. 9.15. Figure 9.16 shows the con-
trast achieved in readout of bits (I, II) in Fig. 9.15. These results indicate
the possibility of achieving a three-dimensional optical memory with rewrite
capability. More than ten times rewriteable capability was confirmed recently.

By using the valence-state change of samarium ions to represent a bit, data
can be read out as fluorescence information and erased by irradiation with a
cw laser. The ratio of the fluorescence intensity at 680 nm after and before
irradiation with the femtosecond laser is limitless, so a high signal-to-noise
ratio can be achieved. Moreover, it is possible to create a multilayer record of
data over several hundred layers, because the recording, readout, and erasure
processes for the data are not affected by layers recorded nearby. Therefore,
this technique will be useful in fabricating next-generation 3D optical memory
devices with an ultra-high storage density.

Qiu et al. found that Eu3+ ions were changed into Eu2+ in the Eu3+ ions
doped fluoroaluminate [27] glass by 800nm femtosecond laser irradiation. Blue
fluorescence attributed to 5d−4f transition of Eu2+ ions could be observed
under the excitation of UV light (Fig. 9.17).

Besides the rare-earth ions, Qiu et al. also reported noble metal ions can
be reduced or oxidized in various glasses after infrared femtosecond laser
irradiation, and resulting in different emission under the excitation of UV
light [22–27].
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Fig. 9.15. Example of erasing and rewriting by irradiation with an Ar+ laser (5mW
at 514.5 nm) and a femtosecond laser. (a) Photoluminescence image before the era-
sure. (b) Image after Ar+ laser irradiation to photoreduction bit I. (c) Image after
Ar+ laser irradiation to bit II. (d) Image after femtosecond laser irradiation to areas
I and II

Watanabe et al. reported a bright orange fluorescence from the irradi-
ated area inside soda-alumino-phosphate glass doped with silver ions Ag+ by
near-ultraviolet femtosecond laser pulses (Fig. 9.3) [28]. The orange fluores-
cence is attributed to the formation of color centers such as Ag0 and Ag2+ in
the glass, which is found to be associated with intensity-dependent nonlinear
optical process induced by extremely high irradiance up to ∼TW cm−2 of
the femtosecond pulses. They demonstrate a bright orange fluorescence from
the induced color centers inside the glass should be applicable to a functional
optical device.
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Fig. 9.16. Intensity distribution of the fluorescence (680 nm) for bits of I and II in
Fig. 9.4a–d

Podlipensky et al. studied the luminescence of spherical Ag nanoparticles
doped soda-lime glass upon irradiation by intense femtosecond laser pulses
[29]. The results give evidence that the nanoparticles are ionized by the laser
pulses, and rather high local concentrations of Ag+ ions are created near to
the clusters, apparently playing an important role for the processes of shape
deformation. Samples with Ag nanoparticles show, after irradiation and only
moderate temperature treatment at 100 ◦C, a strong broad band luminescence
(excitation wavelength 400nm) centered at 600 nm, which can be attributed
to small silver complexes Ag2

+, Ag3
+, Ag3

2+.
Gleitsmann et al. observed strong orange luminescence from silver clus-

ters generated by 800nm femtosecond-laser-induced reduction of silver oxide
nanoparticles embedded in a polymeric gelatin matrix upon exposure to Hg
lamp [30, 31]. Actually, fluorescence could be observed from the pure sil-
ver oxide nanoparticles film after irradiation of 800 nm femtosecond laser
under excitation of Ar+/Kr+ laser (488nm blue light or 568 nm green light).
Green fluorescence was observed under excitation of blue light, and red
fluorescence was observed under green light. However, there was no fluo-
rescence observed under the same excitation source without irradiation of
femtosecond laser. They suggested that the femtosecond laser activate fluores-
cence from silver oxide nanoparticles, and the process of activation including
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Fig. 9.17. Valence state change of Eu ion induced by femtosecond laser

Fig. 9.18 Fluorescence observed
by excitation with an Hg lamp

Fig. 9.19 Photograph of the emis-
sion states of phosphorescence in glass
samples 5min after the removal of
the exciting laser. The Ce3+-doped
calcium aluminosilicate glass sample
shows blue light emission. The Tb3+-
doped calcium aluminosilicate glass
sample shows green light emission.
The Pr3+-doped calcium aluminosili-
cate glass sample shows red light emis-
sion
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multiple sequential steps such as chemical reduction, diffusion, cluster for-
mation, as well as cluster decomposition is most likely to prevail. But the
fluorescence from the femtosecond-laser-activated matrix areas considerably
exceeds the luminescence intensity of similarly activated bare silver oxide
nanoparticle films.

The favorable mechanical properties of the polymeric gelatin matrix mate-
rial, as well as the measured long-time stability of the luminescent structures in
the matrix, suggest possible applications as versatile light-emitting materials
for all-optical logic devices or data-storage media. In addition, the stabiliza-
tion of the formed luminescent clusters by interaction with the organic matrix
might determine gelatin encapsulated fluorescent silver clusters as potential
biocompatible luminescent pharmacological probes.

Takita et al. observed a phenomenon of increase of fluorescence inten-
sity at the structural changes of human fingernail induced by focused 800nm
femtosecond laser pulse [32]. The fluorescence intensity is higher than its
surrounding auto-fluorescence of a fingernail. The increase of fluorescence
intensity was also observed with the fingernail heated by a drying oven. It
is suggested that the fluorescence increase of the structural change, which is
useful to read out three-dimensionally recorded data inside human fingernail,
is most likely caused by locally heating caused by femtosecond laser pulse
irradiation.

9.4 Long-Lasting Phosphorescence Induced
by Femtosecond Laser

Usually, luminescence is divided into two categories: fluorescence and phos-
phorescence, according to the duration of luminescence. The luminescence
whose duration is less than 10−6 s is called fluorescence, while the luminescence
whose duration is more than 10−6 s is called phosphorescence. And phospho-
rescence can be divided into short-lasting phosphorescence and long-lasting
phosphorescence according to the decay time of phosphorescence.

Qiu et al. observed bright long-lasting phosphorescence in various glasses
after femtosecond laser irradiation [33–39]. The phosphorescence was observed
from the focused area inside the Tb3+ ions doped ZBLAN fluoride glass under
near-infrared femtosecond laser irradiation after the removal of the activating
laser. The intensity of the phosphorescence decreases with the time increasing.
They wrote various colors of three-dimensional image into glasses via designing
the compositions of glasses and the species of rare-earth ions. The mechanism
of long-lasting phosphorescence was as follows. The femtosecond laser induced
the defects like Vk centers in glass sample. The unstable defect centers could be
excited again when they were thermal stimulated. At the time, the electrons
and holes trapped by defect centers were released, and then recombined giving
out energy. The energy excited the electrons located in ground state of Tb3+

ions near the defect centers to the excited state. The phosphorescence due
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to 5d→ 4f transition of Tb3+ was emitted when the electrons returned to
ground state from excited state. The duration of the phosphorescence was
very long because the energy level distribution was very broad.

They also reported on a long-lasting phosphorescence phenomenon in cal-
cium aluminosilicate glasses doped with Ce3+, Tb3+, and Pr3+ ions [35].
After irradiation by an 800nm femtosecond pulsed laser, the focused part of
the laser in the glasses emits bright and long-lasting phosphorescence able to
be clearly seen with the naked eye in the dark even one hour after the removal
of the activating laser. Moreover, by selecting appropriate glass compositions
and species of rare earth ions, optional three-dimensional image patterns emit-
ting long-lasting phosphorescence in various colors, including blue, green, and
red, can be formed within glass samples by moving the focal point of the
laser (Fig. 9.3). Based on absorption spectra, the long-lasting phosphores-
cence is considered to be due to the thermo-stimulated recombination of holes
and electrons at traps induced by the laser irradiation, which leave holes or
electrons in a metastable excited state at room temperature.

Qiu et al. reported on three-dimensional bright and long-lasting phospho-
rescence in a Ce3+-doped Ca2Al2SiO7 crystal [36]. After they scanned with a
focused 800nm femtosecond pulsed laser, the path traversed by the focal point
of the laser in the crystal emits bright blue and long-lasting phosphorescence
that can be seen with the naked eye in the dark even 10 h after the removal of
the activating laser. Absorption spectra of the crystal show that defect cen-
ters have formed after the laser irradiation, and the absorption that is due to
the defect centers decays with time. It is suggested that a mechanism of the
long-lasting phosphorescence consists of a thermo-stimulated recombination of
holes and electrons at traps induced by the laser irradiation at room tempera-
ture. They [1] observed on a novel phenomenon in oxygen-deficient Ge-doped
silica glasses at room temperature. Irradiation of focused 120 fs laser pulses at
800nm induced long-lasting phosphorescence with peaks at 290 and 390nm
for oxygen-deficient Ge-doped silica glass. The phosphorescence persisted for
not less than 1 h after the removal of the irradiating light. The intensity of
the phosphorescence at 390nm increased with an increase in the concentration
of oxygen-deficiency associated with Ge ions. Based on the time dependence
of the intensity of the phosphorescence, the long-lasting phosphorescence in
these glasses is considered to be due to the thermally activated electron and
hole recombination at shallow traps. Femtosecond laser induced long-lasting
phosphorescence has also been observed in various glasses.

Qiu et al. also reported on the observation of photo-stimulated long-lasting
phosphorescence in a Tb3+-doped zinc–boron–silicate glass sample [39]. After
irradiation by an ultraviolet (UV) light at 254 nm or an 800nm femtosecond
pulsed laser, they found that the glass sample emits bright and long-lasting
phosphorescence. Long-lasting phosphorescence was observed once again after
further excitation by 365nm UV light when the 254 nm UV light or the
femtosecond laser-induced long-lasting phosphorescence cannot be detected.
The intensity of the photo-stimulated long-lasting phosphorescence decreased
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in inverse proportion to the time. Based on absorption, emission spectra
and thermo-luminescence curves, they considered the photo-stimulated long-
lasting phosphorescence to be due to the light-induced re-arrangement and
thermo-stimulated recombination of electrons and holes in traps induced by
the 254nm UV light or the femtosecond laser at room temperature. They
infer that the observed phenomenon is useful in the fabrication of rewriteable
three-dimensional optical memory with ultrahigh storage density and ultrafast
storage speed.

9.5 Polarization-Dependent Luminescence Induced
by Femtosecond Laser

In 1999, Kazansky et al. observed bright polarization-dependent lumines-
cence phenomenon in Ge-doped silica glass irradiated by 800nm femtosecond
laser [1]. The blue emission was attributed to germanium oxygen deficient
centers (Ge-ODC). When the pump (10mW average power, 0.4MW peak
power, 2.5 × 1012W cm−2 intensity in the focus of a beam) was focused
slightly (∼50 μm) above the surface of the sample the shape of the spot of
the blue luminescence imaged via the microscope and CCD camera was cir-
cular (Fig. 9.20a). Unexpectedly, it had been discovered that when the pump

Fig. 9.20. Photographs of the blue luminescence spots in the focus of the linearly
polarized pump. Pump is focused above the sample (a). Pump with four different
orientations of polarization is focused inside the sample [(b)–(e)]. Notice that the
blue luminescence spot is elongated along the pump polarization. The pink spot is
produced by the pump leaking through the dichroic mirror
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Fig. 9.21. Photographs of blue-luminescence patterns near the focus of a linear-
polarized laser beam. The time shown in the figure is the duration after changing
the polarization direction of the laser beam and irradiating the same location that
was irradiated using the previous polarized laser beam

was focused inside the sample the spatial isotropy of the blue luminescence
could be broken (Fig. 9.20b). The luminescence scattering increased along the
direction of the pump polarization, while the circular shape of the pump beam
remained unchanged. If they rotated the direction of the pump polarization
by using a half-wave plate, the elongated pattern of the blue luminescence
followed this rotation (Fig. 9.20c–e). The fact that the blue luminescence was
elongated along the pump polarization indicated that some additional momen-
tum was acquired by the photons along this direction. They believed that
such transformation of the momentum could be caused by the photoelectrons
moving along the direction of pump polarization. The photoelectrons with
the anisotropic momentum distribution could be created via the multiphoton
ionization of defects (two-photon ionization of Ge-ODC from the long-lived
triplet state) by the linearly polarized light of high intensity.

Similarly but differently, Qiu et al. reported the observation of memorized
polarization-dependent light scattering in a Eu2+-doped fluoro-aluminate
glass sample [2]. They observed anisotropic blue light scattering along the
plane of the light polarization in the glass sample after the excitation of a
focused 800nm, 150 fs laser beam at a repetition rate of 200kHz. The blue
emission peaked at 460 nm was duo to the 5d→ 4f transition of Eu2+ ions.
Calculations showed that the intensity of the blue luminescence at 460nm
was nearly proportional to the three units of power of the excitation power
of the femtosecond laser. Therefore, the blue luminescence at 460 nm was
due to three-photon absorption and subsequent relaxation from the 5d level
to the 8S7/2 ground state of the Eu2+ ions. When they changed the direc-
tion of the light polarization and irradiated the same location, as shown in
Fig. 9.21, they observed an anisotropic blue-luminescence pattern identical to
the original one at the beginning, but then observed a new pattern along the
new direction of the light polarization while the original blue-luminescence
pattern disappeared gradually with the passage of time.

In this case, the anisotropic light-scattering pattern was permanent and
could be modified with another polarized beam. Therefore, the anisotropic
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light scattering in the Ge-doped silica glass cannot be directly used to explain
the observed phenomenon in the Eu2+-doped glass. They also measured
electron-spin-resonance spectra in both types of glass under the same laser-
irradiation conditions, and observed signals due to the permanently formed
electron and hole trapping centers in them. Therefore, they suggested that the
polarization-dependent permanent structure was induced during the intense
laser irradiation. The focused femtosecond laser beam not only induced elec-
tron and hole trapping centers in the glass via multiphoton absorption and
multiphoton ionization, but also acted as a driving force for inducing the dis-
tribution of induced defects, since a pair of electron and hole centers could
be considered as a dipole. The driving force in the polarization direction was
larger than that in the direction perpendicular to the light polarization; there-
fore, the permanent refractive-index fluctuations in the direction parallel to
the light polarization were larger than those in the direction perpendicular
to the light polarization. This structure resulted in stronger light scattering,
e.g., Rayleigh scattering, in the direction of the light polarization because the
scattering was proportional to the density or refractive-index fluctuations. The
pump beam was scattered by the pump-beam-induced polarization-dependent
permanent structure, and the scattered light excited the 8S7/2 ground state
to the 5d level of Eu2+ via three-photon absorption, finally resulting in the
anisotropic blue luminescence. When the same location was irradiated in
another direction of the light polarization, the previously induced structure
was destroyed and a new polarization-dependent structure was created. There-
fore, a blue-luminescence pattern could be observed along the new direction
of the light polarization. Since this observed phenomenon was related to the
permanent polarization-dependent structure.

Recently, Shimotsuma et al. observed polarization-dependent periodic
nanostructures inside silica glass after irradiation by a focused beam of a
femtosecond Ti:sapphire laser [40]. Backscattering electron images of the irra-
diated spot reveal a periodic structure (Fig. 9.22) of stripelike regions of
20 nm width with a low oxygen concentration (Fig. 9.23), which are aligned
perpendicular to the laser polarization direction. These are the smallest
embedded structures ever created by light. The period of self-organized grat-
ing structures can be controlled from 140 to 320nm by the pulse energy and
the number of irradiated pulses. The phenomenon is interpreted in terms of
interference between the incident light field and the electric field of the bulk
electron plasma wave, resulting in the periodic modulation of electron plasma
concentration and the structural changes in glass. The polarization depen-
dent nanograting is considered to be relevant to the polarization-dependent
luminescence in glasses.
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Fig. 9.22. (a) Secondary electron images of silica glass surface polished close to
the depth of focal spot. (b) Light “fingerprints”: Backscattering electron images of
the same surface. The magnification of the upper and lower images is 10,000× and
30,000×, respectively

Fig. 9.23. Auger spectra maps and corresponding line scans of oxygen (a) and
silicon (b) on same silica glass surface polished close to the depth of focal spot
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9.6 Conclusion

We have introduced various luminescent phenomena in glasses, crystals and
semiconductors induced by femtosecond laser, and discussed its mechanisms.
As an excitation pump, femtosecond laser can induce efficient luminescence
through multiphoton absorption processes. It can also induce the microstruc-
tural changes which results in different emission under the excitation of other
pumping source. Femtosecond laser can be applied in biological imaging and
optical storage with high density. The phosphorescence, particularly long-
lasting phosphorescence has potential application in display and illumination,
etc. The upconversion luminescence induced by infrared femtosecond laser
will be useful in the fabrication of solid lasers working at wavelength of UV
region and three-dimensional solid display. The polarization-dependent lumi-
nescence is a new phenomena, and more investigations are necessary to clarify
this interesting phenomenon. We believe that femtosecond laser will open new
possibilities in emission field.
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Prospect of Laser-Driven X-Ray Lasers
for Extension to Shorter Wavelengths

Yoshiaki Kato and Tetsuya Kawachi

Abstract. Several X-ray laser schemes which have possibilities for extending the
present X-ray lasing wavelengths to shorter regions are reviewed. Some of these
schemes may be worth reinvestigation using the ultrashort pulse, high intensity
lasers that are available at present or in near future.

10.1 Introduction

Coherent X-ray science is rapidly evolving due to the progress in laser-driven
plasma X-ray lasers [1], high-order harmonics generation [2] and extensive
programs to develop free electron lasers in the X-ray region (X-FEL) [3–5].
The plasma X-ray lasers and high-order harmonics have various unique prop-
erties as coherent sources: they are compact, completely coherent in space
and time, very short pulse duration of femto-sec to atto-sec regions, and their
peak brightness is comparable to that of X-FEL. Their major limitation at
present is that their wavelengths are limited to the soft X-ray region. There-
fore one of the important issues in these X-ray sources is the extension to the
shorter wavelengths, such as the water window region (2.33–4.36nm) and into
the sub-nm wavelengths. In this article, we focus on the laser driven plasma
X-ray lasers and review the prospect for extension of the lasing to shorter
wavelengths.

Since the successful demonstration of laser-driven plasma X-ray lasers in
1985 [6, 7], remarkable advances have been made in generation and appli-
cation of the X-ray lasers [1]. With the collisional excitation X-ray lasers
(CE-XRL), the lasing wavelength has been extended to 4.32nm [8], the X-
ray lasers have been downsized from the building size to the table-top size
due to many inventions, such as multiple-pulse pumping [9, 10], transient
collisional excitation [11], grazing incidence pumping [12], optical field ioniza-
tion [13] and fast capillary discharge [14]. Also fully spatially coherent X-ray
laser has been demonstrated by the oscillator-amplifier configuration with
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transverse pumping [15] and by injection seeding of high-order harmonics in
the optical-field ionized low density plasma amplifier [16, 17].

The peak brightness of the plasma X-ray laser has reached 1026 photons/s/
mm2/mrad2/0.1%BW [18] which is comparable to the expected brightness of
the X-FELs under development. Therefore a part of the applications that are
envisioned to be realized with X-FELs [19] will be studied with the present
X-ray lasers. The X-ray laser applications that have been demonstrated
include characterization of high density plasmas [20]; observation of the tran-
sient formation of microscopic domains of ferroelectric crystals [21], study of
the electronic structure of metals with photoelectron spectroscopy [22], high
resolution table-top microscopy [23] and explosion of rare gas clusters under
intense X-ray irradiation [24].

This progress has been made almost exclusively with the CE-XRL, with
which intense lasing is obtained very reliably under various pumping condi-
tions. With reference to the energy level diagram of the nickel like ions shown
in Fig. 10.1, the 4d state is pumped from the ground state of the 3d10 by
monopole electron collisional excitation and population inversion is automati-
cally created between the 4d and 4p levels since the 4p state rapidly decays to
the ground state by radiative transition. In spite of the excellent property of
the CE-XRL to automatically generate the population inversion, the possibil-
ity to extend the CE-XRL to shorter wavelengths is limited, because a large
amount of energy is required to strip high-Z elements to the nickel like stage.

Various alternative X-ray laser schemes have been investigated over many
years in order to achieve X-ray lasing at shorter wavelengths, with preliminary
experimental investigations in some of these schemes. Owing to recent devel-
opment of laser technology to generate ultrashort, very high intensity laser
pulses, it is now possible to re-investigate some of these schemes under more
ideal conditions than previous experiments. For example, the Ti:sapphire laser
at the Advanced Photon Research Center of JAEA delivers laser pulses with

Ni-like ion
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3d94d
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(3d9
5/2, 4d5/2)1

(3d9
5/2, 4d5/2)2

(3d9
3/2, 4d3/2)0

Lasing

Fig. 10.1. Schematic energy level diagram of Ni-like ions. Typical lasing lines are
obtained in the 4d→ 4p transitions of J = 0→ 1 and J = 2→ 1
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∼20 fs pulse duration, 100 TW-1 PW peak power [25] and a very high con-
trast of over 109 [26]. Also various schemes have been developed recently to
generate high intensity X-ray and electron pulses which may be applicable to
X-ray laser pumping. In view of these recent technical advances, intension of
this article is to revisit some of the X-ray laser schemes that have possibility
to achieve X-ray lasing at shorter wavelengths.

10.2 Photo Pumping by Use of Resonance Lines

In the photo-pumping scheme, spectral line emission from particular ions is
absorbed by different element ions to create the population inversion in the lat-
ter. The success of this scheme as an X-ray laser depends upon exact spectral
coincidence between the emission line and the absorption line. The widths
of the spectral lines of ions in plasma, that are due mainly to the Doppler
broadening and the Stark broadening, are typically ∼Δλ̃λ < 0.01%. There-
fore high resolution spectroscopic studies are required to find the good pair
of the “emitter” and “absorber” ions.

In the early 1990s, the atomic physics group at the Lawrence Livermore
National Laboratory (LLNL) has determined the accurate wavelengths of
many spectral lines of highly charged ions by use of the electron beam ion
trap (EBIT) [27–29]. The data obtained by the EBIT group, in collaboration
with the X-ray laser specialists at LLNL, was used to find the candidate pairs
of ions for photo-pumping X-ray lasers. Figure 10.2 shows an example where
the hydrogen-like magnesium is an emitter and the neon-like germanium is

2p1/2

2p3/2

1s
H-like Mg Ne-like Ge

Ground state (J = 0)

2p3/2 3s1/2 (J = 1)

2p3/2 3p1/2 (J = 2)

2s1/2 3p3/2 (J = 1)

Fig. 10.2. The energy level diagram of the H-like Mg and the Ne-like Ge ions,
where the wavelengths of the radiative transitions are shown in unit of Ångstrom.
The Ly-α line of H-like Mg is resonantly absorbed by the 2s−3p transition of Ne-like
Ge, and the lasing at 6.4 nm is expected (from [28])



218 Y. Kato and T. Kawachi

an absorber [28]. In the following, we use the notation to describe the highly
charged ions as H-like Mg, Ne-like Ge, etc. In Fig. 10.2, the Ly-α, 2p→ 1s,
emission line of the H-like Mg is used to pump the Ne-like Ge ions from
the ground state to the excited level of 2s1/23p1/2 (J = 1) where the upper
bar denotes the vacancy state. The population inversion is generated between
2s1/23p1/2 (J = 1) and 2p3/23p1/2 (J = 2). The expected lasing wavelength is
6.4 nm, which is three times shorter than the typical lasing wavelength of the
Ne-like Ge collisional-excitation X-ray laser (19.6 nm).

Owing to the extensive investigation at LLNL, many pairs of candidate
ions for the photo-pumping X-ray laser have been found. For example, the
3d3/2–4f5/2 transition of the Ni-like ions with the atomic number of (2Z + 4)
can be used to pump the 2p1/2–4d3/2 transition of the Ne-like ions with the
atomic number of Z. In the pair of the Ni-like Pt (emitter) and the Ne-like
Rb (absorber), the difference of the energy is only 0.4 eV for the transition
energy of 2,512 eV. In other emitter-absorber combinations, the Ly-α line of
the H-like Na and the 2s1/2–4p3/2 line of the Ne-like Co differ by 0.1 eV at
1,237 eV, and the 1s–2p line of He-like Ar and the 3p1/2–5d3/2 line of Ne-like
Y differ by 0.4 eV at 3,140 eV [30].

In the photo-pumping scheme, the emitter and the absorber ions should
be located as close as possible so that the pumping emission reaches to the
absorber ions efficiently. At the same time, the electron temperature should
be high for the emitter to increase the emissivity of the ions, whereas the lower
temperature is preferred for the absorber ions to avoid the “thermal” popu-
lation in the lower lasing level, which reduces the amplification gain. In the
early 1990s, this scheme has been studied extensively using the laser drivers
available at that time, but the appropriate plasma condition for the optimum
abundances of the emitter and the absorber ions could not be realized. How-
ever, by using the ultrashort pulse, high power lasers, it is now possible to
better control the ion abundance in the plasma with the appropriate electron
temperature by using the optical field ionization (OFI) process. With OFI, it
is possible to realize the condition where a high temperature plasma and a
low temperature plasmas are located at a short distance each other by inde-
pendently controlling the polarizations of the pumping lasers for the emitter
and the absorber ions.

10.3 Population Inversion Involving Atomic Inner-Shell
Vacancy States

Consider an atom with an electronic vacancy in an inner shell, which is called
as an inner-shell vacancy atom. Schematic figure of this atom is shown in
Fig. 10.3. This atom is unstable and decays very rapidly through spontaneous
transition processes such as the radiative decay and the autoionization process.
In the case of the radiative decay, the vacancy is filled with by an electron in
the outer-shell, and the vacancy moves from the inner-shell to the outer-shell.
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Fig. 10.3. A schematic diagram of an ion with a K-shell vacancy, where solid
circle is the electron and open circle is the vacancy. The vacancy is filled by an L-
shell electron; (a) with K-α line emission, and (b) with ionization of an outer-shell
electron (autoionization)

Here we denote the vacancy in the K-shell, L-shell and M -shell as Kl, Ll,
andMl, respectively, where the index l corresponds to the angular momentum
quantum number of the vacancy. For example, the atom with the 2p vacancy
in the L-shell is denoted as L2. If we can realize the population inversion
between the inner-shell vacancies levels such as n(L2)/g(L2) > n(M1)/g(M1),
the spectral line corresponding to the L2−M1 transition will be amplified,
where n(p) and g(p) represents the population density and the statistical
weight of the level p, respectively.

The X-ray laser involving the inner-shell vacancy has two advantages com-
pared with the CE-XRL in which the excited states of the valence electrons are
used for population inversion. The first advantage is that, with the inner-shell
ionization scheme, the photon energy of the lasing transition with respect to
the pumping energy is much larger than that of the CE laser. This is because
only the ionization energy of an inner-shell electron of a neutral atom is neces-
sary to create the population inversion in the case of the inner-shell ionization
scheme, whereas with the CE laser, a sum of the ionization potential energies
of all the ions up the neon-like or nickel-like stage is required. For example, the
4.3 nm nickel-like tungsten laser requires more than 20 keV energy to ionize
the tungsten atom up to the nickel-like ion, whereas the 4.1 nm X-ray laser
using a K1 vacancy of a neutral carbon atom requires only ∼0.32 keV to ionize
the carbon.

The second advantage of this scheme is that it will generate ultra-short
duration X-ray laser pulses. Since the lifetime of the inner-shell vacancy is
determined mainly by the probability of the autoionization process, which is
typically of the order of 1013–1014 s−1, duration of the X-ray lasers involving
the inner-shell vacancy is expected to be several 10 fs. This value is much
shorter than the typical duration of the TCE X-ray lasers of 1–10ps. It also
means that in order to generate substantial population inversion in the inner-
shell vacancy, the pumping duration should be less than ∼10 fs. For the fast
pumping, uses of the energetic electron pulse and the intense X-ray pulse have
been proposed. In the following these methods are reviewed and examine the
possibility of realization of the inner-shell ionization X-ray laser.
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10.3.1 Energetic Electron Pulse Pumping

Let us assume that an atom is collisionally ionized by a very short-duration
pulse of mono-energetic electrons. The relative populations of the produced
states are determined by the electron impact collisional ionization cross sec-
tions. Population inversion is not produced by the electron impact ionization,
since the collisional ionization cross section for the outer-shell electrons is
larger than that of the inner-shell electrons. However, after this initial dis-
tribution, the populations of the outer-shell and inner-shell vacancy states
change rapidly through the radiative and nonradiative transitions. As the
nonradiative decay processes, we consider the Auger decay and the Coster–
Krönig decay processes. The Auger decay process is the n-changing transition,
where the inner shell vacancy is filled with an outer shell electron of a different
principal quantum number through the nonradiative transition accompanied
with ionization of an outer shell electron. Whereas the Coster–Krönig decay
process is the l-changing transition, where the vacancy is filled with an elec-
tron of the same principal quantum number, accompanied with ionization of
an outer shell electron.

Typically the rate of the Coster–Krönig process is much faster than that
of the Auger process. Furthermore since the rate of the Coster–Krönig pro-
cess of a certain shell vacancy is significantly larger than that of next deeper
shell vacancy, the population of the outer-shell vacancy decreases rapidly by
changing its ionic stage compared with that in the inner-shell vacancy. This
implies that it may be possible to generate the population inversion between
the levels with the inner-shell and the outer-shell vacancies. This possibility
has been proposed by Kim et al. [31], where they have surveyed the radiative
and nonradiative (Auger and Coster–Krönig) rates of K, L, M and N -shells
for virtually all the elements up to Z = 90 and calculated the expected popu-
lation inversion density for several elements. Table 10.1 shows the population

Table 10.1. Characteristics of the inner-shell transitions in tested atoms. The decay
rate is for the upper state

Tested atoms Decay rate Ninv

Transition Z range (Z) λ (nm) (fs−1) D ratio P ratio (1019 cm−3)

L1→M3 52–75 Cs(55) 2.63 6.68 1.2 46 <10−10

L2→M1 20–90 Ti(22) 3.09 0.37 13.5 11.8 1.1
L3→M1 20–90 Ti(22) 3.15 0.37 13.5 11.8 0.5
L3→N5 65–85 Er(68) 0.15 7.13 1.3 288 <10−10

M4→N2 44–90 Sn(50) 3.10 0.79 28.5 26 0.012

The D and P ratios are the ratios of the decay and the collisional ionization rates,
respectively, of the lower state to that of the upper state. The inversion densities were
calculated for the electron pulse with duration of 10 fs FWHM and the maximum
density of 1021 cm−3 (from [31])
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Fig. 10.4. Temporal profiles of the upper and lower lasing levels together with the
population inversion density. Here the Ti is pumped by an electron pulse with the
duration of 10 fs (FWHM) and the density of 1021 cm−3 (from [31])

inversion densities (Ninv) and wavelengths of the X-ray lasers due to some of
candidate transitions.

Figure 10.4 shows the calculated temporal behavior of the populations
of the upper and the lower lasing levels together with the population inver-
sion density, when titanium (Z = 23) is pumped by an electron pulse with
10 fs duration (full width at half maximum), 1 keV energy and the density
of 1021 cm−3 [31]. It should be noted that the pumping rate (or the collisional-
ionization rate) should be less than the destruction rate of the vacancy of the
lower lasing level in this scheme, since the population inversion can not be
generated initially.

This idea has been expanded by employing more sophisticated cross sec-
tions of the inner-shell ionization processes [32], and the amplification gain
was investigated for the neutral Cu target [33]. The calculated result indicates
that the substantial gain (g > 10 cm−1) can be obtained in the transition of
M1→L3 at a wavelength of 1.53nm with a long lifetime (more than 70 fs)
if the electron temperature and the flux are high enough (∼100 keV and
1019 cm−3 s−1).

Generation of relativistic electron pulses has been studied intensively in
the laser-plasma interaction studies [34–36]. Recently generation of an intense
directional electron beam has been demonstrated, where a gold cone with
a copper wire was irradiated by a sub-ps CPA Nd:glass laser pulse with the
intensity of more than 1019W cm−2 [37]. An electron current with the current
density of around TA cm−2 and the average energy of 3.3MeV has propagated
through the copper wire. The current density obtained in this experiment may
be sufficient for the lasing in the M2→L3 transition of the inner-shell ionized
copper ions.
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10.3.2 X-Ray Pulse Pumping

Pumping by Continuum X-Ray

The XUV laser using the inner-shell vacancy was first proposed in 1967 [38],
where the sodium atom is irradiated by the photon beam at a wavelength of
around 20 nm. Figures 10.5 and 6 show, respectively, the schematic energy
level diagram of the Na+ ion and the photo-ionization cross sections of the
2p and 3s electrons of the Na atom. In this scheme, substantial 2p inner-shell
vacancy (2p53s in Fig. 10.5) could be generated, since the photo-ionization
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Fig. 10.5. The energy level diagram of a Na+ ion which has the ground state of
2p6. The 2p53s state is generated by photo-ionization of a 2p electron from the Na
atom (2p63s) (from [41])
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cross section of the 2p electron is larger than that of the 3s electron for the pho-
ton energies higher than 35 eV as shown in Fig. 10.6. As a result, the popula-
tion inversion will be generated for the 2p53s–2p6 transition of the Na+ ions at
the wavelength of 37.2 nm. Required pumping intensity to obtain substantial
amplification gain was estimated to be ∼1011W cm−2. This scheme has been
evaluated in detail for the case of ultra-fast continuum X-ray pumping [39].

Several years ago, this Na scheme was experimentally tested by using the
collisional-excitation X-ray lasers as a pump source at the wavelengths of
19.6 nm (Ne-like Ge laser) [40] and 21.2 nm (Ne-like Zn laser) [41]. However,
the amplification has not been verified, possibly due to insufficient intensity
of these X-ray laser beams, typically order of 1010W cm−2 in the Na vapor.

The inner-shell vacancy X-ray lasers with X-ray pumping operating at
shorter wavelength regions have been theoretically studied. The first one is
the same scheme as with the electron pulse pumping [31], except the electron
pulse pumping is replaced by the continuum or monochromatic X-ray pulse
pumping [42]. Figure 10.7 shows a schematic energy level diagram of the
Ca atom and the Ca ions. Consider that the Ca atom is irradiated by the
continuum X-ray pulse. If proper spectral filters are used to select the spectral
regions for ionization mainly of the L-shell electrons, the population inversion
in the L2→M1 and L3→M1 transitions at a wavelength of ∼4.1 nm can be
generated. This population inversion will increase by the fast de-population of
theM -shell vacancy (the lower lasing level) into the Ca2+ ion via the Coster–
Krönig process. The duration of the population inversion is determined by
generation of theM1 state due to collisional ionization of the valence electrons
of the Ca atom by the photo-ionized electrons, which is about 10 fs.

The second example is the pumping of a carbon foil by an ultra-short
duration continuum X-ray pulse [43]. The energy level diagram for this
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Fig. 10.7. A simplified energy level diagram of the inner-shell vacancy states of Ca
(from [42])
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Fig. 10.8. A simplified energy level diagram of carbon atom and ions. A high-energy
X-ray pulse can preferentially photo-ionize an inner-shell electron creating a K-shell
vacancy and lasing due to the K−L transition is expected (from [43])

scheme is shown in Fig. 10.8, where the 1s electron is selectively ionized
by an X-ray pulse with the energy higher than the K-shell absorption edge
(e.g., hν > 284 eV). Since the photo-ionization cross section for the production
of theK-shell vacancy is larger than that for the valence electron (2p electron),
population inversion can be generated transiently between theK-shell vacancy
and the ground state of the singly ionized carbon. The upper-level has the fast
Auger decay rate of the order of 1013 s−1, whereas the lower level population
increases due to collisional ionization of the neutral carbon by the photo-
ionized electrons. Since the pumping speed should be faster than these destruc-
tion processes, the pumping rate required for this scheme is shorter than 20 fs.

Figure 10.9 shows an example of the target geometry for this scheme. The
target consists of three-layers; a thin high-Z layer, a metallic high-pass filter
and a low density carbon. The high Z substrate, which works as a continuum
X-ray emitter, is irradiated by a high intensity laser pulse. It is known that
intense continuum X-ray is generated from laser-driven high-Z elements [44,
45] with the demonstrated conversion efficiency (the ratio of the output X-ray
energy to the incident laser energy) of 5%. After cutting the long wavelength
part of the continuum radiation with the metallic filter, the photons with hν >
280 eV irradiate the carbon target. Since the distance between the emitter
and the carbon target is only around 0.5 μm, good coupling is achieved for
pumping the carbon. It has been shown by calculation that the amplification
gain of ∼15 cm−1 is expected over 60 fs duration, when a gold foil is irradiated
with a laser pulse of 1 J energy and 40 fs duration focused to a line of 10mm
length and 10 μm width. It should be noted that in this scheme, the X-ray
photon flux required for pumping is 1029 photons s−1 cm−2 to obtain the gain
coefficient of 10 cm−1.

The success of the inner-shell photo-ionization scheme depends upon the
generation of the ultra-short intense X-ray pulse. The required characteristics
for the X-ray pulse are (1) quasi-monochromatic and (2) fast rise time of less
than ∼20 fs. The first condition is important to increase the gain duration
since the high energy component, which is difficult to cut by a filter, is not
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Fig. 10.9. A schematic layout of the experimental configuration. A high-Z target
(emitter) is irradiated by an ultra-short laser pulse. The continuum X-ray spectrum
appropriate for the pumping is selected by the high-pass filter and absorbed by
a low-density carbon creating the K-shell vacancy. The wavelength of the K−L
transition is 4.5 nm (from [43])

only ineffective to create the inner-shell vacancy in the upper lasing level, but
also it generates the photo-ionized electrons which produce larger population
of the lower-lasing level, resulting in suppression of the population inversion
density. The second condition is required to generate the population inversion
by competing with the rapid decay processes such as the Auger decay of the
upper-lasing level and the increase in the population of the lower-lasing level
by collisional ionization by photo-ionized electrons.

The X-ray sources which may fulfill these two features have been stud-
ied experimentally and theoretically. Larmor radiation or nonlinear Thomson
scattering is one of the candidates. This radiation originates from the rel-
ativistic nonlinear motion of the electrons quivered by high intensity laser
field to produce high-order harmonic radiations [46–48]. A collimated contin-
uum soft X-ray radiation with the peak photon energy of 0.15 keV has been
generated by using a 30 fs/1.5 J Ti:sapphire pulse [49]. Another candidate of
the light source is the directional (cone angle of 0.5mrad) continuum X-ray
beam with keV photon energies, which is generated when a linearly polarized
30 fs/1 J laser pulse is injected into a He gas jet [50] where ion channeling with
the length of over 1mm is formed due to self-focusing of the incident laser
pulse. This X-ray emission is due to the following processes: an electron bunch,
which is accelerated by the wake field of the laser pulse, oscillates radially by
the strong radial electrostatic field formed by the electron density depression
right behind the laser pulse, resulting in generation of directional synchrotron
radiation. Since the research on these X-ray sources has just started, further
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experimental and theoretical investigations are necessary to use them for the
X-ray laser pumping.

Since the duration of the inner-shell scheme is very short (∼ a few 10 fs),
traveling wave pumping which matches very accurately to the propagation
of the X-ray pulse is necessary. For example, traveling wave pumping with
the speed higher than 0.9997c is necessary, where c is the speed of light in
vacuum, for the gain duration of 10 fs and the gain length of 10mm, when
we assume the speed of the X-ray laser pulse in the gain medium is the same
with c. This precise traveling wave pump may be realized by combination
of a holographically grooved grating with a pair of cylindrical mirrors [51].
Since this optical system is rather complex, development of more simplified
system for precise traveling wave pumping is one of the important issues of
the inner-shell X-ray lasers.

Pumping By Bound-Bound Transition

Inner-shell pumping with the X-rays of discrete spectra has been also investi-
gated. In this case, the pumping sources are the strong X-ray radiations such
as the resonance lines as He-α, Ly-α, and K-α. Intense K-α line radiation
has been observed from wide variety of Z-elements [52–55]. Predicted con-
version efficiency of the K-α line (ratio of output energy of Kα to the input
laser energy) reaches 10−4/str [55], and close to the theoretical conversion effi-
ciency has been obtained in several experiments [53,56]. Since the wavelength
of the K-α line of an atom with nuclear charge Z is slightly shorter than the
absorptionK-edge of other atoms with smaller nuclear charges, a wide variety
of pump and absorber combinations becomes possible. For example, the Cu
Kα line can be used for the inner-shell photo-pumping of Co. Therefore, this
scheme enables wavelength scaling of the X-ray laser [57].

10.4 Alternative Pumping Schemes

Several years ago, strong X-ray emission with the wavelength shorter than
0.3 nm due to 2p−3d transitions originating from L-shell hollow-atoms of
Xe27+∼Xe37+ ions (Fig. 10.10) has been reported [58]. In this experiment, a
laser beam of 248nm wavelength and 500 fs duration from a hybrid Ti:sapphire/
KrF laser was focused to Xe clusters with the intensity of 1018–1019W cm−2.
The observed emissions were ascribed to the generation of 2p vacancies, where
the 2p electrons were ionized due to electron impact by the electrons which
were photo-ionized from an outer orbit and accelerated by the laser electric
field to a sufficient energy to eject the 2p electrons. Fully relativistic classical
model for the trajectory of the photo-ionized electrons showed that the photo-
ionized electrons from the 4p bound electrons could return to their origin with
the energy of 10–20keV under the intensity of 1018–1019W cm−2 of 248nm
laser, which was sufficient to ionize the 2p bound electrons.
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They have further shown in the succeeding theoretical paper [59] that the
photo-ionized 4p electrons kept the wave function characteristics of the 4p
bound electrons within a half cycle of the 248 nm laser (=0.8 fs), e.g., the
spatial size, the shapes of the radial and angular components and the phase
information. The 4p electrons have selectively ionized the 2p electrons since
the 4p wave functions had larger overlap with the 2p wave functions than that
of the 3p electrons.

A possibility of population inversion in the 3d − 2p transitions in highly
charged Xe ions with double 2p electron holes has been also indicated from
the experimental spectra [59, 60]. Further measurements of the properties of
these X-ray emissions such as beam divergence, exponential intensity growth
with the gain length and coherence are required to confirm the amplification.

Another interesting possibility is frequency up-conversion from a visible
laser to the X-ray region called as laser X-ray satellite, which was first pro-
posed in 1970s [61]. With reference to Fig. 10.11, we consider He-like ions
where B is the ground state 1s2, B∗ is 1s2s 1S0, and K is 1snp 1P (n =
2, 3, 4, . . .). Since the B∗→B transition is optically forbidden, the B∗ level
becomes metastable. When a high intensity laser pulse interacts with this ion,
the B∗ state is coupled with the laser photons and forms a virtual state. Since
the wave-function of the virtual state is described as a sum over the contri-
bution from the 1snp 1P1 levels (n = 2, 3, 4, . . .), it has certain spontaneous
transition probability to the ground state. As the result, the satellite lines
with the angular frequencies of ω′ = ωBB∗ + ωlas and ω′′ = ωBB∗ − ωlas will
be emitted. From the probability of this process, which is calculated from the
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   wlas

w'' = wB*B - wlas  w' = wB*B + wlas  

Fig. 10.11. A schematic energy level diagram of He-like ion. B is the ground state
and B∗ is the 21S0 metastable state. ωωlas is the angular frequency of the incident
laser pulse, and ωBB∗ is that of the transition of B∗→B

Raman scattering cross sections, the required laser intensity is ∼1016W cm−2.
Several years ago, the laser X-ray satellite has been observed near the reso-
nance line of the He-like Mg 1s2p 1P1 → 1s2 1S0 in laser-produced magnesium
plasma [62]. In this experiment, the plasma was generated by a 400 fs dura-
tion, 1 J energy glass laser, and the laser X-ray satellite emission was obtained
only when the laser pulse existed.

Here we consider the recombining plasma. If we choose the appropri-
ate plasma condition, we may realize the population inversion between the
metastable state and the ground state although the lifetime may not be very
long due to collisional de-excitation. Under such a condition, by injecting an
ultra-short laser pulse with the intensity of 1016W cm−2 to the plasma, we
may obtain the signal of the stimulated Raman amplification at the angular
frequency of ω′ = ωBB∗ + ωlas and ω′′ = ωBB∗ −ωlas. This scheme has advan-
tages, compared with ordinary recombining plasma laser involving the ground
state [63, 64], that the lifetime of the population inversion is longer and the
gain duration can be controlled by changing the intensity of the laser.

10.5 Summary

We have reviewed various X-ray laser schemes which have possibilities for
extending the present X-ray lasing wavelength to shorter regions. These
schemes require pumping with ultrashort duration X-ray or particle beam
pulses since the gain durations for the allowed transitions in the X-ray region
are very short. Considering that the high-intensity, ultrashort pulse lasers
are now available worldwide, it is now possible to re-investigate the various
schemes which have been only partially investigated with the lasers of longer
pulse durations. These studies will lead to developing laboratory size coherent
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X-ray sources, which will open innovative applications in science, industry and
medicine.
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Femtosecond Laser Applications
in Micro/Nano Science and Technology:
Nonlinear Effects in Photonic Crystal Fibers,

Femtosecond Laser-Induced Forward Transfer,
and Femtosecond Laser Manipulation System

for Biology

Ching-Yue Wang, Qi-Rong Xing, Yan-Feng Li, Ming-Lie Hu, Li Yang,
Ji-Xian Gong, Wei Jia, and Lu Chai

Abstract. A review of our recent work on applications of femtosecond laser in
micro/nano science and technology is presented. In particular, we first discuss
enhanced nonlinear effects generated by unamplified femtosecond pulse propagation
in photonic crystal fibers, including supercontinuum generation, frequency conver-
sion and soliton self-frequency shift. Following this, we show microdroplet deposition
of copper thin film by laser-induced forward transfer using amplified femtosecond
pulses. Finally, a femtosecond laser manipulation system for biological research
is demonstrated, on which we have achieved femtosecond laser optical trapping,
two-photon excitation, and femtosecond laser-induced cell fusion.

11.1 Introduction

The advances of femtosecond (fs, 10−15s) laser technology [1–3] have been so
rapid that today sub-30 fs pulses can be routinely generated from femtosecond
oscillators and sub-50 fs pulses can be routinely obtained from femtosecond
amplifiers. These femtosecond light sources are now commercially available.

Femtosecond light pulses are characterized by their short duration in the
time domain, broad width in the spectral domain, and high peak power in
intensity; these features make femtosecond light sources a useful tool in time,
spectral, and spatial resolved applications in a wide range of fields and sub-
jects [4–7]. The feature of extremely high peak power with low average power
makes femtosecond laser pulses very attractive in applications in light-matter
interaction [8–10].

Although the applications of femtosecond lasers are diverse and numer-
ous, in this chapter we will just review our latest results on the applications
of femtosecond laser technology in micro/nano science and technology. By
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micro/nano science and technology, we mean the study of materials having
structures on the micro-/nanometer scale and biological cells of micrometer
dimensions. The structure of this chapter is organized as follows: Enhanced
nonlinear effects of femtosecond laser pulses in photonic crystal fibers are
discussed in Sect. 11.2, including supercontinuum generation, frequency con-
version, and soliton self-frequency shift. Then, microdroplet deposition of
copper thin film by femtosecond laser-induced forward transfer is presented
in Sect. 11.3. Section 11.4 is devoted to a demonstration of a femtosecond
laser manipulation system for biological research, on which femtosecond laser
optical trapping, two-photon excitation, and femtosecond laser-induced cell
fusion are performed. Finally, a conclusion is drawn in Sect. 11.5.

11.2 Enhanced Nonlinear Effects of Femtosecond Laser
Pulses in Photonic Crystal Fibers

11.2.1 Introduction

Photonic crystal fibers (PCFs) are a new class of single-material optical fibers
which usually have wavelength-scale air holes running down the entire fiber
length [11–13]. A typical scanning electron microscopy (SEM) image of the
PCF is shown in Fig. 11.1. The idea behind PCFs dates back to the concept
of photonic crystals, periodic dielectric media proposed in as early as 1987 by
Yablonovitch [14] and John [15]. It was proposed that in analogy with elec-
tronic bandgaps, photonic crystals can possess photonic bandgaps for photons
by light scattering from the periodic dielectric structures. Photons with fre-
quency falling within the bandgap are forbidden to propagate in the periodic

Fig. 11.1. SEM image of an index-guiding PCF
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medium. Light can be localized at a defect or propagate down a defect in an
otherwise periodic structure, and thus the behavior of light can be controlled
in photonic crystals as electrons in semiconductors [16].

The first working PCF as a two-dimensional waveguide was reported in
1996 [17]. This fiber, however, was not based on the bandgap effect (the first
PCF based on the bandgap effect was not demonstrated until 1998 [18]),
but on modified total internal reflection because the fiber has a core with a
higher refractive index than that of the air-hole interspersed cladding [19].
Fibers of this type are also known as holey fibers or microstructure fibers,
from which some intriguing properties different from and even superior to
those of conventional optical fibers (COFs) have been found and used to
advantage [11–13]. PCFs are currently a subject of increasing scientific and
technological interest in the field of fiber optics. In this section, we will only
concentrate on the index-guiding type.

It has been shown by intensive research activities that many novel prop-
erties unimaginable with COFs can result from the holey structure in PCFs,
which include, among other things, endlessly single mode operation [19],
anomalous dispersion at shorter wavelengths than in COFs [20], small or large
mode areas [21, 22], and high birefringence [23].

In a COF the normalized frequency V must be below 2.405 in order for
the fiber to be single mode. A similar value Veff can be defined for a PCF
with a strongly wavelength-dependent cladding index replacing the nearly
wavelength-independent cladding index in V . Veff tends to approach a constant
value when the wavelength λ is in the high frequency limit (λ→ 0), and thus
below a certain ratio of the air hole diameter D to the air hole pitch Λ (about
D/Λ ≤ 0.4) [13] the fiber remains single mode. This is because more light is
confined in silica regions when λ → 0 and the effective cladding index can
counteract the decrease of λ.

The total dispersion in a silica-based step-index fiber is normal below
1.3 μm, whereas the strong waveguide dispersion resulting from tight light
confinement and the large index difference between air and the fiber material
in a PCF can cancel the large negative dispersion of silica glass at visible
wavelengths [20]. Therefore, anomalous dispersion is possible below 1.3 μm
in PCFs. Furthermore, the dispersion of PCFs can be designed by varying
the air hole spacing and air filling fraction in the cladding [24–26] to such an
unprecedented extent that the propagation of ultrashort light pulses in these
fibers can be more easily controlled [27, 28].

The commonly used stack-and-draw fabrication process [17] allows PCFs
with tailorable mode areas to be readily fabricated. For instance, PCFs with
an extremely small core can be fabricated with enhanced nonlinearity [21,28].
PCFs with enhanced nonlinearity and tailorable dispersion are ideally suited
as nonlinear media [29–31], as will be exemplified by our experimental results
in the following on three nonlinear effects in PCFs conducted with femtosec-
ond light pulses: supercontinuum generation (SG), frequency conversion, and
soliton self-frequency shift (SSFS) effects.
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Fig. 11.2. Schematic of the experimental setup for nonlinear effects in PCFs

11.2.2 Nonlinear Effects in Photonic Crystal Fibers

Experimental Setup

The typical setup used in our experiments is depicted in Fig. 11.2, where fem-
tosecond light pulses of about 30 fs with an average power of 600–800mW are
generated from a home-made self-mode locking Ti:sapphire oscillator oper-
ating around 800nm. Depending on the particular system used, the pulse
repetition rate is either 80 or 100MHz. A Faraday isolator is used to prevent
retroreflected radiation from disturbing the operation of the laser oscillator.
The femtosecond pulses are coupled into the PCF with an objective lens
(typically ×40), and the coupling and the output are monitored by CCD
cameras. The spectral properties of the output pulses are measured by an
optical spectrum analyzer.

Supercontinuum Generation

The first observation of supercontinuum generation, a phenomenon of dra-
matic spectral broadening of optical pulses and thereby potentially octave-
spanning output, in PCFs was reported by Ranka et al. in 2000 [32] and SG
have subsequently been studied intensively [33,34]. Effects like group-velocity
dispersion, third and higher-order dispersion, self-phase modulation, cross-
phase modulation, four-wave-mixing (FWM), stimulated Raman scattering,
higher-order soliton fission, and self-steeping all can come into play, see [34]
for a review SG processes in PCFs. Here, we just show some typical results
on SG we got by propagating femtosecond light pulses in PCFs.

Figure 11.3 shows the observed spectral broadening [35] at different pump
powers by coupling pulses of 30 fs at 800nm into a PCF provided by University
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Fig. 11.3. Output spectra in a PCF as shown in the inset at different pump powers
of 30 fs input pulses at 800 nm

of Bath, an SEM image of which is shown in the inset. This fiber has a
zero-dispersion wavelength at 730 nm, and therefore the pulses fall within the
anomalous dispersion regime and the role of anomalous dispersion and FWM
is evident. With the increase of the pump power, red-shifted solitonic features
are clearly observable and phase-matched nonsolitonic components extend the
output spectra towards the blue side. Meanwhile, FWM generated spectral
components are able to smooth the spectrum [36,37].

The different phase-matching processes depend crucially on the fiber
dispersion and hence the wavelength of the input pulses. By tuning the
wavelength of the pump pulses, we can control those processes and further
shape the output spectrum. We find that the further the operating wave-
length is tuned from the zero-dispersion of the fiber, the broader the output
spectrum. This is due to the fact that when the wavelength of the input
pulses are tuned further from the zero-dispersion of the PCF, the nonsolitonic
components generated in the soliton-fission processes are more blue-shifted.
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Fig. 11.4. GVD curves and field intensity profiles of the two modes (labeled as 1
and 2, respectively) supported by the PCF with a comma-shaped core (shown in
the inset)

PCFs with only twofold rotational symmetry are highly birefringent [23,
38]. The fundamental modes along the two polarization axes are no longer
degenerate and they have different dispersion properties, and thus SG pro-
cesses can be further enriched by the combined effects of birefringence and
nonlinearity. Here, we show how SG is tuned in a high-index-step PCF with a
comma-shaped core [39]; the fiber is shown in Fig. 11.4 along with the GVD
curves and the field intensity profiles of the two modes supported.

The zero dispersion wavelengths are calculated to be 783 and 630 nm for
modes of type 1 and type 2, respectively. As a result, pump pulses of 800nm
fall in the anomalous dispersion regime, no matter whether modes of the
first type or the second type are excited. Two different physical mechanisms
are identified as being responsible for the different features in the output
supercontinuum spectra: modes of type 1 generate a smooth spectrum covering
a wavelength range from 450 to 1,400nm, whereas a supercontinuum with an
enhanced short-wavelength wing, dominated by intense spectral lines centered
at 400–450nm is emitted in modes of the second type, as shown in Fig. 11.5.
When modes of type 1 are excited, the depletion of the pump field is caused
by FWM around the zero dispersion wavelength which plays an important
role in the initial stages of SG. When modes of the second type are excited,
phase matching processes involving the red-shifted soliton and dispersive wave
lead to the pronounced short-wavelength wing. By displacing the input end
of the fiber with respect to the laser beam in the transverse direction, we
can further switch the two regimes of supercontinuum generation and the two
types of output spectra.
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Fig. 11.5. Output spectra generated by 30 fs laser pulses coupled into the first (a)
and second (b) type mode of the PCF as shown in Fig. 11.4. The initial peak power
of laser pulses is 0.8, 5, and 15 kW, respectively

Frequency Conversion

In addition to FWM, another important nonlinear effect that plays an impor-
tant role in transforming input femtosecond light pulses into anti-stokes
frequency components in PCFs is the soliton fission process [36,37]. The phase-
matching condition of these two processes is highly dispersion-sensitive and
polarization-sensitive. What is more, the phase-matching condition can be
mode-selective. In this subsection, we will show our work on the generation
of frequency-tunable anti-stokes components by propagating fs pulses down
highly nonlinear birefringent PCFs.

We can generate intense blue-shifted anti-stokes components centered at
490 and 510nm, respectively, at the output of a 10-cm birefringent PCF by
polarizing the pump laser pulses of 35 fs at 820nm along the fast or slow axis
of the fiber core, as shown in Fig. 11.6a, b [40, 41]. The fiber core (shown in
the inset in Fig. 11.6a) has an elliptical shape (2.0 μm × 1.6 μm), leading to
dramatically different GVD properties of the two eigenmodes of the PCF.
The frequencies of the anti-stokes lines can be further controlled by the pump
power. The extra polarization-separating devices added after the fiber out-
put in Fig. 11.2 allow us to selectively observe the change of the two-color
frequency conversion by accurately polarizing the pump field with respect to
one of the principal axes of the elliptically deformed fiber core [42]. Not only
can we excite either of the two eigenmodes centered at 490 and 510nm, but
we are able to excite both modes of the fundamental doublet by polarizing
the pump filed at 45◦ with respect to the fiber axis. These results are shown
in Fig. 11.6c.

Highly nonlinear PCFs with large air holes can support higher-order modes
which are often involved in phase-matched frequency conversion processes [43].
This mode-selective vectorial nonlinear frequency transformation process can
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Fig. 11.6. Polarization-demultiplexed anti-stokes line generation in a birefringent
PCF. The pump field is polarized at an angle of (a) 90◦, (b) 0◦, and (c) 45◦ with
respect to the x-axis of the fiber. The output beam images are shown in the insets
for the output radiation polarized along the y-axis (0◦) and the x-axis (90◦)
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Fig. 11.7. Phase matching diagram for a PCF shown in inset A for (1) the first
doublet of higher order modes (mode patterns B and C) and (2) the next higher-order
mode (mode pattern D)

be controlled by varying the tilt angle of the input beam and rotating the
polarization of the input field, as we will show below.

By coupling 30 fs Ti: sapphire laser pulses into a birefringent PCF (shown
in inset A in Fig. 11.7), either the fundamental doublet of the fiber (mode
patterns B and C in Fig. 11.7) or the second multiplet (mode pattern D in
Fig. 11.7) can be generated by coupling the pump light into the PCF at an
angle of 10◦ or 18◦ relative to the fiber axis, respectively [44,45]. The output
spectra of both the fundamental mode and the higher-order mode can be
further tuned by the polarization of the pump field, see Fig. 11.8.

Finally, in addition to the generation of the usual fundamental fiber mode,
similar nonlinear-optical transformation techniques can be used to produce
a high-quality spectrally isolated hollow beam in a higher order mode of a
PCF [46,47]. The far-field image of the hollow-beam output features the per-
fect sixth-fold rotational symmetry of the PCF structure, as demonstrated in
Fig. 11.9. The frequency of the hollow beam can be further varied by changing
the input beam parameters, having potential applications for the guiding and
trapping of atoms and creation of all-fiber optical tweezers, a subject of study
in Sect. 11.4.
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Fig. 11.8. Output spectra at the output of the PCF in Fig. 11.7 measured as a
function of the angle of the polarization vector of the linearly polarized pump field
relative to the fast axis of the fiber. The pump field is coupled into the fiber at an
angle of (a) 10◦ and (b) 18◦ with respect to the fiber axis
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Fig. 11.9. A fundamental fiber mode (b) and a hollow beam (c) generated by
nonlinear-optical transformation of Ti:sapphire laser pulses in a higher-order mode
of a PCF (a)

Soliton Effects

Solitons, special kinds of wave packets that can propagate undistorted over
long distances, are of both fundamental interest and practical application
significance in nonlinear fiber optics and fiber optic communications [48].
Anomalous GVD can be realized in the visible and near-infrared wave-
lengths in PCFs, thus allowing solitons to occur at wavelengths previously
inaccessible, covering the spectral range from 0.78 to 1.677 μm [49–53].

In spit of the fact that solitons have been shown to play a significant role
in supercontinuum generation and frequency conversion processes in the pre-
vious two subsections, distinct solitonic features can be observed by carefully
choosing the fiber and pulse parameters. The evolution of SSFS is shown in
Fig. 11.10 when the relative polarization of the 30 fs pulses at 820 nm coupled
into the same PCF as in Fig. 11.6a is changed [54]. When the input light
is polarized along either of the two polarization axes, different features are
clearly observable due to the birefringence of the fiber [55].

11.2.3 Application Aspects of Nonlinear Effects

The nonlinear effects in PCFs as demonstrated so far can be so efficient
that they are finding an increasingly wider rang of applications in fiber
optics and other fields. In particular, octave-spanning supercontinua gener-
ated from PCFs have contributed to breakthroughs in precision frequency
spectroscopy [56,57] and carrier-envelope phase control of femtosecond mode-
locked lasers [58, 59]. They are also useful in optical coherence tomography
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Fig. 11.10. Soliton features for different polarizations of the linearly polarized input
field with respect to the x-axis of the fiber shown in the inset in Fig. 11.6a. The
initial pulse duration is 30 fs and the initial pulse energy is 0.5 nJ

[60,61], and other spectroscopic and microscopic applications [62–64]. Besides,
the supercontinua can be compressed to yield ultrashort light pulses [65, 66]
or act as WDM sources for communications [67].

Secondly, PCFs are highly efficient frequency converters, allowing the gen-
eration of frequency-tunable ultrashort pulses, which are important sources
of tunable radiation for applications in spectroscopy, photochemistry, opti-
cal metrology, photobiology, biomedicine, quantum optics and so on [68–70].
Solitons generated from PCFs are not only potential sources for communica-
tions, but they also provide a good means for the generation of tunable light
sources [50, 71–73].

Finally, other nonlinear effects not covered here like self-phase mod-
ulation, cross-phase modulation, stimulated Raman scattering can all be
utilized to make PCF-based components such as amplifiers, lasers, gratings,
signal-processing units in fiber optics and fiber optic communications [74,75].
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11.3 Microdroplet Deposition of Copper Film
by Femtosecond Laser-Induced Forward Transfer

Many investigations on the interaction of ultrashort laser pulses with solid
materials have shown that the heat affected zones are minimized during the
ablation of materials because the high laser energy of the pulses are deliv-
ered in such a short period of time that the material is heated to very high
temperatures, leading to direct evaporation. Micromachining with ultrashort
laser pulses can offer precise laser-induced breakdown threshold with reduced
laser fluence and good repeatability; the resulting structures are characterized
by being free of burrs and having minimal damage [10,76]. These advantages
make femtosecond laser pulses very desirable in a wide range of microma-
chining situations where micrometer and sub-micrometer feature sizes are
required [77]. In this section, we will show the advantages of femtosecond
pulses in deposition of copper film by laser-induced forward transfer.

In the laser-induced forward transfer (LIFT) process, thin film material
from a donor substrate is selectively removed by laser pulses and trans-
ferred in the form of micron-sized dots onto an acceptor substrate placed
nearby. Since the first performance by Bohandy et al. [78,79] to achieve direct
writing of 50μm-wide Cu lines by using single 15 ns excimer laser pulses
of 193 nm radiation, the LIFT has been studied extensively as a method
of additive micropattening in recent years [80, 81]. The ability to deposit
submicron-scale features using picosecond and femtosecond laser pulses has
been demonstrated [82–84].

The experimental setup used for the femtosecond LIFT process [85] is
schematically shown in Fig. 11.11, where the light source is a commercial
femtosecond laser amplifier-based workstation (UMW-2110i, Clark-MXR Inc.)

Fig. 11.11. Experimental setup for femtosecond laser-induce forward transfer
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delivering pulses of 148 fs at 775 nm. A copper thin film of ∼80 nm deposited
on a quartz substrate 3mm in thickness serves as the donor. Another quartz
substrate of the same specifications and thickness is used as the acceptor. The
samples are mounted on a motorized x − y precision stage with a resolution
of 10 nm. The laser beam is focused on the Cu thin film (donor) by a 5×
objective, leading to a focus around 8μm. All the experiments are performed
in contact mode (Δz = 0) with single fs laser pulses in atmosphere at room
temperature.

When the laser pulse energy is below ∼6 μJ, no transfer of dots is observed.
Using laser energies from 6.5 to 20 μJ, copper dots with diameters ranging from
3 to 15 μm are transferred. Three typical morphologies corresponding to three
different pulse energies have been identified by the SEM and atomic force
microscopy (AFM) images in Figs. 11.12 and 13, respectively. The formation
of these morphologies is discussed in the following.

Based on the experimental observations, the physical mechanism respon-
sible for the droplet formation, we believe, can be described as follows. In
femtosecond LIFT processes the thin film is heated only at a constrained
interface (between the donor film and the substrate) rather than the free
surface, see Fig. 11.14 for illustration.

Femtosecond laser pulses inject energy so quickly into the thin film that
the temperature of the constrained interface is increased to the melting point
within several picoseconds [86], so short a period of time that normal boiling
can not happen in the melted thin film because there is no enough time to
generate heterogeneity bubbles [87]. Instead, phase explosion happens. Plasma
with high temperature and high pressure is formed at the constrained interface
with the free surface of the film melted in the meantime, and the melted film
is pushed out of the surface by the pressure of the plasma generated at the
interface. Metal in liquid phase has very high surface tension and the pushing
force of the plasma is moderate when the laser pulse energy is low, so the
melted material is transferred and deposited onto the acceptor substrate in
the form of liquid droplets. This conclusion is supported by the fact that
the diameter of the transferred copper droplets is around 2–3μm and the
biggest height is about 1μm by AFM detection, while a circular film region
of ∼8 μm in diameter has been removed completely and a hole-like crater
in the donor substrate is formed. Thus for laser energies slightly above the
transfer threshold, the transferred dots display good symmetry and a smooth
surface, as shown for a pulse energy of 6.5 μJ in Figs. 11.12a and 13a, where
droplets of 2–3μm in diameter can be deposited in a repeatable way. We see
that island-like structures with a thinned down central part are formed as a
result of the rising pulse energy (Figs. 11.12b and 13b). In this situation the
thickness and pressure of the plasma in the inside surface of the film are both
increased to cause the material to be transferred in a mixture of liquid and
gas phases. Large kinetic energy from the very high phase explosive strike
makes the surface of the acceptor super-hot to reduce the viscosity coefficient
in the process of deposition. The inhomogeneous intensity distribution of the
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Fig. 11.12. SEM images of deposited Cu dots by femtosecond LIFT for laser pulse
energy (a) 6.5 μJ, (b) 11μJ, and (c) 16μJ, respectively. (Reprinted with permission
from [85]. Copyright 2006, American Institute of Physics.)
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Fig. 11.13. AFM images of deposited Cu dots by femtosecond LIFT for laser pulse
energy (a) 6.5 μJ, (b) 11μJ, and (c) 16μJ, respectively. (Reprinted with permission
from [85]. Copyright 2006, American Institute of Physics.)
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Fig. 11.14. Schematic diagram of heating of the donor film in femotosecond
LIFT. (Reprinted with permission from [85]. Copyright 2006, American Institute
of Physics.)

Gaussian beam leads to the sticking coefficient being minimal at the center of
the irradiation. Therefore, a crater-like morphology is formed at the center of
the deposited dots [88], and this effect becomes more prominent with a further
increase of the pulse energy, see, for instance, the case of pulse energy of 16μJ
in Figs. 11.12c and 13c. For this pulse energy, the very big shock causes a wide
spread of the deposited material during the collision between the transferred
particles and the acceptor substrate, and a ring-like morphology around a
central crater is clearly visible.

Thus, we have shown that copper microdroplets can be deposited onto
a quartz substrate by LIFT using femtosecond laser pulses, where a differ-
ent mechanism from microdroplet transfer by nanosecond LIFT is described.
Droplet formation is a result of the blow-off of the molten film from the quartz
substrate by a compressive stress of plasma when the free surface is melted.
This femtosecond laser-induced forward transfer process can be very useful in
various applications such as rapid prototyping of microelectronic circuits for
research applications and additive micropattening.

11.4 Femtosecond Laser Manipulation System
for Biological Research

11.4.1 Introduction

Optical tweezers, based on the optical gradient forces as first demonstrated by
Ashkin et al. [89], provide a non-invasive method for manipulating biological
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cells and even individual molecules. Optical tweezers have been widely used
in basic research in life sciences, such as single cell molecular biology [90] and
the mechanics of single DNA molecules [91].

So far, to realize trapping in three dimensions virtually all optical tweezers
used in biology are based on continuous-wave (CW) laser sources with pow-
ers of only a few mW. Nevertheless, ultra-high temporal [92] and spatial [93]
resolutions are really desirable in biological studies, and these resolutions can
be acquired by using femtosecond laser pulses. In most cases, femtosecond
laser pulses serve as a scalpel or an excitation source only [94–97] because
they can supply impressively high peak powers albeit with a tiny single pulse
energy. In the optical trapping context, second harmonic generation from opti-
cally trapped nonlinear particles were demonstrated [98] using a femtosecond
laser, and in situ control of two-photon fluorescence from dye-doped poly-
mer microspheres were performed on femtosecond optical tweezers [99]. We
are led by the promise shown by femtosecond lasers applied in the biologi-
cal field to propose femtosecond laser tweezers for biological research [100].
Subsequently, our numerical modeling and theoretical analysis predict that
femtosecond optical tweezers are entirely feasible [101]. Finally, the feasibility
of femtosecond optical tweezers has been demonstrated [102].

In this section, we shall present our optical manipulation system based on
a femtosecond laser that functions both as optical tweezers and as a scalpel.
Stable optical trapping of human red blood cells (RBCs) is demonstrated, and
the trapping capability of femtosecond laser tweezers is compared with CW
laser tweezers [102]. On our system, we have also performed experiments for
photodynamic therapy based on two-photon excitation using liver cancer cells
as the specimen [102], and for cell fusion induced by femtosecond laser [103].

11.4.2 Experimental Setup

Our optical manipulation system (see Fig. 11.15) comprises a commercial
inverted research microscope (IX71, Olympus) and a homemade Ti:sapphire
laser which delivers 40 fs pulses at 810nm with a 100MHz repetition rate.
The femtosecond laser can be conveniently switched between the CW and the
mode-locking (ML) modes. Passing through a number of lenses and mirrors,
the femtosecond laser beam is focused on the sample plane by the microscope
objective. The average power of the femtosecond laser beam is tuned by the
rotatable polarizer P (half plate denoted in Fig. 11.15). After the polarizer, we
set a mechanical shutter to control the time slot of the femtosecond laser beam
which is sent into the microscope at the left side port of the microscope. The
distance between lenses L1 and L2 is finely adjusted by mounting lens L1 on
a z-direction (the optical axial direction) translation stage. The focal lengths
of lenses L1 and L2 are 150mm and 180mm, respectively. Using another two
flat mirrors, M3 and M4, the laser beam is introduced into the microscope
through the left side port originally provided by the manufacturer for imaging
purposes. After passing a transmission cube C, the laser beam is fed into a
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Fig. 11.15. Schematic of the optical manipulation system: L1, L2, lenses; M1,M2,
M3,M4, mirrors; C, transmission cube; BS, beam splitter; IR, IR blocking filter

100× objective without immersion fluid (NEA100, NA = 1.25 Olympus). The
specimen stage is a two-dimensional (x−y) translation stage (M423, Newport,
CA) controlled by two linear actuators (T28, Zaber, Canada) with a minimum
step of 0.2 μm. A CCD camera on the trinocular tube and the halogen lamp
of the microscope make real-time observation of the trapped targets possible.
The actuators and the CCD camera are connected to a computer, which with
a specially designed program controls the movement of the specimen stage
and monitors the trapping process. An IR blocking filter is placed into the
optical path of the monitor for eye and camera protection.

11.4.3 The Optical Trap

The specimen used in our experiments is human RBCs. RBCs have a flat,
biconcave disc-like shape with a diameter of about 5 μm. Untrapped RBCs
suspended in the sodium chloride solution are observed to be freely squirming,
as shown in Fig. 11.16a. Then, the laser is set to run in ML mode to produce
an average power of 1.6mW at the ×100 lens focus. We can scan a target RBC
into the laser spot by carefully moving the specimen stage. As soon as the
target RBC is close enough to the trap, it is abruptly dragged to the center
of the trap, and thus trapped. Set upright by the optical force, the trapped
cell takes a dumbbell-like shape as shown in Fig. 11.16b. Once trapped, even
if the chamber is moved at a suitable speed, the cell will be held steady, as in
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Fig. 11.16. Sequential video frames showing a human RBC tranpped with fem-
tosecond laser pulses with an average power of 5mW. The arrows point to (1) the
target cell and (2) the reference cell. (a) untrapped target cell; (b)–(d) trapped cell.
The fact that the target cell is stably trapped can be observed from the change
of the relative position between the trapped cell and the reference cell, as shown
in (b)–(d). (Reprinted with permission from [102], pp. 358–363. Copyright 2005,
Elsevier.)

Fig. 11.16c, d. When the laser beam is blocked, the trapped cell can return
to its original state. No evident damage to the target cell is found after it has
been trapped for tens of minutes.

A similar experimental method to that by Agate et al. [99] is performed
to compare the optical trapping capability between CW and fs lasers using
RBCs again as the specimen. First we define the escape speed of the trapped
targets as the critical velocity at which the laser tweezers fail to trap. Then,
we determine the trapping capability of the system by measuring the escape
speed vs. the average trapping power at the ×100 lens focus The higher the
escape speed, the stronger the trapping capability of the optical tweezers.
Speed control is realized by moving the specimen stage with respect to the
trap via the computer-controlled x− y translation stage.

The escape speed of the trapped cell vs. the average laser power at the
×100 lens focus in ML mode is first recorded, followed by the escape speed
of the CW laser tweezers obtained by switching the laser to the CW mode.
From the experimental results shown in Fig. 11.17, we can see the following
three points: (1) almost the same minimum trapping power (corresponding to
the near zero escape speed) is found for both the CW and the femtosecond
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Fig. 11.17. The dependence of the escape speeds of the trapped cell on the aver-
age powers incident on the target RBC. Filled squares and circles are for CW and
femtosecond laser tweezers, respectively. (Reprinted with permission from [102],
pp. 358–363. Copyright 2005, Elsevier.)

modes; (2) when the escape speed is increased, the trapping power of the
femtosecond laser tweezers is rising a little faster than that of the CW laser
tweezers; and (3) the average trapping power of the femtosecond laser tweezers
is always slightly above that of the CW laser tweezers. These obvious features
of the experimental results can be understood by noting that CW light exerts
a continuous force on the cell, whereas the force by the femtosecond pulses
is only interim. During the intervals where there is no force resulting from
femtosecond light, the trapped cell will tend to escape from the trap, requiring
more power from the femtosecond laser to pull it back.

11.4.4 Two-Photon Excitation

As an example of using fs laser light as a scalpel to kill target cancer
cells similar to Liu et al. [104], two-photon photodynamic therapy has been
performed on our system [102] to take advantage of the impressively high
peak powers offered by femtosecond laser pulses [94–97]. A newly synthe-
sized chlorine derivative (CDP) [105] is used as the photosensitizer in the
experiments, and the specimen is Bel-7402 liver cancer cells. An NEA-10×
Olympus lens is used instead of an NEA 100× to obtain a large working
distance. We examine the cell-damaging effects of the two-photon induced
photodynamic therapy under three conditions: (1) Cells without CDP are
illuminated by femtosecond light for 1min; (2) Cells with CDP are illumi-
nated by femtosecond light for 1min; and (3) Cells with CDP are illuminated
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Fig. 11.18. Images of Eosin stained liver cancer cells. (a) Cells without CDP illu-
minated by femtosecond pulses; (b) Cells with CDP illuminated by femtosecond
pulses; (c) Cells with CDP illuminated by CW light. (Reprinted with permission
from [102], pp. 358–363. Copyright 2005, Elsevier.)

by CW light for 1min. The same average laser power of 5mW for CW
or ML modes is used under the above three conditions. The viable and
nonviable cells after illumination are identified by Eosin Y with a concen-
tration of 0.2%: Dead cells can be dyed by Eosin Y, while viable cells can
not. The results in Fig. 11.18a demonstrate that the femtosecond laser does
not kill the cells without CDP. As shown in Fig. 11.18b, there are dyed
cells and undyed cells. The dyed cells are those with CDP illuminated by
femtosecond light, and the undyed cells are those not illuminated. It is
shown in Fig. 11.18c that the cells with CDP illuminated by CW laser are
not killed, proof that CW laser is not able to excite the CDP effect to
kill the target cells. The dyed cells shown in Fig. 11.18a, c may be natu-
rally dead. These experimental results demonstrate that biological research
at single cell level based on nonlinear processes can be realized on our
system.
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11.4.5 Femtosecond Laser-Induced Cell Fusion

In the experiments on femtosecond laser-induced cell fusion [103], the biolog-
ical samples are Phaffia rhodozyma, a sort of red yeast, which are used as
one of the main microorganisms in natural astaxanthin production and have
attracted attention throughout the world. The Phaffia rhodozyma, provided
by Institute of Hydrobiology of Chinese Academy of Science, is maintained
at 22 ◦C in a yeast malt medium. For a detailed description of the culture
methods see, for example [106].

The cells in logarithmic stage are harvested by centrifugation at 6,000 rpm
for 10min and then resolved in the enzyme (Glucanex R© 200G, Novozyme)
solution to give about 1 × 107 cells mL−1. The reaction mixture is then
incubated at 22 ◦C with reciprocal shaking at 90 rpm for 16 h. After incu-
bation, the suspension is washed with osmotic solution to remove the enzyme.

A Petri dish with a hole at the bottom and covered with a thin glass is pre-
pared to form the manipulation chamber. A suspension of Phaffia rhodozyma

Fig. 11.19. Laser-induced fusion of Phaffia rhodozyma protoplasts. Photographs of
video frames of the cell fusion are shown. (a) A pair of close contacted protoplasts
prepared for fusion; (b) the cells start to be fused 23min later after being hit by
femtosecond laser pulses; (c) about 90min post-fusion; (d) the two cells are almost
fused in 160min
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protoplasts containing 10% of polyethylene glycol (PEG) and 0.02mol L−1 of
CaCl2 is prepared and placed into the manipulation chamber. The chamber is
then put under the microscope and the room temperature is kept at approx-
imately 23 ◦C using air-conditioning. The area-contact of the target cells is
obtained by the effect of PEG, with the procedure monitored with the CCD
camera.

Photographs selected from video frames of the cell fusion are shown in
Fig. 11.19. A pair of cells in close contact are selected, and then the laser
beam is targeted to hit the contiguous area (contact surface) of the two cells.
The contact surface is irradiated by femtosecond laser beam with 55mW for
0.25 s. The effect of the cell fusion is visible about 20min later. The fusion
process is relatively fast at the beginning and then slows down when the time
is close to when the hybrid cell has been round again. The course of cells
fusion lasts for 160min and finally the two cells merges into one large cell.

11.4.6 Summary

We have developed an optical manipulation platform, which has performed a
number of functions like optical trapping, two-photon excitation-based pho-
todynamic study and cell fusion using femtosecond laser pulses only. Such an
integrated system will be of extreme value for biological research.

11.5 Conclusion

In this chapter, we have reviewed the work done by our group on apply-
ing femtosecond laser technology to materials and biological cells on the
micro-/nanometer scale. The interaction between femtosecond laser light with
photonic crystal fibers is first discussed, and we show that photonic crystal
fibers are very efficient nonlinear media for unamplified femtosecond laser
pulses, using supercontinuum generation, frequency conversion, and soliton
self-frequency shift as examples. Next, it is shown that copper microdroplets
of 2–3 μm can be removed from a donor film with a thickness of ∼80 nm and
deposited onto a quartz substrate by the laser-induced forward transfer using
amplified single femtosecond laser pulses. Finally, a femtosecond laser-based
optical manipulation system is developed, which allows a number of functions
to be simultaneously realized for biological research such as optical trapping,
two-photon excitation-based photodynamic study and cell fusion by femtosec-
ond laser sources only. We believe that these initial investigations can shed
important light on the interaction between femtosecond laser with materials
and biological cells, and pave the way for further applications.
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experimental setup, 250
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time-dependent eigenfunctions, 46
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