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Preface

In this book, we discuss the path integral quantization and the stochastic
quantization of classical mechanics and classical field theory.

For the description of the classical theory, we have two methods, one based
on the Lagrangian formalism and the other based on the Hamiltonian formal­
ism. The Hamiltonian formalism is derived from the Lagrangian·formalism.
In the standard formalism of quantum mechanics, we usually make use of the
Hamiltonian formalism. This fact originates from the following circumstance
which dates back to the birth of quantum mechanics.

The first formalism of quantum mechanics is Schrodinger's wave mechan­
ics. In this approach, we regard the Hamilton-Jacobi equation of analytical
mechanics as the Eikonal equation of "geometrical mechanics". Based on the
optical analogy, we obtain the Schrodinger equation as a result of the inverse
of the Eikonal approximation to the Hamilton-Jacobi equation, and thus we
arrive at "wave mechanics".

The second formalism of quantum mechanics is Heisenberg's "matrix me­
chanics". In this approach, we arrive at the Heisenberg equation of motion
from consideration of the consistency of the Ritz combination principle, the
Bohr quantization condition and the Fourier analysis of a physical quantity.
These two formalisms make up the Hamiltonian .formalism of quantum me­
chanics.

The third formalism of quantum mechanics, which is the Lagrangian for­
malism, is the path integral quantization of ·Dirac and Feynman. This for­
malism, which is the c-number quantization, originates from the analogy of
the contact transformations in analytical mechanics and quantum mechanics,
whose generators are the action functionals of analytical mechanics and quan­
tum mechanics, respectively. We can regard this approach as the integral form
of the quantum-mechanical action principle, which embodies the principle of
superposition and the composition law of the probability amplitudes.

When we attempt to extend quantum mechanics based on the Hamilto­
nian formalism to relativistic quantum field theory, we will face the problems
associated with Lorentz invariance and normal dependence, 'which are inher­
ent problems of the Hamiltonian formalism. The origin of these problems is
that we treat the time variablet distinct from the spatial variable q in the
Hamiltonian formalism. In this regard, we do not face such problems in quan-
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turn mechanics based on path integral quantization. In the latter approach,
the kernel of the theory is the action functional, which is Lorentz invariant
and normal independent. In the path integral representation, we can immedi­
ately extend quantum mechanics to relativistic quantum field theory without
facing the problems stated above. When fermions are present in the the­
ory, however, we shall introduce Grassman algebra and the rules for fermion
number integration.

Furthermore, we can heuristically arrive at the path integral represen­
tation of the partition function of the canonical ensemble and the grand
canonical ensemble of quantum statistical mechanics by analytic continua­
tion, t -t -iT, 0 ::; T ::; f3 == ti/kBT. We have a firm mathematical foundation
of the theory after such analytic continuation.

The fourth formalism of quantum mechanics and quantum field theory
is stochastic quantization due to Parisi and Wu. This is an attempt to view
quantum mechanics and quantum field theory as a stationary state of stochas­
tic processes. When we compare the composition law of the transition prob­
abilities of stochastic processes with that of the transition probability ampli­
tudes of quantum mechanics and quantum field theory, we notice that the
evolution parameter of the stochastic processes is missing in quantum theory.
If we identify the time variable t as the evolution parameter of the stochastic
processes, we do not obtain the Schrodinger equation. Thus, we must intro­
duce the evolution parameter into quantum mechanics and quantum field
theory in stochastic quantization.

With this general background, this book is organized as follows. In
Chap. 1, we discuss the path integral representation of quantum mechanics
and the problem of operator ordering. For the path integral representation
of quantum mechanics, we deal with the Lagrangian formalism of Dirac and
Feynman, and then deal with the more conservative Hamiltonian formalism.
For the problem of operator ordering, we shall employ the Weyl correspon­
dence.

In Chap. 2, we discuss the path integral representation of quantum field
theory with a variety of methods. We discuss the extension of the results of
Chap. 1 to quantum field theory, covariant perturbation theory, the Symanzik
construction, the Schwinger theory of Green's functions and the equivalence
of quantum field theory in the Lagrangian formalism (the path integral rep­
resentation) and in the Hamiltonian formalism.

In Chap. 3, we discuss the path integral quantization of gauge field theory.
We begin with a review of Lie groups, followed by non-Abelian gauge field
theory based on Weyl's gauge principle, the path integral quantization of the
gauge field theory, and a spontaneous symmetry breaking and the gauge field.

In Chap. 4, we discuss the path integral representation of quantum statis­
tical mechanics. We discuss the path integral representation of the partition
functions of the canonical ensemble and the grand canonical ensemble, the
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Fradkin construction of the partition function, the Schwinger-Dyson equation
and the methods of the auxiliary field.

In Chap. 5, we discuss stochastic quantization. We begin with a review of
probability theory and stochastic processes. We motivate the introduction of
the evolution parameter of stochastic processes into quantum mechanics and
quantum field theory. We write down the Parisi-Wu equation for stochastic
processes. We discuss the Fokker-Planck equation for the transition probabil­
ity density, and obtain the stationary solution. Then, we discuss the stochastic
quantization of non-Abelian gauge field theory, the initial distribution of the
longitudinal mode of the gauge field and the Faddeev-Popov ghost effect.

We discuss Gaussian integration in Appendix 1, Fermion number inte­
gration in Appendix 2, functional integration in Appendix 3, the gauge in­
variance of the integral measure V[Aa p,]L1F [Aa p,] in Appendix 4, spinors in
Minkowskian space-time and Euclidean space-time in Appendix 5, and the
multivariate normal distribution in Appendix 6.

The presentation of the material in Chap. 3 substantially depends on the
gauge theory lecture by Professor S. Weinberg during the academic years
1978 and 1979 at Harvard University.

I would like to thank Professor Kerson Huang who taught me analytical
mechanics, quantum mechanics and quantum statistical mechanics, while I
was an undergraduate student at the Department of Physics at MIT during
the academic years 1967 through 1970. I would like to thank Professor F. E.
Low who taught me classical electrodynamics during the academic year 1970
at MIT.

I would like to express my deep gratitude to Professor Roberto D. Peccei,
who taught me quantum field theory and dispersion theory during the aca­
demic year 1971 at Stanford University, for his generous assistance in the
publication of this book.

I would like to thank Professor H. Chernoff who taught me a variety of
topics in mathematical statistics, starting from multivariate normal analysis,
during the academic years 1978 through 1982, ultimately leading to my PhD
in mathematics in May 1983 at MIT. I would like to thank Professor R. M.
Dudley who taught me real analysis, probability theory and the theory of
stochastic processes during the academic years 1978 and 1979 at MIT.

I would like to thank my parents who gave me the opportunity to study
at the Department of Physics at MIT in 1967. I would like to thank my wife,
Mari, and my son, Masachika, for their encouragement and patience during
the period of my writing of this book.

I would like to thank Mr. Koh Yong Mo of Light Stone International Co.
LTD., Tokyo, Japan, who helped me get started with Scientific Word 3.0 with
which this book is written.
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Lastly, I would like to thank the production team at Springer, Heidelberg,
for their administrative assistance.

Tokyo, Japan
February, 2000

Michio Masujima



Contents

1. Path Integral Representation of Quantum Mechanics . . . . . 1
1.1 Quantum Mechanics in the Lagrangian Formalism. . . . . . . . . . 3

1.1.1 Contact Transformation in Analytical Mechanics
and Quantum Mechanics . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.1.2 The Lagrangian and the Action Principle. . . . . . . . . . . . 8
1.1.3 The Feynman Path Integral Formula. . . . . . . . . . . . . . .. 13
1.1.4 The Time-Dependent Schrodinger Equation. . . . . . . . .. 16
1.1.5 The Principle of Superposition

and the Composition Law . . . . . . . . . . . . . . . . . . . . . . . .. 20
1.2 Path Integral Representation of Quantum Mechanics

in the Hamiltonian Formalism. . . . . . . . . . . . . . . . . . . . . . . . . . .. 22
1.2.1 Review of Quantum Mechanics

in the Hamiltonian Formalism 23
1.2.2 Phase Space Path Integral Representation

of the Transformation Function 25
1.2.3 Matrix Element of a Time-Ordered Product 27
1.2.4 Wave Function of the Vacuum 31
1.2.5 Generating Functional of the Green's Function. '. . . . .. 34
1.2.6 Configuration Space Path Integral Representation. . .. 35

1.3 Weyl Correspondence. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 40
1.3.1 Weyl Correspondence. . . . . . . . . . . . . . . . . . . . . . . . . . . .. 41
1.3.2 Path Integral Formula

in a Cartesian Coordinate System . . . . . . . . . . . . . . . . .. 43
1.3.3 Path Integral Formula

in a Curvilinear Coordinate System. . . . . . . . . . . . . . . .. 45
1.4 Bibliography........................................... 51

2. Path Integral Representation of Quantum Field Theory .. 55
2.1 Path Integral Quantization of Field Theory. . . . . . . . . . . . . . .. 56

2.1.1 Review of Classical Field Theory. . . . . . . . . . . . . . . . . .. 57
2.1.2 Phase Space Path Integral Quantization

of Field Theory ... . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 59
2.1.3 Configuration Space Path Integral Quantization

of Field Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 62



X Contents

2.2 Covariant Perturbation Theory. . . . . . . . . . . . . . . . . . . . . . . . . .. 67
2.2.1 Generating Functional of Green's Functions

of the Free Field 68
2.2.2 Generating Functional of Full Green's Functions

of an Interacting System 70
2.2.3 Feynman-Dyson Expansion and Wick's Theorem. . . .. 71

2.3 Symanzik Construction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 72
2.3.1 Equation of Motion of the Generating Functional. . . .. 73
2.3.2 Method of the Functional Fourier Transform. . . . . . . .. 78
2.3.3 External Field Problem . . . . . . . . . .. 80

2.4 Schwinger Theory of the Green's Function. . . . . . . . . . . . . . . .. 83
2.4.1 Definition of the Green's Function

and the Equation of Motion 83
2.4.2 Proper Self-Energy Parts and the Vertex Operator. . .. 87

2.5 Equivalence of Path Integral Quantization
and Canonical Quantization 91
2.5.1 Feynman's Action Principle. . . . . . . . . . . . . . . . . . . . . . .. 91
2.5.2 The Operator, Equation of Motion

and Time-Ordered Product. . . . . . . . . . . . . . . . . . . . . . .. 93
2.5.3 Canonically Conjugate Momentum

and Equal-Time Canonical (Anti-) Commutators. . . . .. 96
2.6 Bibliography........................................... 100

3. Path Integral Quantization of Gauge Field. . . . . . . . . . . . . . . . 103
3.1 Review of Lie Groups 107

3.1.1 Group Theory 107
3.1.2 Lie Groups 108

3.2 Non-Abelian Gauge Field Theory 113
3.2.1 Gauge Principle: "U(l) =} SU(2) Isospin" 113
3.2.2 Non-Abelian Gauge Field Theory 116
3.2.3 Abelian Gauge Fields vs. Non-Abelian Gauge Fields .. 121
3.2.4 Examples 123

3.3 Path Integral Quantization of Gauge Fields . . . . . . . . . . . . . . . . 127
3.3.1 The First Faddeev-Popov Formula 128
3.3.2 The Second Faddeev-Popov Formula 134
3.3.3 Choice of Gauge-Fixing Condition 136
3.3.4 The Ward-Takahashi-Slavnov-Taylor Identity

and Gauge Independence of the Physical S-Matrix .... 146
3.4 Spontaneous Symmetry Breaking and the Gauge Field . . . . .. 150

3.4.1 Goldstone's Theorem 151
3.4.2 Higgs-Kibble Mechanism. . . . . . . . . . . . . . . . . . . . . . . . .. 154
3.4.3 Path Integral Quantization of the Gauge Field

in the Rc;-Gauge 158



Contents XI

3.4.4 Ward-Takahashi-Slavnov-Taylor Identity
and the ~-Independenceof the Physical S-Matrix 167

3.5 Bibliography 168

4. Path Integral Representation
of Quantum Statistical Mechanics 175
4.1 Partition Function of the Canonical Ensemble

and the Grand Canonical Ensemble. . . . . . . . . . . . . . . . . . . . . . . 176
4.1.1 The Canonical Ensemble and the Bloch Equation 177
4.1.2 Extension to the Grand Canonical Ensemble 179

4.2 Fradkin Construction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 184
4.2.1 Density Matrix of Relativistic Quantum Field Theory

at Finite Temperature 185
4.2.2 Functional Differential Equation

of the Partition Function
of the Grand Canonical Ensemble 188

4.3 Schwinger-Dyson Equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194
4.3.1 The Schwinger-Dyson Equation. . . . . . . . . . . . . . . . . . . . 195
4.3.2 Nonrelativistic Limit 197

4.4 Methods of the Auxiliary Field 198
4.4.1 Method of the Auxiliary Field

in the Lagrangian Formalism 199
4.4.2 Stratonovich-Hubbard Transformation:

Gaussian Method 201
4.5 Bibliography 205

5. Stochastic Quantization 209
5.1 Review of the Theory of Probability and Stochastic Processes 210

5.1.1 Random Variables and the Notion of Convergence 211
5.1.2 Stochastic Processes 216
5.1.3 Evolution Equation of Quantum Mechanics

and Quantum Field Theory 219
5.2 Stochastic Quantization of Non-Abelian Gauge Field 223

5.2.1 Parisi-Wu Equation and Fokker-Planck Equation 223
5.2.2 Stochastic Quantization

of Abelian and Non-Abelian Gauge Fields 230
5.2.3 Covariant Nonholonomic Gauge-Fixing Condition

and Stochastic Quantization of the Non-Abelian Gauge
Field 235

5.3 Bibliography 240



XII Contents

Appendices

A.I Gaussian Integration 245

A.2 Fermion Number Integration 251

A.3 Functional Integration 255

A.4 Gauge Invariance of V[AaILJL1F[AaILJ 263

A.5 Minkowskian and Euclidean Spinors 267

A.6 Multivariate Normal Analysis 269

A.7 Bibliography 273

Index 275



1. Path Integral Representation
of Quantum Mechanics

There is a Hamiltonian formalism and a Lagrangian formalism for quan­
tum mechanics just as for analytical mechanics. The wave mechanics of
Schrodinger and the matrix mechanics of Heisenberg belong to the Hamil­
tonian formalism, while the path integral quantization of Feynman which
originates from Dirac belongs to the Lagrangian formalism.

We can deduce wave mechanics from the Hamilton-Jacobi equation of an­
alytical mechanics. We regard the Hamilton-Jacobi equation as the Eikonal
equation of "geometrical mechanics" . We obtain the Eikonal equation of geo­
metrical optics from wave optics by the Eikonal approximation. We apply the
inverse of the Eikonal approximation to the Hamilton-Jacobi equation and
obtain the governing equation of "wave mechanics" , which is the Schrodinger
equation. We can deduce likewise the "matrix mechanics" of Heisenberg from
consideration of the consistency of the Ritz combination principle, the Bohr
quantization condition and the Fourier analysis of physical quantities in clas­
sical physics.

We can deduce path integral quantization from consideration of the sim­
ilarity of the contact transformation in analytical mechanics and quantum
mechanics. We arrive at path integral quantization by regarding the time
evolution of the quantum mechanical system as the. convolution of an in­
finitesimal contact transformation. We express the transformation function
(qf' tf Iqi, ti) in terms of the action functional (the time integral of the La­
grangian) along all possible paths connecting the initial state and the final
state. Path integral quantization is the integral form of the quantum me­
chanical action principle, embodying the principle of superposition and the
composition law of the transition probability amplitudes. We can easily com­
pare the quantum mechanical result with the classical result in this approach.
In this chapter, we address ourselves to the path integral representation of
quantum mechanics.

In Sect. 1.1, we discuss quantum mechanics in the Lagrangian formalism.
We discuss the contact transformation in analytical mechanics and quantum
mechanics (Sect. 1.1.1), the relationship with the action principle in analytical
mechanics (Sect. 1.1.2), the trivial statement of the quantum mechanical ac­
tion principle (Sect. 1.1.3), the derivation of the time-dependent Schrodinger
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equation (Sect. 1.1.4), and the principle of superposition and the composition
law of the transition probability amplitude (Sect. 1.1.5).

In Sect. 1.2, we discuss quantum mechanics in the Hamiltonian formalism.
We review quantum mechanics in the Hamiltonian formalism (Sect. 1.2.1).
We have the configuration space path integral formula from the outset for
quantum mechanics in the Lagrangian formalism. In the Hamiltonian formal­
ism, however, the transformation function (Sect. 1.2.2), the matrix element
of the time-ordered product (Sect. 1.2.3), and, by way of the wave function
of the vacuum (Sect. 1.2.4), the generating functional of the Green's function
(Sect. 1.2.5) are all given by the phase space path integral formula to begin
with. When the Hamiltonian is given by the quadratic form of the canonical
momentum, we can perform the momentum functional integration easily as a
quasi-Gaussian integral. When the kernel of the quadratic part of the canon­
ical momentum is the constant matrix, we recover the configuration space
path integral formula of the Lagrangian formalism (Sect. 1.2.6) with the use
of the canonical equations of motion. When the kernel is not the constant
matrix but a q-dependent matrix, we have a q-dependent determinant factor
in the functional integrand in the configuration space path integral formula,
and recognize the fact that the Feynman path integral formula obtained in
Sect. 1.1.3 is not always correct. In this case, by replacing the original La­
grangian of the mechanical system with the effective Lagrangian which takes
the presence of the q-dependent determinant factor into consideration, we
can use the Feynman path integral formula.

We evade the important problem of operator ordering in the transition
from analytical mechanics to quantum mechanics with the use of the notion
of a "well-ordered" operator (introduced in Sect. 1.1.1) throughout Sects. 1.1
and 1.2. In Sect. 1.3, we deal with the operator ordering problem squarely.
We employ the Weyl correspondence as the prescription of the operator
ordering problem, and we discuss the Weyl correspondence in Sect. 1.3.1.
We reconsider the path integral formula in the Cartesian coordinate system
(Sect. 1.3.2) and in the curvilinear coordinate system (Sect. 1.3.3) under the
Weyl correspondence. We shall derive the mid-point rule as a natural con­
sequence of the Weyl correspondence. A noteworthy point is the emergence
of the new effective potential which originates from the normalization of the
wave function in the curvilinear coordinate system and the Jacobian of the co­
ordinate transformation. Generally speaking, we can use the Feynman path
integral formula if we replace the original Lagrangian with the new effec­
tive Lagrangian which takes the q-dependent determinant factor (which also
shows up in Sect. 1.3) and the new effective potential into consideration.
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1.1 Quantum Mechanics
in the Lagrangian Formalism

The wave mechanics and the matrix mechanics stated at the beginning of this
chapter, which belong to the Hamiltonian formalism, are built on the analogy
with the Hamiltonian formalism of analytical mechanics. Namely, the coor­
dinate operator q(t), the canonically conjugate momentum operator p(t) and
the equal time canonical commutator [q(t), p(t)] of quantum mechanics corre­
spond to the coordinate q(t), the canonically conjugate momentum p(t) and
the Poisson bracket {q(t),p(t)}PB of analytical mechanics in the Hamiltonian
formalism. This correspondence makes the comparison of quantum mechan­
ics with analytical mechanics easy. One good example will be the Ehrenfest
theorem about the expectation value of the quantum-mechanical operator.
On the other hand, it brings the difficulty of analytical mechanics in the
Hamiltonian formalism directly into quantum mechanics in the Hamiltonian
formalism. Good examples will be the problem of the normal dependence
and the definition of the canonically conjugate momentum in the singular
Lagrangian system to be discussed in Chaps. 2 and 3. Analytical mechanics
in the Lagrangian formalism does not present such difficulties.

In a one-dimensional particle system, from the Lagrangian,

L (q(t), :tq(t)) ,

which is a function of the coordinate q(t) and the velocity dq(t)/dt, we con­
struct the action functional,

I[q] == JdtL (q(t), :tq(t)) ,

which is a Lorentz invariant scalar. From Hamilton's action principle, we
obtain the Euler-Lagrange equation of motion,

8I[q] == 8L(q(t), dq(t)/dt) _ ~ (8L(q(t), dq(t)/dt)) == 0
8q(t) 8q(t) dt 8(dq(t)/dt) .

In this section, we examine the action principle in quantum mechanics in the
Lagrangian formalism with the use of the contact transformation, following
the classic papers by Dirac and Feynman.

1.1.1 Contact Transformation in Analytical Mechanics
and Quantum Mechanics

We consider analytical mechanics in the Lagrangian formalism described by
the Lagrangian L(qr(t), dqr(t)/dt) with f degree of freedom, where qr(t)
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(1.1.1)

are the generalized coordinates and dqr (t) / dt are the generalized velocities
(r == 1, ... ,f). The action functional I[q; q(tb), q(ta)] is given by

I[q; q(tb), q(ta)] == l:b

dtL (qr(t), :tqr(t)) .

Hamilton's action principle demands that the action functional

takes a stationary value for an infinitesimal variation <5qr(t) of qr(t) with the
end-points, qr(ta) and qr(tb), fixed (r == 1, ... ,f):

From (1.1.2), we immediately obtain the Euler-Lagrange equation of motion,

(1.1.3)

We move on to the Hamiltonian formalism of analytical mechanics by
adopting the following procedure. We first define the momentum Pr(t), (r ==

1, ,f), canonically conjugate to the generalized coordinate qr(t), (r ==

1, ,f), by the following equation:

(1.1.4)r,8 == 1, ... ,f .( )
== {)L(qs(t), dqs(t)/dt)

Pr t - {) (dqr(t)/dt) ,

We solve (1.1.4) for dqr(t)/dt as a function of qs(t) and Ps(t), (8 == 1, ... ,f).
Next, we define the Hamiltonian H(qr(t),Pr(t)) as the Legendre transform
of the Lagrangian L(qr(t), dqr(t)/dt) by the following equation,

(1.1.5)

where we substitute dqr (t) / dt, expressed as a function of qs (t) and Ps (t),
(r, 8 == 1,... ,f), into the right-hand side of (1.1.5). Finally, we take the
independent variations of qr (t) and Pr (t) in (1.1.5). Making use of (1.1.3)
and (1.1.4), we obtain Hamilton's canonical equations of motion:

(1.1.6)r, S == 1, ... ,f.

~ (t) == {)H(qs(t), Ps(t))
dt qr 8Pr(t) '

~ (t) == 8H(qs(t),Ps(t))
dt Pr 8qr(t)

The first equation of (1.1.6) declares that dqr(t)/dt is a function of qs(t) and
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Ps(t), (8 == 1, ... ,f), explicitly. Conversely, we can obtain the Euler-Lagrange
equation of motion, (1.1.3), and the definition of the momentum Pr(t) canon­
ically conjugate to the coordinate qr(t), (1.1.4), from the definition of the
Hamiltonian, (1.1.5), and Hamilton's canonical equation of motion, (1.1.6).
As long as we can invert the definition of the canonical momentum Pr (t),
(1.1.4), for dqr(t)/dt, or the Lagrangian L(qr(t), dqr(t)/dt) is nonsingular,
we have the equivalence of the Euler-Lagrange equation of motion, (1.1.3),
and Hamilton's canonical equations of motion, (1.1.6).

We move on to a discussion of canonical transformation theory. We rewrite
the definition of the Hamiltonian H(qr(t),Pr(t)), (1.1.5), as follows:

L (qr(t), :tqr(t)) = ~ps(t) :tqs(t) - H(qr(t),Pr(t)) .

We recall that dqr(t)/dt in (1.1.7) is regarded as a function of qs(t) and Ps(t),
(8 == 1, . . . ,f), and that the left-hand side of (1.1. 7), L (qr (t ), dqr (t )/ dt), is
not a Lagrangian, but a function of qs(t) and Ps(t), (8 == 1, ... ,!), defined
by the right-hand side of (1.1.7). We remark that the variation of qr(t),

used in the extremization of the action functional I[q; q(tb), q(ta )] induces the
variation of dqr (t) / dt,

which in turn induces the variation of Pr (t ) ,

Pr(t) -+ Pr(t) + 6Pr(t),

since dqr(t)/dt is a function of qs(t) and Ps(t), (r,8 == 1, ... ,f). This is
the meaning of the independent variation of qr(t) and Pr(t), used to derive
Hamilton's canonical equations of motion (1.1.6). We now consider the trans­
formation of the pair of canonical variables from (qr (t), Pr (t) ), (r == 1, ... ,f),
to (Qr(t), Pr(t)), (r == 1, ... ,f). This transformation,

(qr(t),Pr(t)) --+ (Qr(t), Pr(t)), r == 1, ... ,f,

is said to be a canonical transformation if the following condition holds:

15 l:b

dt (t,ps(t) :tqs(t) - H(qr(t),pr(t)))

= 15 l: b

dt (~Ps(t):tQs(t) - fI(Qr(t), Pr(t)))

== 0, (1.1.8)



6 1. Path Integral Representation of Quantum Mechanics

with

8qr(ta,b) == 8Pr(ta,b) == 8Qr(ta,b) == 8Pr(ta,b) == 0, r == 1, ... ,f.

The new canonical pair (Qr(t),Pr(t)), (r == 1, ... ,f), satisfies Hamilton's
canonical equation of motion, (1.1.6), with fI(Qr(t), Pr(t)) as the new Hamil­
tonian. Since we have

(1.1.8) is equivalent to the following equation:

f d f d
LPs(t) dt qs(t) - H(qr(t),Pr(t)) = L Ps(t) dt Qs(t)
8=1 8=1

- d
-H(Qr(t), Pr(t)) + dt U. (1.1.9)

In (1.1.9), U is a function of an arbitrary pair of {qr(t),Pr(t), Qr(t), Pr(t)},
(r == 1, ... ,f) and t, and is a single-valued continuous function. We call U
the generator of the canonical transformation. When we choose U to be the
function S(qr(t), Qr(t)) of qr(t) and Qr(t), (r == 1, ... ,f),

(1.1.10)

which does not depend on t explicitly, we call the canonical transformation
generated by U a contact transformation. Since we have, from (1.1.10),

we obtain, from (1.1.9), the contact transformation formula in analytical me­
chanics:

r== 1, ... ,f, (1.1.12a)

(1.1.12b)

We now seek a quantum analog of the contact transformation formula,
(1.1.12a) and (1.1.12b), after Dirac. We choose the eigenkets Iq) and IQ)
which make the operators qr and Or diagonal:

Or IQ) == Qr IQ) , r== 1, ... ,f. (1.1.13)
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We state the conclusions first. We have the following quantum-mechanical
contact transformation formula:

G(q, Q) == quantum analog of S(q, Q) ,

(qIQ) =exp[*C(q,Q)]

= quantum analog of exp [*S(q,Q)] ,

(1.1.14)

(1.1.15)

(1.1.16)

----
A 8G(q, Q)
Pr == 8 'qr

----P, __ 8G(q, Q)
r - 8Qr' r == 1, ... ,f . (1.1.17)

We will begin with the mixed representative (ql & IQ) of the dynamical vari­
able &:

(ql&IQ) = J(ql&lq')dq' (q'IQ)

= J(qIQ')dQ' (Q'I&IQ) .

(1.1.18a)

(1.1.18b)

In (1.1.18a) and (1.1.18b), we let & be qr, Pr, Qr and Pr, obtaining

(ql qr IQ) == qr (ql Q), (qlPr IQ) = ~ 8
8

(ql Q),
1 qr

(1.1.19)

(1.1.20)

Next, we introduce the notion of a well-ordered operator. When we say that
a(q, Q) is a well-ordered operator, we mean that a(q, Q) can be written in
the form

a(q, Q) == L fk(q)gk(Q).
k

Then, from (1.1.19) and (1.1.20), we obtain the identity

(ql a(q, Q) IQ) == a(q, Q) (ql Q) .

(1.1.21)

(1.1.22)
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We recall that, in (1.1.22), while a(ij, Q) on the left-hand side is a q-number
function, a(q, Q) on the right-hand side is an ordinary c-number function.
With these preparations, we write the transformation function (qIQ) in the
form (1.1.14), and apply the second equations of (1.1.19) and (1.1.20). Then
we obtain

(1.1.23)

(1.1.24)

In (1.1.23) and (1.1.24), the last equalities hold in the sense of a well-ordered
operator. Thus, we have (1.1.17) in the sense of a well-ordered operator iden­
tity. From a comparison of (1.1.17) with (1.1.12), we obtain (1.1.15) and
(1.1.16). Equations (1.1.14) through (1.1.17) are the contact transformation
formula in quantum mechanics. We cannot drop the "quantum analog" in
(1.1.15) and (1.1.16), since G(q, Q) is a complex number in general.

1.1.2 The Lagrangian and the Action Principle

In this section, we consider the description of the time evolution of an ana­
lytical mechanical system and a quantum mechanical system in terms of the
contact transformation, and the relationship with the action principle.

In the discussion so far, we regarded the action functional I[q; q(tb), q(ta)]
as the time integral of the Lagrangian L(qr(t), dqr(t)/dt» along the arbitrary
path {qr(t); tb ~ t ~ ta}[=l connecting the fixed end-points, qr(ta) and qr(tb):

From the extremization of the action functional I[q; q(tb), q(ta)] with the end­
points fixed,

r ~ 1, ... ,1,

we obtained the Euler-Lagrange equation of motion, (1.1.3), and we have
determined the classical path {q~l(t); tb ~ t ~ ta}t=l. In this subsection,
we consider the notion of the action functional from a different point of
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view. Namely, we consider the action functional as the time integral of the
Lagrangian L (qr (t), dqr (t)/ dt)) along the true classical path,

connecting the initial position, qr (ta), and the final position, qr (tb), (r ==

1, ... ,f):

I(qr(tb),qr(ta)) == l:b

dtL (q~l(t), :tq~l(t)) .

In other words, we consider the action functional as a function of the end­
points, qr (ta) and qr (tb), connected by the true classical path,

We consider the infinitesimal variation of the end-points,

We obtain the response of the action functional to this variation as

(1.1.26)

By the definition of I (qr (tb), qr (ta)), (1.1.25), the second term in the last
equality in (1.1.26) vanishes due to the Euler-Lagrange equation of motion,
(1.1.3). Using the definition of the momentum Pr(t) canonically conjugate to
qr(t), (1.1.4), we obtain

f
bI(qr(tb), qr(ta)) == L[Ps(tb)bqs(tb) - ps(ta)bqs(ta)] .

s=l

(1.1.27)
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From (1.1.27), we obtain

r== 1, ... ,I. (1.1.28)

These correspond to the contact transformation formula in analytical me­
chanics, (1.1.12a), in Sect. 1.1.1, with the identification

(qr' Pr) == (qr (tb), Pr (tb) ),
(Qr, Pr) == (qr(ta),Pr(ta)), r == 1, ... ,I,

We find that the time evolution of an analytical mechanical system,

is given by the contact transformation, (1.1.28), with the generator

(1.1.29)

(1.1.30)

We now turn to the discussion of the transformation function (qtb Iqt a )

which generates the time evolution of a quantum mechanical system. We
write (qtb Iqt a ) as,

(qtb Iqta! = exp [~G(qtbl qtJ] , (1.1.31)

mimicking (1.1.14). Here, we have used the following shorthand

qta == {qr(ta)}t=l' qtb == {qr(tb)}t=l·

Based on the quantum analog (1.1.15) and (1.1.16) deduced in Sect. 1.1.1, we
conclude the following analog,

G(qtb' qta ) == quantum analog of I(qr(tb), qr(ta))

= quantum analog of l:b
dtL (q~l(t), :t q~l(t)) , (1.1.32)

(qtblqtJ = exp [~G(qtb,qtJ]

= quantum analog of exp [~l:bdtL (q~l(t), :tq~l(t))], (1.1.33)



1.1 Quantum Mechanics in the Lagrangian Formalism 11

(qt+8tlqt) = exp [~G(qt+Ot,qt)]

= quantum analog of exp [~ . ot . L (q~l(t), :t q~l(t»)] . (1.1.34)

From (1.1.34), we learn that it is better not to regard the Lagrangian L(qr(t),
dqr (t) / dt) as a function of qr (t) and dqr (t) / dt but rather as a function of qr (t)
and qr(t + 8t), i.e., the Lagrangian L(qr(t), dqr(t)/dt) is a dipole quantity.
We can rewrite (1.1.34) as

(qt+Otlqt) = quantum analog of exp[~ ·at ·L(qr(t), "qr(t + ot)")]

(1.1.35)

where "qr(t + 8t)" indicates that we approximate dqr(t)/dt by

(1.1.36)

to the first order in 8t. We have clarified the relationship between the time
evolution of an analytical mechanical system and that of quantum mechanical
system at the level of the quantum analog with the discussion of the contact
transformation generated by the action functional, I (qr (tb), qr (ta)).

Next, we discuss the relationship between the action principle in analyt­
ical mechanics and quantum mechanics with the use of (1.1.33) at the level
of the quantum analog. We introduce the new notation B(tb' ta), which is a
classical quantity and corresponds to the transformation function (qtb Iqt a ) in
quantum mechanics:

B(tb' ta ) == exp [~I(qr(tb),qr(ta»]
= exp [~l:b dtL (q~l(t), :t q~l(t») ] .

We divide the time interval tb 2 t 2 ta into n equal subintervals

and designate the values of qr(t) at t == tk by

qtk == {qr(tk)}t=l'

We have the following identity for the classical quantity B(tb' ta):

B(tb' ta) == B(tb' tn-l)B(tn-l, tn-2)
... B(tk' tk-l) ... B(t2' tl)B(tl, ta) .

(1.1.37)

(1.1.38)
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The right-hand side of (1.1.38) is generally a function of qtb' qtn-l' ... ,qh,

qta • For each qtk' the values of the classical path {q~l(tk)}t=l determined by
the action principle are substituted. As a result of the additivity of the ac­
tion functional, I(qr(tk), qr(tk-l)), we end up with a function of qtb and qta

alone as the left-hand side of (1.1.38) indicates. On the other hand, in quan­
tum mechanics we have the following composition law for the transformation
function (qtb Iqta ) with repeated use of resolution of the identity,

(qtb IqtJ = J...J(qtb Iqtn~Jdqtn~l (qtn-llqtn-2 )dqtn~2 (qtn-21

.. ·lqt2 )dqt2(qt2lqh )dqh (qh Iqt a ) • (1.1.39)

(1.1.40)

We apply the previously deduced analog between (qtb Iqt a ) and B(tb' ta),
(1.1.33), to the right-hand side of (1.1.39). We conclude that the integrand
on the right-hand side of (1.1.39) must be of the form

integrand of (1.1.39) = exp [kF(qtb' qtn~ll ... ,qtll qtJ] .

Here, the function in the exponent of the right-hand side of (1.1.40), Fe .. ),
is a finite function in the limit, !i ---t O. From (1.1.33), we obtain the following
quantum analog,

F(qtb' qtn-l , ... ,qtl' qt a )

n itk
( d )= quantum analog of ~ tk-l dtL q~l(t), dtq~l(t)

= quantum analog of l:b
dtL ( q~l (t), :t q~l(t) )

== quantum analog of I(qr(tb), qr(ta)). (1.1.41)

We get the dominant contribution to the right-hand side of (1.1.39) from the
neighborhood of

which extremizes the function

against all infinitesimal variations bqtk of qtk. According to (1.1.41), we
have the extremized action I(qr(tb),qr(ta)) as the classical limit (/1 ---t 0)
of F(qtb' qtn-l'··· ,qh, qta )·

Thus, we obtain the two trivial statements of the quantum-mechanical
action principle:
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(1) JI1~==i dqtk of (1.1.39) which gives the transformation function (qtb Iqta )

in quantum mechanics corresponds to the substitution of the classical
path

{q~l(tk)}:=1

determined by the action principle at each time t == tk into the classical
quantity B(tb' ta).

(2) The extremization of F(qtb' qtn-l' .. . ,qtl' qta ) of quantum mechanics cor­
responds to the extremization of the action functional I [qr; qtb , qta ] of
analytical mechanics. In the classical limit (n -+ 0), the quantum ana­
log of the action principle agrees with the action principle of analytical
mechanics.

(1.1.43)

k == 0,1, ... ,n - 1, n;

1.1.3 The Feynman Path Integral Formula

In the transformation function (qt+8t Iqt), (1.1.35), which gives the time evo­
lution of the quantum-mechanical system for the infinitesimal time interval,
[t, t + bt], Feynman replaced the quantum analog with equality, to the first
order in bt, by multiplying by a constant factor A on the right-hand side of
(1.1.35):

(qt+c5t Iqt) = A . exp [~ . ot . L(qr(t), "qr(t + Ot)")] . (1.1.42)

In (1.1.39) which gives the transformation function (qtb Iqta ) for the finite time
interval [ta, tb], we choose bt and tk as follows:

~t == tb - ta
u , tk == ta + k . bt,

n
to == ta, tn == tb .

We then obtain the Feynman path integral representation for the transfor­
mation function (qtb Iqta ) from (1.1.42):

(qtb!qtJ = lqt~=qtb IT dqtk IT (qtk+llqtk)
qto-qta k=1 k=O

qtn =qtb n-1 n-1

n11~ 1 II dqtk . II (qtk+c5t!qtk)
n·8t=tb -ta qto =qta k=1 k=O

l
qtn =qtb n-1

lim An. II dn---+oo . qtk
n·8t=tb -ta qto =qta k=l

(1.1.44)
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(1.1.45)

Here, we note that (1.1.45) is nothing but an elegant way of writing (1.1.44).
We have the Riemann sum in (1.1.44) which is a sum over k of the Lagrangian
L(qr(tk), "qr(tk+1)") along the classical path

{q~l(t), tk+1 2: t 2: tk} ;'=1 '
connecting qr(tk) and qr(tk+1), and then we integrate over all qtk. In the limit
as n -+ 00, this Riemann sum becomes the time integral of the Lagrangian
L(qr (t), dqr (t) / dt) along an arbitrary path,

{qr(t), tb 2: t 2: ta}[=l'

connecting qr(ta) and qr(tb), and hence it is the action functional I[qr; qtb' qta]
in the sense of (1.1.1). For this reason, we have dropped the superscript "cl" in
(1.1.44) and (1.1.45). From this observation, we have the following statement,

l q
(t

b
)=qt

b D[q(t)]
q(ta)=qta

== the sum along all possible paths, {qr(t), tb 2: t 2: ta}[=l'
connecting the fixed end-points, qr(ta) and qr(tb). (1.1.46)

Next, we consider the matrix elements (qtb 10(q(t) )Iqta) of the operator
O(q(t)), (tb 2: t 2: ta). For this purpose, we need the principle of superposition
and the composition law of the transition probability amplitude stated in the
following form

l
q(tb)=qtb i+oo l qII (tb)=qtb l qI (t)=q,

V[q(t)]== dq' V[qn(t)] V[qI(t)] .
q(ta)=qta -00 qII(t)=q' qI(ta)=qta

(1.1.47)

We let the eigenvalue and the eigenbra of the operator q(t) be given by q'
and (q', tl, respectively.

(q', tlq(t) == (q', tlq' .

Applying the resolution of identity at time t,

1+00

1 = -(X) Iq', t)dq' (q', tl ,

(1.1.48)

(1.1.49)
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to the matrix element (qtbIO(q(t))lqta), and making use of (1.1.45), (1.1.47)
and (1.1.48), and the additivity of the action functional, we obtain

As for the matrix element of the time-ordered product of q(t), we obtain, with
repeated use of (1.1.47) and (1.1.50),

(qtb IT(qrl (tl)··· qrn(tn))lqta)

= l q
(t

bl
=q'b V[q(t)]qrl (tl) . ·qrn (tn) exp [*I[qr; qtb' qtal]. (1.1.51)

q(ta)=qta

As for the generating functional Z[J; q(tb), q(ta )] (and W[J; q(tb), q(ta )]) of
the matrix element of the time-ordered product (and its connected part), we
have

Z[J; q(tb), q(ta )] == exp UW[J; q(tb), q(ta )]]

== ( qtb IT (exp [*l:b
dt~ qr(t)Jr(t)] ) Iqta )

00 1 (i) n lt b

== L n! Yi dt1 ... dtn
n=O t a

f

x L Jrl(tl)···Jrn(tn)
rl,··· ,rn=l

x (qtb IT(qrl (tl)··· qrn(tn))lqta)

= l;t~:~::~b V[q(t)] exp [*l:b

dt

x { L (qr(t), :t qr(t)) +~ qr(t)Jr(t) }]. (1.1.52)
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The last line of (1.1.52) follows from (1.1.51). We have the formula

n 6 n 6
i 8J

r1
(tl) ... i 8J

rn
(t

n
) Z[J; q(tb), q(ta)]IJ=o

== (qtb IT(qrl (tl) ... qrn (tn))lqt a ) , (1.1.53Z)

n 6 n 6
. 6) (t)··· -1' 8J

rn
(t

n
) W[J;q(tb),q(ta)]IJ=o

1 rl 1

= ~ (qtb IT(qrl (tl) ... qrn (tn))lqtJc ,
1

(1.1.53W)

where (1.1.53W) defines the connected part.
Feynman proposed the mid-point rule as the approximate formula in the

Cartesian coordinate system for 6t· L(qr(t), "qr(t + 6t)") of (1.1.42):

"6t . L(qr(t), "qr(t + 6t)")"

= 8t . L ( qr(t) + ~(t + 8t) , qr(t + 8~~ - qr(t)) . (1.1.54)

In Sect. 1.3, we shall discuss the Feynman path integral formula in the curvi­
linear coordinate system and the rationale of the mid-point rule. As remarked
at the beginning of this chapter, the major results of this section, (1.1.44),
(1.1.45), (1.1.50-1.1.52), are not always correct. In Sects. 1.2 and 1.3, we shall
gradually make the necessary corrections to the formula derived in Sect. 1.1.

1.1.4 The Time-Dependent Schrodinger Equation

The discussions in Sects. 1.1.2 and 1.1.3 are not rigorous at all. In Sect. 1.1.2,
our discussion was based upon the quantum analog due to Dirac. In Sect. 1.1.3,
our discussion was based upon Feynman's hypothesis (1.1.42). We are not
certain whether we are on the right track. In this section, we shall demon­
strate the fact that (1.1.42) contains one truth in nonrelativistic quantum
mechanics, namely, the time-dependent Schrodinger equation.

We consider a one-dimensional mechanical system described by the fol­
lowing Lagrangian,

L (q(t), :tq(t)) = ~m (:t q(t)r - V(q(t)) . (1.1.55)

Setting t == tk in (1.1.42), and adopting the mid-point rule, (1.1.54), we obtain
the following equation to first order in 6t,
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(qtk+<5t Iqtk)

= Aexp { AM [; (qtk+8~t- qtk ) 2 _ V (qtd8~+ qtk )]}. (1.1.56)

The wave function 'ljJ(qtk+<5t, tk+~t) at time t == tk+~t, and position q == qtk+<5t
is related to the wave function 'ljJ(qtk' tk) at time t == tk, and position q == qtk
in the following manner,

(1.1.57)

Substituting (1.1.56) into (1.1.57), we have

'ljJ(qtk+<5t, tk + ~t)

== A J+. 00 d [~~t{m(qtk+8t - qtk ) 2 _ V (qtk+<5t + qtk)}]qtk exp It 2 ~t 2
-00

x'ljJ(qtk' tk).

Setting

and hence

we have

'I/J(q,t+<5t) = Aexp [-A<5tV(q)] 1:00

d~exp [Mi~ne]

x exp [-AM {V (q - ~) - V(q) }] 'I/J(q -~, t). (1.1.58)

In the right-hand side of (1.1.58), we expand the second and third factor in
the integrand as follows:
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exp [-~8t{ V (q - ~) - V(q) }]

= 1- ~~ (~VI(q) - ~ V"(q) + ... ) + O((8t)2),

8 e2 82

1/;(q - ~, t) = 1/;(q, t) - ~ aq 1/;(q, t) + 2 aq21/;(q, t) - ....

We use the following quasi-Gaussian integral formula

(1.1.59)

1

l:= d~ exp [8ti~ne] ~~
e4

(27r1i· i8t/m)1/2
o
(1i. i8t/m) (27r1i . i8t/m)1/2
o
3(1i· i8t/m)2(27r1i. i8t/m) 1/2

(1.1.60)

Then, we obtain the right-hand side of (1.1.58) as

(1.1.61)

(1.1.63)

From the oth order matching with respect to 8t, we obtain the normalization
constant A from (1.1.61) as

A == (27r1i
m

· i8t) -1/2 . (1.1.62)

Now, we expand 'l/J(q, t + 8t) and exp[-(i/1i)8tV(q)] in (1.1.61) to first order
in 8t. After a little algebra, we obtain from (1.1.61),

8t· :t1/;(q, t) + O((8t)2)

i { 1i
2 a2

} 2= -1i8t . V(q) - 2m aq2 1/;(q, t) + O((8t) ).

Multiplying i1i/8t on both sides of (1.1.63) and taking the limit 8t -+ 0, we
obtain the time-dependent Schrodinger equation,

.8 [1 (1i8)2 ]Inat 1/;(q, t) = 2m i aq + V(q) 1/;(q, t) . (1.1.64)

In this way, we have demonstrated the fact that Feynman's hypothesis
(1.1.42) contains one piece of truth, i.e., the time-dependent Schrodinger
equation.
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In so far as the derivation of the time-dependent Schrodinger equation
(1.1.64) is concerned, we can use the approximation

(~ (t ))2 ~ (qtk+8t-qtk )2
dt q k bt' (1.1.65)

to obtain the correct result. However, when we calculate the expectation value
of dq(t)jdt raised to some power, for example, the kinetic energy

we get a divergent result as bt -+ 0, if we use the approximation (1.1.65).
Feynman proposed the approximate formula for (dq(t)jdt)2 in (1.1.42) of the
form

(1.1.66)

Lastly, we state the physical interpretation of (1.1.56) and (1.1.57). We
regard these equations as statements of Huygen's principle for the wave func­
tion 'ljJ(q,t). When the wave function 'ljJ(qtk,tk) on the "surface" Stk' which
is constituted by all possible values of the position qtk at time tk, is given,
the values of the wave function 'ljJ(qtk+8t , tk + bt) at the neighboring position
qtk+8t at time tk +bt are given by the sum of the contributions from the val­
ues of 'ljJ(qtk , tk) on Stk' Each contribution is retarded with the phase factor
I (qtk +8t, qtk) /n, proportional to the action functional I (qtk +8t, qtk) which is
the time integral of the Lagrangian along the classical path

Huygen's principle in wave optics requires the specification of

due to the fact that the wave equation in optics is second order in the par­
tial derivative with respect to time t, whereas in quantum mechanics the
specification of

alone is required due to the fact that the time-dependent Schrodinger equa­
tion, (1.1.64), is first order in the partial derivative with respect to time t.
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1.1.5 The Principle of Superposition
and the Composition Law

In this section, we reconsider the method of path integral quantization from
the principle of superposition and the composition law. As a result, we shall
find that the expression (1.1.46),

in path integral quantization is nothing but a statement of the principle of
superposition and the composition law in quantum mechanics. Furthermore,
we shall find the notion of the probability amplitude,

associated with the path {qr(t); tb 2: t 2: ta}t=l connecting qr(ta) and qr(tb);
<p[path] is given by

cp [{qr(t); tb ~ t~ ta}!=l] ex: exp [k l:b
dtL (qr(t), :tqr(t)) ] (1.1.67)

= exp [kI[q;qtblqtal] .

In the right-hand side of (1.1.67), the time integral is taken along the path
specified in the left-hand side. We note that (1.1.67) is an extension of the
probability amplitude, (1.1.42), for the infinitesimal time interval, [t, t + 8t],
to the case of the finite time interval, [ta, tb]'

We consider a gedanken experiment of an electron beam, ejected by an
electron gun G, going through the double holes H l and H 2 on the screen
S, and detected by a detector D on the detector screen. We let <PHI be
the probability amplitude of the electron, G ---+ H l ---+ D, and <PH2 be the
probability amplitude of the electron, G ---+ H 2 ---+ D. We obtain the total
probability amplitude, <PD+-G, of the electron, G ---+ D, from the principle of
superposition as

(1.1.68)

We know the probability amplitudes, <PHI and <PH 2 , are given by the compo­
sition law of the probability amplitudes as

i==I,2. (1.1.69)

Next, we make infinitely many holes {Hi}~l on the screen S, and again use
the principle of superposition and the composition law, (1.1.68) and (1.1.69),
to obtain the total probability amplitude, <PD+-G,
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<PD+-G == L <PHi == L <PD+-Hi· <PHi+-G·

{Hi}~l {Hi}~l

(1.1.70)

Lastly, we erect infinitely many screens SI and Sn, between G and S, and S
and D. With repeated use of (1.1.68-1.1.70), we obtain the total probability
amplitude, <PD+-G, as

<PD+-G == L <p[particular path: D f- G] .
all paths

D+-G

(1.1.71)

Comparing the result, (1.1.71), with the path integral representation of the
transformation function (qtb Iqta ), (1.1.45), and the description of the path
integral symbol, (1.1.46), we reach the notion of probability amplitude,

(1.1.67)

associated with the path,

In this way, we realize that the path integral representation of the transfor­
mation function (qtb Iqt a ), (1.1.45), embodies the principle of superposition,
(1.1.68), and the composition law, (1.1.69), under the identification, (1.1.67),
and is written in an elegant notation with the path integral symbol

JV[q(t)]

in the sense of (1.1.46). When we apply the conclusion for <PD+-G, (1.1.71),
to each of <PHi+-G and <PD+-Hi of (1.1.70), we find

L <p[particular path: D f- G]
all paths

D+-G

L L <p[particular path: D f- Hi]
{Hi}~l all paths

D+-Hi

x L <p[particular path: Hi f- G] .
all paths
Hi+-G

(1.1.72)

In view of the probability amplitude <p[path], (1.1.67), the additivity of the ac­
tion functional I[q; q(tb), q(ta )], and the meaning of the path integral symbol,
(1.1.46), we realize that (1.1.72), which represents the principle of superposi­
tion and the composition law of the probability amplitudes, is equivalent to
(1.1.47).

From all the considerations we have discussed so far, we understand that
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(1) Feynman path integral quantization is c-number quantization based on
the Lagrangian formalism of analytical mechanics,

and,

(2) Feynman path integral quantization contains the principle of superposi­
tion and the composition law of the transition probability amplitude ab
initio.

1.2 Path Integral Representation
of Quantum Mechanics
in the Hamiltonian Formalism

In this section we discuss the standard method of deriving the path inte­
gral formula from the Hamiltonian formalism of quantum mechanics. As a
result, we shall discover that the conclusions of the previous section, (1.1.45),
(1.1.50-1.1.52), are not always correct.

In Sect. 1.2.1, we briefly review quantum mechanics in the Hamiltonian
formalism and establish the notation. In Sects. 1.2.2 and 1.2.3, we derive the
phase space path integral formula for the transformation function,

(qtb' tb Iqt a , ta ),

and the matrix element of the time-ordered product,

respectively. In Sect. 1.2.4, we derive the vacuum state wave function in order
to take the limit ta ~ -00 and tb ~ +00. In Sect. 1.2.5, we derive the phase
space path integral formula for the generating functional, Z[J], of the Green's
functions. In Sect. 1.2.6, we perform the functional Gaussian integration with
respect to the canonical momentum p(t), when the Hamiltonian H(q(t),p(t))
is given by the quadratic form in the canonical momentum p(t). When the
kernel of the quadratic form is a constant matrix, we show that the formula
derived in Sects. 1.2.2-1.2.5 is given by the configuration space path integral
formula in the Lagrangian formalism of the previous section. When the kernel
of the quadratic form is a q(t)-dependent matrix, we find that the functional
Gaussian integration stated above generates a q(t)-dependent determinant
factor in the integrand of the configuration space path integral formula, and
we have to make a requisite correction to the conclusions of the previous sec­
tion: we have to replace the original Lagrangian with the effective Lagrangian
which takes the presence of the q(t)-dependent determinant factor into con­
sideration. In this manner, we shall see the power and the limitation of the
discussion of the previous section based on the Lagrangian formalism.

As for the operator-ordering problem, we still evade the discussion with
the notion of a well-ordered operator and, in the next section, we discuss the
problem with the notion of the Weyl correspondence.
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1.2.1 Review of Quantum Mechanics
in the Hamiltonian Formalism

We consider a canonical quantum mechanical system described by the pair
of canonical variables {qr(t),Pr(t)}t=l and the Hamiltonian H(qr(t),Pr(t))
in the Heisenberg picture,

qr(t), Ps(t), r, S == 1, ... ,I; (1.2.1)

We have the equal-time canonical commutation relations,

{

[~r(t), ~s(t)] = ~Pr(t)'Ps(t)] = 0,

[qr(t),Ps(t)] == 11i8r,s.
r,s == 1, ... ,I. (1.2.2)

The Heisenberg equation of motion for an arbitrary operator O(t) in the
Heisenberg picture is given by

(1.2.3)

When we take qr(t) and Pr(t) as O(t), we can immediately integrate (1.2.3),
and obtain

qr(t) =exp [kH(qs(t), Ps (t))t] qr(O) exp [- kH(qs(t),Ps(t))t] ,

Pr(t) =exp [kH(qs(t), Ps(t))t] Pr(O) exp [-k H(qs(t),Ps(t))t] .

(1.2.4)

We let Iq, t) (lp, t)) be the eigenket of the operator q(t) (p(t)) belonging to
the eigenvalue qr (Pr),

{

~r(t)lq, t) = qr Iq, t),

Pr(t)lp,t) ==Prlp,t).
r == 1, ... ,!, (1.2.5)

From (1.2.4) and (1.2.5), we obtain the time dependence of Iq, t),

Iq, t) = exp [kH(qr(t), Pr(t) )t] Iq,O),

Iq, t) = exp [kH(qr(t),Pr(t))(t - t
f
)] Iq, tf).

(1.2.6)

From (1.2.6), we learn that the eigenkets Iq, t) and lp, t) are a "rotating coor­
dinate" system. At first sight, however, the time dependence of Iq, t) appears
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to be wrong. In order to show that the time dependence of (1.2.6) is correct,
we consider the wave function 'l/J(q, t).

In the Schrodinger picture, we have the time-dependent state vector
I'l/J(t))s which satisfies the Schrodinger equation,

The formal solution of this equation is given by

Choosing t == 0 as the time when the Schrodinger picture coincides with the
Heisenberg picture, we have the wave function 'l/Js(q, t) in the Schrodinger
picture as

1/;8 (q, t) == (q, 011/;(t))8 = (q, 01 exp [-kH(qr(t), Pr(t))t] 11/;(0)) . (1.2.7)

On the other hand, in the Heisenberg picture, we have the time-independent
state vector,

But we can define the wave function 'l/JH(q, t) by the projection of I'l/J)H onto
the "rotating coordinate" system (q, tl, i.e.,

(1.2.8)

The two wave functions given by (1.2.7) and (1.2.8) coincide with each other
as they should:

'l/J (q, t) == 'l/Js (q, t) == 'l/JH (q, t) . (1.2.9)

The time dependence of the Schrodinger wave function originates from the
time dependence of the state vector I'l/J(t))s which satisfies the Schrodinger
equation, whereas the time dependence of the Heisenberg wave function
originates from the time-dependent "rotating coordinate" system (q, tl. The
Schrodinger equation can be regarded as the constraint on (q, tl 'l/J)H. With
these considerations, we are assured that the time dependence of Iq, t) as
expressed by (1.2.6) is correct.

We record here several formulas which become necessary in Sect. 1.2.2:

(1.2.10)
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This follows from the equations

(qIPrIP) = Pr(q!p) = ~ a8
(qlp) ,

1 qr
(q'lq) == 81(q' - q).

(1.2.11)

With the assumption that the Hamiltonian H(fir(t),Pr(t)) is a "well-ordered"
operator, i.e., all fi's to the left of all f/s, we have the identity

As the resolution of identity in phase space, we have,

1+00 I 1+00 IIT dqrlq, t) (q, tl == IT dprlP, t) (p, tl == 1.
-00 r=l -00 r=l

(1.2.12)

(1.2.13)

As for the transformation function (q', t'lq, t), with the use of (1.2.10), (1.2.12)
and (1.2.13), we have

f

(q', t'lq, t) = J(q', t'lp, t) IT dPr(P, tlq, t)
r=l
f

= (21rln- f JIT dpr
r=l

X exp [k{tPr(q~ - qr) - H(q~,Pr)(t' - t) }], (1.2.14)

which is correct when the Hamiltonian H (fir (t), Pr (t)) is a "well-ordered" op­
erator.

1.2.2 Phase Space Path Integral Representation
of the Transformation Function

In order to obtain the phase space path integral representation of the trans­
formation function

(qtb' tb Iqta , ta),

we divide the time interval [ta, tb] into n equal subintervals [tk, tk+l], where
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£ tb - taut---- ,
n

k == 0,1, ... ,n - 1, n,

and let the values of qr(t) at t == tk be

qr,tk == qr(tk)'

We apply the resolution of identity, (1.2.13), at each time t
(1.2.10), (1.2.12) and (1.2.14), we obtain

(qtb' tb Iqt a , ta)
qt n =qtb n-l n-l

= 1_ IT d!qtk IT(qtk+ll tk+l!qtk ' tk)
qto-qta k=l k=O

l
q -q n-l Jn-l

= t~- tb IT d!qtk IT d!Ptk
qto -qta k= 1 k=O

n-l

X IT (qtk+l' tk+l Iptk , tk) (Ptk' tk Iqtk' tk)
k=O

== l qtn
=qtb IT d!qtk JIT d!Ptk

qto=qta k=l V(21rn)f k=O V(21rn)f

x exp[~ {~pr,tk+<5t(qr,tk+<5t -qr,tk) - H(qtk+l' Ptk)8t}l (1.2.15)

where we have assumed that the Hamiltonian H (qr (t), Pr (t)) is "well-ordered" .
We further assume that the operators q(t) and p(t), have continuous eigen­
values, q(t) and p(t) parametrized by t. Then, in the limit n -+ 00, we have
the following expression for the exponent in the integrand of (1.2.15):

(1.2.16)

Thus, in the limit n -+ 00 in (1.2.15), we obtain the phase space path integral
representation of the transformation function:
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(1.2.17)

Here, we note the definition of the phase space path integral symbol,

(1.2.18)

(1.2.19)

We remark that in the phase space path integral representation of the trans­
formation function, (1.2.17), the momentum integration is unconstrained. We
also remark that in (1.2.16) and (1.2.17), we have

~ (t) = qr(t + <St) - qr(t)
dt qr <st'

to first order in <St. We note that dqr(t)/dt becomes a function of qs(t) and
Ps(t), (8 = 1, ... ,!), as a result of the momentum integration in (1.2.17). We
shall discuss this point in some detail in Sect. 1.2.6.

1.2.3 Matrix Element of a Time-Ordered Product

In this subsection, we derive the phase space path integral representation of
the matrix element of the time-ordered product of q(t),

The principle of superposition and the composition law of the probability
amplitude in the phase space path integral representation is given by
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(1.2.21 )

In the first place, we try to obtain the matrix element of qr(t),

in the phase space path integral representation. We apply the resolution of
identity, (1.2.13), in the q-representation at time t, obtaining

(1.2.22)

For each transformation function on the right-hand side of (1.2.22), we use
the phase space path integral formula, (1.2.17), obtaining

We now apply the principle of superposition and the composition law,
(1.2.21), to the right-hand side of (1.2.23), obtaining

(1.2.24)

This is the phase space path integral representation of (qtb' tb Iqr (t) Iqta , ta).



(1.2.25)
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Next, we consider the phase space path integral representation of the
matrix element

We first consider the case t2 > t1. We apply the resolution of identity, (1.2.13),
in the q-representation at time t2, obtaining

(qtb' tblqr2(t2)qrl (t1)lqt a , ta)

= 1:00

d!qt2 (qtb' tb Iqt2' t2)qr2 (t2) (qt2' t21qrl (tt) Iqt a , ta) .

We apply the phase space path integral formula, (1.2.17) and (1.2.24), and
use the principle of superposition and the composition law, (1.2.21), to the
right-hand side of (1.2.25) , obtaining

We next consider the case tl > t 2, obtaining the same result as (1.2.26).
Hence, we have the formula,

(1.2.27)
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For general n ~ 3, we can complete the proof of Eq.(1.2.20) by mathematical
induction with the repeated use of the principle of superposition and the
composition law of the probability amplitude, Eq.(1.2.21).

Noteworthy point of the formula, Eqs.(1.2.20) and (1.2.27), is the fact
that we do not have to time-order the c-number function qrl(t1 ) . ·qrn(tn )

explicitly by hand in the right hand sides. The time-ordering is carried out
automatically by the definition of the phase space path integration. Also, the
right hand sides of Eqs.(1.2.20) and (1.2.27) are well defined for the coincident
time argument (t i ~ t j , i =I j). Furthermore, Eqs.(1.2.20) and (1.2.27) do
not involve the () function for the time-ordering, and thus, the time derivative
d/dt i and the phase space path integral JD[q(t)] JD[p(t)] commute. Hence,
the quantities defined by the right hand sides of Eqs.(1.2.20) and (1.2.27) are
not the matrix elements of the T-product, but those of the canonical T*­
product which is defined for quantum mechanics by the following equations,

d A A d A A

T*(dt
l
Ol(tl) . ·On(tn)) == dt

l
T*(Ol(tl) . ·On(tn)),

T* (qrl (t1 ) . ·qrn(tn )) == T(qrl (t1 ) . ·qrn(tn )),

with

We define the generating functionals Z[J; q(tb), q(ta )] and W[J; q(tb), q(ta )]

of the matrix element of the time-ordered product of the operator q(t) and
its connected part (to be defined shortly) by

Z[J; q(tb), q(ta )]

== exp [~W[J;q(tb)lq(ta)]]

== ( qtbl tb IT (exp [~ l:b
dt~ qr(t)Jr(t)] ) Iqta 1 ta)

CX) 1 (i) n ltb f== L n! fi dtl ... dtn L Jr1 (tl) ... Jrn (tn)
n=O t a rl , ... ,rn=l
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(1.2.29Z)

The last line of (1.2.28) follows from (1.2.20). We have the formulas

n fJ n fJ
i oJ

r1
(tl) 000 i OJ

rn
(tn) Z[J; q(tb), q(ta)]/J=o

== (qtb' tblT(qrl (tl)··· qrn(tn))lqta , ta),

and

(1.2.28)

n fJ n fJ
. fJJ (t)··· -10 OJ

rn
(t

n
) W[J; q(tb), q(ta)] IJ=o

1 rl 1

= ~ (qtb' tb IT(qrl (t1) 0 0 0 qrn (tn)) Iqt a ,ta)C ,
1

(1.2.29W)

where (1.2.29W) defines the connected part of the matrix element of the T­
product.

1.2.4 Wave Function of the Vacuum

In the next subsection, we shall discuss the phase space path integral repre­
sentation of the generating functional, Z[J] and W[J], of the Green's func­
tions, which are defined as the vacuum expectation value of the time-ordered
product of qr(t), and its connected part. For this purpose, it is not sufficient
to take the limit ta --7 -00 and tb --7 +00 in (1.2.29Z) and (1.2.29W), since
the integral

JV[q(t)]

is still constrained by q(±oo) == q±oo. As a preparation to remove these
constraints, we derive the wave functions,

(q±oo, ±ooIO,?~t),

of the vacuum states 10,i~t) in this subsection.
We adopt the adiabatic switching hypothesis of the interaction. We have

the following equations as t --7 ±oo,
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out tout
Q.r(t) == ar(t) + at(t) -+ a}n exp [-iwot] + arin exp [+iwot] ,

Pr(t) = m :t4r (t)

(
out tout )

-+ (-imwo) a}n exp [-iwot] - ar
in exp [+iwot] .

out
Thus, we obtain a,}n as t -+ ±oo,

(1.2.30q)

(1.2.30p)

exp [iwot] ( i A () A ( )) A ~~t2 --Pr t + qr t -+ ar ,
mWO

r== 1, ... ,f. (1.2.31 )

We have the definition of the vacuum states, 10,i~t), and their expansions in
terms of Iq±oo, ±oo), as follows:

(1.2.32)

From (1.2.31) and (1.2.32), we obtain the following differential equation for
the wave function of the vacuum,

outain 10 ?ut )
r 'In

== 0,
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i.e.,

(1.2.33)

We can solve (1.2.33) for (q±(X), ±oolo,i~t) immediately, aside from the nor­
malization constants, as

(1.2.34)

We note the following representations for qr (±oo) with the use of the delta
function at t = ±oo:

(1.2.35a)

(1.2.35b)

with

r = 1, ... ,j.

We observe that the positive infinitesimal c has the dimension of energy.
From (1.2.35a) and (1.2.35b), we obtain

(q-(X) , -00\0, in)

= exp [- C;~O) ~ £0= dt exp [- c~l] t, q; (t)] , (1.2.36a)

(q+(X) , +0010, out)

= exp [- C';~O) ~ 1+= dtexp [- c~l] t, q;(t)] , (1.2.36b)

with
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1.2.5 Generating Functional of the Green's Function

We define the generating functionals Z[J] and W[J] of the Green's function
and its connected part (to be defined shortly) by

We have the following identities:

It 8 It 8
. 8J (t)··· -10 <Urn (t

n
) Z[J] IJ=o

1 Tl 1

== (0, outlT(qTl (tl) ... qTn (tn))IO, in) ,

It 8 It 8
-:- 8J (t)··· -10 OJrn(t

n
) W[J]IJ=o

1 Tl 1

= ~ (0, outlT(tlrl (h) 0 0 0 tlrn (tn)) 10, in)c ,

(1.2.37)

(1.2.38Z)

(1.2.38W)

where (1.2.38W) defines the connected part of the Green's function. In the
definition of Z[J], (1.2.37), we apply the resolution of identities at t == ±oo
in the q-representation and make use of the definition of Z[J; q(tb), q(ta )],

(1.2.28), and the expressions for (q±oo, ±ooIO,i~t), (1.2.36a, b), obtaining

x (q-oo' -0010, in)
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] +00 ]+00 l Qc+OO
)=Q+oo J

= -00 d!q+oo -00 d!q-oo q(-oo)=q-oo V[q(t)] V[P(t)]

[
. ]+00 {f d

X exp ~ -00 dt ~Pr(t)dtqr(t) - H(q(t),p(t))

+t, qr (t)Jr (t) + ie";0 exp [- e~l] t, q;(t) } ]

= JV[q(t)] JV[P(t)] exp [k [:00 dt {t,pr(t) :tqr(t)

f
-H(q(t),p(t)) + Lqr(t)Jr(t)

r=l

(1.2.39)

We observe that the coordinate integration in the phase space path integral
formula of Z[J], (1.2.39), is no longer constrained as a result of the consid­
eration of the vacuum wave functions, (q±oo, ±oolo,i~t).

1.2.6 Configuration Space Path Integral Representation

We now perform the momentum integration in the phase space path integral
formulas, (1.2.17), (1.2.20), (1.2.24) and (1.2.39), to obtain the configuration
space path integral formula.

In general, Hamiltonian H(q(t),p(t)) is given by the quadratic form in
the canonically conjugate momentum Pr(t). We assume that the Hamilto­
nian H(q(t),p(t)) is of the form

f 1
H(q(t),p(t)) = L "2Pr (t)Dr,s(q(t))ps(t)

r,s=l

where the kernel

f
+ LPr(t)Cr(q(t)) + V(q(t)) ,

r=l

(1.2.40)

of the quadratic part is assumed to be real, symmetric and positive definite.
With the Hamiltonian H(q(t),p(t)) of the form (1.2.40), we have
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f d
LPr(t) dt qr(t) - H(q(t),p(t))
r=l

f 1
= - L "2Pr (t)Dr,s(q(t))ps(t)

r,s=l

(1.2.41)

(1.2.42)

Thus we can perform the momentum integration in (1.2.17), (1.2.20), (1.2.24)
and (1.2.39) as a quasi-Gaussian integral. We have

JD[P(t)] exp [~l:b dt {t,pr(t) :tqr(t) - H(q(t),p(t)) }]

== [DetD(q; tb, ta)]-l j 2

stationary value of

'ltb f d
x exp ~ fa dt ~Pr(t)dtqr(t) - H(q(t),p(t))

with respect to Pr (t)

(For the finite-dimensional version of (1.2.42), we refer the reader to Appendix
1.) The stationary condition of (1.2.41) with respect to Pr(t) is given by

== 0,

i.e.,

(1.2.43)

Since (1.2.43) is one of the canonical equations of motion, we obtain the
canonical definition of Pr(t) when (1.2.43) is solved for Pr(t) as a function of
qs(t) and dqs (t) / dt:

-1 [d ]Pr(t) == [D (q(t))]r,s dtqs(t) - Cs(q(t)) . (1.2.44a)



(1.2.44b)
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From the definition of the Hamiltonian H(q(t),p(t)), (1.1.5), the stationary
value of (1.2.41) with respect to Pr(t) is the Lagrangian L(q(t), dq(t)/dt), and
is given by

- H(q(t), p(t) )IPr(t)=pr(q(t), dq(t)/dt) obtained from one of the canonical
equations of motion, (1.2.43)

== L (q(t), :tq(t))

= rtl ~ [:tqr(t) - Cr(q(t))] [D-1(q(t))]r,s

X [:t qs(t) - Cs (q(t) )] - V(q(t)) . (1.2.45)

From the Lagrangian L(q(t), dq(t)/dt), (1.2.45), we observe that (1.2.44a)
agrees with the definition of the momentum Pr(t) canonically conjugate to
qr(t),

( )
== [)L(q(t), dq(t)/dt)

Pr t - [) (dqr (t)/ dt) ,

and that dqr(t)/dt becomes a function of qs(t) and Ps(t) as the result of
the momentum integration. Hence, we obtain the configuration space path
integral formula:

Transformation Function:

(1.2.46)

Matrix Element of the Time-Ordered Product:
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Matrix Element of the Operator O(q(t)):

(qtb' tbIO(q(t))lqta, ta)

l
q(tb)=qtb

== D[q(t)] (DetD(q; tb, ta))-1/20(q(t))
q(ta)=qta

x exp [~l:b dtL (q(t), :tq(t)) ] .

Generating Functional of the Green's Function:

(1.2.48)

Z[J] = exp [~W[J]]

= (O,out IT (exp [~£:oo dt t,qr(t)Jr(t)]) IO'in)

= JV[q(t)] (DetD(q))-1/2 exp [~ £:00 dt { L (q(t), :tq(t))

+ t, qr(t)Jr(t) + "ic-Piece"}] . (1.2.49)

When the kernel {Dr,s (q(t))}t,S=l of the quadratic form is a constant matrix,
we find that the Feynman path integral formula derived in Sect. 1.1 is correct.

When the kernel of the quadratic form is a q-dependent matrix, we observe
the following:

n-l

DetD(q; tb, ta) == Hm IT detD(q(tk)) ,
n-+oo
to=ta k=O
tn=tb

DetD(q(t)) == Hm DetD(q; tb, ta) .
t a -+-00
tb-++ OO

(1.2.50a)

(1.2.50b)

We recall the formula for a real, symmetric and positive definite matrix M:

det M == exp[tr In M] . (1.2.51 )
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Applying (1.2.51) to (1.2.50a) and (1.2.50b), we obtain

gdetD(q(tk)) = exp [~trlnD(q(tk»]

= exp [ :t~ Ottrln D(q(tk))] .

In general, in the limit as n --7 00, we have

1
8t --7 8(0),

so that

n-l t

LOt. !(tk) ---+ 1b dt!(t),
k=O t a

DetD(q(t» = exp [8(0)1:00

dttrlnD(q(t))] .

(1.2.52a)

(1.2.52b)

(1.2.53a)

Hence, when the kernel of the quadratic form is the q-dependent matrix, from
(1.2.52a) and (1.2.52b), we have in the integrand of (1.2.46) through (1.2.49),

(DetD(q; tb, ta))-1/2 exp [~l:b dtL (q(t), :tq(t») ]

= exp [~1:& dt {L (q(t), :tq(t»)

-i~8(0)trlnD-1(q(t); tb, ta) }] ,

(DetD(q(t)))-1/2 exp [~1:
OO

dtL (q(t), :tq(t»)]

= exp [~1:
00

dt {L (q(t), :tq(t»)

-i~8(0)trlnD-l(q(t» }] . (1.2.53b)

Thus, we find from (1.2.53a) and (1.2.53b) that we will get the correct result
if we replace the original Lagrangian,
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by the effective Lagrangian,

Leff (q(t), :tq(t)) == L (q(t), :tq(t)) - i~8(O)trln D-1 (q(t)) , (1.2.54)

in the Feynman path integral formula of Sect. 1.1. We note that the matrix
D-1(q(t)) is the q-dependent "mass" matrix M(q(t)), as inspection of (1.2.40)
and (1.2.45) implies,

D-1 (q(t)) == M(q(t)). (1.2.55)

In all of the discussions so far, ultimately leading to (1.2.54), we have
assumed that the Hamiltonian H(q(t),p(t)) is a "well-ordered" operator. It
is about time to address ourselves to the problem of operator ordering.

1.3 Weyl Correspondence

In the discussions so far, we have utterly evaded the problem of operator
ordering with the notion of a "well-ordered" operator in order to provide
the essence of path integral quantization. In this section, we shall discuss the
problem of operator ordering squarely with the notion of the Weyl correspon­
dence.

In Sect. 1.3.1, with the notion of the Weyl correspondence, we discuss
the correspondence of analytical mechanics and quantum mechanics. In
Sect. 1.3.2, using the result of the previous section, we reconsider the path
integral formula in the Cartesian coordinate system and derive the mid-point
rule as a natural consequence of the Weyl correspondence. In Sect. 1.3.3, we
discuss the path integral formula in a curvilinear coordinate system. We first
perform a coordinate transformation on the classical Hamiltonian and diag­
onal quantum Hamiltonian in the Cartesian coordinate system to the curvi­
linear coordinate system. Next, from the interpretation of the wave function
as the probability amplitude in the curvilinear coordinate system, we deter­
mine the quantum Hamiltonian in the curvilinear coordinate system. From
the comparison of the inverse Weyl transform of the classical Hamiltonian in
the curvilinear coordinate system with the previously determined quantum
Hamiltonian in the curvilinear coordinate system, we find the new effective
potential ~(q(t)) in the quantum Hamiltonian, which originates from the
Jacobian of the coordinate transformation. In this way, we see that the Weyl
transform of the quantum Hamiltonian in the curvilinear coordinate system
is given by the sum of the classical Hamiltonian in the curvilinear coordinate
system and the new effective potential ~(q(t)). We perform the momentum
integration at this stage, and obtain the configuration space path integral
formula in the curvilinear coordinate system.

From these considerations, we conclude that the "new" effective La­
grangian,
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L~ffW ( q(t), :tq(t)) == Leff (q(t), :tq(t)) - Vc (q(t) ),

should be used in the Feynman path integral formula in Sects. 1.1 and 1.2
instead of the "old" effective Lagrangian,

where

L (q(t), :tq(t))

is the original Lagrangian. We note that the matrix D-1 (q(t)) is the q­
dependent "mass" matrix M(q(t)) in this section,

D-1 (q(t)) == M(q(t)).

1.3.1 Weyl Correspondence

For an arbitrary operator A(q,p), we have the identity

A(q,fi) = JJJJd!p'd!pI!d!q'd!q"lp") (P"Iq") (q"IA(q, fi) Iq')

x (q'lp')(p'l. (1.3.1)

On the right-hand side of (1.3.1), we perform the change of the variables
whose Jacobian is unity,

{
q'==q-~,

p'==p-~, {
q" == q + ~,
p"==p+~, {

q" - q' == v,
p" - p' == u.

(1.3.2)

Making use of the identity (1.2.10),

we can rewrite (1.3.1) as

(1.2.10)

(1.3.3)
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We define the Weyl transform a(q,p) of the operator A(q,p) by

and the inverse Weyl transform of the c-number function a(q,p) by

A A J"r d
f

qd
f

pA(q,p) == J (27fIi)f a(q,p)L1(q,p) ,

where the Hermitian operator .t1(q,p) is defined by

(1.3.4)

(1.3.5)

(1.3.6)

The matrix element of the operator .t1(q,p) in the q-representation is given
by

The delta function in (1.3.7) is the origin of the mid-point rule.
We record here the properties of the Weyl correspondence:

(a) The Weyl correspondence is one to one,

A(q,p) +-+ a(q,p).

(1.3.7)

(1.3.8a)

(b) When the Weyl correspondence, (1.3.8a), holds, we have the following
Weyl correspondence for the Hermitian conjugate,

(1.3.8b)

(c) If A(q,p) is Hermitian, a(q,p) is real. Conversely, if a(q,p) is real, then
A(q,p) is Hermitian.

We list several examples of the Weyl correspondence:

m (1) m m m! Am-l AAl 1Am A AAm
(1) (q p)w ="2 ~ l'(m -l),q pq = "2(q p+ pq ),
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(3) (f(q)p)w = ~(f(q)p +M(q)),

Examples (3) and (4) follow from examples (1) and (2) by the power series
expansion of f(q). We will use some of these examples shortly.

1.3.2 Path Integral Formula
in a Cartesian Coordinate System

When we have the classical Hamiltonian H cl (q, p) in the Cartesian coordinate
system, we define the quantum Hamiltonian Hq(q,p) as the inverse Weyl
transform of Hcl(q,p),

(1.3.9)

We divide the time interval [ta, tb] into n equal subintervals, [tk, tk+1],

At = tb - ta
u , tk = ta + k6t, k = 0,1, ... ,n - 1, n; tn == tb, to == ta,

n

(qtb' tb Iqt a , ta)
n-1 n-1

= J...JIT cl!qtj IT(qti+l' tj+llqtj' tj)
j=l j=O

= J...JJi cl!qtjII\qti+llexp [-~<5tHq(q,p)]Iqtj ). (1.3.10)

According to the Weyl correspondence, (1.3.9), we have the following Weyl
correspondence to first order in 6t,

(1.3.11)
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Hence, to first order in f5t, we have the identity,

(1.3.12)

We note that the mid-point rule comes out as a natural consequence of
the Weyl correspondence as indicated in (1.3.7) and (1.3.12). Substituting
(1.3.12) into (1.3.10), we obtain to first order in f5t,

(1.3.13)

We now take the limit n -+ 00, obtaining
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(qtb' tb Iqt a , ta)

= l Q

<t
bl

=q'b V[q(t)] JV[P(t)]
q(ta)=qta

X exp [~l:b dt {~pr(t):tqr(t) - Hcl(q(t),P(t)}].

Here, the functional integral measure is given by

(1.3.14)

(1.3.15)

At first sight, (1.3.14) looks quite elegant, but its meaning is nothing but the
limit n --t 00 of (1.3.13).

As pointed out earlier, we derived the mid-point rule not as an ad hoc
approximation formula but as a natural consequence of the Weyl correspon­
dence.

1.3.3 Path Integral Formula
in a Curvilinear Coordinate System

In this subsection, in order to make a clear distinction between the Cartesian
coordinate system and a curvilinear coordinate system, we use x == {x r }t=l
for the former and q == {qr }t=l for the latter. We transform the diagonal
classical Lagrangian

in the Cartesian coordinate system into the classical Lagrangian

(
d) Id dL q(t), dt q(t) ="2 dt qT (t)M(q(t» dt q(t) - V(q(t»

(1.3.16)

(1.3.17)

in the curvilinear coordinate system. Here, we have the Jacobian of the co­
ordinate transformation J(q), the "mass" matrix M(q(t)), and the "inverse
mass" matrix M- 1 (q(t)) as

I (
8xs(t)) I:J(q) = det oqr(t) ,

f
M( (t)) == ~ 8Xk(t) 8Xk(t)

q r,s ~ 8 (t) 8 (t)'k=l qr qs

(1.3.18)

(1.3.19)
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and

(1.3.20)

The "mass" matrix M(q(t)) corresponds to D- 1 (q(t)) of Sect. 1.2.6. We define

the matrix {Jr,s }t,S=l by

J == 8xs (t)
r,s - 8qr(t) '

Then, we have

J(q) == Idet(Jr,s)l,

and hence we have

r, S == 1, ... ,f . (1.3.21)

(1.3.22)

:J(q) == (detM(q(t)))l j
2. (1.3.23)

The momentum Pr(t) canonically conjugate to the curvilinear coordinate
qr (t) is defined by

_ 8L (q(t), dq(t)jdt) d
Pr(t) = 8(dqr(t)/dt) = M(q(t))r,s dt qs(t) . (1.3.24)

Solving (1.3.24) for dqr(t)jdt, we have the classical Hamiltonian Hcl(q,p) in
the curvilinear coordinate system as

(1.3.25)

As the inverse Weyl transform Hw(q, p) of the classical Hamiltonian H cl (q, p),
we have

Hw(ii,p) = ~ [Pr(t)PsM- 1(ii(t)t's + 2PrM - 1(ii(t)t,sps(t)

+M-1(q(t))r,Spr(t)Ps(t)] + V(q(t)) , (1.3.26)

where we have used Example (4) of Sect. 1.3.1. Next, we shall write the quan­
tum Hamiltonian

Hq ( x(t),p(t) == ~ 8~t))

corresponding to the classical Lagrangian,



L (x(t), :tX(t)) ,

in the Cartesian coordinate system as
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(1.3.16)

Hq (X(t),p(t) == ~ 8~t)) = - ~2 8X~~Xi + V(x(t)). (1.3.27)

Performing the coordinate transformation to curvilinear coordinates on
(1.3.27), we have the quantum Hamiltonian Hq(fi(t),p(t)) in the curvilinear
coordinate system as

Hq(ij(t),p(t)) = ~ .J~q)Pr(t) [M- 1(ij(tW'S .J(q)Ps(t)] + V(ij(t)).

(1.3.28)

Here, we defined the momentum operator Pr(t) in the curvilinear coordinate
system as

A () n 8
Pr t == i 8fir(t) , r == 1, ... ,f , (1.3.29a)

which is Hermitian with respect to the scalar product

f

(!IIf2) = J...Jf;(q)f2(q) IT dqr.
r=l

In deriving (1.3.28), we used the following formulas:

1 8 -1· i 8
(a) det M(q(t)) 8qr(t) det M(q(t)) = M (q(t))1' 8qr(t) M(q(t)kj

_ 28xi(t) 8 (8qj (t)) ( )
- - 8qr(t) 8qj(t) 8X i(t) , . 1.3.30a

Associated with the coordinate transformation, we know that the volume
element nt=l dX r gets changed into

f f

IT dXr == :J(q) IT dqr .
r=l r=l

(1.3.31)

Hence, the wave function 1/J(x, t) in the Cartesian coordinate system is a
scalar density with weight 1/2. We define the wave function <jJ(q, t) in the
curvilinear coordinate system by
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1 1
1/;(x, t) == (x, tl1/;) == f7Tf::\(q, tl~) == f7Tf::\c/J(q, t).

y J(q) y J(q)
(1.3.32)

With this choice of c/J(q, t) as in (1.3.32), we have the interpretation of Ic/J(q, t)1 2

as the probability density in the volume element rrt=l dqr in the curvilinear
coordinate system. We have the quantum Hamiltonian Hq(ij(t),p(t)) of the
wave function c/J(q, t) from (1.3.32) as

Hq(ij(t),p(t)) = J :J(q)Hq(ij(t),p(t)) ~.
yJ(q)

(1.3.33a)

We have the time-dependent Schrodinger equation satisfied by c/J(q, t) as

ifi:t</>(q, t) = Hq(ij(t),p(t))</>(q, t) . (1.3.34)

Calculating Hq(ij(t),p(t)) defined by (1.3.33a), with the use of (1.3.18),
(1.3.28), (1.3.29a), (1.3.30a) and (1.3.3Gb), we finally obtain

Hq(ij(t),p(t)) == Hw(ij(t),p(t)) + ~(ij(t)),

with

(1.3.35)

(1.3.36a)

This ~(q(t)) is the new effective potential originating from the Jacobian of
the coordinate transformation and the interpretation of the wave function
c/J(q, t) in the curvilinear coordinate system as the probability amplitude.
Under the Weyl transformation, we have

~(ij(t)) B ~(q(t)), (1.3.37)

so that for the quantum Hamiltonian Hq(ij(t),p(t)) of the wave function
c/J(q, t), we have the following Weyl correspondence,

Hq(ij(t),p(t)) == Hw(ii(t),p(t)) + ~(ij(t)) B Hcl(q(t),p(t)) + ~(q(t))

- A A Jr( d!qd!p
Hq(q(t),p(t)) == } (27rfi)f {Hcl(q(t),p(t))

+~(q(t))}L1(q(t),p(t)). (1.3.38)

We may define the momentum operator p(t) in the curvilinear coordinate
system as

Pr(t)==~ (8q~(t) +~rr), rr==8~r In:J(q), r=l, ... ,1, (1.3.29b)
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which is Hermitian with respect to the scalar product

f
(hlh) = J...J/{(q)h(q)J(q) IT clqr'

r=1

The quantum Hamiltonian Hq (q(t), p(t)) in the curvilinear coordinate system
for the choice of the momentum operator p(t) as in (1.3.29b) is given by

Hq(q(t), p(t)) = ~ vi;(q/r(tHM-1 (q(t)t,s J(q)Ps(t)] J~q) +V(q(t)) .

(1.3.33b)

We obtain the new effective potential ~ (q(t)) as

Vc,(q(t)) = ~2 (M-1 (q(tW'Sr;:vr:u - R) , (1.3.36b)

where R is the scalar curvature, and rJk is the Christoffel symbol respectively
given by

R == M- 1(q(t))r,s (oris _ or;s + r l r m- r l rm) (1336 )oqr Oql ms rl rs ml , .. c

and

rjk = ~M-l(q(t))i,a

X (OM(q(t))j,a + oM(q(t))k,a _ OM(q(t))j'k) .
Oqk oqj oqa

(1.3.36d)

The choice of the momentum operator as in (1.3.29a) is non-standard but
the expression for the effective potential Vc(q(t)) as in (1.3.36a) is simple,
while the choice of the momentum operator as in (1.3.29b) is standard but
the expression for the effective potential ~(q(t)) as in (1.3.36b) is not simple.

As for the transformation function (qtb' tb Iqta , ta), we divide the time in­
terval [ta, tb] into n equal subintervals [tk, tk+1],

~t == tb - ta
u , tk == ta + k<St, k == 0,1, ... ,n - 1, n; to == ta, tn == tb,

n

and with an argument similar to that leading to (1.3.13), we have, to first
order in <St,

(qtb' tblqta , ta)
n-1 n-1

= J...JIT clfqtj IT (qtj+l' tj+llqtj' t j )
j=1 j=O

= J...JII clfqtjn\qtj+l lexp [-kUHq(q,p)] Iqtj ) (1.3.39)
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(1.3.40)

We remark that (1.3.39) is exact, while (1.3.40) is correct to first order in 8t.
Recalling the fact that the classical Hamiltonian Hcl(q(t),p(t)) is quadratic in
p(t), (1.3.25), we can perform the momentum integration as a quasi-Gaussian
integral in (1.3.40) and can exponentiate the resulting determinant factor as
in (1.2.51), obtaining

(1.3.41)

We haye the new effective Lagrangian in (1.3.41) as

(1.3.42)

(1.3.43)

The new effective Lagrangian L~ffW(q(t), dq(t)/dt) in (1.3.43) is the contin­
uum version of (1.3.42), and is given by
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L~ffW (q(t), :tq(t)) = L (q(t), :tq(t))

-i~o(O)trlnM(q(t)) - Y,,(q(t)) , (1.3.44)

which is the new effective Lagrangian announced at the beginning of this sec­
tion with the identification of D-1 (q(t)) with the "mass" matrix M(q(t)),

D-1 (q(t)) == M(q(t)). (1.3.45)

We repeat that (1.3.43) and (1.3.44) are nothing but the limits as n ~ 00

of (1.3.41) and (1.3.42).
From these considerations, we conclude that, in order to write down the

path integral formula in a curvilinear coordinate system, it is best to adopt
the following procedure:

(1) Write down the path integral formula in the Cartesian coordinate system.
(2) Perform the coordinate transformation from the Cartesian coordinate

system to the curvilinear coordinate system.
(3) Calculate the "mass" matrix M(q(t)) from (1.3.19) and the effective po­

tential ~(q(t)) from (1.3.36a) or (1.3.36b).
(4) Determine the new effective Lagrangian L~ffW(q(t), dq(t)jdt) from (1.3.44)

and the transformation function (qtb' tblqta , ta) from (1.3.43).
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2. Path Integral Representation
of Quantum Field Theory

In this chapter, we carry out the translation of the results of Chap. 1 on
the path integral representation of quantum mechanics to the path integral
representation of quantum field theory. The coordinate operator qH(t) of the
quantum mechanical system gets demoted to the c-number indices (x, y, z)
at the same level as the time index t. Instead of qH(t), we have the second-
quantized field operator {p(t, x, y, z) in quantum field theory. The necessity of
the second-quantization of the field variable 1/;(t, x, y, z) originates from the
various paradoxes encountered in relativistic quantum mechanics.

In Sect. 2.1, we discuss the path integral quantization of field theory. We
discuss the review of classical field theory (Sect. 2.1.1), the phase space path
integral quantization (Sect. 2.1.2), and the configuration space path integral
quantization (Sect. 2.1.3). These are a translation of the results of Sect. 1.2
to the case of quantum field theory. As in Chap. 1, in the Feynman path
integral formula as applied to quantum field theory, we shall use the effec­
tive Lagrangian density, instead of the original Lagrangian density, which
takes the 1/;-dependent determinant factor and the effective potential (or the
effective interaction) into consideration.

In Sect. 2.2, we discuss covariant perturbation theory, using the path in­
tegral representation of the generating functional of the Green's functions
(the vacuum expectation value of the time-ordered product of the field op­
erators) derived in Sect. 2.1.3. We discuss the generating functional of the
Green's functions of the free field (Sect. 2.2.1), the generating functional of
the Green's functions of the interacting field (Sect. 2.2.2), and the Feynman­
Dyson expansion and Wick's theorem (Sect. 2.2.3).

The procedure employed in Sect. 2.1 is the translation of the path integral
representation of quantum mechanics to the path integral representation of
quantum field theory. In Sect. 2.3, we discuss Symanzik construction of the
path integral formula for the generating functional of the Green's functions
directly from the canonical formalism of quantum field theory, and show that
there are no errors in the translation. We derive the equation of motion satis­
fied by the generating functional of the Green's functions from the definition
of the generating functional of the Green's functions, the Euler-Lagrange
equation of motion satisfied by the field operators in the Heisenberg picture,
and the canonical equal-time (anti-) commutator (Sect. 2.3.1). The equation
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of motion satisfied by the generating functional is the functional differential
equation. We can solve this functional differential equation immediately with
the use of the functional Fourier transform (Sect. 2.3.2). Ultimately, we reduce
the problem to that of obtaining the Green's functions under the influence
of the external field, with the example taken from the neutral ps-ps coupling
(Sect. 2.3.3). We find that the result of Sect. 2.3 agrees with that of Sect. 2.1.

In Sect. 2.4, we derive the Schwinger-Dyson equation satisfied by the
"full" Green's functions. We first derive part of the infinite system of equa­
tions of motion satisfied by the "full" Green's functions from the equation of
motion of the generating functional of the "full" Green's functions and the
definition of the "full" Green's functions (Sect. 2.4.1). Next, following Dyson,
with the introduction of the proper self-energy parts and the vertex opera­
tor in the presence of the external hook, we shall derive Schwinger-Dyson
equation satisfied by the "full" Green's functions, in exact and closed form
(Sect. 2.4.2). By the method of Sect. 2.2, we can obtain the "full" Green's
functions perturbatively, whereas by the method of Sect. 2.4, we can obtain
the "full" Green's functions, proper self-energy parts and vertex operator all
together iteratively from the Schwinger-Dyson equation. Thus, we have two
methods of covariant perturbation theory, one based on the path integral rep­
resentation, and the other based on the equation of motion of the generating
functional of the "full" Green's functions.

In Sect. 2.5, we demonstrate the equivalence of path integral quantization
and canonical quantization, starting from the former. We adopt the Feynman
path integral formula for the transformation functions,

as Feynman's action principle (Sect. 2.5.1). We derive the definition of the
field operator, the Euler-Lagrange equation of motion and the definition
of the time-ordered product (Sect. 2.5.2), and the definition of the canoni­
cally conjugate momentum and the canonical equal-time (anti-)commutator
(Sect. 2.5.3), from Feynman's action principle. In view of the conclusions of
Sects.2.1 and 2.3, we have demonstrated the equivalence of path integral
quantization and canonical quantization for a nonsingular Lagrangian sys­
tem. In this section, we discuss quantum mechanics and quantum field theory
in parallel.

2.1 Path Integral Quantization of Field Theory

In this section, we discuss the path integral quantization of relativistic field
theory based on the conclusions of Chap. 1. The major purpose of this sec­
tion is to reach covariant perturbation theory (to be discussed in the next
section) as quickly as possible, and hence our major task is the translation
of a mechanical system with finite degrees of freedom to a multicomponent
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field system with infinite degrees of freedom. We translate as follows:

r ---t (x, n),

We briefly review classical field theory in order to establish relativistic no­
tation (Sect. 2.1.1). We carry out the phase space path integral quantization
of field theory (Sect. 2.1.2) and the configuration space path integral quanti­
zation of field theory (Sect. 2.1.3), following the translation stated above. We
will find out that, instead of the original Lagrangian density

£(ttj;(x) , 0/-lttj;(x)) ,

the effective Lagrangian density

£eff ( ttj; (x ), 0/-lttj; (X ) ) ,

which takes the ttj;-dependent determinant factor and the effective potential
into consideration, should be used in the Feynman path integral formula.

In the above discussion, we use the symbol ttj;(x) as if it were the Bose
field. If it were the Fermi field, we refer the reader to Appendices 2 and 3 for
fermion number integration.

2.1.1 Review of Classical Field Theory

Keeping in mind relativistic field theory, we shall establish the relativistic
notation first. We employ a natural unit system in which we have

n==c==l.

We define the Minkowski space-time metric tensor TJ/-lll by

(2.1.1)

TJ/-lll == diag(l; -1, -1, -1) == TJ/-l ll , J.L,v==O,1,2,3. (2.1.2)

We define the contravariant and covariant components of the space-time co­
ordinates x by

/-l - (0 1 2 3) - (t ) - (t. )x - x ,x ,x ,x - ,x,Y,Z - ,x,

We define the differential operators 0/-l and o/-l by

(2.1.3a)

(2.1.3b)
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We define the four-scalar product by

- 11. J..L v 0 0x . y == x"-YJ..L == 'T]J..LVx y == x . y - x . y .

(2.1.4a)

(2.1.4b)

(2.1.5)

From this section onward, we adopt the convention that the Greek indices /-1,
v, ... run over 0, 1, 2 and 3, the Latin indices i, j, ... run over 1,2 and 3
and repeated indices are summed over.

When we have the Lagrangian density £('ljJ(x) , aJ..L'ljJ(x)) , classical field the­
ory is determined by the action functional I['ljJ] defined by

(2.1.6)

In response to variation of the field quantity,

we have the variation of the action functional,

According to the principle of least action, we demand that

(2.1.7)

8I['ljJ] _ o· D.
8'ljJn(x) - In , 8'ljJn(x) == 0 on aD. (2.1.8)

From (2.1.8), we obtain the Euler-Lagrange equation of motion,

n == 1, ... ,f . (2.1.9)

For the transition to the canonical formalism, we introduce the unit time­
like vector

nJ..L == (1; 0, 0, 0),
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and define the momentum 7rn(x) canonically conjugate to tt/Jn(x) by

8.£ 8.£
1fn(x) = 8(8o'l/Jn(x)) == np 8(8p 'l/Jn(x)) ,

Solving (2.1.10) for nJ-t8J-ttt/Jn(x) == 80tt/Jn(x) as a function of tt/Jn(x), Vtt/Jn(x)
and 7rn (x), we define the Hamiltonian density by

f
1-l (tt/J (x), V tt/J (x), 7r (x)) == L 7rn(X ) 80 tt/Jn (x) - .£(tt/J (x) ,8J-t tt/J (x)). (2.1.11)

n=l

We define the Hamiltonian by

H['l/J(t), V'l/J(t), 1f(t)] == Jd3x1l('l/J(x), V'l/J(x), 1f(x)).

We have the canonical equation of motion in classical field theory as

(2.1.12)

;::) () __ 8H[tt/J, Vtt/J,7r]
uo7rn X - 8tt/Jn(x) ,

where in (2.1.13a) and (2.1.13b), we have

n == 1, ... ,I.

(2.1.13a)

(2.1.13b)

We note that 7rn(x) and 1-l (tt/J (x) ,Vtt/J(x),7r(x)) are normal dependent.

2.1.2 Phase Space Path Integral Quantization
of Field Theory

We begin the discussion of the translation (hereafter designated by -+) from
quantum mechanics with I degrees of freedom to I-component quantum
field theory with infinite degrees of freedom. We perform the above transla­
tion upon the canonical variables {Qr(t)}t=l' and {Pr(t)}t=l' their equal-time
canonical commutators, their respective eigenkets Iq, t) and lp, t), and the q­
representation of Pr (t):

r -+ (x, n), n == 1, ... ,I,

(2.1.14a)

(2.1.14b)
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[qr(t),qs(t)] == [Pr(t),Ps(t)] == 0

-+ [~n(t, x), ~m(t, y)] == [7Tn(t, x), 7Tm(t, y)] == 0,

[qr (t ) ,Ps (t )] == i1i6r ,s

-+ [~n(t,X),7Tm(t,y)] == i6n,m63 (X - y),

Iq, t) -+ 11/7, t) with ~n(t, x) 11/7, t) == 1/7n(t, x) 11/7, t) ,

lp, t) -+ In, t) with 7Tn(t, x ) In, t) == nn(t, x ) In, t) ,

and

(q,tIPr(t)I<p) = ~a8 (q,tl<p)
1 qr

(2.1.15a)

(2.1.15b)

(2.1.16a)

(2.1.16b)

(2.1.17)

With these translations, (2.1.14a) through (2.1.17), we have the following
equations corresponding to (1.2.17), (1.2.20), (1.2.34) and (1.2.39).

Transformation Function:

'ljJ(t')='l//

(1/J', t'I1/J, t) = r V[1/J] JV[n]
J'ljJ(t)='ljJ

[

t' { f
x exp i1dt Jd3 x~ 1rn(t,x)801/Jn(t,x)

- H[1/J(t), V1/J(t) ,1r(t)]} ] .

Matrix Element of the Time-Ordered Product:

(2.1.18)

(2.1.19)
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Wave Functions of the Vacuum:

E(x - y) = 1(~:~3 exp [ip· (x - y)] E p , Ep = Vp 2 + m 2 . (2.1.20b)

Generating Functional of the Green's Functions:

Z[J] == exp[iW[J]]

= ( 0; out IT (exp [i1d
4xt In(x)~n(X)] )10; in)

= 1dw+oo1dw-oo(O; outlw+oo, +00)

x (w+oo, +00 IT (exp [i1d
4
x t, In(x)~n(X)]) IW-oo, -00)

x ('l/J-CXJ, -0010; in)

= 1V[w]1V[1f] exp [i £:00 dt (1 d
3
xt 1fn(t, x)80Wn(t, x)

-H[w(t), Vw(t), 1f(t)] +1d3xJn(t, X)Wn(t, x)

+ "is-Piece") ] . (2.1.21)

Here, we write down the "is-piece" explicitly,

"is-piece" = i~1d3x1d3yE(x - y)

f
x L 'l/Jn(t, x)'l/Jn(t, y) exp[-cltlJ, c -+ 0+ ,

n=l

(2.1.22)

which is t-dependent. We note that the path integral with respect to 'l/Jn (t, x)

1V [w]
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in (2.1.21) is no longer constrained. Z[J] (W[J]) is the generating functional
of (the connected parts of) the vacuum expectation values of the time-ordered
products of the field operator {Pnk (Xk)' We have the formula

== (0; outlT({Pnl (Xl) ... {Pnk (Xk)) 10; in) ,

1 bIb
. 8J ( )'" 7 8J ( ) W[J]IJ=o1 nk Xk 1 nl Xl

1 A A

== -;- (0; outlT('l/Jnl (Xl) ... 'l/Jnk (Xk)) 10; in)c ,
1

where (2.1.23W) defines the connected parts.

2.1.3 Configuration Space Path Integral Quantization
of Field Theory

(2.1.23Z)

(2.1.23W)

In order to discuss the configuration space path integral representation of
quantum field theory, we assume that the Hamiltonian H['l/J(t) ,V'l/J(t) , 7r(t)]
defined by (2.1.12) is given by a quadratic form in 7rn (x), namely

H['ljJ(t) ,V'ljJ(t), 1f(t)] == ~ j d3 x j d3Y1fn(t, x)Dn,m(x, y; 'ljJ)1fm (t, y)

+ a term linear in 7r
+ a term independent of 7r . (2.1.24)

Then, we can perform the momentum integration

in (2.1.18), (2.1.19) and (2.1.21) as a quasi-Gaussian integral, obtaining the
determinant factor

(DetDn,m(x, y; 'l/J))-1/2

in the integrand of

jV['ljJ].

We have the stationary condition of the exponent of (2.1.18), (2.1.19) and
(2.1.21) with respect to 7rn (x) as
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01r)t, x) {J d3x' t; 1rm(t, x')8o'lj;m(t, x') - H['lj;(t) , V'lj;(t) ,1r(t)]} = 0,

(2.1.25)

Le., we have one of a pair of canonical equations of motion,

!::} fll, ( ) _ 8H[~, V~, 71"]
UOlf/n t, x - ~ ( ) .u71"n t, x

(2.1.26)

Solving (2.1.26) for 71"n(t, x), we obtain the canonical definition of 71"n(t, x).
Hence, we obtain the Lagrangian L[~(t), 8o~(t)] as the stationary value of
the exponent

fJd3x L 1rm(t, x)8o'lj;(t, x)
m=l

- H[~(t), V~(t), 1r(t)] lao'l/Jn(t,ro)=8H['l/J,V'l/J,1r]/81rn (t,ro)

== L['lj;(t) ,8o'lj;(t)] == Jd3x£('lj;(x) ,8J1-'lj;(x)). (2.1.27)

From these considerations, we obtain the configuration space path integral
formula for the transformation function, the matrix element of the time­
ordered product and the generating functional of (the connected parts of)
the vacuum expectation value of the time-ordered product:

Transformation Function:

'l/J(t')='ljJ'

(~/, t/l~, t) == 1 V[~](DetD(x, y; ~))-1/2
'l/J(t)='l/J

x exp [ilt l

dtL['lj;(t) ,8o'lj;(t)]] .

Matrix Element of the Time-Ordered Product:

(2.1.28)

(~/, t'IT(~nl (Xl) ... ~nk (Xk))I~, t)
'l/J(t')='l/J'

== 1 V[~](DetD(x, y; ~))-1/2~nl(Xl) ... ~nk (Xk)
'l/J(t)='l/J

x exp [i lt l

dtL['lj;(t) ,80'lj;(t)]] . (2.1.29)
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Generating Functional of the Green's Functions:

Z[J] = exp[iW[J]]

= (oioutIT(exp [1 d4x1;Jn(x)~n(X)])lo;in)

= 1V['IjJ) (DetD(x, Y; 'IjJ))-1/2

X exp [i1d4x{£('IjJ(X),8f1>'IjJ(X))

+1; In(x)'ljJn(X) + "ic-Piece"}] . (2.1.30)

Equations (2.1.28-2.1.30) are the field theory version of the results of Sect. 1.2.
We note that only when the kernel of the quadratic part of (2.1.24),

is a ~n(x)-independent constant matrix, is a naive extension of the Feynman
path integral formula in quantum mechanics to quantum field theory correct.

When the kernel {Dn,m(x, y; ~)}~,m=l is a ~n(x)-dependent matrix, and
is diagonal with respect to x and y,

n,m=l, ... ,!, (2.1.31)

we obtain

(2.1.32a)

by an argument similar to that leading to (1.124) from (1.122). We shall derive
(2.1.32a) in some detail here. With Dn,m(x, y;~) diagonal with respect to x
and y, we have In D(x, y;~) diagonal with respect to x and y,

InDn",m(x, y;~) = b3 (x - y) InDn,m(~(t, x)). (2.1.33)

Next, we apply (1.2.51) at each time slice t = tk, k = 1, ... ,l, obtaining

I

DetD(x, y;~) = lim IT DetD(xk' Yk; ~(tk, Xk))
I~CXJ
8t~O k=l

= l~ exp [tTrlnD(Xk,Yki'IjJ(tk,Xk))]
8t~O k=l
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= l~~ exp [t 83 (0) Jd
3
xtrlnD('IjJ(tk,X))]

8t--+O k=l

= l~~ exp [83
(0) :t tMJd3

xtrlnD('IjJ(tk,X))]
8t--+O k=l

= exp [84 (0)Jd4xtrlnD('IjJ(X))] , (2.1.32b)

which is (2.1.32a). Hence, in each integrand of (2.1.28-2.1.30), we have

(DetD(x,Yi'IjJ))-lj2 exp [iJd4X£('IjJ(x),OJL'IjJ(X))]

= exp [i Jd4x { £('IjJ(X) ,oJL'IjJ(x)) - i~84(0)trlnD-\'IjJ(X)) }] .

Thus, when the kernel of the quadratic part is a 1/J-dependent matrix, and
is diagonal with respect to x and y, we shall use the effective Lagrangian
density

in the Feynman path integral formula, instead of the original Lagrangian
density

'c(1/J(X) ,8M1/J(x)).

Furthermore, according to the conclusion of Sect. 1.3, we have to consider
the effective potential ~(1/J(x)) depending on whether 1/J(x) is curvilinear or
Cartesian.

For the remainder of this subsection, we consider chiral dynamics as an
example and calculate its effective Lagrangian density 'ceff(1/J(X) ,8M1/J(x)). We
have the Lagrangian density for chiral dynamics as

(2.1.35)

(2.1.36)

We have the canonical conjugate momentum 1ra (x) and the Hamiltonian den­
sity 1{(1/Ja (X), V 1/Ja (X), 1ra (x)) as

(
8,C 0

Jra x) = o(oo'IjJa(X)) = Ga,b('IjJ(X))O 'ljJb(X) ,
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and

Thus, we have

H[fJI, V'fJI, 1r] Iquadratic part in
tp, tp, momentum 1r

We find that the kernel Dn,m(x,y;~) of (2.1.24) is given by

Da,b(X, y; ~(t, x)) == 63 (x - y)G;:,~(~(t, x)),

Da,b(~(t,X)) == G-;,~(~(t,x)),

D-;,~(~(t,x)) == Ga,b(~(t,X)).

(2.1.38)

(2.1.39a)

(2.1.39b)

(2.1.39c)

We know that the exponent of the integrand of the phase space path integral
formula

1ra(X )80~a(X) - 1l(~a(X), V ~a(X ), 1ra(X )) , (2.1.40)

is quadratic in 1ra (x) so that we can perform the momentum integration as a
quasi-Gaussian integral. As the stationary condition of (2.1.40) with respect
to 1ra (x), we have

(2.1.41)

which is one of a pair of canonical equations of motion. Hence, we find
that th~ stationary value of (2.1.40) is the original Lagrangian density
£(~(x), 8J-t~(x)). We can apply the argument leading to (2.1.34) to this prob­
lem. We find that the effective Lagrangian density £'eff(~(X), 8J-t~(x)) of chiral
dynamics is given by

This conclusion agrees with the result of J .M. Charap, based on the phase
space path integral approach; that of LS. Gerstein, R. Jackiw, B.W. Lee and
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S. Weinberg, based on the canonical formalism; that of K. Nishijima and T.
Watanabe, based on the generating functionals of the T-ordered product and
T*-ordered product; and that of J. Honerkamp and K. Meets, based on the
general relativity of pion coordinates.

2.2 Covariant Perturbation Theory

In this section, we discuss covariant perturbation theory. We use the config­
uration space path integral representation of the generating functional Z[J]
of the Green's functions, (2.1.30), as the starting point. In standard operator
field theory, we first introduce the interaction picture, and then, by consider­
ation of the Tomonager-Schwinger equation and its integrability condition,
we derive covariant perturbation theory after a lengthy discussion. We can
derive covariant perturbation theory easily and quickly from the configura­
tion space path integral representation of the generating functional Z[J] of
the Green's functions. We can also derive covariant perturbation theory of
singular Lagrangian field theory with an infinite dimensional invariance group
by an extension of the method of the present section. In this respect, we shall
discuss the path integral quantization of the singular Lagrangian field theory,
specifically, the non-Abelian gauge field theory in Chap. 3 in detail.

In deriving covariant perturbation theory, we first separate by hand the
total Lagrangian density Ltot (1!J(x), {)j.L 1!J(x)) of the interacting system into the
quadratic part, Lquad(1!J(X),{)j.L1!J(x)), and the nonquadratic part, Lint(1!J(X)),
with respect to 1!J(x). As a result of this separation, we obtain the generating
functional Z[J] of the Green's functions of the interacting system as

where we have the generating functional Zo[J] of the Green's functions of the
"free" field as

Zo[J] = JV[1/J] exp [iJd4x { 'cquad (1/J(x) ,otL1/J(x))

+t,1/Jn(x)Jn(x) + "is-piece" }] .

We derive these expressions in Sects. 2.2.1 and 2.2.2. We will easily read off
Feynman rules and the Feynman-Dyson expansion of the Green's functions
of the interacting system from the interaction Lagrangian density Lint (1!J (x) ),
to be discussed in Sect. 2.2.3.
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2.2.1 Generating Functional of Green's Functions
of the Free Field

We consider an interacting system which consists of the real scalar field cjJ(x)
and the Dirac spinor field 1j;(x). As the total Lagrangian density, we consider

L\ot ~ Lquad(cjJ(X), OJ-LcjJ(x) ,1j;(x) , OJ-L1j;(x) , ijJ(x) ,OJ-LijJ(x))

+ Lint ( cjJ (X), 1j; (X), ijJ (X)) , (2.2.1a)

where Lquad consists of the quadratic part of cjJ(x) , 1j;(x) and ijJ(x) including
"is-piece" and Lint is the interaction Lagrangian density:

L ~ L Real scalar (A..(X) 0 A..(X))quad quad 'Y, J-L 'Y

£~~:~ scalar = ~(alJ-4>alJ-4> - ",24>2 + ic4>2)

1 2 2 . _ 1
~ 2cjJ(-0 -f{; +IS)cjJ~ 2cjJKcjJ,

K(x - y) ~ 84 (x - y)( -0; - f{;2 + is),

-1 84 (x - y)
K (X - y) ~ 02 2 +. ,

- x - f{; IS

Do;(3(x - y) ~ 84 (x - y)(if!J-Lof: - m + is),

-1 4 ( 1 )D 0;(3 (X - y) ~ 8 (x - y) . 0J-L + . ,
If!J-L x - m IS 0;(3

(2.2.1b)

(2.2.1c)

(2.2.1d)

(2.2.1e)

(2.2.1f)

(2.2.1g)

(2.2.1h)
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According to (2.1.30), we have the generating functionals of the "free" Green's
functions as

Zo[J] == exp[iWo[J]]

= f V[<jJ] exp [i f d4x {L:~:i scalar(<jJ(x), OJl<jJ(x)) + J(X)<jJ(x)}]

= f V[<jJ] exp [i (~<jJK <jJ + J<jJ) ]

= exp [-~JK-IJ], (2.2.2)

Zo [f}, 1]]

== exp [iWo[f}, 1]]]

= f V[lP]V[~] exp [ifd4x {L:~~~dC(lP(X), OJllP(x) , ~(x), OJl~(x))

+1](x)lP(x) + ~(x)TJ(x)} ]

= f V[lP]V[~] exp [i(~QDQl3lPl3+ 1]1311'13 + ~QTJQ)]

= exp [-i1]I3D/i~TJQ] . (2.2.3)

We have the generating functionals, Wo[J] and Wo[f},1]], of the connected
parts of the "free" Green's functions as

(2.2.4)

In writing down the last equalities of (2.2.2) and (2.2.3), we dropped the
constants

(DetK(x _ y))-1/2, and DetD(x - y),

which are independent of c/J(x) , 'ljJ(x) and iiJ(x). From (2.2.2) through (2.2.5),
we have the "free" Green's functions as
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DK(X1 - X2)

1 A A f
== GO(XI - X2) == -:- (0, outlT(</>(X1)</>(X2)) 10, in)cee

1

1 8 1 8 -1
= i M(Xl) i 8J(X2) Wo[JJIJ=o = K (Xl - X2)

== 84(X1 - X2) == Jd4p exp [-ip· (Xl - X2)]
-a~l - /'l;2 + ic (21f)4 p2 - /'l;2 + ic '

2.2.2 Generating Functional of Full Green's Functions
of an Interacting System

(2.2.6)

(2.2.7)

According to (2.1.30), we have the generating functional of the "full" Green's
functions and its connected parts of the interacting system as

Z[J, TJ, 1]]
== exp[iW[J, TJ, 1]]]

= (0, out IT (exp [iJd4
x {J(X)~(X) + fJa(X){;;a(X)

+({;;\x),-l)/317/3 (X) } ]) I0, in)
= JV[<jl] JV[1jJ] JV[~] exp [i Jd4x {L:tot(x) + J(x)<jl(x)

+fJa(x)1jJa(x) +~/3(xh/3(x)} ]
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= exp [iJd
4
x£int (~ OJ~X)' ~ orj~X)'iOry~x)) ]

XJV[4J] eXP[iJd4x {£~::~ scalar(4J(x), 0JL 4J(x)) + J(X)4J(X)}]

X JV[1P] JV[~]

X exp [iJd4x {£~~~dC(1P(X), 0JL1P(X) , ~(x), OJL~(x))

+rj",(x)1P",(x) +~(3(x)ry(3(X)} ]

= exp [iJd
4
X£int (~ OJ~X) , ~ Orj~X) ,i Ory~x)) ]

x Zo[J]Zo [i], 1]] . (2.2.8)

Generally, we have the connected part of the "full" Green's function (also
called the (l + m + n)-point function) as,

G~l' ... ,Oljl, ... ,mj!31, ... ,{3n (Xl, ... ,Xl; YI,·· . ,Ym; Zl,··· ,zn)
18 1 8 1 8 1 8
i 8J(YI) ... i 8J(Ym) . i 8i]

0
1 (Xl) i 8i]o l (Xl)

xi0 O( ) ... i0 O( ). W[J, rj, ry]lJ=1)=1)=O
1]{3n Zn 1]{31 Zl

= ;(O,outIT(~"'l (Xl)·· ·~"'I(Xl)(~\Zl)'l)(31... (~\znhO)(3n
1

x ~(YI) ... ~(Ym))10, in)c . (2.2.9)

2.2.3 Feynman-Dyson Expansion and Wick's Theorem

In the generating functional Z [J, i], 1]] ,

- [.J 4 ( 1 8 1 8 . 8 ) ]Z[J, ry, ry] = exp 1 d X£int TOJ(X) , TOrj(X) , 1ory(X)

xZo[J]Zo[i], 1]] , (2.2.8)

we expand the exponential on the right-hand side of (2.2.8) into a Taylor se­
ries. From (2.2.2) through (2.2.5), we obtain
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(2.2.10)

which gives the Feynman-Dyson expansion of the connected part of the "full"
Green's function (the (l + m + n)-point function),

in terms of Dg (x - y), 86' (x - y) and the interaction Lagrangian density
which is given by Lint (<jJ(x) ,1jJ(x), iiJ(x)). We will find this as follows. In order
to produce the (l +m +n )-point function, we have the functional derivatives,

1 b 1 b 1 b 1 b
i bJ(YI) ... i bJ(Ym) i bfjal (Xl) ... i bfjal (Xl)

. b . b I
Xl b'fJ{3n (Zn) ... I b'fJ{31 (Zl) J=fj=1]=O,

(2.2.11)

(2.2.12a)

acting on the left-hand side of (2.2.10), while on the right-hand side of
(2.2.10), we obtain the sum of the combinations of Dg(x - y), 86'(x - y)
and Lint ( <jJ(X ), 1jJ (x), iiJ (x)) as a result of this operation. We can read off the
Feynman rule from Lint ( <jJ(X ), 1jJ (X ), iiJ (X ) ) quite easily.

We have Wick's theorem in canonical quantum field theory, which is a
trivial consequence of the following identities in the path integral quantization
method:

b 4
8J(x) J(y) = 8 (x - y),

Taking the functional derivative of Zo[J]Zo[fj, 'fJ] with respect to the external
hook, J(x), fj(x) and 'fJ(x), in the path integral quantization corresponds to
taking the contraction in canonical quantum field theory.

2.3 Symanzik Construction

Let us summarize the logical structure of the presentation leading to the
covariant perturbation theory of Sect. 2.2. We discussed the path integral
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representation of quantum mechanics in Chap. 1 from the Lagrangian for­
malism, the Hamiltonian formalism and the Weyl correspondence, gradually
making the requisite corrections to the naive Feynman path integral for­
mula obtained in the Lagrangian formalism. In Sect. 2.1, we translated the
results of the path integral representation of quantum mechanics to those of
quantum field theory. In Sect. 2.2, we discussed covariant perturbation theory
from the path integral representation of the generating functional Z [J, fJ, TJ] of
the "full" Green's functions. This procedure is not lengthy compared to the
standard canonical procedure, starting from the Tomonaga-Schwinger equa­
tion and arriving at covariant perturbation theory. The generating functional
Z[J, fJ, TJ] is, however, not derived from the canonical formalism of quantum
field theory directly.

Hence, in this section, we discuss the Symanzik construction which de­
rives the path integral representation of the generating functional Z [J, fJ, TJ]
directly from the canonical formalism of quantum field theory in the Heisen­
berg picture. In Sect. 2.3.1, we derive the equation of motion of Z[J, fJ, TJ] from
its definition, the Euler-Lagrange equations of motion of the Heisenberg field
operators and the equal-time canonical (anti-)commutator. The equation of
motion of Z[J, fJ, TJ] is a functional differential equation. In Sect. 2.3.2, we
show that we can integrate this functional differential equation by a func­
tional Fourier transform trivially, and obtain the path integral representation
of the generating functional Z[J, fJ, TJ]. In Sect. 2.3.3, we show that the prob­
lem of obtaining the generating functional Z[J, fJ, TJ] is reduced to an external
field problem, using the neutral ps-ps coupling as an example. The result of
this section validates the translation of Sect. 2.1.

2.3.1 Equation of Motion of the Generating Functional

In this section, we consider quantum field theory described by the total La­
grangian density Ltot of the form,

Ltot

1 [At 0 A] 1 [ T At 0 A ]==4 (7jJ (x)Ji )a,Daf3 (x)7jJf3(x) +4 Df3a(-x)(7jJ (x)Ji )a,7jJf3(x)

+~~(x)K(x)~(x) + L:int(~(X), ;P(x),;pt (xhO) , (2.3.1)

where we have

Daf3 (x) == (iJip 8P
- m + iE)af3 '

DJa(-x) == (-iJi:8P -m+iE)f3a'

K(x) == _82 - ~2 + iE,

(2.3.2a)

(2.3.2b)
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[
A A At 0] J 4Itot cjJ, 'lfJ, 'lfJ ""'( == d xL\ot ((2.3.1)) ,

(2.3.3)

(2.3.4a)

(2.3.4b)

We have the Euler-Lagrange equations of motion for the field operators:

8itot
-~--==o,

8({p t (x )""'(O)a

(2.3.5a)

(2.3.5b)

~(x) : 8Itot - 0
8~(x) - ,

or K(x)~(x)+ 6!int = O.
8cjJ(x)

(2.3.5c)

We have the equal-time canonical (anti-)commutators,

8(xO- yO){{p~(x), {Pa(Y)}

== 8(xO- yO){({pt (x)""'(O)~, ({pt (y)""'(O)a} == 0,

(2.3.6a)

(2.3.6b)

(2.3.6c)

(2.3.6d)

and the remaining equal-time mixed canonical commutators are equal to O.
We define the generating functional of the "full" Green's functions by
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Z[J, TJ, 1])

== \ 0, out IT (exp [iJd4x {J(X)~(X) + rya(X)~a(X)

+(~t (x)-l){31]{3(x) } ]) 10, in)
00 .Z+m+n- L ll!m!n! (O,outIT((ry~)I(J~)m(~t,,01])n)IO,in)

l,m,n=O

00 .Z+m+n

== L (l~m+n)!
l,m,n=O

X \ 0, outIT(ry~ + J~ + ~t,,01])I+m+nIO, in) ,
where we have introduced in (2.3.7) the abbreviations

J~ == Jd4yJ(y)~(y), ry~ == Jd4xry(X)~(x),

~t'-l1]== Jd4z~t(z),,,o1](z).

We observe that

8 _ A l A _ A l-1
Dry(3 (x) (1]'lj;) = l 'lj;(3 (x) (1]'lj;) ,

(2.3.7)

(2.3.8a)

(2.3.8b)

(2.3.8c)
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We also observe from the definition of Z[J, fJ, 7]],

1 8
-=-~() Z[J, fJ, 7]]
1 UT}(3 X

= ( 0, out IT (~(3(X) exp [iJd4z {J(Z)~(Z) + fia(Z)~a(Z)

+(~t (z)'"l)(31](3(z)}]) I0, in) , (2.3.9a)

i i51]:(X) Z[J, fi, 1]]

= ( 0, out IT ((~t (x),l)a exp [iJd4z {J(Z)~(Z) + fia(Z)~a(Z)

+(~t (z)'"l)(31](3(z)}]) 10, in) , (2.3.9b)

1 8
i i5J(x) Z[J, fi, 1]]

= (0, out IT (~(X) exp [iJd4 z {J(Z)~(Z) + fia(z)~a(z)

+(~t (Z),l)(31](3(Z)}]) I0, in) . (2.3.9c)

From the definition of the time-ordered product and the equal-time canon­
ical (anti- )commutators, (2.3.6a-d), we have at the operator level:

Fermion:

Da(3(x)T (~(3(x) exp [i {J~ + fia~a + (~t"1°)(31](3 }])

= T (Da(3(x)~(3(x) exp [i {J~ + fia~a + (~t"1°)(31](3 }])

+T (iJd4z· h~(3i5(xO - zO) [~(3(x), (~t (ZhO)E1]E(Z)]

x exp [i {J~ + fi~ + (~t 'Y0)1]}J)
= T (Da(3(x)~(3(x) exp [i {J~ + fi~ + (~t 'Y0)1]}])

-1]a(x)T (exp [i {J~ + fi~ + (~t 'Y0)1]}]) , (2.3.10)
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Anti-Fermion:

-DJa(-x)T ((~}(xhO)a exp [i {J~ + fJa~a + (~t ,,(0)(31](3 }])

= T ( -DJa(_x)(~t(xhO)a exp [i {J~ + fJa~a + (~t ,,(0)(31](3 }])

+T (iJd4z· h~(38(xO - zO) [(~t (xhO)a,fJc(Z)~Az)]

Xexp [i {J~ + fJ~ + (~t"(0)1]}])

= T ( -DJa(-x)(~\xhO)aexp [i {J~ + fJ~ + (~t"(0)1]}])

+fJ(3(x)T (exp [i {J~ + fJ~ + (~t"(0)1]}]) , (2.3.11)

Boson:

K(x)T (~(x) exp [i {J~ + fJa~a + (~t"(O)(31](3}])

= T (K(x)~(x) exp [i {J~ + fJa~a + (~t"(O)(31](3 }])

-T (iJd4z . 8(xO - zO)[ao~(x), J(z)~(z)]

Xexp [i {J~ + fJ~ + (~t"(0)1]}] )

= T (K(x)~(x) exp [i {J~ + fJ~ + (~t"(oh}])
-J(x)T (exp [i {J~ + fJ~ + (~t"(0)1]}]) . (2.3.12)

Applying the Euler-Lagrange equations of motion, (2.3.5a-c), to the first
terms of the right-hand sides of (2.3.10-2.3.12), and taking the vacuum ex­
pectation values of (2.3.10-2.3.12), we obtain the equations of motion of the
generating functional Z[J, TJ, 17] of the "full" Green's functions as

{

~I [1 c5 1c5 • c5 ] }1 fJ U int TD' TJi7 ' 1 811 _
Da(3(X)7~()+ ( ) +17a(X) Z[J,17,1}] ==0,

1 U1}(3 x fJ i_c5 _
c57Ja(x)

(2.3.13a)
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{

I 8 Hint [th, t~,iiJ] }_
K(x)i 8J(x) + (1_

0
_) + J(x) Z[J, 1], 1]] == o. (2.3.13c)

6 i oJ(x)

Equivalently, we can write (2.3.13a-c) with the use of (2.3.5a-c) as

{
Htot [t 1" t~, iiJ] }

( )
+ 1]a(x) Z[J, 1], 1]] == 0,

6 . 0
101]a(X)

{
Htot [t 1" t~, iiJ] __ } _ _

( )

1]{3 ( x ) Z [J, 1], 1]] - 0 ,
6 1_0_

i ofj(3(x)

(2.3.14a)

(2.3.14b)

(2.3.14c){ 8ltot[th,t~'iiJ] }_
(
1_

0
_) + J(x) Z[J, 1], 1]] == o.

6 i oJ(x)

We note that the coefficients of the external hook terms, 1]a (x), 1](3 (x) and
J(x), in (2.3.14a), (2.3.14b) and (2.3.14c) are ±1, which is a reflection of the
fact that we are dealing with canonical quantum field theory and originates
from the equal-time canonical (anti-)commutators.

2.3.2 Method of the Functional Fourier Transform

We define the functional Fourier transform Z[cjJ, 'ljJ, i/J] of the generating func­
tional Z[J, 1], 1]] by

Z[J, fj, 1]] == JV[4>]V[~]V[~]Z[4>,~,~] exp [i(J4> + fj~ + ~1])J. (2.3.15)

By functional integration by parts, we obtain the identity

[

1]a(x) ]
-1]{3 ( x ) Z [J, 1], 1]]

J(x)

= JV[4>]V[~]V[~]Z[4>,~,~]

x exp[i(J cjJ + 1]'ljJ + i/J1])]

1 6

i 6i/Ja(x)
1 6
---
i 6'ljJ{3(x)
1 6
---
i 6cjJ(x)
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1 8
-i 8iiJa(x)

J 1 8
= V[cP]V [1/1]V [t/J] -i b1/l{3(x)

1 8
----

i 8cjJ(x)

X exp [i(J cjJ + fj1jJ + iiJ17) ] . (2.3.16)

With the identity, (2.3.16), we have the equations of motion of the func­
tional Fourier transform Z[cjJ, 1jJ, iiJ] of the generating functional Z[J, fj, 17] from
(2.3.14a-c) as

We divide (2.3.17a-c) by Z[cjJ, 1jJ, iiJ], and obtain

8 - - 8 -
bt/Ja(x) In Z[cP, 1/1, 1/1] = i bt/Ja(X/todcP, 1/1, 1/1] ,

We can immediately integrate (2.3.18a-c) with the result,

- - 1 -
Z[cP, 1/1, 1/1] = Cv exp[iltot [cP, 1/1, 1/1]]

1 [.J 4 - ]== Cvexp 1 d ZLtot(cjJ(z), 1jJ(Z) ,1jJ(z)) .

(2.3.17a)

(2.3.17b)

(2.3.17c)

(2.3.18a)

(2.3.18b)

(2.3.18c)

(2.3.19)

From (2.3.19), we obtain the generating functional Z[J, fj, 17] in the functional
integral representation,
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Z[J, 1], 1'}] = d
v
JV [ep] V['lj1]V [-ijJ] exp [iJd4z {.Ltot(ep(Z), 'lj1(z), -ijJ(z))

+ J (z) ep(z) + 1](z)'lj1 (z) + -ijJ(z)1'} (z)}] . (2.3.20)

Here, Cv is a normalization constant. If we normalize Z[J, f}, "7] as

Z[J == f} == "7 == 0] == 1 ,

we find Cv to be the vacuum-to-vacuum transition amplitude,

Cv = JV [ep]V ['lj1]V [-ijJ] exp[iltot [ep, 'lj1, -ijJ]] = (0, outlO, in) .

Another normalization we may use the following,

Z[J == f} == "7 == 0] == (0, outlO, in) ,

with

Cv == 1.

2.3.3 External Field Problem

In this section, we consider the neutral ps-ps coupling

(2.3.21 )

(2.3.22)

(2.3.23a)

(2.3.23b)

(2.3.24)

as an example, and demonstrate that the problem of the interacting sys­
tem is reduced to finding the Green's functions of the external field problem
with slight modification of the path integral representation, (2.3.20), of the
generating functional Z[J, f}, "7].

To begin with, we separate the exponent of (2.3.20) into a (pseudo) scalar
part and a fermionic part,

Ltot + J q; + f}1/J + iiJ"7 (2.3.25)

== {~4JKq; + Jq;}+{iiJa(Da{3+g0(J!5)a{3q;)1/J{3 + f}{31/J{3+iiJa"7a}.

We define f[q;, f}, "7] by

J[ep, 1], 1'}] == JV ['lj1]V [-ijJ] exp [iJd4z{-ijJa(z) (Da{3(z)

+gO(5)a{3ep(Z))'lj1{3(z) + 1]{3(z)'lj1{3(z) + -ijJa(Z)1'}a(z)}]. (2.3.26)
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Then, we have

Z[J, i}, 7]] = dv Jv [4>]f [4>, i}, 7]]

x exp [i Jd4
Z {~4>(z)K(z)4>(z) + J(z)4>(z)} ]

= d
v

f [~ o~, i}, 7]] Jv [4>] exp [i (~4>K4> + J4»]

= d{,f [~o~,i},7]] exp [-~JD6J]

= d{, JV[7/J]V[~]

xexp [i Jd
4
z {~(.(Z) (Da(1(z)+go(,s)a(1 Go~)) 7/J(1(z)

+i}(1(z)7/J(1(z) + ~a(z)7]a(z) } ] exp [-~JD6 J]

== d{, JV[7/J]V[~] exp [iJd
4

Z { ~a(z) (st b (z) t(1 7/J(1(z)

+i}(1(z)7/J(1(z) + ~a(z )7]a(z)} ] exp [-~JD6J] , (2.3.27)

1 tS

where SJ tSJ (x) is the fermion Green's function in the presence of an external
field and is defined by

(2.3.28)

Next, we perform a function change of the fermion variable,

(

ItS ) -1/2 _ ( 1 tS ) _
1jJ'(x) == SJ tSJ (x) 1jJ(x) , V [1jJ']V [1jJ'] == Det SJ tSJ V[1jJ]V[1jJ].

(2.3.29)

As a result of fermion number integration, we obtain
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(2.3.30)

where the constants, (DetD6)-lj2 and (DetS6')-l, are absorbed into the
normalization constants, C{"r and C0-, with C0- given by

(2.3.31)

As is obvious from (2.3.30) that, once we know st(x), Le., once the external
field problem is solved, we have solved the problem of the interacting system
as well.

Alternatively, using the translation property of

exp [/ d4Xh(X)5J~X)]'

with respect to J(x), we can rewrite (2.3.20) as

Z[J, 17, 1]]

= dv exp [i / d4ZLint (~ 5J~Z) , ~ 517~Z) ,i 517~Z))] Zo [JjZo [17, 17]

= dv exp [/ d
4
zg0 517~Z) 'Y5 517~Z) 5J~Z)]

x exp [-~JD5J] exp[-i17S617]

1 [if) 4 4 ( 8 8) F= Cv
exp -2" d xd y J(x) + go 517(X) 'Y5 517(x) Do (x - y)

x (J(Y) + go 517~Y) 'Y5 517~Y)) ] exp [-i17S517] , (2.3.32)

with the normalization constant Cv given by

(2.3.33)

In this alternative approach, we need not know the solution, st(x), to the
external field problem.

Either of these methods works as long as the interaction Lagrangian den­
sity Lint (</J(x) ,1/J(x) , i/J(x)) is given by the Yukawa coupling.
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2.4 Schwinger Theory of the Green's Function

The "full" Green's functions introduced in Sects. 2.1 and 2.2 are entirely dif­
ferent from the Green's functions of linear differential equations encountered
in mathematical physics. Due to the presence of the interaction Lagrangian
density Lint (c/J(X) , 'ljJ(x) , ij;(x)) , the equation of motion of the n-point "full"
Green's function involves higher-order "full" Green's functions. The system
of equations of motion is nonlinear and actually forms an infinite system. In
Sect. 2.2, we defined the "full" Green's functions in an essentially perturbative
manner and did not know their equations of motion entirely. In this section, in
order to remedy these deficiencies, we discuss the Schwinger-Dyson equation.

In Sect. 2.4.1, we derive a coupled system of equations of motion of the
"full" Green's functions using the equation of motion of Z[J, 17, 1}], (2.3.13a­
c), as the starting point. In Sect. 2.4.2, with the introduction of the proper
self-energy parts and vertex operators after Dyson, we decouple the system of
equations of motion and derive the Schwinger-Dyson equation which is exact
and closed. From this equation, we can derive covariant perturbation theory
by iteration just like Sect. 2.2. On top of this, based on the Schwinger-Dyson
equation, we can discuss the nonperturbative behavior of QED and QeD
with the tri-f approximation.

In the discussion of this section, we do not use the path integral rep­
resentation of Z[J, 17, 1}]. Instead, we start from the equations of motion of
Z[J, 17, 1}], (2.3.13a-c). Furthermore, contrary to the Feynman-Dyson expan­
sion of Sect. 2.2, we can develop covariant perturbation theory based on the
exact equation of motion in closed form. To this end, we discuss the Schwinger
theory of the Green's function in this section.

2.4.1 Definition of the Green's Function
and the Equation of Motion

We discuss the Schwinger theory of the Green's function with the interaction

Lagrangian density Lint(~(x), {p(x), {P t (x)~O) of the Yukawa coupling in mind,

Lint (~(x), {p(x), {pt (XhP) = Go({p t (x )-'l)0:1'0:(3 (x){p(3(x)~(x) ,

with

We define the vacuum expectation values, (F)J,fj,ry and (F)J, of the operator
A A At

function F(c/J(X) , 'ljJ(x) , 'ljJ (x)~O) in the presence of the external hook terms
{ J, 17, 1}} by
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(2.4.3a)

(2.4.3b)

We define the connected parts of the two-point "full" Green's functions
in the presence of the external hook J (x) by

Fermion:

(2.4.4)

where we have,

(2.4.5)

and

Boson:

(2.4.6)

where we assume that

(2.4.7)

We have the equations of motion of Z[J, 17, 1]], (2.3.13a-c), when the interac­

tion Lagrangian density £int(~(X),;P(x),;pt(x),O) is given by (2.4.1):
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{Da{j(X) (~OiJ:(X») + GO'Ya{j(x) (~OiJ:(X») (~OJ~X») } Z[J,iJ, 77]

== -1]a (x )Z[J, 17, 1]] , (2.4.8a)

{-D~a(-x) (i077:(X») - Go ~077:(X») 'Ya{j(x) G8J~X»)} Z[J, iJ, 77]

== +17j3(x)Z[J, 17, 1]] , (2.4.8b)

{ K(x) (~ oJ~(X») + Go (i077:(X») 'Ya{j(x) (~ OiJ:(X») } Z[J, iJ, 77]

== -J(x)Z[J, 17, 1]] . (2.4.8c)

Dividing (2.4.8a-c) by Z[J, 17,1]], and referring to (2.4.3), we obtain the equa­
tions of motion for

as

-D~a(_x)((~t(x)r°)a) - GO'Ya{j(X)((~t (X)r°)a~(X»J,1j,'7 = +iJ{j(x) ,
. (2.4.10)

We take the following functional derivatives.

i~() (2.4.9)1_ :
U1]c Y r]=r]=O

Da{j(x) ((~t (y)r0)c~{j(x»J

At 0 A A J 4
+GO~aj3(X)((7/J (y)~ )c7/Jj3(X)cjJ(x)) == -ibacb (x - y),

1 b I7~() (2.4.10) _ :
1 u1]c Y r]=r]=O

-DJa(-x) ({Pc (y) ({pt (x)~O)a)J

A At 0 A J 4
-GO~aj3(x)(7/Jc(Y)(7/J (X)~ )acP(X)) == -ibj3cb (x - y),
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These equations are part of an infinite system of coupled equations. We ob­
serve the following identities.

With these identities, we obtain the equations of motion of the connected
parts of the two-point "full" Green's functions in the presence of the external
hook J(x) as

{ D,:X{3(x) + GO'Ya{3(x) ((~(x))J + ~ OJ~X)) } S~{3€(x, Y)

== bae84(x - y) ,

{
T (A J 1 8 )} IJD{3a(-x) + GO'Ya{3(x) (4)(x)) + i OJ(x) SF,w(Y, x)

== b{3e 84 (x - y) ,

(2.4.12a)

(2.4.13a)



2.4 Schwinger Theory of the Green's Function 87

K(x)D'j (x, y) - GO'YQI3(x)~ 8J~Y) S~I3Q(x, x±) = 84 (x - y) . (2.4.14a)

Since the transpose of (2.4.13a) is (2.4.12a), we only have to consider (2.4.12a)
and (2.4.14a). At first sight, we may get the impression that we have the
equations of motion of the two-point "full" Green's functions, 8!/,a/3(x, y) and
DV (x, y) in closed form. Due to the presence of the functional derivative,

1 8
i 8J(x) ,

however, (2.4.12a), (2.4.13a) and (2.4.14a) involve three-point "full" Green's
functions and are merely part of an infinite system of coupled nonlinear equa­
tions of motion of the "full" Green's functions.

2.4.2 Proper Self-Energy Parts and the Vertex Operator

In this section, we use the variables, "1", "2", "3", . .. to represent the space­
time indices, t, x, y, z, the spinor indices, (l, (3, 1, ... , as well as other internal
indices, i, j, k, ....

With the use of the "free" Green's functions, 86(1 - 2) and D6'(l - 2),
defined by

D(1)86 (1 - 2) == 1 ,

K(l)D6'(l - 2) == 1,

(2.4.15a)

(2.4.15b)

we rewrite the functional differential equations satisfied by the "full" Green's
functions 8'/ (1,2) and DV (1,2), (2.4.12) and (2.4.14), as the integral equa­
tions

8;/ (1,2) == 86 (1 - 2) + 8"6 (1 - 3)(-Go1(3))

(

A J 1 8 ) IJ
x (<jJ(3) + i 01(3) SF (3,2) ,

DV (1,2) == D6'(l - 2) + D6'(l - 3)

x ( Gotf')'(3)~ O1~2) S'j (3, 3±)) .

(2.4.12b)

(2.4.14b)

We compare (2.4.12b) and (2.4.14b) with the defining integral equations of
the proper self-energy parts, E* and II*, due to Dyson, in the presence of
the external hook J(x),

81/ (1,2) == 8"6 (1 - 2) + 8"6 (1 - 3)(-G01(3)(4>(3))J)8{/ (3,2)

+86 (1 - 3)E* (3, 4)8'/ (4, 2) , (2.4.16)
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and

DV (1,2) == D6 (1 - 2) + D6 (1 - 3)II* (3, 4)DV (4,2) ,

obtaining

(2.4.17)

-GOI'(1)~ 8J~1) S~ (1,2) = 17*(1, 3)S~ (3,2) == 17*(l)S~ (1,2),

(2.4.18)

and

Gotf/'(l)~8J~2)S~ (1, 1±) = ll*(l, 3)D~(3,2)

== II*(1)DV (1,2) . (2.4.19)

Thus, we can write the functional differential equations, (2.4.12a) and (2.4.14a),
compactly as

and

{D(1) + G01(1)(~(1))J - .E*(1)}Si (1,2) == 6(1 - 2),

{K(1) - II*(1)}DV (1,2) == 6(1 - 2).

(2.4.20)

(2.4.21 )

Defining the nucleon differential· operator and meson differential operator by

and

DM (1,2) == K(1)6(1 - 2) - II*(1, 2),

we can write the differential equations, (2.4.20) and (2.4.21), as

(2.4.22)

(2.4.23)

DN (1, 3)Si (3,2) == 6(1 - 2), or DN (1,2) == (Si (1,2))-1 , (2.4.24)

and

DM (1, 3)DV (3,2) == 6(1 - 2), or DM (1,2) == (DV (1,2))-1. (2.4.25)

Next, we take the functional derivative of (2.4.20).

1 6
i 8J(3) (2.4.20) :

{D(l) + Gol'(l)(~(l»)J - 17*(1)}~ 8J~3) S~ (1,2)

= {-iGOI'(1)D~ (1, 3)+~ 8J~3) 17*(1)} S~ (1,2). (2.4.26)
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Solving (2.4.26) for t 8J~3) S!j' (1,2), and making use of (2.4.20), (2.4.22) and
(2.4.24), we obtain

1 0 IJ( )i 8J(3) SF 1, 2

= S'/ (1,4) { -iGo')'(4)D,/ (4, 3) + ~ 8J~3) E* (4) } S'/ (4, 2)

= -iGoS,/ (1,4) { ')'(4)8(4 - 5)8(4 - 6)

-G
1

A 8 E*(4,5)}S;/(5,2)D!/(6,3). (2.4.27)
o 0(cjJ(6))J

Comparing (2.4.27) with the definition of the vertex operator r(4, 5; 6) of
Dyson,

~ t5J~3/'/(1,2) 0= -iGoS,/ (1, 4)r(4, 5; 6)S,/ (5, 2)D'/ (6,3), (2.4.28)

we obtain

r(l, 2; 3) == '"'((1 )0(1 - 2)0(1 - 3) - G
1

A 8 E* (1,2) ,
o 0(cjJ(3))J

while we can write the left-hand side of (2.4.28) as

1 0 IJ( ) . IJ( ) 0 IJ()7£J(3)SF 1,2 ==lDF 6,3 A SF 1,2.
1 u 0(cjJ(6))J

From this, we have

G
1

A 8 S'/ (1,2) = -s,/ (1, 4)r(4,5; 6)S,/ (5,2) ,
o 0(cjJ(6))J

and we obtain the compact representation of r(l, 2; 3),

(2.4.29)

(2.4.30)

r(l 2· 3) == ~ 0 (S'J(l 2))-1 == ~ 0 D (1 2)
" Go 0(~(3))J F, Go 0(~(3))J N ,

== (2.4.29) . (2.4.31)

Lastly, from (2.4.18) and (2.4.19), which define E*(1,2) and II*(1,2)
indirectly and the defining equation of r(l, 2; 3), (2.4.28), we have

E*(l, 3)S;/ (3,2) == iG6'"'((1)S;/ (1, 4)r(4, 5; 6)S;/ (5, 2)D!/ (6,1),
(2.4.32)
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and

II* (1, 3)D~ (3,2) == -iC5tr1(1)Si (1, 4)r(4,5; 6)

x si (5, l)D~ (6,2) .

Namely, we obtain

17*(1,2) == iC51(1)Si (1, 3)r(3, 2; 4)D~ (4,1),

and

II*(1,2) == -iC5tr1(1)Si (1, 3)r(3, 4; 2)Si (4,1) .

Summary of the Schwinger-Dyson Equations

(2.4.33)

(2.4.34)

(2.4.35)

DN (l, 3)Si (3,2) == b(l - 2), DM (l, 3)D~(3,2) == b(l - 2) ,

DM (1,2) == K(l)b(l - 2) - II*(l, 2),

K(l)(~(l))J - iCotr(1(1)Si (1,1)) == -J(l),

17* (1, 2) == iC61(1 )Si (1, 3)r(3, 2; 4)D~ (4, 1) ,

II* (1, 2) == -iC5tr{1(1)Si (1, 3)r(3, 4; 2)Si (4, I)} ,

. _ 1 b IJ -1r(l, 2, 3) == -C A (SF (1,2))
o b(cjJ(3))J

== 1(1)b(1 - 2)b(1 - 3) - Cl A 0 17* (1,2) .
o b(cjJ(3))J

This system of nonlinear coupled integro-differential equations is exact and
closed. Starting from the oth order term of r(l, 2; 3), we can develop covariant
perturbation theory by iterations.
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2.5 Equivalence of Path Integral Quantization
and Canonical Quantization

In this section, starting with the path integral quantization of Feynman as
Feynman's action principle, we derive the canonical quantization from the
path integral quantization for the nonsingular Lagrangian (density). From
the discussions of Sects. 2.1 and 2.3, we shall see that path integral quantiza­
tion and canonical quantization are equivalent, at least for the nonsingular
Lagrangian (density).

In Sect. 2.5.1, we shall state Feynman's action principle and we make three
assumptions which will be acceptable as common sense:

(A.l) principle of superposition and the composition law;
(A.2) functional integration by parts;
(A.3) resolution of the identity.

In Sect. 2.5.2, we derive the definition of the field operator in terms of its
matrix elements, the Euler-Lagrange equation of motion, and the definition
of the time-ordered product in terms of its matrix elements from path integral
quantization.

In Sect. 2.5.3, we show that the definition of the momentum operator
as the displacement operator in path integral quantization agrees with the
definition of the canonically conjugate momentum in canonical quantization,
and we derive the equal-time canonical (anti-)commutators from path integral
quantization.

In Sects. 2.1 and 2.3, by two different approaches, we have shown that

canonical quantization =? path integral quantization,

while in this section, we shall show that

canonical quantization ~ path integral quantization.

Thus, we shall demonstrate their equivalence at least for a nonsingular La­
grangian (density).

In this section, in order to emphasize the parallelism of the discussions of
Feynman's action principle in quantum mechanics and quantum field theory,
we shall add "M" and "F" at the end of each equation number.

2.5.1 Feynman's Action Principle

The operator q(t) for all time t (the operator ~ (x) for all space-time indices
x on a space-like hypersurface 0-) forms a complete set of commuting opera­
tors. In other words, the quantum-theoretical state vector can be expressed in
terms of the complete set of eigenkets Iq, t) of the commuting operators q(t)
(the complete set of eigenkets 1<fJ, 0-) of the commuting operators ~(x)). Feyn­
man's action principle declares that the transformation function (q", t"lq', t')
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((cjJ" , a" IcjJ' , a'}) is given by

1 l q(t")=q,,
(q", t"lq', t') == -- V[q(t)]

N(D) q(t')=q'

x exp [~ l,t
ff

dtL (q(t), :tq(t»)] ,

c/J" "

(</J", a"I</J', a') = N(n) h',a:a V[</J]

x exp [~ r d4xL:(</J(x), oJL</J(x»] ,
n In(a'',a')

(2.5.IM)

(2.5.IF)

where D is given by

D == { D(t", t') == space-time region sandwiched between t' and t",
D(a", a') == space-time region sandwiched between a" and a'.

We state three assumptions here.

(A-I) The principle of superposition and the composition law of the proba­
bility amplitudes in the space-time region D1 + Dn , where D1 and DIl

are neighbors:

q(t")=q" qII(t")=q"

1 V[q] == 1 dq"'l
q(t')=q' t=t'" qII(t"')=q'"

qI(t"')=q'"

xV[qn]1 V[ql] ,
qI(t')=q'

c/J" ,a" rc/J" ,a" rc/J'" ,a'"

h',a' V[</J] = 1ff' d</J'" Jq,ff',aff' V[</Jn] Jq,',a' V[</JI].

(2.5.2M)

(2.5.2F)

(2.5.3M)

(A-2) Functional integration by parts is allowed. The requisite "ic-piece"
which damps the contributions from the functional infinities is already
included in the Lagrangian (density).

(A-3) Resolution of the identity:

Jdq'Iq', t')(q', t'l = 1 ,

Jd</J' I</J', a') (</J', a' I = 1. (2.5.3F)
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From the consistency of these three assumptions, the normalization constant
N([2) must satisfy

which also originates from the additivity of the action functional,

l[q; t", t'] == l[q; t", t"'] + l[q; t"', t'] ,

1[4>; a", a'] == 1[4>; a", a"'] + 1[4>; a"', a'] .

The action functional is defined by

2.5.2 The Operator, Equation of Motion
and Time-Ordered Product

(2.5.4)

(2.5.5M)

(2.5.5F)

(2.5.6M)

(2.5.6F)

In path integral quantization, the operator is defined by its matrix elements:

q(t")=q"

(q", t"lq(t)lq', t') == N(ln) r V[qJq(t)
Jt Jq(tl)=ql

x exp [~1[q; t", t'J] ,

cP" 11

(4)'', o-"I~(x) 14>',0-') = N~) h, ,17:17 V[4>J4>(x)

x exp [~1[4>;0-",0-']] .

(2.5.7M)

(2.5.7F)

If t lies on the t"-surface (x lies on the a"-surface), (2.5.7M) and (2.5.7F)
can be rewritten on the basis of (2.5.1M) and (2.5.1F) as

(q", till q(t") Iq',t') == q" (q", till q', t') ,

(4)", alii ~(X") 14>', a') == cj/' (x") (4)", a" 14>' ,a') ,

(2.5.8M)

(2.5.8F)

for all Iq', t') (for all 14>', a')) which form a complete set. Then, we have
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(q", t" Iq(t") == q" (q" , t" I,

(4/', a"I~(x") == cj/'(x") (cj/', a"l,

(2.5.9M)

(2.5.9F)

which are the defining equations of the eigenbras, (q", t" I and (cjJ", a" I.
Next, we consider the variation of the action functional.

5I[ . " '] = (t~ {8L(q(t), dq(t)jdt) _ ~ (8L (q(t), dq(t)jdt))} 5 ( )
q, t ,t It' t {)q(t) dt {) (dq(t)jdt) q t

it" d ~ {8L (q(t), dq(t)jdt) ~ ( )} ( )
+ t' t dt {) (dq(t)jdt) uq t, 2.5.lOM

We consider particular variations in which the end-points are fixed,

5q(t') == 5q(t") == 0; 5cjJ(x' on a') == 5cjJ(x" on a") == 0 . (2.5.11)

Then, the second terms in (2.5.10M) and (2.5.10F) vanish. We obtain the
Euler derivatives,

5I[q; t", t'] == 8L (q(t), dq(t)jdt) _ ~ (8L (q(t), dq(t)jdt))
5q(t) 8q(t) dt 8 (itq(t)) ,

5I[cjJ;a",a'] == 8£(cjJ(x),8~cjJ(x)) -8 (8£(cjJ(x),8~cjJ(X)))

5cjJ(x) 8cjJ(x) ~ 8 (8~cjJ(x)) .

Now, we evaluate the matrix elements of the operators,

5I[q; t", t']
5q(t)

and
5I[~; a", a']

5~(x)

in accordance with (2.5.7M) and (2.5.7F).



2.5 Equivalence of Path Integral Quantization and Canonical Quantization 95

/ " "I b1[q; t", t'] I ' ')\q ,t bq(t) q,t

( ") 11

1 lq
t =q b1[q·t" t'] [i ]

= N(fl) q(t/)=q' V[q] 8~(t) exp li I[q; t", t
/
]

1 lq
(t/l)=qll fi b [ i ]

= N(fl) q(t/)=q' V[q]i 8q(t) exp liI[q; t", t
/
]

== 0,

( ~", a" 18I[;~~~)a'l I~/, a
/
)

1 r4>/I ,a" 81[4)" a" a'] [ i ]
= N(fl) J"",a' V[~] 8~(x) exp liI[~;a",a/]

1 r4>/I ,a" fi b [ i ]
= N(fl) J"",a' V[~]i 8~(x) exp liI[~;a",a/]

== O.

(2.5.12M)

(2.5.12F)

By the assumption that the eigenkets Iq, t) (1<jJ, a)) form a complete set of the
expansion basis, we obtain the Euler-Lagrange equations of motion at the
operator level, from (2.5.12M) and (2.5.12F), as

b1[q]
Mj(t) = 0, and 8:[~] = O.

b<jJ(x)
(2.5.13)

As for the time-ordered products, we have

1 q(t/l)=q" [ . ]

N(fl) l(t/)=ql V[q]q(td'" q(tn)exp ~I[q; t", t
/
]

== (q", t" IT(q(t1) ... q(tn ) ) Iq' , t') ,

</>/1 /I
N(fl) h',a:a V[~]~(Xl)"'~(Xn)exp UI[~;a",a/]]

== (<jJ", a"IT(~(Xl)··· ~(xn))I<jJ', a').

(2.5.14M)

(2.5.14F)

We can prove above by mathematical induction starting from n == 2. Again
as in Sect. 1.2.3, the objects given by the left-hand sides of Eqs. (2.5.14M)
and (2.5.14F) are the matrix elements of the canonical T*-product which is
defined for quantum field theory by the following equations,
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with

2.5.3 Canonically Conjugate Momentum
and Equal-Time Canonical (Anti- )Commutators

We define the momentum operator as the displacement operator,

(q", t"liI(t") Iq', t') = ~ aO" (q", t"lq', t') ,
I q

(2.5.15M)

(2.5.15F)(4J", CT" I*(x") 14J' ,CT') = ~ 8~" (4J", CT" 14J' ,CT') .

In order to express the right-hand sides of (2.5.15M) and (2.5.15F) in terms
of the path integral representation, we consider the following variation of the
action functional.

(1) Inside [l, we consider infinitesimal variations of q(t) and 4J(x ),

q(t) -+ q(t) + 6q(t), and 4J(x) -+ 4J(x) + 64J(x) , (2.5.16)

where, as 6q(t) and 64J(x), we take

6q(t' ) == 0,

64J(x') == 0,

6q(t) == ~(t), 6q(t") == ~" ,

64J(x) == ~(x), 64J(x") == ~" .

(2.5.17M)

(2.5.17F)

(2) Inside [l, the physical system evolves in time in accordance with the
Euler-Lagrange equation of motion.

As the response of the action functional to particular variations, (1) and (2),
we have

6I[ . 11 '] == aL(q(t"), dq(t") / dt") e"
q, t ,t a(dq(t")/dt") ~, (2.5.18M)

(2.5.18F)
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where the first terms of (2.5.10M) and (2.5.10F) vanish due to the Euler­
Lagrange equation of motion.

Thus, we obtain

<5I[q; t", t']
<5q(t")

8L(q(t"), dq(t") / dt")

8(dq(t") / dt")
(2.5.19M)

<5I[cjJ;a",a'] " 8£(cjJ(x"),8j.LcjJ(x"))
o4>(x") = np,(x) o(op,4>(x")) , (2.5.19F)

where nj.L(x") is the unit normal vector at a point x" on the space-like surface
a". With these preparations, we can express the right-hand sides of (2.5.15M)
and (2.5.15F) as

n 8 (" "1 ' ')i 8q(t") q , t q, t

== ~ Hm (q" + ~", t"lq', t') - (q", t"lq', t')
i /;,"-+0 ~"

n 1 lq
(t

ll
)=qll [ . ]

== -:- Hm N(n) V[q] exp ~I[q; t", t']
I /;, -+0 J t q(t')=q' /l;

X ;" { exp [k(I[q + ~; t", t'] - I[q; t", t'])] - 1}

1 lq
(t

ll
)=qll [ . ]

== ~~m N( n) V[q] exp ~ I[q; t", t']
/;, -+0 Jt q(t')=q' /l;

x I[q + ~; t", t'] - I[q; t", t'] + O( (~")2)

~"

1 rq(tll)=qll [ i ] <5I[q' t" t']
= N(Q) lq(tl)=ql V[q]exp /iI[q;t",t'] Oq'(t")

1 q(t")=q" [ . ]

= N(Q) l(tl)=ql V[q]exp ~I[q;tll,t']

x 8L(q(t"), dq(t") / dt"))
8(dq(t") / dt")

_/ " "1 8L(fj( t"), dfj(t") / dt")) I' ')
- \ q ,t 8(dfj(t") / dt")) q , t .

Likewise, we obtain

(2.5.20M)
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(2.5.20F)

From (2.5.15M) and (2.5.15F), and (2.5.20M) and (2.5.20F), we obtain the
operator identities,

A( ) _ ()L(q(t), dq(t)/dt)
p t - ()(dq(t)/dt) , (2.5.21M)

(2.5.21F)

Equation (2.5.21M) is the definition of the momentum fi(t) canonically con­
jugate to q(t). With the choice of the unit normal vector as

nl-£(x) == (1,0,0,0) ,

(2.5.21F) is also the definition of the momentum n(x) canonically conjugate
to ~(x). A noteworthy point is that n(x) is a normal dependent quantity.

Lastly, we discuss the equal-time canonical (anti-)commutators. For the
quantum mechanics of a Bose particle system, from

(q", t"l qB (t") Iq' , t') == q~ (q" , t"l q' , t')

and from (2.5.15M), we have

(q" , t" IfiB (t")qB (t") Iq', t')
n ()

== - - ( "(q" t"lq' t')). ~ "qB , ,
I uqB

= ~ (q", t"lq', t') + q~ (q", t"IPB (t") Iq', t')
I

n
== -;- (q", t"l q' , t') + (q", t"l qB (t") fiB (t") Iq' , t') ,

I

(2.5.22M)

(2.5.23M)
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Le., we have

(2.5.24M)

For the quantum mechanics of a Fermi particle system, we have extra minus
signs on the second terms of the second and third lines of (2.5.23M), arising
from the anticommutativity of the Fermion number, and thus we obtain

{PF(t), qF(t)} = ~ .
1

For quantum field theory of the Base field, from

(4/', alii~B (x") Iq;' ,a') == q;~ (x") (q;", alii q;', a')

and from (2.5.15F), we have

(2.5.25M)

(2.5.22F)

Le., we have

A li
[1rB(Xl), q;B(X2)] == -:-8a (Xl - X2) . (2.5.24F)

1

For quantum field theory of the Fermi field, for the same reason as in
(2.5.25M), we obtain

A li
{1rF(Xl), <PF(X2)} == -:-8a (Xl - X2). (2.5.25F)

1

In summary, from Feynman's action principle, (2.5.1M,F), the assump­
tions (A-I), (A-2) and (A-3) , the definition of the operator in the path integral
quantization of Feynman, (2.5.7M,F), and the definition of the momentum
operator as the displacement operator, (2.5.15M,F), we deduced

(a) the Euler-Lagrange equation of motion, (2.5.13),
(b) the definition of the time-ordered product, (2.5.14M,F),
(c) the definition of the canonical conjugate momentum, (2.5.21M,F), and
(d) the equal-time canonical (anti-)commutator, (2.5.24M,F) and (2.5.25M,F).

Thus, we have demonstrated

canonical quantization {= path integral quantization.

In view of the discussions in Sects. 2.1, 2.3 and in this section, we have
shown the equivalence of path integral quantization and canonical quantiza­
tion for the nonsingular Lagrangian (density).
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3. Path Integral Quantization
of Gauge Field

In Chap. 2, we assumed that the Lagrangian density

£(1/J(x), a~1/J(x))

is nonsingular. In this chapter, we discuss the path integral quantization
of gauge field theory. Gauge field theory is singular in the sense that the
kernel of the quadratic part of the gauge field Lagrangian density is a four­
dimensionally transverse projection operator, which is not invertible without
the gauge fixing term.

The most familiar example of a gauge field is the electrodynamics of J.C.
Maxwell. The electromagnetic field has a well-known invariance property un­
der the gauge transformation (gauge invariance). The charged matter field
interacting with the electromagnetic field has a property known as the charge
conservation law. The original purpose of the introduction of the notion of
gauge invariance (originally called Eichinvarianz) by H. Weyl was a unified
description of the gauge invariance of the electromagnetic field and the scale
invariance of the gravitational field. Weyl failed to accomplish his goal. After
the birth of quantum mechanics, however, Weyl reconsidered gauge invari­
ance and discovered that the gauge invariance of the electromagnetic field is
not related to the scale invariance of the gravitational field, but is related to
the local phase transformation of the matter field and that the interacting
system of the electromagnetic field and the matter field is invariant under the
gauge transformation of the electromagnetic field plus the local phase trans­
formation of the matter field. The invariance of the matter field Lagrangian
density under a global phase transformation results in the charge conserva­
tion law, according to Noether's theorem. Weyl's gauge principle declares
that the extension of the global invariance (invariance under the space-time
independent phase transformation) of the matter field Lagrangian density

Lmatter(1/J(x) , a~1/J(x))

to the local invariance (invariance under the space-time dependent phase
transformation) of the matter field Lagrangian density under the continuous
symmetry group G necessitates the introduction of the gauge field and the
replacement of the derivative a~1/J(x) with the covariant derivative D~1/J(x)

in the matter field Lagrangian density,
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Lmatter (7jJ(x) , 8J-t7jJ(x)) -t Lmatter(7jJ(x) , DJ-t7jJ(x)).

It also requires that the covariant derivative DJ-t7jJ(x) transforms exactly like
the matter field 7jJ(x) under the local phase transformation. From this, the
transformation law of the gauge field is uniquely determined. It further de­
clares that the coupling of the matter field with the gauge field is universal
and that the mechanical mass term of the gauge field is forbidden. As the
continuous symmetry group G, Weyl restricted his consideration to the U(l)
gauge group, the electrodynamics. C.N. Yang and R.L. Mills considered the
SU(2)-isospin gauge group, and their gauge field is called the Yang-Mills
gauge field. Generally, G is a semisimple Lie group. The gauge field trans­
forms under the adjoint representation of G, and the matter field undergoes
the phase transformation under its representation of G.

In this chapter, since the semisimple Lie group plays an important role,
we briefly review group theory in Sect. 3.1. We discuss group theory in gen­
eral (Sect. 3.1.1). We discuss sufficient details of Lie groups (Sect. 3.1.2). In
Sect. 3.2, we discuss non-Abelian gauge field theory. We discuss the motiva­
tion for the extension of U(l) gauge field theory to SU(2)-isospin gauge field
theory (Sect. 3.2.1). We discuss the construction of the general non-Abelian
gauge field theory with Weyl's gauge principle (Sect. 3.2.2). We compare
Abelian gauge field theory with non-Abelian gauge field theory (Sect. 3.2.3).
We present explicit examples of SU(2)-isospin gauge field theory and SU(3)­
color gauge field theory (Sect. 3.2.4).

In Sect. 3.3, we discuss path integral quantization of gauge field theory.
We cannot accomplish proper quantization of gauge field theory by the ap­
plication of naive Feynman path integral quantization. In non-Abelian gauge
field theory, we obtain nonunitary results, i.e., the conservation of the prob­
ability is violated. This difficulty has its origin in gauge invariance. When
we perform path integration along the gauge equivalent class (which we call
the orbit of the gauge field), the integrand of the functional integral for the
vacuum-to-vacuum transition amplitude

(0, outlO, in)

remains constant and the infinite orbit volume VG is calculated. Thus, we
choose the hypersurface (the gauge fixing condition) which intersects with
each orbit only once in the manifold of the gauge field, and we perform the
path integration and the group integration on this hypersurface, extracting
the orbit volume VG, and completing path integral quantization (Sect. 3.3.1).
This method of path integral quantization is known as the Faddeev-Popov
method, and results in the emergence of the Faddeev-Popov determinant fac­
tor in the functional integrand. This determinant factor can be exponentiated
with the introduction of the Faddeev-Popov ghost field, and can be regarded
as the addition of the Faddeev-Popov ghost Lagrangian density

LFP ghost
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to

thus restoring the unitarity. We note that the Faddeev-Popov ghost shows
up only in the internal loop. Next, we generalize the gauge fixing condition
and show that the vacuum-to-vacuum transition amplitude

(0, outlO, in) F,a

is invariant under an infinitesimal change of the generalized gauge fixing
condition. From this invariance, we derive the second Faddeev-Popov formula
(Sect. 3.3.2). We can introduce the quasi-Gaussian functional of the gauge­
fixing function and we obtain the total effective Lagrangian density

Leff == Lmatter('ljJ(x) , DJ-t'ljJ(x)) + Lgauge + Lgauge fixing + LF.P. ghost·

Among many gauge-fixing conditions, we discuss the axial gauge, the Lan­
dau gauge and the covariant gauge (Sect. 3.3.3). We then discuss the gauge
independence of the physical S-matrix with the use of the Ward-Takahashi­
Slavnov-Taylor identity (Sect. 3.3.4).

In our discussion so far, we have assumed the exact G invariance of the
vacuum IO,~~t), and hence, the gauge field remains massless even at the quan­
tum level. In Sect. 3.4, we discuss spontaneous symmetry breaking and gauge
field theory, thereby generating a mass term to the gauge field without vi­
olating gauge invariance. When the global G invariance of the matter field
Lagrangian density

Lmatter('ljJ(x) ,8J-t'ljJ(x))

is spontaneously broken by the vacuum IO,~~t), namely, when 'ljJ(x) develops
a nonzero vacuum expectation value with respect to some internal degrees of
freedom of G, we have the Nambu-Goldstone boson (massless excitation) for
each broken generator of G (Sect. 3.4.1). We call this Goldstone's theorem.
The elimination of the Nambu-Goldstone boson becomes the main issue.
Here, the symmetry is exact, but spontaneously broken. With the use of
Weyl's gauge principle, we extend the global G invariance of the matter field
Lagrangian density

Lmatter('ljJ(x) ,8J-t'ljJ(x))

to local G invariance of the matter field Lagrangian density, with the in­
troduction of a gauge field and the replacement of the derivative 8J-t'ljJ(x) by
the covariant derivative DJ-t'ljJ(x). When we perform the gauge transformation
plus the local phase transformation which depend appropriately on the vac­
uum expectation value of 'ljJ(x) , we can absorb the Nambu-Goldstone boson
into the longitudinal degree of freedom of the gauge field corresponding to the
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broken generator. The said gauge field becomes a massive vector field with
three degrees of freedom consisting of two transverse modes and one longitu­
dinal mode. The gauge field corresponding to the unbroken generator remains
as a massless gauge field with two degrees of freedom of the two transverse
modes. There are no changes in the total number of degrees of freedom in
the matter-gauge system since the Nambu-Goldstone boson gets eliminated
and emerges as the longitudinal mode of the massive vector field. We call
this method of the mass generating mechanism the Higgs-Kibble mechanism
(Sect. 3.4.2), which forms one of the foundations of the electroweak unification
and the grand unified theories.

Lastly, we discuss path integral quantization of the gauge field in the pres­
ence of spontaneous symmetry breaking in the R~-gauge (Sect. 3.4.3). The
R~-gauge is a convenient gauge which fixes the gauge as well as eliminating
the mixed term of the gauge field and the matter field in the quadratic part of
the total effective Lagrangian density, after invoking the Higgs-Kibble mecha­
nism. The R~-gaugedepends on the nonnegative real parameter ~. The gauge
independence (or ~-independence) of the physical S-matrix can be proven
with the use of the Ward-Takahashi-Slavnov-Taylor identity (Sect. 3.4.4).

For the following three topics, we refer the reader to S. Weinberg, The
Quantum Theory of Fields, Vo!. 11:

(1) Algebraic proof of the renormalizability of the most general renormaliz­
able Lagrangian density, with the use of the Zinn-Justin equation and
BRST invariance.

(2) Demonstration of the asymptotic freedom of the non-Abelian gauge field
theory, with the use of a background field gauge.

(3) Triangular anomaly of the axial vector current, with the use of the con­
sistency condition.

Path integral quantization of the gauge field with the Faddeev-Popov
method has an interesting analog in multivariate normal analysis of mathe­
matical statistics. In multivariate normal analysis, we project the m-dimen­
sional "singular" multivariate normal distribution, Nm(J.-t, h), down to a
lower n-dimensional subspace, and obtain an n-dimensional nonsingular mul­
tivariate normal distribution, Nn(J.-t', h'). The (m - n)-zero eigenvalues of h
get eliminated in this projection. Path integral quantization of the gauge
field with the Faddeev-Popov method corresponds to the quasi-Gaussian
functional version of this projection. The Faddeev-Popov determinant corre­
sponds to the Jacobian of the coordinate transformation of this projection.
On this matter, we refer the reader to Appendices 1 and 6.
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3.1 Review of Lie Groups

Semisimple Lie groups play a major role in non-Abelian gauge field theory.
We discuss group theory in general in Sect. 3.1.1. Starting with a compact
Lie group, we discuss Lie groups in particular in Sect. 3.1.2.

3.1.1 Group Theory

The group G is the set whose elements satisfy the following four properties
with the group multiplication law @:

(1) Vg1 ,g2 E G: gl @g2 E G,
(2) 3e E G : e @ 9 == 9 @ e == g, Vg E G,
(3) Vg E G, 3g-1 E G : 9 @ g-l == g-l @ 9 == e,
(4) Vgl, g2, g3 E G : (gl @ g2) @ g3 == gl @ (g2 @ g3).

In (1), if we have commutativity,

(I') Vg1 ,g2 E G: gl @g2 == g2 @ gl,

G is called an Abelian group, otherwise a non-Abelian group.
In quantum theory, there exists a mapping from the group G to the set

of abstract linear unitary operators on a Hilbert space, i.e.,

(5) Vg E G : 3U(g), an abstract linear unitary operator on a Hilbert space.

The group multiplication law of the elements of G is preserved under this
mapping:

(1/1) Vg1 , g2 E G : U(gl)U(g2) == U(gl @ g2).

We call this abstract linear unitary operator U(g) the representation of G on
the Hilbert space.

Aside from this representation U(g) on the Hilbert space, there exists a
matrix representation D(g). When we choose {In)} as the orthonormal basis
of the Hilbert space on which the abstract linear unitary operator U(g) acts,
we define the (n, m) element of D(g) by

D(g)n,m == (nIU(g)lm),

Then, we have

9 E G. (3.1.1)

U(g)ln) == L Im)(mIU(g)ln) == L Im)D(g)m,n' (3.1.2)
m m

Since the correspondence of U(g) and D(g) is straightforward, from now on
we use the word "representation" interchangeably either designating U(g) or
D(g).
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When we say that two representations D 1 and D2 are equivalent, we
mean that the two representations are related to each other by a similarity
transformation,

Vg E G. (3.1.3)

When we say that the representation D(g) is reducible, we mean that D(g)
can be expressed in block diagonal form by a similarity transformation:

3S, 3D', Vg E G : D'(g) = SD(g)S-l = (~i(g) ri~(g)) . (3.1.4)

In this instance, we say that D' is the direct sum of D~ and D~, and write

D' == D~ EB D~ , (3.1.5)

where D~ and D~ provide the mappings in their respective subspaces under
the action of U(g). When we say that the representation D(g) is irreducible,
we mean that D(g) is not reducible.

3.1.2 Lie Groups

With these preparations, we move on to the discussion of Lie groups. A com­
pact Lie group is the group of unitary operators whose elements are specified
by finite numbers of a smooth continuous parameter and whose multiplica­
tion law depends on these smooth continuous parameters. By "compact" we
mean that the volume of the parameter space is finite. Any representation
of a compact Lie group is equivalent to a representation by a unitary opera­
tor. We write any group element which is smoothly connected to the identity
element in the parameter space as

(3.1.6)

Here, ca (a == 1, ... ,N) are N real parameters and Ta (a == 1, ... ,N)
are the N group generators which are linearly independent Hermitian op­
erators defined on the Hilbert space. Linear combinations of the group
generators, {caTa : a == 1, ... , N, ca E JR}, span the vector space and
{Ta : a == 1, ... ,N} are its basis vectors. Hereafter, the group genera­
tors are either arbitrary elements of this vector space or its basis vector
{Ta: a == 1, ... ,N}. We make the trivial statement that the N-dimensional
vector space spanned by the group generators, {Ta: a == 1, ... ,N}, and the
infinite dimensional Hilbert space on which the unitary operator U (c) acts are
two distinct vector spaces. We use the notation G also for the N-dimensional
vector space spanned by the group generators {Ta: a == 1, ... ,N} of the Lie
group G.

The group generators {Ta : a == 1, ... , N} not only span the N­
dimensional vector space but also provide the commutators and the structure
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constants CZf3 from the group property of G, which almost completely de­
termine the group structure. In order to clarify the latter point, we expand
U(e), (3.1.6), to second order in e:

U(E) = 1 + iE"'T", + ~E"'EI3T"'13 + O(E3
) .

Here, Ta and Taf3 are operators acting on the Hilbert space. From the uni­
tarity of U(c),

we have

(3.1.8)

a, (3 == 1, ... , N . (3.1.9)

The group multiplication law is expressed by

From this, we obtain the following composition law:

ea(cl, c2) == er + e~ + D$'Yefe~ + O(e3
).

From the second order term in e in (3.10), we obtain

or,

(3.1.10)

(3.1.11)

(3.1.12)

From (3.1.9) and (3.1.12), we obtain the commutator of the generators as

a, {3, 'Y == 1, ... ,N. (3.1.13)

Here, we call CZ f3 the structure constant which is given by

with the following properties

(1) CZf3 is real and antisymmetric with respect to a and {3,

C'Y - C'Y
af3 - - f3a'

(3.1.14)

(3.1.15)
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(2) C~{3 satisfies the Jacobi identity,

(3.1.16)

When the Lie group G originates from the internal symmetry of the in­
ternal degrees of freedom of quantum field theory, we have

(3.1.17)

The representation matrix D(g) of the Lie group G with respect to {Pn(x)
has the properties

D(g)Dt (g) == 1 ,

We parametrize D(E) similar to the linear unitary operator U(E) as

(3.1.18)

(3.1.19)

(3.1.20)

a == 1, ... ,N. (3.1.21)

and express the group multiplication law (3.1.19) as

(3.1.22)

Based on the equivalence of the representations of U(E) and D(E), with the
use of the composition law (3.1.11), we obtain the commutator of to. by a
similar argument leading to the commutator of the generator of the group
(3.1.13) as

a,(3,'1 == 1, ... ,N. (3.1.23)

We say that to. is the realization of the generator Ta upon the field operator
{P n (x). {to. : a == 1,... ,N} span the N -dimensional vector space like the
generator Ta. This vector space is also designated by G.

We list the definitions of the invariant subalgebra, the invariant Abelian
subalgebra, the simple algebra and the semisimple algebra:

(1) {tx}, a subset of {ta}~=l' is called an invariant subalgebra if we have

:3{tx} C {ta}~=l: [ta,txJ == linear combination oft~. (3.1.24)

(2) {tx}, a subset of {ta}~=l' is called an invariant Abelian subalgebra if we
have, on top of (3.1.24),

(3.1.25)
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(3) If the algebra does not have an invariant subalgebra, it is called a simple
algebra.

(4) If the algebra does not have an invariant Abelian subalgebra, it is called
a semisimple algebra. Note that the said algebra is allowed to have an
invariant subalgebra as long as it is not Abelian.

Here, we state some theorems without the proof.

Theorem

(1) A Lie algebra can be decomposed into a semisimple Lie algebra {tal and
an invariant Abelian subalgebra {ti}'

(2) A necessary and sufficient condition for the Lie algebra {ta}~=l to be
semisimple is that the matrix {gab }~b=l defined below is positive definite:

(3.1.26)

(3) The semisimple Lie algebra {ta } can be decomposed into the direct sum

of a simple Lie algebra {t~n)}~, n == 1, ... ,

[t
en) ten')] - ~ ·C(n),('t(n)
~ ,~, - un,nl} ~~' e'·

(3.1.27)

(3.1.28)

(Here, the simple Lie algebra {t~n)}~ does not posses an invariant subalgebra
for each n.)

Since, in the discussion from the next section onward, semisimple Lie
algebras play a major role, we present some characteristics of semisimple Lie
algebras. If the Lie group G is semisimple, we note that {gab }~b=l' defined
by (3.1.26) in Theorem (2), is a real, symmetric and positive definite matrix.
Hence, we can define {gl/2} and {g-1/2}. We define Cabc and la by

~ (-1/2)ta == g ta' .
aa'

From (3.1.23), (3.1.29) and (3.1.30), we obtain the commutator

(3.1.29)

(3.1.30)

We observe that

a, b, C == 1, . . . ,N . (3.1.31)
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(a) From (3.1.15) and (3.1.16), Cabc is real and completely antisymmetric
with respect to a, band c.

(from (3.1.15)) ,

(from (3.1.16)).

(3.1.32a)

(3.1.32b)

(b) Cabc satisfy the Jacobi identity,

(3.1.33)

If the Lie group is simple, by an appropriate normalization of the generator
{Ta}~=l' we have

== ~ab.

(3.1.34)

(3.1.35)

If the Lie group is semisimple, by an appropriate normalization of the gen­
erator {Ta}~=l' we have the block diagonal identity,

(3.1.36)

By the introduction of the "metric tensor" {gab} of the internal degrees of
freedom, we could change the upper index to the lower index as in (3.1.29),
and could show the complete antisymmetry of Cabc. From this point onward,
we drop the tilde, "rv".

Next, we define the adjoint representation of G, which plays an important
role in the non-Abelian gauge field theory,

(tadj ) - ·0a {3ry - -1 a{3ry, a, {3, 1 == 1, ... ,N . (3.1.37)

The adjoint representation is an imaginary and antisymmetric (and hence
Hermitian) representation. The indices ({3, 1) of the internal degrees of free­
dom run from 1 to N, just like the index a of the group generator, {Ta}~=l.

For future reference, we list the following Lie groups.

(1) SU(N): all unitary N x N matrices with determinant == 1.
(2) SO(N): all orthogonal N x N matrices with determinant == 1.
(3) Sp(N)
(4) Five series of exceptional groups.
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3.2 Non-Abelian Gauge Field Theory

In this section, based on Weyl's gauge principle, we discuss the classical
theory of the Abelian (U(l)) gauge field and the non-Abelian (SU(2) or
SU(3)) gauge field.

In Sect. 3.2.1, from Weyl's gauge principle, we discuss the relationship
between the global U(l) invariance of the matter system (charge conservation
law) and the local U(l) invariance of the matter-gauge system. The local
extension of the global U(l) invariance of the matter system is accomplished
by

(1) the introduction of a U(l) gauge field AJL(x) and the replacement of the
derivative 8JL1j;(x) in the matter field Lagrangian density

Lmatter (1j; (x), 8 JL 1j; (X ) )

with covariant derivative DJL1j;(x),

and

(2) the requirement that the covariant derivative D JL 1j;(x) transforms exactly
like the matter field 1j;(x) under the local U(l) phase transformation of
1j;(x).

Next, we motivate the local extension of global SU(2) invariance (the total
isospin conservation law) of nuclear physics. In Sect. 3.2.2, by taking the
semisimple Lie group as the gauge group G, we construct a non-Abelian
gauge field with the use of Weyl's gauge principle. In Sect. 3.2.3, we compare
the Abelian gauge field and the non-Abelian gauge field from the standpoints
of linearity vs. nonlinearity of the equation of motion and neutrality vs. non­
neutrality of the gauge field. In Sect. 3.2.4, we present examples of the non­
Abelian gauge field by taking an SU(2)-isospin gauge group and an SU(3)­
color gauge group as the gauge group G.

3.2.1 Gauge Principle: "U(I) =::;> 8U(2) Isospin"

The electrodynamics of James Clark Maxwell is described with the use of the
4-vector potential AJL (x) by the total Lagrangian density

Ltot == Lmatter (1j;(x), 8JL1j;(x)) + Lint (1j;(x), AJL (x))
+Lgauge(AJL(x), 8v AJL(x)). (3.2.1)

This system is invariant under the following local U(1) transformation,

(3.2.2)
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'ljJ(x) -t 'ljJ' (x) == exp[iqc(x)] 'ljJ (x ) . (3.2.3)

The interaction Lagrangian density Lint ('ljJ (x), Ap, (x)) of this system is the j.A
coupling produced by the minimal substitution rule in Lmatter('ljJ(x) , ap,'ljJ(x)) ,

(3.2.4)

The transformation property of the covariant derivative Dp,'ljJ(x) under the
local U(l) transformation, (3.2.2) and (3.2.3), is given by

Dp,'ljJ(x) -t (Dp,'ljJ(x))' = (ap, + iqA~ (x) )'ljJ' (x)
= (ap, + iqAp,(x) - iqap,c(x)){exp[iqc(x)]'ljJ(x)}
= exp[iqc(x)]Dp,'ljJ(x) , (3.2.5)

namely, Dp,'ljJ(x) transforms exactly like 'ljJ(x), (3.2.3).
The physical meaning of this local U(l) invariance lies in its weaker ver­

sion, global U(l) invariance,

c(x) = c, space-time independent constant.

Global U(l) invariance of the matter system under the global U(l) transfor­
mation of 'ljJ(x) ,

'ljJ(x) -t 'ljJ"(x) = exp[iqc]'ljJ(x),

in its infinitesimal version results in

c = constant, (3.2.6)

with

8'ljJ(x) = iqc . 'ljJ(x) .

(3.2.7)

(3.2.8)

With the use of the Euler-Lagrange equation of motion, we obtain the current
conservation law,

which in its integrated form becomes charge conservation law,

d
dt Qmatter(t) = 0,

(3.2.9)

(3.2.10)

(3.2.11)



(3.2.12)
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Qmatter(t) = Jd3 x . j~atter(t, x).

Weyl's gauge principle considers the analysis backwards. The extension of the
"charge conserving" global U(l) invariance, (3.2.7) and (3.2.8), of the matter
field Lagrangian density

Lmatter ( ttjJ (x), a~ ttjJ (x))

to the local U (1) invariance necessitates

(1) the introduction of the U(l) gauge field A~(x), and the replacement of
the derivative a~ttjJ(x) in the matter field Lagrangian density with the
covariant derivative D~ttjJ(x) defined by (3.2.4);

(2) the requirement that the covariant derivative D~ttjJ(x) transforms exactly
like the matter field ttjJ(x) under the local U(l) phase transformation of
ttjJ(x) , (3.2.3).

From the requirement (2), the transformation property of the U(l) gauge field
A~(x), (3.2.2), follows immediately. Also, from the requirement (2), the local
U(l) invariance of Lmatter(ttjJ(x) , D~ttjJ(x)) is self-evident. In order to give the
dynamical content to the gauge field, we introduce the field strength tensor
F~v(x) to the gauge field Lagrangian density Lgauge(A~(x),avA~(x)) by the
following trick,

The fact that the field strength tensor F~v(x), defined by (3.2.13), is a locally
U(l) invariant quantity follows from the transformation law of A~(x), (3.2.2),

F~v(x) -+ F~v(x) == a~A~(x) - avA~(x)

== a~Av(x) - avA~(x) == F~v(x). (3.2.14)

We choose as the gauge field Lagrangian density Lgauge(A~(x),avA~(x)),

(3.2.15)

In this manner, we obtain the total Lagrangian density of the matter-gauge
system which is locally U(l) invariant as,

(3.2.16)

The interaction Lagrangian density Lint(ttjJ(x),A~(x))of (3.2.1) is given by

Lint (ttjJ(x) ,A~(x)) == Lmatter(ttjJ(x) , D~ttjJ(x))

-Lmatter(ttjJ(x) , a~ttjJ(x)) , (3.2.17)
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and is the universal coupling generated by Weyl's gauge principle. In this
way, as a result of the local extension of global U(1) invariance, we derive the
electrodynamics of J.C. Maxwell from the charge conservation law, (3.2.11)
and (3.2.12), or from the current conservation law, (3.2.9) and (3.2.10).

Next, we note "total isospin conservation" in nuclear physics. This is the
natural consequence of the global SU(2) isospin invariance of the nuclear
force. From the standpoint of Weyl's gauge principle, we consider this global
SU(2) isospin invariance of the nuclear force. We raise the following two
questions.

(1) What is the local SU (2) isospin invariance?
(2) What are the corresponding gauge field, its transformation law and the

form of the universal interaction?

We make a table:

Gauge group
Global invariance
Local invariance

U(1)
Charge conservation
Electrodynamics

SU(2)
Total isospin conservation
?

C.N. Yang and R.L. Mills explored this "?" and the corresponding gauge
field is called the Yang-Mills gauge field. R. Utiyama constructed a non­
Abelian gauge field theory based on his version of the gauge principle with a
(semisimple) Lie group as the gauge group. S.L. Glashow and M. Gell-Mann
analyzed non-Abelian gauge field theory including the analysis of the Lie
group. There is also a gauge principle due to J.J. Sakurai.

The gauge principle we have discussed so far is Weyl's gauge principle and
its extension. There is another kind of gauge principle due to Klein, Kaluza
and Fock from which charge conservation law and total isospin conservation
law are also discussed. The modern interpretation of the latter gauge principle
is given by R. Jackiw.

In the next section, based on Weyl's gauge principle, we discuss the con­
struction of the non-Abelian gauge field in general.

3.2.2 Non-Abelian Gauge Field Theory

We let the semisimple Lie group G be the gauge group. We let the represen­
tation of G in the Hilbert space be U(g), and its matrix representation on
the field operator ;pn (x) in the internal space be D (g) ,

9 E G. (3.2.18)

For the element gr:; E G continuously connected to the identity of G by the
parameter {Ea}~=l' we have

(3.2.19)
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Ta : generator of Lie group G,

(3.2.20)

ta : realization of Ta on the multiplet {;;n(x),

(3.2.21 )

(3.2.22)

We assume that the action functional Imatter[1Pn] of the matter field La­
grangian density Lmatter (1Pn (x), oJ-l'l/;n (x)) given by

is invariant under the global G transformation,

(3.2.23)

Ca == constant. (3.2.24)

Namely, we have

With the use of the Euler-Lagrange equation of motion,

(3.2.25)

we have current conservation law and charge conservation law.

a == 1, ... ,N, (3.2.27a)

and

(3.2.27b)

~Qmatter (t) == 0
dt a ,

a == 1, ... ,N, (3.2.28a)



a= 1, ... ,N.
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Q~atter(t) = Jd3xj~,matter(t, x), (3.2.28b)

Invoking Weyl's gauge principle, we extend the global G invariance of the
matter system to the local G invariance of the matter system under the local
G phase transformation,

(3.2.29a)

We demand the followings:

(1) the introduction of the non-Abelian gauge field Aalt(x) and the replace­
ment of the derivative 81t'l/Jn(x) in the matter field Lagrangian density

Lmatter ('l/J(x), 81t'l/J(x))

with the covariant derivative (DIt'l/J(x) )n,

(3.2.30)

(2) the requirement that the covariant derivative (DIt'l/J(x))n transforms ex­
actly like the matter field 'l/Jn (x) under the local G phase transformation
of 'l/Jn (x), (3.2.29a),

(3.2.31a)

where t, is the realization of the generator T, upon the multiplet 'l/Jn (x).

From (3.2.29a) and (3.2.31a), the infinitesimal transformation law of the non­
Abelian gauge field Aalt (x) follows:

(3.2.32a)

(3.2.32b)

Then, the local G invariance of the gauged matter field Lagrangian density

Lmatter ( 'l/J (x), DIt'l/J (x))

becomes self-evident as long as the ungauged matter field Lagrangian density

Lmatter ( 'l/J (x), 8 J1-'l/J (x))

is globally G invariant. In order to provide the dynamical content to the non­
Abelian gauge field Aalt (x ), we introduce the field strength tensor F,ltv (X )

by the following trick,

(3.2.33)
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(3.2.34)

We can easily show that the field strength tensor F'YJ-tv(x) undergoes a local
G rotation under the local G transformations, (3.2.29a) and (3.2.32a), with
the adjoint representation, (3.1.37).

(3.2.35a)

(3.2.35b)

As the Lagrangian density of the non-Abelian gauge field AaJ-t(x), we choose

(3.2.36)

The total Lagrangian density L:total of the matter-gauge system is given by

(3.2.37)

The interaction Lagrangian density L:int consists of two parts due to the non­
linearity of the field strength tensor F'YJ-tv(x) with respect to A'YJ-t(x),

L:int == L:matter ( rl/J (x ), DJ-t rl/J (x )) - .cmatter ( rl/J (x ), 8J-t rl/J (x ))

+L:gauge(F'YJ-tv(x)) - .ci~~~e(F'YJ-tv(x)), (3.2.38)

which provides a universal coupling just like the U(l) gauge field theory. The
conserved current j ~ total ( X) also consists of two parts,,

.J-t () - .J-t ().J-t () _ 8ItotaI[rl/J, AaJ-t]
J""total x = J""matter x + J""gauge x = OA"'fL(X) , (3.2.39a)

The conserved charge {Q~otal(t)}~=1 after extension to local G invariance
also consists of two parts,

Q~otal (t) == Q~atter (t) + Q~auge (t)

= Jd3x{j~,matter(t,x)+j~,gauge(t,x)}. (3.2.40)

The gauged matter current j~ matter (X ) of (3.2.39a) is not identical to the un­
gauged matter current j~,matt~r(x) of (3.2.27b):

.J-t ( ) f (3 2 27b) == 8.cmatter(rl/J(x),8J-trl/J(x)) A,,/, ( )
caJa,matter x 0 .. 8 (8J-t rl/Jn (x)) UO/n X
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whereas after local G extension,

Here, we note that Imatter [1/J, DJ.L 1/J] is not identical to the ungauged matter ac­
tion functional Imatter[1/Jn] given by (3.2.23), but is the gauged matter action
functional defined by

(3.2.42)

We emphasize here that the conserved Noether current after extension of the
global G invariance to local G invariance is not the gauged matter current
j~,matter(x) but the total current j~,total(X), (3.2.39a). This has to do with
the fact that the Lie group G under consideration is non-Abelian and hence
that the non-Abelian gauge field AaJ.L(x) is self-charged as opposed to the
neutral U(l) gauge field AJ.L(x).

Before closing this section, we discuss the finite gauge transformation
property of the non-Abelian gauge field AaJ.L(x). Under the finite local G
transformation of 1/Jn (x ),

(3.2.29b)

we demand that the covariant derivative DJ.L1/J(x) defined by (3.2.30) trans­
forms exactly like 1/J (x) ,

DJ.L1/J(x) -t (DJ.L1/J(x))' == (aJ.L + it')!A~J.L(x))1/J'(x)

== exp[ica(x)ta]DJ.L1/J{x) .

From (3.2.31b), we obtain the following equation,

exp[-ica(x)ta](aJ.L + it')!A~J.L(x)) exp[ica(x)ta ]1/J(x)

== (aJ.L + it')!A')!J.L (x) )1/J(x).

(3.2.31b)

Cancelling the aJ.L1/J(x) term on both sides of the above equation, and dividing
by 1/J(x), we obtain
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exp[-ica(x)ta](all exp[ica(x)ta ]) + exp[-ica(x)ta](it'YA~Il(x))

xexp[ica(x)ta] == it'YA'YIl(x).

Solving this equation for t'YA~Il(x), we finally obtain the finite gauge trans­
formation law of A~Il(x),

t'YA~1l(x) == exp[iEa (x )ta]{t'YA'YIl(x) +exp[-icf3 (x )tf3] (ioll exp[icf3(x)tf3])}

x exp[-ica(x)ta] . (3.2.32c)

At first sight, the finite gauge transformation law of A~Il(x), (3.2.32c), may
depend on the specific realization {t'Y }~=1 of the generator {T'Y }~=1 upon
the multiplet 'ljJ(x). But, actually, A~Il(x) transforms under the adjoint rep-
resentation {t~dj}~=1' This point will become clear when we consider the
infinitesimal version of (3.2.32c).

t'YA~Il(x) == t'YA'YIl(x) + ica(x)[ta , tf3]Af3Il(x) - t'Y0llc'Y(X)

== t'Y {A'Y1l (x) + iCa (x) (t~dj )'Yf3 Af31l (x) - allCl' (x)}.

Multiplying t'Y on both sides and taking the trace, we obtain,

which is (3.2.32a). Clearly, A'YIl(x) transforms under the adjoint representa­
tion {t~dj}~=l of G. For later convenience, we write (3.2.32a) as follows,

8A'Y1l (x) == -Ollc'Y (x) + Ca (x )Ca'Yf3AI3Il (x)

== - (allCl' (x) + i(t~dj )'YaAI3Il (x )ca (x))

== - (all + it~dj A131l (x) )'Yaca (x)

== _(D~djc(x))'Y ,

where we define

D adj £l 'tadjA ()Il == UIl + 1 13 I3Il X .

3.2.3 Abelian Gauge Fields vs. Non-Abelian Gauge Fields

(3.2.32d)

(3.2.32e)

In the matter-gauge system which is locally G invariant, due to the fact that G
is Non-Abelian, we found in Sect. 3.2.2 that the field strength tensor F'Yt-tv(x)
is nonlinear with respect to the non-Abelian gauge field Aall(x) and that the
interaction Lagrangian density Lint which provides the universal coupling, the
total conserved G-current {j~ total(x)}~=l and the total conserved G-charge,
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{Q;otal(t)}~=l all consist of a matter part and a gauge part. In Sect. 3.2.1,
we found that the physical significance of the local U(l) invariance lies in its
weaker version, global U(l) invariance, namely, the charge conservation law.
In the present section, we explore the implication of global G invariance of
the matter-gauge system which is locally G-invariant.

There follows a table of the global U(l) transformation law and the global
G transformation law.

Global V(l) transformation law
87Pn (x) == icqn7Pn (x), charged
8Ap,(x) == 0, neutral

Global G transformation law
87Pn(x) == ica(toJn,m7Pm(x), charged
8Aap, (x) == ict3 (t~dj )aT' AT'p, (x) , charged

(3.2.43)

In the global transformation of the internal symmetry, (3.2.43), the matter
fields 7Pn(x) which have the group charge undergo a global (U(l) or G) rota­
tion. As for the gauge fields, Ap,(x) and Aap,(x), the Abelian gauge field Ap,(x)
remains unchanged under the global U(l) transformation while the non­
Abelian gauge field Aap,(x) undergoes a global G rotation under the global G
transformation. Hence, the Abelian gauge field Ap,(x) is U(l)-neutral while
the non-Abelian gauge field Aap,(x) is G-charged. The field strength tensors,
Fp,v(x) and Fap,v(x), behave like Ap,(x) and Aap,(x), under the global U(l)
and G transformations. The field strength tensor Fp,v(x) is U(l)-neutral,
while the field strength tensor Fap,v(x) is G-charged, which originate from
their linearity and nonlinearity in Ap, (x) and Aap, (x), respectively.

Global U(l) transformation law
8Fp,v(x) == 0, neutral

Global G transformation law
8Fap,v(x) == ict3(t~dj)aT'FT'p,v(x), charged

(3.2.44)

When we write down the Euler-Lagrange equation of motion for each case,
the linearity and the nonlinearity with respect to the gauge fields become
clear.

Abelian U(l) gauge field
8vFvp, (x) == j~atter (x), linear

Non-Abelian Ggauge field
D~djF:;'P,(x) == j~,matter(x), nonlinear (3.2.45)

From the antisymmetry of the field strength tensor with respect to the
Lorentz indices, J-l and v, we have the following current conservation as an
identity.

Abelian U(l) gauge field
8p,j~atter(x) == 0

Here, we have

Non-Abelian G gauge field
D adj .p, ( ) - 0p, Ja,matter x - (3.2.46)

Dadj == 8 + itadj A (x)p, P, T' T'J.L . (3.2.47)
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As a result of the extension to local (U(l) or G) invariance, in the case of
the Abelian U(l) gauge field, due to the neutrality of AJ-L(x), the matter
current j~atter(x) alone (which originates from the global U(l) invariance)
is conserved, while in the case of the non-Abelian G gauge field, due to
the G-charge of AaJ.L(x), the gauged matter current j~,matter(x) alone (which
originates from the local G invariance) is not conserved, but the sum with
the gauge current j/;,gauge(x) which originates from the self-interaction of
the non-Abelian gauge field AaJ.L(x) is conserved at the expense of loss of
covariance. A similar situation exists for the charge conservation law.

Abelian U(l) gauge field
1tQmatter(t) = 0

Qmatter(t) = Jd3 x . j~atter(t, x)

3.2.4 Examples

Non-Abelian G gauge field
<f\Q;otal(t) = 0

Q;otal(t) = Jd3x . j~,total (t, x) (3.2.48)

In this section, we discuss examples of the extension of global G invariance
of the matter system to local G invariance of the matter-gauge system. For
this purpose, we first establish several notations.

Boson Field: cPi(X) realization (()a)i,j [()a, ()j3] = iCaj3-y()-y.
Infinitesimal local G transformation.

Fermion Field: 'l/Jn(x) realization (ta)n,m [ta, tj3] = iCaj3-yt-y.
Infinitesimal local G transformation.

Gauge Field: AaJ.L(x) realization (t~dj)j3,-y [t~d\ t~dj] = iCa,e-yt~dj.

Infinitesimal local G transformation.

6AaJ.L(x) = -8J.Lca(x) + ic,e(x)(t~dj)a,-yA-yJ.L(x) .

Covariant Derivative

Boson Field:

Fermion Field:

(3.2.49c)

(3.2.50a)

(3.2.50b)



124 3. Path Integral Quantization of Gauge Field

Gauge Field:

(D~dj)a,/3 == (8J.L + it~dj A-YJ.L(x))a,/3' (3.2.50c)

Example 3.1. Dirac particle (spin ~) in interaction with a non-Abelian
gauge field. We consider the Dirac Lagrangian density LDirac('lfJ(x),8J.L'lfJ(x))
which is globally G invariant,

(3.2.51)

G == SU(2): We assume that the Dirac particle 'lfJn(x) transforms under
the fundamental representation of SU(2):

(tadj ) - .a /3-y - - lca{3-y, a,{3,"Y == 1,2,3; (3.2.52)

(
0 -i)

72 == i 0 ' (3.2.53)

As a result of the extension to local SU(2) invariance, we obtain Ltot as

1 2
Ltot == -4(8J.LAav(x) - 8vAaJ.L - ca/3-yA/3J.L(x)A-yv(x))

+~n(X){ iT'p, (8p,8n,m +iGTQ)n,m Aup, (x))-m8n,m}'l/Jm(x). (3.2.54)

Here, SU(2) is called the isospin gauge group, and we have the following iden­
tification,

Nucleon field, (iso-doublet), n == 1, 2 .
Yang-Mills gauge field, (iso-triplet), a == 1,2,3.

(3.2.55)

This non-Abelian gauge field was derived by C.N. Yang and R.L. Mills in
1954 as a result of the extension of total isospin conservation to local SU (2)
invariance. This is a local extension of the custom that we call a nucleon with
isospin up a proton and a nucleon with isospin down a neutron.

G == SU(3): We assume that the Dirac particle 'lfJn(x) transforms under
the fundamental representation of SU(3).

(tadj ) - 'fa {3,-y - -1 a/3-y, a, {3, "y == 1, ... ,8; (3.2.56)
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(
000 ) 1 (100 ).A7 == 0 0 -i ,.As == MOl 0
OiO y3 00-2

1[(100)
.Ao == - 0 1 0 .

3 001

(3.2.57)

As a result of the extension to local 8U(3) invariance, we obtain Ltot as

1 2
Ltot == -4(oj-LAav (x) - OvAaj-L(X) - faI3I'A 13 j-L(x)Al'v(x))

+~n (x) {i'YJL (OJLOn,m +i(!.-\..)n,m AaJL(x)) -mon,m}7Pm(X) . (3.2.58)

Here, 8U(3) is called the color gauge group, and we have the following iden­
tification,

quark (color triplet), n == 1,2,3.
gluon (color octet), a == 1, . . . ,8.

(3.2.59)

(3.2.60)

This is the "color-triplet quark color-octet gluon" model proposed by H.
Fritzsch, M. Gell-Mann and H. Leutwyler in 1972. As a predecessor to this
model, we have the three-triplet model proposed by M.Y. Han and Y. Nambu.
Both of these models are 8U(3) Yang-Mills gauge models which resolve the
spin-statistics problem of the quark-ace model of Gell-Mann and Zweig pro­
posed in 1964 by the color-singlet hypothesis.

Example 3.2. Klein-Gordon particle (spin 0) in interaction with a non­
Abelian gauge field. We consider the real scalar Lagrangian density L~~:tar

(4)a(x),oj-L4>a(x)) and the complex scalar Lagrangian density L~~;:{~;ex(4)i(X),

OJ-L4>i(X); 4>1 (x), oj-L4>1 (x)) which are globally G invariant,

.c~~:lar(tP(x) ,0JLtP(x)) = ~ (OJLtPa(x))2 - ~m2( tPa(x)tPa(x))

-.A2(4)a (x )4>a(x))2
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L~~:::~;ex(4>(x), 0JL4>(x); 4>t (x), 0JL4>t (x))

= 0JL4>! (X)OJL4>i(X) - m2(4)! (X)4>i(X)) - A2(4)! (X)4>i(X))2 . (3.2.61)

G = SU(2): We assume that the real scalar particle 4>a(x) (the com­
plex scalar particle 4>i (x)) transforms under the adjoint representation (the
fundamental representation) of SU(2):

(oadj ) - .
a f3'Y - -lEaf3'Y , (Y, {3, ry = 1,2,3, real scalar iso-triplet, (3.2.62)

1
Oa = 27a, (Y = 1,2,3, complex scalar iso-doublet. (3.2.63)

As a result of the extension to local SU(2) invariance, we obtain Ltot as

Ltot = -i(OJLAav(X) - ovAaJL(x) - Eaf3'YAf3JL(x)A'Yv(X))2

+~ (oJL4>a(x) - Eaf3'YAf3JL (x)4>'Y (x))2
-~m2 (4)a(x)4>a(x)) - A2(4)a(X)4>a(x))2,

Ltot = -i(OJLAav(X) - ovAaJL(x) - Eaf3'YAf3JL(x)A'Yv(X))2

+ (OJL4>i(X) + i (~7a) . .AaJL (x)4>j(x))t
~,J

X (OIl4Ji (x) + i (~T,e) i,k A,ell(x )4Jk(x))

-m2(4)!(x)4>i(X)) - A2 (4)!(X)4>i(X))2.

(3.2.64)

(3.2.65)

As a final example, we discuss the most general renormalizable Lagrangian
density.

Example 3.3. Canonical locally G invariant Lagrangian density. The most
general Lagrangian density which is locally G invariant and renormalizable
by power counting, involving ~n (x), 4>i (x) and AaJL (x), is given by

Ltot = i/Jn(x) (iryJL DJL - m)n,m~m(x) + ~(DJL4>(X))i(DJL4>(X))i

- i FaJLv (x)Fj;V (x) + i/Jn (x)(ri)n,m~m(X)4>i(X)

+V (4>i (X )) . (3.2.66)

(1) The 4>i (x) are real scalar fields. From the reality of the local G transfor­
mation,

(3.2.49a)
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we find that {()a}~=l are imaginary and antisymmetric (and hence Her­
mitian) matrices,

a == 1, ... ,N. (3.2.67)

(2) V (c/J(x )) is a locally G invariant quartic polynomial,

a == 1, ... ,N. (3.2.68)

(3) The mass term of 'l/Jn(x) is invariant under the local G transformation,

(3.2.49b)

i.e., we have

(3.2.69)

(4) The coupling of c/Ji(X) and 'l/Jn(x) is a gauge covariant Yukawa coupling
under the local G transformations, (3.2.49a) and (3.2.49b),

(3.2.70)

(5) The total Lagrangian density L:tot , (3.2.66), is Hermitian, i.e., we have

V* == V,

3.3 Path Integral Quantization
of Gauge Fields

(3.2.71a)

(3.2.71b)

(3.2.71c)

In this section, we discuss path integral quantization of the gauge field. When
we apply the path integral representation of (0, outIO,in) obtained in Chap. 2,

naively to path integral quantization of the gauge field, we obtain results
which violate unitarity. The origin of this difficulty lies in the gauge invariance
of the gauge field action functional Igauge[AQ:j.t], Le., the four-dimensional
transversality of the kernel of the quadratic part of the gauge field action
functional Igauge[AQ:j.tJ. In other words, when we path-integrate along the
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gauge equivalent class, the functional integrand remains constant and we
merely calculate the orbit volume Vc. We introduce the hypersurface (the
gauge fixing condition)

a == 1, ... ,N,

in the manifold of the gauge field which intersects with each gauge equivalent
class only once and perform path integration and group integration on this
hypersurface. We shall complete the path integral quantization of the gauge
field and the separation of the orbit volume Vc simultaneously (Sect. 3.3.1).
This method is called the Faddeev-Popov method. Next, we generalize the
gauge-fixing condition to the form

a == 1, ... ,N,

(3.3.2a)

with aa(x) an arbitrary function independent of AaJ-t(x). From this consid­
eration, we obtain the second formula of Faddeev-Popov and we arrive at
the standard covariant gauge (Sect. 3.3.2). Roughly speaking, we introduce
the Faddeev-Popov ghost (fictitious scalar fermion) only in the internal loop,
which restores unitarity. Lastly, we discuss the various gauge-fixing conditions
(Sect. 3.3.3), and the advantage of the axial gauge.

3.3.1 The First Faddeev-Popov Formula

In Chap. 2, we derived the path integral formula for the vacuum-to-vacuum
transition amplitude (O,outIO,in) for the nonsingular Lagrangian density
£(cPi (x), OJ-tcPi (x)) as

(O,outIO,in) = JV[4>]exp [iJd4x.c(4)i(x),al'4>i(X))] . (3.3.1)

We cannot apply this path integral formula naively to non-Abelian gauge
field theory. The kernel K aJ-t,f3v(x - y) of the quadratic part of the action
functional of the gauge field Al'J-t (x),

Igauge[Aw] = Jd4x.cgauge(F,wv(x))

= -~Jd4xF')'l'v(x)F,.~tv(x),

(3.3.2b)

is given by

(3.3.3a)
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K QJ-t,f3v(x - y) == 8Qf3( -'f]J-tv82 + 8J-t8v)84 (x - y), J.l, v == 0,1,2,3.
(3.3.3b)

K QJ-t,f3v(x - y) is singular and noninvertible. We cannot define the "free"
Green's function of AQJ-t(x) as it stands now, and we cannot apply the Feyn­
man path integral formula, (3.3.1), for path integral quantization of the gauge
field. As a matter of fact, this K QJ-t,f3v(x - y) is the four-dimensional trans­
verse projection operator for arbitrary AQJ-t (x). The origin of this calamity
lies in the gauge invariance of the gauge field action functional Igauge[A"J-t]
under the gauge transformation,

A"J-t (x) -+ A~ J-t (x) ,

with

t"A~J-t(x) == U(g(x)){t"A"J-t (x)

+U-1 (g(x) ) [i8J-tU(g(x))]}U-1 (g(x)) ,

and

(3.3.4a)

(3.3.4b)

(3.3.4c)

In other words, it originates from the fact that the gauge field action func­
tional Igauge[A"J-t] is constant on the orbit of the gauge group G. Here, by the
orbit we mean the gauge equivalent class,

(3.3.5)

where A~J-t(x) is defined by (3.3.4b). Hence, the naive expression for the
vacuum-to-vacuum transition amplitude (0, outIO,in) of the gauge field A"J-t(x),

is proportional to the orbit volume Vc,

Vc = Jdg(x),

(3.3.6)

(3.3.7)

which is infinite and independent of A"J-t(x). In order to accomplish path
integral quantization of the gauge field A"J-t (x) correctly, we must extract the
orbit volume Vc from the vacuum-to-vacuum transition amplitude,

(0, outlO, in).

In the path integral
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in (3.3.6), we should not path-integrate over all possible configurations of
the gauge field, but we should path-integrate only over distinct orbits of the
gauge field A')'p,(x). For this purpose, we shall introduce the hypersurface (the
gauge-fixing condition),

Fa(A,),J.t(x)) == 0, a == 1, ... ,N, (3.3.8)

in the manifold of the gauge field A')'p,(x), which intersects with each orbit
only once. The statement that the hypersurface, (3.3.8), intersects with each
orbit only once implies that

a == 1, ... ,N, (3.3.9)

has the unique solution g(x) E G for arbitrary A')'p,(x). In this sense, the
hypersurface, (3.3.8), is called the gauge-fixing condition. Here, we recall
group theory:

(1) g(x), g' (x) E G =* (gg')(x) E G .

(2) U(g(x) )U(g' (x)) == U((gg')(x)) .

(3) dg'(x) == d(gg')(x), invariant Hurwitz measure.

(3.3.10a)

(3.3.10b)

(3.3.10c)

(3.3.11b)

We parametrize U(g(x)) in the neighborhood of the identity element of G as

U(g(x)) == 1 + it')'c')'(x) + 0(c2
) , (3.3.11a)

ITdg(x) == IT dCa(x) for g(x) ~ Identity.
x a,x

With these preparations, we define the Faddeev-Popov determinant
Llp[A')'P,J by

L1F [AI'/l] JITdg(x) IT 8(FQ(A~/l(x))) = 1. (3.3.12)
x a,x

We first show that Llp [Al'P,J is gauge invariant under the gauge transformation

A')'p,(x) -+ A~p,(x) .

(L1F[A~/l])-l = JITdg'(x) IT 8(FQ(A~t'»
x a,x

= JITd(gg') (x) IT 8(FQ(A~t'»)
x a,x

= JITdg"(x) IT 8(FQ(A~~»
x a,x

== (Llp [A')'p,J) -1 ,

(3.3.4a)
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i.e., we have

Llp [A~J1] == Llp [A'J1] . (3.3.13)

We substitute the defining equation of the Faddeev-Popov determinant into
the functional integrand on the right-hand side of the naive expression,
(3.3.6), for the vacuum-to-vacuum transition amplitude (O,outIO,in).

(0, outlO, in) "=" j IT dg(x)V[AI'JLJL1F [AI'JLJ IT 8(Fa (A;JL(x)))
x Q,X

X exp [i j d4x£gauge(FI'JLv(X))] . (3.3.14)

In the integrand of (3.3.14), we perform the following gauge transformation,

(3.3.15)

Under this gauge transformation, we have

D[A'J1] -+ D[A'J1], Llp[A,J-t] -+ Llp [A'J1],

8(Fa(A~J1(x))) -+ 8(Fa(A,J-t(x))) ,

(3.3.16)

Since the value of the functional integral remains unchanged under a change
of function variable, from (3.3.14) and (3.3.16), we have

(O,outIO,in) "=" jITdg(x) j V[AI'JLJL1F [AI'JLJIT8(Fa (AI'JL(x)))
x a,x

X exp [i j d
4

X£gauge (FI'JLv (xn]

Vc j V[Aw JL1F [AI'JLJ IT8(Fa (AI'JL(x)))
Q,X

X exp [i j d4
X£gauge (FI'JLV (xn] . (3.3.17)

In this manner, we extract the orbit volume Vc, which is infinite and is in­
dependent of A'J1(x), and at the expense of the introduction of Llp [A'J1]' we
perform the path integral of the gauge field
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on the hypersurface

a == 1, ... ,N, (3.3.8)

which intersects with each orbit of the gauge field only once. From now on,
we drop Vc and write the vacuum-to-vacuum transition amplitude as

(0, outlO, in)F = JD[A)'jL]L1F [A)'jL] IT o(F,. (A)'jL (x)))
a,x

x exp [iJd4x.cgauge(F)'jLv(x))] , (3.3.18)

under the gauge-fixing condition, (3.3.8).
In (3.3.18), noting that the Faddeev-Popov determinant L1p [A"J-LJ gets

multiplied by

a,x

we calculate L1 p [A"J-LJ only for A"J-L(x) which satisfies the gauge-fixing con­
dition, (3.3.8). Mimicking the parametrization of U(g(x)) in the neighbor­
hood of the identity element of G, (3.3.11a) and (3.3.11b), we parametrize
Fa(A~J-L(x)) as

Fa (A~ J-L (x)) == Fa (A"J-L (X ) )

N

+L Jd4yM';x,,6y(A),jL)c,6(Y) + O(c2
) ,

13=1

IT dg(x) == IT dca(x).
x a,x

(3.3.19)

The matrix M;x,13y(A"J-L) is the kernel of the linear response with respect to
c13(Y) of the gauge-fixing condition under the infinitesimal gauge transforma­
tion

8A~J-L(x) == _(D~djc(x))" .

Thus, from (3.3.19) and (3.3.20), we have

p 8Fa(A~J-L(x))
M,.x,,6y(A)'jL) = OC,6(y) 19=1

== 8Fa(A"J-L (x)) (_Dadj) 84 ( _ )

8A"J-L (X ) J-L"13 x Y

== M:j3(A"J-L(x))84 (x - y),

(3.3.20)

(3.3.21)
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with

(D~dj)af3 == of-Lbaf3 + Caf3,),A,),f-L(x).

For those A,),f-L(x) which satisfy the gauge-fixing condition, (3.3.8), we have

(L1F [A-YJl])-l = JIT dEa(X) IT 8(M;:j3(A-YJl(x))Ej3(X))
a,x a,x

== (DetMP(A,),f-L))-l ,

i.e., we have

(3.3.22)

We introduce the Faddeev-Popov ghost (fictitious scalar fermion), ca(x) and
cf3(x), in order to exponentiate the Faddeev-Popov determinant L1 p [A')'f-L].
Then, the determinant L1p [A')'f-L] can be written as

L1p [A')'f-L] == DetMP(A,),f-L)

=JV[ca]V[cj3] exp [iJd4 xca(x)M;:j3(A-YJl(x) )cj3(X)]. (3.3.23)

Thus, we obtain the first Faddeev-Popov formula:

(0, outlO, in) F = JV[A-YJl]L1F [A-YJl] IT 8(Fa(A-YJl (x)))
a,x

x exp [iJd4XL:gauge(F-YJlv(x))]

= JV[A-YJl]V[ca]V[cj3] IT 8(Fa(A-YJl(x)))
a,x

x exp [iJd4 x{L:gauge(F-YJlv(x))

+Ca(x)M;:j3 (A-YJl (x) )Cj3(X)}] .

(3.3.24a)

(3.3.24b)

The Faddeev-Popov determinant L1 p [A')'f-L] plays the role of restoring the uni­
tarity.
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3.3.2 The Second Faddeev-Popov Formula

We now generalize the gauge-fixing condition, (3.3.8):

Fa(AT'J-L(x)) == aa(x), a == 1, ... ,N; aa(x) independent of AaJ-L(x) .
(3.3.25)

According to the first Faddeev-Popov formula, (3.3.24a), we have

Zp(a(x)) == (O,outIO,in)p,a

= f V[A'i'fLJLlF[A'i'fLJ x IT o(F", (A'i'fL(X)) - a",(x))
a,x

X exp [if d4x.cgauge(F'i'fLv(X))] . (3.3.26)

We perform the nonlinear infinitesimal gauge transformation go, in the func­
tional integrand of (3.3.26), parametrized by Af3(Y),

(3.3.27)

where Af3 (y) is an arbitrary infinitesimal function, independent of AaJ-L (x).
Under this go, we have the following three statements.

(1) The gauge invariance of the gauge field action functional,

is invariant under go.
(2) The gauge invariance of the integration measure,

(3.3.28)

is invariant measure under go. (For the proof of this statement, see Ap­
pendix 4.)

(3) The gauge-fixing condition Fa(AT'J-L(x)) gets transformed into the follow­
ing,

(3.3.29)

Since the value of the functional integral remains unchanged under a change
of function variable, the value of Z p (a(x)) remains unchanged under the non­
linear gauge transformation go. When we choose the infinitesimal parameter
Aa(X) as

a == 1, ... ,N, (3.3.30)
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we have from the above-stated (1), (2) and (3),

d
ZF(a(x)) = ZF(a(x) + 8a(x)) or da(x) ZF(a(x)) = O. (3.3.31)

Namely, Zp(a(x)) is independent of a(x). Introducing an arbitrary weight­
ing functional H[aa(x)] for Zp(a(x)), and path-integrating with respect to
aa(x), we obtain the weighted Zp(a(x)):

ZF == fIT dao,(x)H[aa(X)]ZF(a(x))
a,x

= f V[A')'/L]L1F [Aw]H[Fa(A,),/L (x))]

x exp [if d4XLgaUge(F')'/Lv(x))] . (3.3.32)

As the weighting functional, we choose the quasi-Gaussian functional

(3.3.33)

Then, we obtain as Zp,

ZF = fV [A')'/L]L1F [A')'/L]exp [ifd4X{Lgauge (F')'/LV (x)) - ~F~(A,),/L(X))}]

= f V [A')'/L]V [cn]V [c,a] exp [if d4x{Lgauge(F')'/Lv(x))

-~F~(A,),/L(x)) + Ca (x)M:,a (A,),/L(x))c,a (x)}]. (3.3.34)

Thus, we obtain the second Faddeev-Popov formula:

(3.3.35a)

(3.3.35b)

with the effective action functional I eff [A')'J1.' Ca, Cj3],

Ieff[A,),/L' Ca, c,a] = f d4 xLeff,

where the effective Lagrangian density £eff is given by

1 2 - P
£eff == £gauge(F'YJ1.v(x)) - 2Fa (A')'jL(x)) + Ca (x)Ma,j3 (A')'jL(x))Cj3(x) .

(3.3.35c)

There are other methods to arrive at this second formula, due to Fradkin and
Tyutin, and Vassiliev.
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3.3.3 Choice of Gauge-Fixing Condition

We consider the following gauge-fixing conditions.

(1) Axial gauge

a == 1, ... ,N, (3.3.36a)

nJ-t == (0; 0, 0,1),

(2) Landau gauge

nk == nJ-tkJ-t == -k3 ,

(3.3.36b)

(3) Covariant gauge

a == 1, ... ,N, (3.3.37)

(3.3.38)

and obtain the Green's functions D~~~j3v(x - y) of the gauge field A1'J-t(x)

and D~~J(x - y) of the Faddeev-Popov ghost fields, Ca (x) and cj3 (x), and the
effective interaction Lagrangian density £~W.

(1) Axial Gauge: We use the first Faddeev-Popov formula, (3.3.24a). The

kernel K~:~~2 (x - y) of the quadratic part of the gauge field action functional
Igauge[A1'J-t] in the axial gauge, (3.3.36a) and (3.3.36b), is given by

I quad [A ] - 1 Jd4 d4 AJ-t( )K(axial)( )AV ( )gauge 1'J-t - -"2 X Y a X aJ-t,j3v X - Y j3 Y

with

where

(3.3.39a)

J..l, v == 0, 1, 2; a, (3 == 1, ... ,N . (3.3.39b)

At first sight, this axial gauge kernel K~:~~2(x - y) appears to be a non­
invertible kernel, (3.3.3b). Since the Lorentz indices, J..l and v, run through

0, 1, 2 only, this axial gauge kernel K~a;,~2(x - y) is invertible, contrary to
(3.3.3b). This has to do with the fact that the third spatial component of the
gauge field A1'J-t(x) gets killed by the gauge-fixing condition, (3.3.36a) and
(3.3.36b).
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The "free" Green's function D~a;,~2 (x - y) of the gauge field in the axial
gauge satisfies the following equation:

£ (J.1;v;:.l2 ;:.lJ.1; ;:.lV)D (axial) ( ) _ £ J.1; £4( )ua{3 TJ u - U U {3v,'Y>" X - Y - ua'YTJ>.. U X - Y . (3.3.40)

Upon Fourier transforming the "free" Green's function D~a;,~2(x - y),

D(axial) ( _ ) _ 6 D(axial) ( _ )aJ.1;,{3v X y - a{3 J.1;,v X Y

- £ J d
4

k [-·k( - )]D(axial)(k)
- Ua{3 (21T)4 exp 1 x y J.1;,v ,

we have the momentum space Green's function D~~~ial) (k) satisfying

(3.3.41 )

(3.3.42a)

In order to satisfy the axial gauge condition (3.3.36a) automatically, we in­
troduce the transverse projection operator AJ.1;v(n) with respect to nJ.1;

with

(3.3.43a)

nA(n) == A(n)n == 0, (3.3.43b)

and write the momentum space Green's function D~~xial)(k) as,

D~a;ial) (k) == AvO"(n) (TJO"P A(k2
) + kO" kPB(k2))Ap>.. (n) .

Left-multiplying ATJ.1;(n) in (3.3.42a), we have

ATJ.1;(n)( -TJJ.1;vk2+ kJ.1;kV)D~~xial)(k) == AT>..(n).

(3.3.44)

(3.3.42b)

(3.3.45a)

Substituting (3.3.44) into (3.3.42b) and making use of the identities

(kA(n»/L = (A(n)k)/L = k/L - (n~) n/L'
n

kA(n)k = k2 _ (n~2 ,
n

we have

(-k2A(k2»AyA (n) + ( A(k2) - (n;:t B(k2»)

x (A(n)k)T(kA(n))>.. == AT>..(n) .

(3.3.45b)

(3.3.46)
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From this, we obtain A(k2 ), B(k2 ) and D~~xial)(k) as

2 1
A(k ) == - k2 ' (3.3.47)

(3.3.48a)

(3.3.48b)

(3.3.48c)

where in (3.3.48c) for the first time in this derivation, the following explicit
representations for the axial gauge are used,

nk == -k3 . (3.3.36b)

Next, we demonstrate that the Faddeev-Popov ghost does not show up
in the axial gauge, (3.3.36a) and (3.3.36b). The kernel of the Faddeev-Popov
ghost Lagrangian density is given by

M(axial)(A ) == 8Fa (AI'JL (x)) (_Dadj) 84 ( _ )
ax,{3y I'JL 8AI'JL (x) JL I'{3 x Y

== -nJL (8a {38JL + Ca {31' AI'JL(x))84 (x - y)
== 8a {38384 (x - y) , (3.3.49)

which is independent of AI'JL(x). Hence, the Faddeev-Popov determinant
L1p [AI'JLJ is an infinite number, independent of the gauge field AI'JL (x), and
the Faddeev-Popov ghost does not show up.

In this way we see that we can carry out canonical quantization of the non­
Abelian gauge field theory in the axial gauge, starting out with the separation
of the dynamical variable and the constraint variable. Thus, we can apply
the phase space path integral formula developed in Chap. 2 with the minor
modification of the insertion of the gauge-fixing condition

a,x

in the functional integrand. In the phase space path integral formula, with
the use of the constraint equation, we perform the momentum integration
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and obtain

(0, outlO, in) = JV[A),JL] IT <5(nJL AQJL(x))
a,x

x exp [iJd4X.cgauge (F'YJLV (x))] . (3.3.50)

In (3.3.50), the manifest covariance is miserably destroyed. This point will be
overcome by the gauge transformation from the axial gauge to some covariant
gauge, say the Landau gauge, and the Faddeev-Popov determinant Llp [A1'M]
will show up again as the Jacobian of the change of the function variable (the
gauge transformation) in the delta function,

(3.3.51 )

Equation (3.3.50) can be rewritten as the first Faddeev-Popov formula,
(3.3.24a) and (3.3.24b).

The effective interaction Lagrangian density £'~fi is given by

£,int _ £, _ £,quad
eff - eff eff' (3.3.52)

(2) Landau Gauge: We use the first Faddeev-Popov formula, (3.3.24a)

and (3.3.24b). The kernel K~~:~~au) (x - y) of the quadratic part of the gauge
field action functional Igauge[A1'M] in the Landau gauge, (3.3.37),

I quad [A ] - 1 Jd4 d4 AM ( )K(Landau) ( )AV ( )gauge 1'M - -2" x y a X aM,{3v X - Y (3 Y

is given by

(3.3.53a)

/-l, v == 0, 1, 2, 3; a,{3==1, ... ,N. (3.3.53b)

K~~:~~au)(x - y) is a four-dimensional transverse projection operator and
hence is not invertible. This difficulty is overcome by the introduction of the
four-dimensional transverse projection operator AT (k).

The "free" Green's function D~~~~au)(x - y) of the gauge field in the
Landau gauge satisfies the equation

~ ( MV a2 aMav)D(Landau) ( ) _ ~ M~4( )
U a {3 TJ - (3v,1').. X - Y - u a 1'TJ).. u X - Y . (3.3.54)



140 3. Path Integral Quantization of Gauge Field

Upon Fourier transforming the "free" Green's function D~~~~~au)(x - y),

D(Landau) ( _ ) _ b D(Landau) ( _ )QJ.-L,j3v X Y - Qj3 J.-L,V X y

J d4k
= ba /3 (21r)4 exp[-ik(x - y)]D1~andaul(k), (3.3.55)

we have the momentum space Green's function D1~andau)(k) satisfying

(_ J.-LV k2 + kJ.-L kV)D(Landau) (k) == J.-L
TJ VA TJA • (3.3.56a)

In order to satisfy the four-dimensional transversality, (3.3.37), automatically,
we introduce the four-dimensional transverse projection operator AT(k) for
an arbitrary 4-vector kJ.-L by

(3.3.57a)

(3.3.57b)

and write D~~andau)(k) as

(3.3.58)

Left-multiplying AT TJ.-L(k) in (3.3.56a), we have

(3.3.56b)

Substituting (3.3.58) into the left-hand side of (3.3.56b), and noting the idem­
potence of AT(k), we have

From (3.3.59), we obtain

2 1
A(k ) == - k2 '

D(Landau) (k) == _~ ( _ kvkA )
VA k2 TJvA k2 .

(3.3.59)

(3.3.60)

(3.3.61)

We now calculate the kernel Mi~~3~au) (A1'J.-L) of the Faddeev-Popov ghost
in the Landau gauge.
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M(Landau)(A ) == 8Fa(Af'M(X)) (_Dadj) 84 ( _ )
ax,{3y I'M 8Af'M(X) M f'{3 x Y

== -8M(8M8a (3 + Ca{3l'Af'M(X))84(x - y)

== M~,(3(Al'M(X))84(x - y) .

The Faddeev-Popov ghost part of Ieff[Af'M' Ca, C(3] is given by

(3.3.62)

I:;ost[A,Jl' C"" cj3] = Jd4xC",(x)M~,j3(A'Jl(x))Cj3(x) (3.3.63)

=Jd4xoJlc", (x)(0Jlc",(x) + C",j3,A'Jl(x)cj3(x)) .

From this, we find that the Faddeev-Popov ghost in the Landau gauge is a
massless scalar fermion and that the Green's function D~cl,{3(x - y) is given
by

(3.3.64)

The effective interaction Lagrangian density L~fi is given by the following
expression and there emerges the oriented ghost-ghost-gauge coupling in the
internal loop,

rint _ r _ rquad
J-,eff - J-,eff J-,eff

== Lgauge (Ff'MV (x)) + Ca (x)M~,{3(Af'M (x) )c(3 (x)

- ~A~ (x )6"'13 (1JJlV02
- oJlOV)A~ (x) - C'" (x )6"'13 (-02 )Cj3 (X)

= ~C",j3'(OJlA",v(x) - OvA"'Jl(x))A~(x)A~(x)

- ~C",j3,C"'8cAj3Jl (X)A,v(x)A~ (x)A~ (x)

+Ca(3f'8MCa (X )Af'M(X )C{3(X) . (3.3.65)

(3) Covariant Gauge: We use the second Faddeev-Popov formula, (3.3.35a),
(3.3.35b) and (3.3.35c). The kernel K aM,{3v(x - y;~) of the quadratic part of
the effective action functional Ieff[Af'M' Ca, C{3] with respect to the gauge field
Af'M(X) in the covariant gauge, (3.3.38),

I
quad. in A~ [A ]
eff f'M,Ca,C{3

= Jd4X{.Cgauge(F'Jlv(x)) - ~F;(A'Jl(x))}quad. in A~

== -~ Jd4Xd4yA~(x)K"'Jl,j3v(X - Yi ~)A~(y), (3.3.66)
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is given by

(3.3.67)

and is invertible for ~ > O.
The "free" Green's function D~C;:fi~(x - y;~) of the gauge field A'/L(x) in

the covariant gauge satisfies the following equation,

Upon Fourier transforming the "free" Green's function D~c:fi~(x - y; ~),

D(COV.) (x - y. t) = 5 {3D(COV.)(x _ y. t)a/L,{3v , ~ a /L,l/ , ~

- ~ Jd
4
k [-·k( - )]D(cov·)(k· t)

- Ua{3 (21r)4 exp 1 X Y /L,v ,~,

the momentum space Green's function D1~~v,) (k;~) satisfies

(3.3.69)

(3.3.70a)

We define the four-dimensional transverse and longitudinal projection oper­
ators, AT(k) and AL(k), for an arbitrary 4-vector k/L by

(3.3.71 )

Ai(k) = AT(k), A£(k) = AL(k), AT(k)AL(k) = AL(k)AT(k) = O.
(3.3.72)

Equation (3.3.70a) is written in terms of AT(k) and AL(k) as

(3.3.70b)

Expressing D~~~v,)(k;~) as

(3.3.73)

and making use of (3.3.72), we obtain

(3.3.74)

Left-multiplying AT T,/L(k) and AL T,/L(k) in (3.3.74), respectively, we obtain

(_k2A(k2))AT T,A(k) = AT T,A(k),

(_~k2 B(k2;~) )AL T,A (k) = AL T,A (k) , (3.3.75)
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from which we obtain

2 1
A(k ) == - k2 '

2 11
B(k ;~) = -~ k2 ' (3.3.76)

D(COVo) (k. C) == _~ { ( _ kvk>..) ~ kvk>.. }
v,>.. , ~ k2 T}v,>.. k2 + ~ k2

1{ (1) kvk>..}== - k2 T}v,>.. - 1 - Z ~ . (3.3.77)

The gauge parameter ~ shifts the longitudinal component of the covariant
gauge Green's function. In the limit ~ ---+ 00, the covariant gauge Green's
function D~c~vo)(k;~) coincides with the Landau gauge Green's function

D~L;ndau)(k )', and, at ~ = 1, the covariant gauge Green's function D~c~v.)(k;~)
coi~cides with the 't Hooft~Feynmangauge Green's function D~~~y~man)(k),

D(COVo)(k. ) == _~ ( _ kvk>..) == D(Landau)(k)
v,>.. , 00 k2 T}v,>.. k2 v,>.. ,

D(COVo)(k'l) == _~ == D(Feynman)(k)
v,>'" k2T}v,>.. v,>.. .

(3.3.78a)

(3.3.78b)

We calculate the kernel Ml~~~'~(Al'P,) of the Faddeev-Popov ghost in the
covariant gauge.

(3.3.79)

(3.3.80)

We absorb the factor yff, into the normalization of the Faddeev-Popov ghost
field, Ca (x) and cf3 (x). The ghost part of the effective action functional is
then given by

I!;ost [Aw ,Ca, c/3] = f d4xca (x )M~,/3(A)"J.,(x) )c/3(x)

= f d4xoJL ca (x) (OJLca (X)

+Ca f3l' AT'p' (x )Cf3 (x)) ,
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just like in the Landau gauge, (3.3.63). From this, we find that the Faddeev­
Popov ghost in the covariant gauge is the massless scalar Fermion whose

Green's function DLcl,,8(x - y) is given by

(C) _ J d
4

k . 1
D L a,{3(x - y) - ba{3 (211")4 exp[-lk(x - y)] k2 . (3.3.81 )

We calculate the effective interaction Lagrangian density £~fi in the co­
variant gauge. We have

1 2
£eff == £gauge (F'YJ-tll (X)) - "2 Fa (A'YJ-t ( X) )

+ca(x)M~,,8(A'YJ-t(x))C,8(x) ,
and

£~~ad = -~A~(X)ba{3{ -1JJLv8
2 + (1 - ~)8JL8v}A~(x)

+ca(x)ba,8(-82 )c,8(x).

From (3.3.82) and (3.3.83), we obtain £~fi as

(3.3.82)

(3.3.83)

Lint _ £ _ £quad
eff - eff eff

= ~Ca{3I'(8JLAav(x) - 8vAaJL(X))A~(x)A~(x)

- ~Ca{3l'C aDc A{3JL (x)Al'v(x) At(x)A~ (x)

+Ca,8'Y8J-tcaA'YfL (x)c,8 (X) . (3.3.84a)
The generating functional ZF[J'YfL' (a, (,8] (WF[J'YfL' (a, (,8]) of (the con­

nected parts of) the "full" Green's functions in the covariant gauge is given by

ZF[J'YfL' (a, (,8] == exp[iWF[J'YfL' (a, (,8]]

== (0, out IT (exp [iJd4z{JI'JL(z)A~(z)

+ ca(z)(a(z) + ({3 (z)c{3 (z)}]) I0, in)
= JD[AI'JL]D[ca]D[c{3]

x exp [iJd4z{£eff + JI'JL(z)A~(z)

+ca(z)(a (z) + ({3(z )c{3(z)}]
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[
. int [1 8 . 8 18 ]] [ - ]= exp IIeff i oJ!;' 1O(a ' i 0((3 ZF,O J"(fJ,' (a, ((3 ,

(3.3.85)

with

and

(3.3.84b)

(3.3.86)

Zp,o[J')'/-l' (a, ({3]

= f V[A,,(fJ,]V[ca]V[C(3] exp [ifd4z{£~~ad((3.3.83))+J,,(fJ,(z)A~(z)
+ Ca (Z)(a(z ) + ((3(Z)C(3(z)}]

= exp [if d4xd4y{ -!J1:(x)D~C;:fl~(x- y; ~)J~(y)

- (0) ]-({3(x)Da{3 (x - Y)(a(Y)} .

Equation (3.3.85) is the starting point of the Feynman-Dyson expansion of
the "full" Green's function in terms of the "free" Green's functions and the
effective interaction vertices, (3.3.84a). Noting the fact that the Faddeev­
Popov ghost appears only in the internal loops, we might as well set

Zp[J')'/-l] == exp[iWp[J')'/-l]]

== \ 0, out IT (exp [if d4ZJ,,(fJ,(Z)A~(Z)]) 10, in)

= f V [A"(fJ,]V [ca]V [c(3] exp [if d4z{£eff + J,,(fJ,(Z)A~(Z)}]

= f V[A,,(fJ,]..1F [A,,(fJ,] exp [if d4z{£gauge(F"(fJ,v(z))

- !F;(A"(/L(z)) + J,,(/L(Z)A~(Z)}] , (3.3.87)

which we shall use in the next section.
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3.3.4 The Ward-Takahashi-Slavnov-Taylor Identity
and Gauge Independence of the Physical S-Matrix

In the discussion so far, in order to accomplish path integral quantization
of the gauge field, we introduced the gauge-fixing term and the requisite
Faddeev-Popov ghost term in the original gauge-invariant Lagrangian den­
sity. In the discussion of the covariant gauge in Sect. 3.3.3, we saw the explicit
~-dependence of the longitudinal part of the covariant gauge Green's func-
tion D1~v.)(k; ~). The physical S-matrix, however, should not depend on the
choice of the gauge. The identity in the heading of this subsection is the
starting point of the demonstration of the gauge independence of the physi­
cal S-matrix. This identity will be the last remnant of the gauge invariance
of the original Lagrangian density.

In the functional integrand of ZF[Jl'JL],

ZF[J'Y/LJ = JV [A'YJ.tlLlF [A'YJ.tJ

x exp [iJd4z{£gauge(F'YJ.tv(X)) - !F~(A'YJ.t(z)) + J'YJ.t(Z)A~(Z)}] ,

(3.3.87)

we perform the nonlinear infinitesimal gauge transformation go, parametrized
by

(3.3.27)

where A(3 (y) is an arbitrary infinitesimal function independent of Al'JL (x). Due
to the invariance of the integration measure, V[Al'JL]L1F[Al'J.J, and due to the
fact that the value of the functional integral remains unchanged under the
change of the function variable, we have the following identity,

o= JV[A'YJ.tJLlF[A'YJ.tJ

x exp [iJd4z{£gauge (F'YJ.tv (z)) - !F~(A'YJ.t(z)) + J'YJ.t(Z)A~(Z)}]

x n:(x) Jd
4
z{-!F~(A~~) + J'YJ.t(z)A~oJ.t(z)}lgo=l

= JV[A'YJ.tlLlF[A'YJ.tJ

x exp [i Jd4Z{£gauge (F'YJ.tv (z)) - !F~(A'YJ.t(z)) + J'YJ.t(Z)A~(Z)}]

x{ -Fa (Al'JL(x)) + Jr(x)( -D~dj(A'YJL(x)))€(3(MF(A'YJL(x)))/3~}.
(3.3.88a)
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Pulling out the last { } part in front of the functional integral, we obtain

{-Fa (~8Ji(x))+ Jt(x) (_D~dj (~8Ji(x)))e~

X (M
F (~8Ji(x))) :~} ZF[J~~] = 0,

where

(3.3.88b)

(3.3.89)(D~dj (~ 8Ji(x)) ) a~ = 8a~8~ + Ca~~~ 8Ji(x)'

We call the identity, (3.3.88b), the Ward-Takahashi-Slavnov-Taylor identity.
With this identity, we shall prove the gauge independence of the physical

S-matrix.

Claim: The physical S -matrix is invariant under the infinitesimal variation
LlFa(A'YtL(x)) of the gauge-fixing condition Fa (A'YtL(x)).

Under the variation of the gauge-fixing condition,

Fa (A'YtL (X )) ---+ Fa (A'YtL(x)) + LlFa(A'YtL(x)),

we have, to first order in LlFa(A'YtL(x)),

(3.3.90)

ZF+L1F[J~~] - ZF[J~~] = JV[A~~]L1F[A~~]

x exp [iJd4z{£gauge(F~~v(z)) - ~F~(A~~(z)) + J4'(Z)A~~(Z)}]

x {-iJd4xFa(A~~(x))L1Fa(A~~(x)) + L1F+L1F~;[~~~~F[A~~]}.

(3.3.91)

We calculate Llp+L1P[A'YtL] to first order in LlFa(A'YtL(x)),

Llp+L\p[A'YtL] == DetM:x~~P(A1'tL)

== Det{ (bFa(A1'tL(X)) + bLlFa(A'YtL(X)))
bA'YtL (x) bA1'tL (x)

x(-D~dj(Ae~(x)))84(x - y)}

= DetM:~(A~~(X))Det{8a~84(X - y)

bLlFa(A1'tL (x)) (_Dadj (A ()))
+ bA1'tL (x) tL €tL x 1'(

x(MF(Ae~(x)))(J84(x - y)}
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== L1 [A J{I +Jd4 x 8L1Fa (AI'J1 (x))
F I' J1 8AI'J1 (X )

X (-D~dj (AcJ1 (x)) )I'((MF (AcJ1 (x)) ),;

+O((LlF)2) }.

From this, we obtain

L1F +L1F [AI'J1J - L1F [AJ'J1J == Jd4x8L1Fa (AI'J1(x))
L1F [AI'J1J 8AI'J1 (x)

x( -D~dj(AcJ1(x)))J'((MF(AcJ1(x)))Z;+ O((L1F)2). (3.3.92)

From (3.3.91) and (3.3.92), we obtain

ZP+L1P[J'YJL]- Zp[J'YJL] = JD[A'YJL]Llp[A'YJLJ

x exp [i Jd4z{£gauge(F'YJLv(z)) - ~F;(A'YJL(z)) + J~(Z)A'YJL(Z)}]

X { -iJd4xF", (A'YJL (x)) LlFa (A'YJL(x))

+8F;j~:(;~)) (-D~dj(A.:JL(x)))'Y«(MP(AcJL(x)))(; + O((LlF)2)} .

(3.3.93)

We now note the following identity,

Left-multiplying by iLlF", (t u$Cx ») in (3.3.88a), we obtain

(3.3.94)
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o= JV[A'YJt]L1F[A'YJtJ

X exp [i Jd4Z{.Cgauge (F'YJtv (z)) - ~F~(A'YJt(z)) + J~(Z)A'YJt(Z)}]

X Jd4x{ - iFa(A'YJt (x))L1Fa(A'YJt (x))

+(iJJ-l(X)L1F (A (x)) + 8L1Fa (A')IJ-l(X)))
, a ,J-l 8A'J-l(x)

X (-D~dj(A6Jt (x)) )'Y{3 (M F(A'YJt (x))) {3~ }. (3.3.95)

We subtract (3.3.95) from (3.3.93), and obtain

ZF+L1F[J'YJt] - ZF[J'YJt] = JV [A'YJt] L1F[A'YJtJ

X exp [i Jd4z{£gauge (F'YJtv (z)) - ~F~(A'YJt(z)) + J~(Z)A'YJt(Z)}]

X {iJd4xJ~(X)( - D~dj (A6Jt (x)) )'Y{3(MF(AcJt(x))){3~L1Fa(A1'Jt(x))

+O((L1F)2) }.

We exponentiate the above expression to first order in L1Fa (A')IJ-l(x)) as

ZF+L1F[J'YJt] = JV[A'YJtJL1F[A'YJt l (3.3.96a)

x exp [i Jd4z{£gauge(F'YJtv(z)) - ~F~(A'YJt(z)) + J~(z)A~f (Z)}] ,

where
--1

A~~ (z) == A'YJ-l(z) + (D~dj(AcJ-l(z)))')I{3(MF(ACJ-l(z)));a;L1Fa(A')IJ-l(z)).

(3.3.96b)

Here, go is the gauge transformation parametrized by

(3.3.97)
The response of the gauge-fixing condition

to this go gives (3.3.90). In this manner, we find that the variation of the
gauge-fixing condition, (3.3.90), gives rise to an additional vertex between
the external hook JJ;'(z) and the gauge field A'J-l(z),
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--1

Jf(z)(A~~ (z) - A'J-l(z)). (3.3.98)

We can take care of this extra vertex by the renormalization of the wave
function renormalization constants of the external lines of the S-matrix on
the mass shell. Namely, we have

(3.3.99)

Here, SF and Zp are the S-matrix and the wave function renormalization
constant in the gauge specified by Fa(A'J-l(x)), and the subscript "e" indicates
the external lines. From (3.3.99), we find that the renormalized S-matrix,
Sren, given by

- IT ( 1/2)Sren == SF/ Zp e

e

is independent of Fa (A,),J-l(x)) , i.e., is gauge independent.

3.4 Spontaneous Symmetry Breaking
and the Gauge Field

(3.3.100)

In this section, we discuss the method with which we give a mass term to the
gauge field without violating gauge invariance.

We consider the matter field Lagrangian density £matter(~(x),aJ-l~(x))

which is globally G invariant. When the field operator ~(x) develops the
non-zero vacuum expectation value in the direction of some generator Ta
of the internal symmetry group G, we say that the internal symmetry G
is spontaneously broken by the ground state 10,~~t). In this instance, there
emerges a massless excitation, corresponding to each broken generator, and
we call it the Nambu-Goldstone boson (Sect. 3.4.1). We call this phenomenon
the Goldstone's theorem. The elimination of the Nambu-Goldstone boson
becomes the main issue. We note that the global G symmetry is exact, but
spontaneously broken by the ground state 10,~~t). Next, by invoking Weyl's
gauge principle, we extend the global G invariance of the matter system to
the local G invariance of the matter-gauge system,

Under the appropriate local G transformation (the local phase transformation
of ~(x) and the gauge transformation of A'J-l(x)) which depends on the vac­
uum expectation value of ~(x), the Nambu-Goldstone boson gets eliminated
and emerges as the longitudinal mode of the gauge field corresponding to
the broken generator and the said gauge field becomes a massive vector field
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with three degrees of freedom, two transverse modes and one longitudinal
mode. The gauge field corresponding to the unbroken generator remains as
the massless gauge field with two transverse modes only. Since the Nambu­
Goldstone boson got eliminated and emerged as the longitudinal mode of
the massive vector field, the total degrees of freedom of the matter-gauge
system remain unchanged. We call this mass generating mechanism as the
Higgs-Kibble mechanism (Sect. 3.4.2). We carry out the path integral quan­
tization of this matter-gauge system in the Re-gauge. The Re-gauge is a
gauge-fixing condition involving both the matter field and the gauge field
linearly which eliminates the mixed term of the matter field and the gauge
field in the quadratic part of the total effective Lagrangian density L{~td and
fixes the gauge (Sect. 3.4.3). We prove the gauge independence of the phys­
ical S-matrix with the use of the Ward-Takahashi-Slavnov-Taylor identity
(Sect. 3.4.4).

3.4.1 Goldstone's Theorem

We designate the n-component real scalar field cPi(X), i == 1, ... ,n, by vector
notation,

_ (~l(X) )
cP(x) ==. '

cPn(x)

-T
cP (x) == (cPl(X), ... cPn(x)) , (3.4.1)

(3.4.2)

and express the globally G invariant matter field Lagrangian density as

- - 1 -T - -
Lmatter(cP(x), 8IJ-cP(x)) == 28IJ-cP (x)8IJ- cP(x) - V(cP(x)).

Here, we assume the following three conditions:

(1) G is a semi-simple N-parameter Lie group whose N generators we des­
ignate

Ta, a == 1, ... ,N.

(2) Under the global G transformation, ~(x) transform with the n-dimensional
reducible representation, Ba, a == 1, ... ,N,

a == 1, ... ,N, i, j == 1, ... ,n.
(3.4.3)

(3) V(~(x)) is the globally G invariant quartic polynomial in ~(x) whose the
global G invariance condition is given by

a == 1, ... ,N. (3.4.4)



152 3. Path Integral Quantization of Gauge Field

We assume that the minimizing ~(x) of V(~(x)) exists and is given by
the constant vector V,

8V(~(x) )
O(Mx) I</>(x)=v = 0, i == 1, ... ,n. (3.4.5)

We differentiate the global G invariance condition, (3.4.4), with respect to
cPk(X) and set ~(x) == V, obtaining the broken symmetry condition

a2V(~(X))
O(/Jk(x )O(/J;(x) 1</>(x)=v((}oJijVj = 0, a = 1, ... ,N, i, j, k = 1, ... ,n.

(3.4.6)

We expand V(~(x)) around ~(x) == v and choose V(v) == 0 as the origin of
energy.

V(~(x)) = ~(~(x) - v)T(M2)(~(x) - v) + higher-order terms. (3.4.7a)

We set

i, j == 1, ... ,n, (3.4.7b)

where M 2 is the mass matrix of the n-component real scalar field. We express
the broken symmetry condition, (3.4.6), in terms of the mass matrix M 2 as

a == 1, ... ,N, i, j == 1, ... ,n. (3.4.8)

We let the stability group of the vacuum, Le., the symmetry group of the
ground state ~(x) == V, be the M-dimensional subgroup S c G. When Ba is
the realization on the scalar field ~(x) of the generator Ta belonging to the
stability group S, this Ba annihilates the "vacuum" v

(Bav) == 0 for Ba E S,

and we have the invariance of v expressed as

exp [i 2: caBal V == v, stability group of the vacuum.
BaES

(3.4.9)

(3.4.10)

As for the M realizations Ba E S on the scalar field ~(x) of the M generators
Ta E S, the broken symmetry condition, (3.4.8), is satisfied automatically
due to the stability condition, (3.4.9), and we do not get any new information
from (3.4.8). As for the remaining (N - M) realizations Ba tI- S on the scalar
field ~(x) of the (N -M) broken generators Ta tI- S which break the stability
condition, (3.4.9), we get the following information from (3.4.8), i.e., the
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"mass matrix" (M2 )i,j has (N - M) non-trivial eigenvectors belonging to
the eigenvalue 0,

(3.4.11)

Here, we show that {Ba£1,Ba ~ S} span the (N - M)-dimensional vector
space. We define the N x N matrix /-l;,{3 by

n

/-l;,{3 == (Ba£1, B{3£1) == L(Ba£1)[ (B{3£1)i, a, f3 == 1, ... ,N.
i=l

From the Hermiticity of Ba' we have

n

/-l;,f3 == (v, BaB{3£1) == L v; (BaB{3£1)i,
i=l

(3.4.12a)

(3.4.12b)

(3.4.13)

i.e., we know that /-l;,f3 is a real symmetric matrix. The last equality of

(3.4.13) follows from the antisymmetry of Ba, (3.2.67). Next, we let jL;',{3
be the restriction of /-l;,{3 to the subspace {BaV, Ba tJ. S}. The jL;',{3 is a real
symmetric (N - M) x (N - M) matrix and is diagonalizable. We let the
(N - M) x (N - M) orthogonal matrix which diagonalizes jL;',{3 be 0, and

let jL~,{3 be the diagonalized jL;',{3:

The diagonal element jL(~) is given by

n

jL(~) == ((OB)a£1,(OB)a £1 ) == L((OB)a£1)!((OB)a£1)i.
i=l

(3.4.14)

(3.4.15)

From the definition of the stability group of the vacuum, (3.4.9), and the
definition of linear independence in the N -dimensional vector space spanned
by the realization Ba, we obtain the following three statements:

(1) VBa tJ. S : (OB)a £1 =1= O.
(2) The (N - M) diagonal elements, jL(~), of jL~,{3 are all positive.
(3) The (N - M) B~s, Ba tJ. S, are linearly independent.

Hence, we understand that {Ba£1 : VBa tJ. S} span the (N -M)-dimensional
vector space. In this way, we obtain the following theorem.

Goldstone's Theorem: When the global symmetry induced by (N - M)
generators Ta corresponding to {Ba: Ba tJ. S} is spontaneously broken (Ba£1 =1=
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0) by the vacuum V, the "mass matrix" (M 2 )i,j has (N - M) eigenvectors
{ ()a V : ()a fj. S} belonging to the eigenvalue 0, and these vectors {()a V : ()a fj. S}
span the (N - M)-dimensional vector space of the Nambu-Goldstone boson
(massless excitation). The remaining n - (N - M) scalar fields are massive.

From the preceding argument, we find that the N x N matrix J.L;,(3 has

rank (N - M) and has (N - M) positive eigenvalues jl(~) and the M zero
eigenvalues. Now, we rearrange the generators Ta in the order of the M
unbroken generators Ta E S and the (N - M) broken generators Ta fj. S. We
get J.L;,(3 in block diagonal form,

2 (00)J.La ,(3 == 0 jl2 ,
a,(3

(3.4.16)

where the upper left diagonal block corresponds to the M-dimensional vector
space of the stability group of the vacuum, S, and the lower right diagonal
block corresponds to the (N - M)-dimensional vector space of the Nambu­
Goldstone boson.

The purpose of the introduction of the N x N matrix J.L;,(3 is twofold.

(1) {()av: ()a fj. S} span the (N - M)-dimensional vector space.
(2) The "mass matrix" of the gauge fields to be introduced by the application

of Weyl's gauge principle in the presence of the spontaneous symmetry
breaking is given by J.L;,(3.

Having disposed of the first point, we move on to a discussion of the
second point.

3.4.2 Higgs-Kibble Mechanism

In this section, we extend the global G invariance which is spontaneously
broken by the "vacuum" V of the matter field Lagrangian density

to local G invariance with Weyl's gauge principle. From the discussion of
Sect. 3.2, we know that the total Lagrangian density Ltotal of the matter­
gauge system after the gauge extension is given by

..ctotal

== Lgauge(F~J1l/(x)) + Lscalar(~(X), DJ1~(x))

= -~F1'J.'v(X)F~V(X)

+~{(aIL + iOaA>IL(X»~(x»}r {(aIL + iO{3A~(x»~(x)h - V(~(x»
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= -~Fl'J.'v(X)F;V(X)
1 -T -T -+2 {8Jl<j) (x) - i<j) (x )BaAaJl (x) }i{8Jl <j) (x )

+iBj3A~(x)~(x)}i - V(~(x)), (3.4.17)

where, in the transition from the second equality to the third equality, we used
the antisymmetry of Ba' (3.2.67). We parametrize the n-component scalar
field ~(x) as

~(x) == exp [i L ~a~)fJa] (v + f] (X ) ) • (3.4.18)
()a~S a

We note that the (N - M) ~a (x)'s correspond to the (N - M) broken genera­
tors Ta ~ S, and the f](x) has (n - (N - M)) non-vanishing components and
is orthogonal to the Nambu-Goldstone direction, {Bav : Ba ~ S}. We have
the vacuum expectation values of {~a(X)}~~lM and {7]i(X)}~:l(N-M)equal to
O. From the global G invariance of V(~(x)), we have

V(~(x)) == V(v + f](x)), (3.4.19)

and find that V(~(x)) is independent of {~a(X)}~~lM. Without the gauge
extension, we had the ~a(x)-dependencefrom the derivative term in .Lscalar,

1 -T - 1
28Jl<j) (x)8Jl <j)(x) == 28Jt~a(x)8Jt~a(x) + ... . (3.4.20)

Thus, the {~a(X)}~~lMwould have been the massless N~mbu-Goldstone bo­
son with the gradient coupling with the other fields. As in (3.4.17), after
the gauge extension, we have the freedom of the gauge transformation and
can eliminate the Nambu-Goldstone boson fields {~a (x)}~~lM completely.
We employ the following local phase transformation and the nonlinear gauge
transformation:

~' (x) == exp [-i L ~a~)()a] ~(x)
()a~S a

==v+f](x)

VN-M
7]1 (X)

7]n-(N-M) (X)

(3.4.21a)



(3.4.22)
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(3.4.21b)

As a result of these local G transformations, we have managed to eliminate
{~a (x) }:~lM completely and have the total Lagrangian density Ltotal as

Ltotal = -~F~/lAx)F..~'W(X)
1+-2 {(8J.L + iOaA~J.L(x))(v + ij(x))}T

X {(OfL + iBaA~(x ))(v + i](x))} - V(v + i](x)).

After the gauge transformations, (3.4.21a) and (3.4.21b), we have the covari­
ant derivative as,

(OfL + iBaA~fL(x))(v + i](x)) == OfLrJ(X) + i(Bav)A~fL(x) + i(Bai](x))A~fL(x),

(3.4.23)

so that from the definitions of /-l;,f3' (3.4.12a) and (3.4.12b), we have

1
2{(OfL + iBaA~fL(x))(v + i](x))}T {(OfL + iBf3 At(x))(v + i](x))}

= ~(8J.LijT(x)8J.Lij(x) + fL;',~A~J.L(x)At(x)

+(i](x), Ba Bf3ij(x))A~fL (x )At(x)) + +OfLijT (x)i(Bav)A~(x)

+OfLijT(x)i(Baij(x))A~(x) + (i](x), BaBf3v)A~fL(x)At(x). (3.4.24)

-I -I

We expand V(cP (x)) around cP (x) == V, and obtain

V(v + ij(x)) = ~(M2)ij1Ji(X)1Jj(x) + ~fijk1Ji(X)1Jj(X)1Jk(X)
1

+4! fijklrJi (x )rJj (x )rJk (x )rlZ (x), (3.4.25a)
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83V(~(X))
fijk = 8(/>i(x)8cPj(x)8(!>k(x) 1.j,(X)=Vl

84V(~(X) )
Jij kZ = 8cPi (x )8cPj (x )8cPdx)8cPz (x) I.j,(x )=V'

(3.4.25b)

(3.4.25c)

(3.4.25d)

From (3.4.24) and (3.4.25a), we have Ltotal after the local G transformation as

Ltotal = -~F~lw(X)F-rV(X) + ~tt;,;3A~I.(x)At(x) + 8fLij(x)i(B"v)A~(x)

+~8fLij(x)8fLij(X) - ~(M2)i,j7]i(x)r]j(x) + 8fLij(x)i(B"ij(x))A~(x)
1

+ij(x)(B"B;3V)A~fL(x)At(x) - 3! Jijk7]i (x )7]j (X)7]k (x)

+~ij(x)(B"B;3ij(x) )A~fL (x)At(x) - -4\ fijkZ17i (x )7]j (x )7]k (x )7]Z (x).
2 .

(3.4.26)

From (3.4.26), we obtain as the quadratic part of Ltotal'

L:t:~ = -~(8fLA~v(x) - 8vA~fL(X))(8fLA~(x) - 8vA~(x))

+~tt;,;3A~fL (x)At(x)

+ ~8fLij(X)8fL ij(x) - ~ (M2kj7]i (x )7]j (x)

+8j1fj(x)i(eav)A~(x). (3.4.27)

Were it not for the last term in (3.4.27) which represents the mixing of the
gauge field and the scalar field, we can regard (3.4.27) as the "free" La­
grangian density of the following fields:

(1) M massless gauge fields corresponding to the M unbroken generators,
Ta E S, belonging to the stability group of the vacuum,

(2) (N - M) massive vector fields corresponding to the (N - M) broken
generators, Ta t/:. S, with the mass eigenvalues, jJ,(~), a ~ M + 1, ... ,N,

(3) (n - (N - M)) massive scalar fields with the mass matrix, (M2 )i,j.

The (N -M) Nambu-Goldstone boson fields {~a(X)}~~lM get completely
eliminated from the particle spectrum as a result of the gauge transforma­
tions, (3.4.21a) and (3.4.21b), and are absorbed as the longitudinal mode of
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the gauge fields corresponding to the (N - M) broken generators Ta t/:. S. The
said (N -M) gauge fields become the (N -M) massive vector fields with two
transverse modes and one longitudinal mode. We call this mass generating
mechanism for the gauge fields the Higgs-Kibble mechanism. We make lists
of the degrees of freedom of the matter-gauge system before and after the
gauge transformations, (3.4.21a) and (3.4.21b):

and

Before the gauge transformation

N massless gauge fields
(N - M) Goldstone boson fields
(n - (N - M)) massive scalar fields
Total degrees of freedom

After the gauge transformation

M massless gauge fields
(N - M) massive vector fields
(n - (N - M)) massive scalar fields
Total degrees of freedom

Degrees of freedom

2N
N-M
n- (N - M)
n+2N

Degrees of freedom

2M
3(N - M)
n- (N -M)
n+2N

There is no change in the total degrees of freedom, n + 2N. Before the
gauge transformation, the local G invariance of Ltotal' (3.4.17), is manifest,
whereas after the gauge transformation, the particle spectrum content of
Ltotal, (3.4.26), is manifest and the local G invariance of Ltotal is hidden. In
this way, we can give the mass term to the gauge field without violating the
local G invariance and verify that the mass matrix of the gauge field is indeed

. b 2gIven y J-La ,j3.

3.4.3 Path Integral Quantization of the Gauge Field
in the Re-Gauge

In this section, we employ the R(-gauge as the gauge-fixing condition, carry
out the path integral quantization of the matter-gauge system described by
the total Lagrangian density, (3.4.26), and, at the same time, eliminate the
mixed term

of the scalar fields 7](x) and the gauge fields A~p, (x) in L~t:~. The R(-gauge
is the gauge-fixing condition involving the Higgs scalar field and the gauge
field, {7](x), A~p, (x) }, linearly. We will use the general notation introduced in
Appendix 4:



3.4 Spontaneous Symmetry Breaking and the Gauge Field 159

a == (i,x), (1J-l,X). (3.4.28)

As the general linear gauge-fixing condition, we employ

We assume that

a == 1, ... ,N. (3.4.29)

a == 1, ... ,N, {<Pa} fixed, (3.4.30)

has the unique solution g(x) E G. We parameterize the element g(x) in the
neighborhood of the identity element of G by

(3.4.31 )

with Ea (x) an arbitrary infinitesimal function independent of {<Pa}. The
Faddeev-Popov determinant L1F [{ <Pa}] of the gauge-fixing condition, (3.4.29),
is defined by

Llp[{<Pa}] JIT dg(x) IT 8(F" ({<pD) - a,,(x)) = 1,
x a,x

and is invariant under the linear gauge transformation, (3.4.31),

(3.4.32)

(3.4.33)

According to the first Faddeev-Popov formula, (3.24a), the vacuum-to­
vacuum-transition amplitude of the matter-gauge system described by the
total Lagrangian density, Ltotal((3.4.26)), is given by

Zp(a,,(x)) == (O,outIO,in)p = JV[{<Pa}]LlP[{<Pa}]exp[iltotal[{<Pa}]]

x IT ()(Fa({<Pa}) - aa(x)), (3.4.34)
a,x

with

(3.4.35)

(3.4.36)

and

!totaJ[{<Pa}] = Jd4XLtotal( (3.4.26)).

Since L1F [{<Pa}] in (O,outIO,in)F gets multiplied by ()(Fa({<Pa}) -aa(x)), it is
sufficient to calculate L1F [{ <Pa}] for {<Pa} which satisfies (3.4.29). Parametriz­
ing g(x) as in (3.4.31), we have
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6Fa ({<P~ (X ) } )
{MF ( {4>a} )}",x,,6y = 8c,6(Y) Ig=lo 0'., (3 = 1, ... ,N,

(3.4.37)

(3.4.38)

(3.4.39)

We now consider the nonlinear gauge transformation go parametrized by

(3.4.40)

with >"{3 (y) an arbitrary infinitesimal function independent of {<Pa}. Under
this nonlinear gauge transformation, we have

(1) ItotaI[{<Pa}] is gauge invariant,

(2) V[{<Pa}]L1F [{ <Pa}] == gauge invariant measure,

(for the proof, see Appendix 4);

(3) the gauge-fixing condition Fa ( {<Pa}) gets transformed into

(3.4.41)

(3.4.42)

Since the value of the functional integral remains unchanged under a
change of function variables, the value of ZF(aa(X)) remains unchanged.
Choosing

we have

a == 1, ... ,N, (3.4.43)

Since we find that ZF(aa(X)) is independent of aa(x), we introduce an arbi­
trary weighting functional H [aa (x)] for ZF(aa (x)) and path-integrate with
respect to aa(x), obtaining as the weighted ZF(aa(X)),

ZF == JIT da", (x)H[a", (X)]ZF (a", (x))
a,x

= JV[{ 4>a}]LlF [{ 4>a}]H[F", ({4>a})] exp [iltotaM4>a}]] . (3.4.45)

As the weighting functional H[aa(x)], we choose the quasi-Gaussian func­
tional
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(3.4.46)

and obtain ZF as

ZF = JV[{<Pa}].dF[{<Pa}]exp [iJd4x{£total((3.4.26)) - ~F;({<pa})}]

= JV[{<Pa}]V[ca]V[c(3]exp [iJd4x{£total((3.4.26)) - ~F;({<Pa})

+ca(x)MF({<Pa (x)} )C(3(x)}] . (3.4.47)

From the fact that the gauge-fixing condition, (3.4.29), is linear with respect
to {<Pa}, we have

(3.4.48)

Summarizing the results, we have

with the effective action functional lefr[{<Pa}, Ca, c,a] given by

(3.4.49b)

and the effective Lagrangian density Leff({<Pa (x) }, Ca (x), c,a (x)) given by

Leff({<Pa(X)},ca(x),c,a(x)) == Ltotal({<Pa(X)}; (3.4.26)) - ~F~({<Pa(X)})

+Ca(x )MF ( {<Pa (x)} )a,,ac,a(x). (3.4.49c)

(4) Re-Gauge: In order to eliminate the mixed term

8jLiJ(x)i(Oav)A~(x)

in the quadratic part of the total Lagrangian density L{~t:~· in (3.4.27), which
couples the longitudinal component of the gauge field, i(Oav)A~(x), and the
Higgs scalar field, iJ(x), we choose the Re-gauge-fixing condition as

~ > o. (3.4.50)

We have the exponent of the quasi-Gaussian functional as

~F;({<Pa(x)}) = ~ (aJtA~(x))2 - ij(x)i(Bav)aJtA~(x) - 21~ {(BaV)ij(X)}2,

(3.4.51 )
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so that the mixed terms add up to the 4-divergence,

{£:t:~' - ~ F~( {cPa(x)}) }mixed

== al1ij(x)i(Oav)A~(x) + ij(x)i(Oav)aI1A~(x)

== al1{ij(x)i(Oav)A~(x)}, (3.4.52)

Le., in the R~-gauge, the mixed term does not contribute to the effective ac­
tion functional Iefr[{ cPa}, Ca, c~].

We calculate the Faddeev-Popov determinant in the R~-gauge from the
transformation laws of A~11(x) and ij(x).

bA~I1(x) == _(D~djE(X))a, Q == 1, ... ,N. (3.4.53a)

{ M ({~ }) } == bFa ({ cPg (x ) } ) I _
F 'f/a ax,~y - bE~(Y) 9-1

== b4 (x - y)MF({cPa(X)})a,~

= 84 (x - y)~{ - 81'(D~dj)a,(3

- Z/-£;,(3 - Z(V, (}a(}(3i)(X)) } .

(3.4.53b)

(3.4.54)

We absorb v1, into the normalization of the Faddeev-Popov ghost fields,

{Ca (X ), c~ (X ) } •

We then have the Faddeev-Popov ghost Lagrangian density as

£ghost(Ca(X), c~(x)) == Ca (x )MF({cPa(x)} )a,~c~(x)
1

= 8I'ca(x)8I'ca(x) - ~/-£;,(3Ca(X)C(3(X)

+0,a~a11 Ca (X)A~ (X)Cf3 (X)

- ZCa(X) (V, (}a (}(3i) (x) )C(3(x) . (3.4.55)

From £total((3.4.26)), the gauge-fixing term, -~F;({cPa(x)}), (3.4.51),
and £ghost((3.4.55)), we have the effective Lagrangian density £eff((3.4.49c))
as

1 2
£eff((3.4.49c)) == £total((3.4.26)) - 2Fa ({cPa(X)}) + £ghost((3.4.55))

== £~~ad + £~fi , (3.4.56)



(3.4.57)
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where L~~ad and L~fi are respectively given by

.c~~ad = -~A~JL(x)[8Q{3{_rl'"v {j2 + (1 - 08JL8V} - J-t;,{3rtV]A~v(x)

+~1]i(X) { -8ij 82
- (M2 )ij + ~(OQvMOQv)j } 1]j(x)

- { 2 1 2 }+cQ(x) -8Q{38 - ~J-tQ,{3 C{3(x) ,

.c~W = .ceff - .c~ad = ~CQ{3"A~JL(x)A~v(x)(8JLA~(x) - 81'A~(x))

- ~CQ{3"CQ8cA~!L (x)A~v (x)A:t (x)A~ (x) + 8JLij(x)i(0Q ij(x))A~ (x)

+ij(x)(OQO{3v)A~!L(x)A~(x) - ;, Jijk1]i (x)1]j (X)1]k (x)

+~ij(x) (OQO{3ij(x) )A~JL (x)A;f(x) - ~! Jijkl1]i (x )ru (x )1]k (x )r1l (x)

1
+CQ{3,,8JL cQ(x)C{3(x)Af(x) - ~CQ(x)(v, OQO{3ij(x) )c{3(x). (3.4.58)

From L~~ad((3.4.57)), we have the equations satisfied by the "free" Green's
functions,

{
(AI) (rJ) (C) }DaJ-t,j3v(x - y), Di,j (x - y), Da,j3(x - y) ,

of the gauge fields, the Higgs scalar fields and the Faddeev-Popov ghost fields,

as

-[l5aj3 { (-1]J-tv82 + 8J-t8V
) - ~8Jl8V} - JJ?;,j31]J-tV]D1~:~A (x - y)

== l5al1]~ l54 (x - y), (3.4.59a)

{ -8ij82
- (M2 )ij + ~(OQVMOQv)j } D;1(x - y) = 8ikJ4 (X - y),

(3.4.59b)

(3.4.59c)

Fourier transforming the "free" Green's functions as
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we have the equations satisfied by the momentum space "free" Green's func­
tions as

We obtain the momentum space "free" Green's functions as

(3.4.61b)

(3.4.61c)

Dij)(k) = (1 - P)i,k (k2 ~M2) .
k,J

-((},/V)i (:2 .k2 _ ~2/~) a,{3 ((}{3V)j

= (k2 ~M2 ) i,j- ((}aV)i ~ . :2 .(k2 - ~2/~ t,{3 ((}{3V)j, (3.4.62b)

(3.4.62c)

Here, Pi,j is the projection operator onto the (N - M)-dimensional subspace
spanned by the Nambu-Goldstone boson:

i, j == 1, ... ,n, (3.4.63a)
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(3.4.63b)

The R~-gauge is not only the gauge which eliminates the mixed term of
A~J-t(x) and i](x) in the quadratic part of the effective Lagrangian density,
but also the gauge which connects the unitarity gauge (~ == 0), the 't Hooft­
Feynman gauge (~ == 1) and the Landau gauge (~ ~ (0) continuously in
~.

(4.1) Unitarity Gauge (~== 0):

(3.4.64a)

(3.4.64b)

infinitely massive ghost. (3.4.64c)

(4.2) 't Hooft-Feynman Gauge (~== 1):

(A') _ (1)
Da/-,,(3v(k) - -'f//-,v k2 _ p,2 '

a,j3

(3.4.65a)

(3.4.65b)

massive ghost at k2 == fJ? (3.4.65c)

(4.3) Landau Gauge .(~ ~ (0):

(A') _ ( kJ-tkv) ( 1 )
Da/-,,(3v(k) - - 'f//-,v - --V k2 - p,2 a,(3' (3.4.66a)

(3.4.66b)

D(C) (k) == ba j3
a,j3 k 2 '

massless ghost at k2 == o. (3.4.66c)
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We have the generating functional of (the connected part of) the "full"
Green's functions as

ZF[{Ja }, (a, ({3] == exp[iWF[{Ja }, (a, ({3]]

== \ O,out IT (exp [iJd4z{Ja(Z)~a(z)

+ Ca (z)C<"(z) + (13 (z)c13(z)}]) I0, in)

=JV[tPa]V[Ca]V [C13] exp [iJd4z{L:eff ( {tPa(z)}, ca(z), c13(z))

+Ja(z)tPa(z) + Ca (z)(a(z) + (13 C13 (Z)}]

= exp [iI~fft [{~ 8~a } ,i8~a ' ~8t]] ZF,O [{ Ja}, Ca, (13] , (3.4.67)

with

ZF,O[{Ja}, Ca, (13] = JV[tPa]V[ca]V[c13] exp [iJd4z{L:~~ad((3.4.57))

+Ja(z)tPa(z) + Ca (z)(a(z) + (13 (z)c13(z)}]

= exp [iJd4xd4y{-~J1:(X)D~~/,~)X - y)J}3(y)

-~Ji(X )D~Y (x - y)Jj (y) - (13 (x)D1~2 (x - y)(a(y))] , (3.4.68)

and

(3.4.69)

Since the Faddeev-Popov ghost, {ca (x),c{3(x)}, appears only in the internal
loop, we might as well set

(a (z) == ({3 (z) == 0

in ZF[{Ja }, (a, ({3J, (3.4.67), and define ZF[{Ja }] by

ZF[{Ja }] == exp[iWF[{Ja }]]

== \ 0, out IT (exp [iJd4zJa(z)~a(Z)]) 10, in)
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= JV [cPa] V[Ca]V [CJ3]

X exp [iJd4z{Leff({cPa(Z)}, Ca(Z), CJ3(Z)) + Ja(Z )cPa(z)}]

= JV[cPa]LlP[{cPa}]

X exp fJd4z{Ltotal ({cPa(Z)}) - !F~({cPa}) + Ja(z)cPa (z)}]

== Zp [{ Ja }, (a == 0, (13 == OJ ' (3.4.70)

which we shall use in the next section.

3.4.4 Ward-Takahashi-Slavnov-Taylor Identity
and the e-Independence of the Physical S-Matrix

In the functional integrand of Z[{Ja }], (3.4.70), we perform the nonlin­
ear gauge transformation go, (3.4.40). Then, by an argument identical to
Sect. 3.3.4, we obtain the Ward-Takahashi-Slavnov-Taylor identity

{ - Fa ( { ~ 8~a } ) + Ja (irtb ~ 8~b + A~ )

X (Mp! ({ ~ 8~a}) ) J3,a }Zp[{Ja}] = 0, (3.4.71)

where r:-b and A~ are defined by (A4.3) in Appendix 4. Armed with this
identity, we move on to prove the ~-independenceof the physical S-matrix.
By an argument entirely similar to that of Sect. 3.3.4, under an infinitesimal
variation of the gauge-fixing condition,

(3.4.72)

(3.4.73)

with the use of the Ward-Takahashi-Slavnov-Taylor identity, (3.4.71), we
obtain ZP+.dp[{Ja}] to first order in L1F({cPa(x)}) as

ZP+,dp[{Ja}] = JV[cPa]LlP[{cPa}]

X exp [iJd4z{Ltotal({cPa(z)})

-~F~( {cPa(z)}) + Ja(z)cPF" (Z)}] ,

with



168 3. Path Integral Quantization of Gauge Field

--1

cP~o (z) == cPa(z) - (ir~bcPb + A~)(Mpl({cPb(Z)}))a,~L1F~({cPb(z)}).
(3.4.74)

The transformation, go, is the gauge transformation generated by the param­
eter

Ca(X; Mp ( {cPa(x)}), L1F~( {cPa(x)})) == (Mp l ({cPa(x)}))a,~L1F~( {cPa(x)}).
(3.4.75)

The response of the gauge-fixing condition, Fa ({cPa (X) }), to this gauge trans­
formation go provides (3.4.72). In this manner, the variation of the gauge­
fixing condition, (3.4.72), gives rise to an extra vertex,

(3.4.76)

between the external hook {Ja(x)} and the matter-gauge system. We can
take care of this extra vertex by the renormalization of the wave function
renormalization constants of the external lines of the S-matrix on the mass­
shell. Namely, we have

(3.4.77)
e

From (3.4.77), we find that the renormalized S-matrix, Sren., defined by

Sren. = SF/IT (Z~j2)e
e

(3.4.78)

does not depend on Fa({cPa(x)}), i.e., Sren. is gauge independent. We have
thus verified that Sren. is ~-independent in the R~-gauge. In this respect,
the R~-gauge is a convenient gauge-fixing condition. Without fixing the ~­

parameter at ~ == 0, 1, or 00, we can use the cancelation of the ~-dependent

terms, originating from the spurious pole at k 2 == J12/~ and the ~-dependent

vertex of £'~W· ((3.4.58)) in the perturbative calculation, as a check of the
accuracy of the calculation.
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4. Path Integral Representation
of Quantum Statistical Mechanics

In this chapter, we discuss the path integral representation of quantum sta­
tistical mechanics with the following two methods.

(1) The Analytic continuation of the results of Chaps. 1 and 2 to negative
imaginary time,

t ~ -iT,

(2) The Fradkin construction starting from the canonical formalism based on
the extended Matsubara representation of quantum field theory at finite
temperature.

In Sect. 4.1, we discuss the method of analytic continuation heuristically. As
a result of the analytic continuation of the path integral representation of
quantum mechanics discussed in Chap. 1, we obtain the path integral repre­
sentation of the partition function of the canonical ensemble at finite tem­
perature in which the total number N of particles is fixed (Sect. 4.1.1). As
a result of the analytic continuation of the path integral representation of
quantum field theory discussed in Chap. 2, we obtain the partition function
of the grand canonical ensemble at finite temperature in which the total
number N of particles varies (Sect. 4.1.2). In both approaches, we employ
the Lagrangian formalism.

In Sect. 4.2, based on the extended Matsubara representation of quantum
field theory at finite temperature, with the standard method of the introduc­
tion of the interaction picture in the canonical formalism, we derive a func­
tional differential equation of the partition function of the grand canonical en­
semble, ZGc({3; [J, 17, 1]]), in the presence of external hooks {J(x), 17(X), 1](x)}
(Sect. 4.2.1). Following the procedure used in the Symanzik construction in
Sect. 2.3, we obtain the path integral representation of the partition function
of the grand canonical ensemble, ZGc({3; [J, 17, 1]]) (Sect. 4.2.2).

In Sect. 4.3, we consider a relativistic interacting fermion-boson system.
As a by-product of the Fradkin construction, we derive the Schwinger-Dyson
equation for the "full" temperature Green's functions of the system from the
functional differential equation for ZGc({3; [J, 17, 1]]) (Sect. 4.3.1). We confirm
the agreement of the nonrelativistic limit of the fermion "free" temperature
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Green's function with a nonrelativistic treatment of the fermion "free" tem­
perature Green's function derived in Sect. 4.1 (Sect. 4.3.2).

In Sect. 4.4, we discuss the linearization of the four-fermion interaction
with the method of the auxiliary field which frequently shows up in the model
theory of condensed matter physics. By linearization, we mean the tri-linear
Yukawa coupling of the fermion fields, 'l/J(x) and ij;(x) , with the auxiliary
bosonic field </>(x). Mathematically, we simply incomplete the square in the
exponent by performing the inverse of Gaussian integration. We get a new
perspective by changing the form of the interaction. We can reduce the four­
fermion interaction to bi-linear form in the fermion fields and thus to the
calculation of the fermion determinant which depends on the auxiliary field
</>(x) (Sect. 4.4.1). In the method of the auxiliary field in the Lagrangian
formalism, we treat the auxiliary field </>(x) on an equal footing with the
physical fields, 'l/J(x) and ij;(x), and find that the "full" Green's function of
</>(x) is related to the linear response function of the system. As the method of
the auxiliary field in the Hamiltonian formalism, we have the Stratonovich­
Hubbard transformation (Sect. 4.4.2). In this method, we use the Gaussian
auxiliary field Z(T). Mathematically, Z(T) resembles the auxiliary field </>(x)
in the Lagrangian formalism. But the physical content of the Gaussian aux­
iliary field Z(T) is not so clear as compared to the auxiliary field </>(x) in the
Lagrangian formalism.

As for Feynman's variational principle in statistical mechanics and its
application to the polaron problem, the reader is referred to Feynman and
Hibbs.

4.1 Partition Function of the Canonical Ensemble
and the Grand Canonical Ensemble

In this section, we obtain the path integral representation of the partition
functions, Zc(j3) and ZGC (13) , of the canonical ensemble and the grand canon­
ical ensemble by analytic continuation of the various formulas obtained for
quantum mechanics in Chap. 1 and quantum field theory in Chap. 2. We de­
fer the rigorous derivation of these results, due to E.S. Fradkin, to Sect. 4.2,
which is based on the extended Matsubara representation of quantum field
theory at finite temperature.

In Sect. 4.1.1, we derive the path integral representation of the partition
function, Zc (13), of the canonical ensemble in terms of the Euclidean La­
grangian,

based on the observation that the Bloch equation satisfied by the density
matrix Pc (T) of the canonical ensemble is equivalent to the imaginary time
Schrodinger equation under analytic continuation,
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t == -iT,

In Sect. 4.1.2, we extend the consideration to the grand canonical ensemble
in terms of the modified Euclidean Lagrangian density,

L~(rlPa(T, x), 8p.'lfJa(T, x))

== LE('lfJa(T,X),8p.'lfJa(T, x)) + fJ/lpl(T,x)'lfJa(T,x) ,

and obtain the path integral representation of the partition function, Zec ({3),
of the grand canonical ensemble. Based on these considerations, we introduce
the "full" temperature Green's function and also obtain the path integral
representation of the generating functional, Zec [{3; Ja, JJ], of the "full" tem­
perature Green's functions.

4.1.1 The Canonical Ensemble and the Bloch Equation

We consider the canonical ensemble described by the Hamiltonian

at finite temperature,

{3 == 1/kBT, kB == Boltzman constant, T == absolute temperature.

The density matrix Pc ({3) of this system satisfies the Bloch equation,

with its formal solution given by

pC(T) == exp[-TH({Qj,Pj}f=l]PC(O).

(4.1.1)

(4.1.2)

We compare the Bloch equation and the density matrix, (4.1.1) and (4.1.2),
with the Schrodinger equation for the state vector 1'lfJ, t)

(4.1.3)

and its formal solution given by

We find that by analytic continuation,

(4.1.4)

t == -iT, (4.1.5)
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the (real time) Schrodinger equation and its formal solution, (4.1.3) and
(4.1.4), are analytically continued into the Bloch equation and the density
matrix, (4.1.1) and (4.1.2), respectively. Under analytic continuation, (4.1.5),
we divide the interval [0,;3] into n equal subintervals, and use the resolution
of the identity in both the q-representation and the p-representation. In this
way, we obtain the following list of correspondences. Here, we assume the
Hamiltonian H({qj, Pj }~1) of the following form,

List of Correspondences

(4.1.6)

Quantum mechanics

Schrodinger equation
iitl'lfJ, t)
== H({qj,Pj }f=l)I'lfJ, t).

Schrodinger state vector
1'lfJ, t)
== exp[-itH({qj, Pj }f=l)] 1'lfJ, 0).

Minkowskian Lagrangian
LM ( {qj (t), qj(t)}~1)

== Ef=l rq-q;(t)
- Ef>k V(qj, qk).

i x Minkowskian action
functional
iIM [{qj}f=l; qj, qi]
== i Jt: j dtLM ( {qj (t), qj (t) }f=l)'

Transformation function
(qj, tjlqi, ti)
== rq(tj )=qj V[q]

Jq(ti)=qi

x exp[iIM[{qj }~1; qj, qi]].

Vacuum-to-vacuum
transition amplitude
(0, outlO, in)
== JV[q]exp[iIM [{qj}f=l]]'

Vacuum expectation value
(O(q.))
_ f D[q]O(q) exp[iIM[{qj }f=l]]
- f D[q] exp{iIM[{qj }f=l]} .

Quantum statistical mechanics

Bloch equation
-2-PC (T)

aT N A

== H({qj,Pj}j=l)PC(T).
Density matrix
pC(T)
== exp[-TH({qj,Pj}f=l)]PC(O).

Euclidean Lagrangian
LE ({qj (T), qj (T)}~1)

~N m '2( )== - L.Jj=l 2 qj T
- Ef>k V(qj, qk).

Euclidean action
functional
IE[{qj}f=l; qj, qi]
== Jt dTLE({qj(T), qj(T)}f=l)'

Transformation function
Zj,i
== r q C(3)=qj V[q] x

Jq(O)=qi

x exp[IE[{qj }f=l; qj, qi]].

Partition function*
Zc(;3) == Trpc(;3)
== "J dqjdqib(qj - qi)Zj,i ".

Thermal expectation value*
(O(ij))
_ Trpc(f3)O(ij)
- TrpcC(3) .
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In this list, the entries with "*,, have precise expressions given by:

Partition function:

Zc({3)

= Trpd(3) = "J d
3
qfd

3
qi83 (qf - qi)Zf,i"

1 '"' J 3 3 3== N! L..J bp d qfd qib (qf - qPi)Zf,Pi
P

== N\ L 8p Jd3qfd3qPi83(qf - qPi) r({3)=qj V[q]
. P Jq(O)=qPi

xexp [IE [{qj}f=l;qf,qPi]J,

and

Thermal expectation value:

(4.1.7)

(O(q))

Trpc ({3)O(ij)
Trpc({3)

"J d3qfd3qib3 (qf - qi)Zf,i(iIO(q)lf)"

Jd3qfd3qib3(qf - qi)Zf,i

1 1 '"' J 3 3 3 A= Zc((3) N! LJ8p d qfd qPi8 (qf - qPi)Zf,Pi(qPiIO(q)lqf) .
P

(4.1.8)

Here, qi and qf represent the initial position {qj (0)}f=l and the final po­
sition {qj ({3) }f=l of N identical particles, P represents the permutation of
{I, ... ,N}, Pi represents the permutation of the initial position {q(O) }~1
and bp represents the signature of the permutation P, respectively.

{

I, P even and odd,
bp == 1, P even,

-1, P odd,

N identical bosons,
N identical fermions,
N identical fermions.

(4.1.9)

In this manner, we obtain the path integral representation of the partition
function, Zc({3), and the thermal expectation value, (O(q)), from the formula
derived in Sect. 1.2, by analytic continuation to negative imaginary time,
(4.1.5).

4.1.2 Extension to the Grand Canonical Ensemble

In this section, we consider the extension of the results of Sect. 4.1.1 to the
grand canonical ensemble, patterned after the transition from a quantum-
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mechanical system where the total particle number N is fixed to a quantum
field theoretical system where the total particle number N varies due to the
creation and the annihilation of particles.

In order to obtain the density matrix PGC ((3) of the grand canonical en­
semble, we replace the Hamiltonian operator H ({qj, Pj }) of the density ma-
trix Pc (f3) of the canonical ensemble by the operator iI - J-LN,

(4.1.10)

where J-L is the chemical potential, exp[f3J-L] is the fugacity and N is the particle
number operator defined by

Under the assumption of a two-body interaction Va ,8;1'8(x - y) of the system,
we can accomplish our goal by replacing the Minkowskian action functional

by the modified Minkowskian action functional

I~ [1Pa]

== J d4x{L:M(~a(X), 8JL~a(x)) + JL~!(X)~a(X)}

== J d4xL:~(~a(x),8JL~a(x))

= It! dt{J d3x~!(t,x) (i~ +JL+ 2~V2)~a(t,x)

-~ J d3xd3y~!(t, x)~1(t, Y)Va,l3;'"¥" (x - y)~,,(t, Y)~'"¥(t, x) } ,

(4.1.11a)

where the modified Minkowskian Lagrangian density is given by

and by replacing the Euclidean action functional

with the modified Euclidean action functional
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I~[~a]

== 1{3 dT J d3x{£EC1f'!",(T, x), 0JL 1f'!",(T, x)) + J.t1f'!lCr, X)1f'!",(T, x)}

== 1{3 dT J d3X£~(1f'!",(X),OJL1f'!",(X))

= 1{3 dT {J d3x1f'!1(T, x) ( - :T + J.t + 2~V2
) 1f'!",(T, x)

-~ J d3xd3Y1f'!1(T, X)1f'!1(T, Y)V",{3;')'8(X - y)1f'!8 (T, y)1f'!')' (T, X)} ,

(4.1.12a)

where the modified Euclidean Lagrangian density is given by

L~(~a(T,x), aJ-l~a(T, x))

== LE(~a(T, x), aJ-l~a(T,x)) + JJ;~l(T, X)~a(T, x) . (4.1.12b)

From this, we obtain the partition function ZGC ((3) of the grand canonical
ensemble as the analytic continuation of the vacuum-to-vacuum transition
amplitude

(0, outlO, in)

of quantum field theory, i.e.,

ZGC((3)

== TrPGc((3)
== Trexp[-(3(il- JJ;N)]

== J V[1f'!t]V[1f'!]exp [1{3 dT{J d3X£~(1f'!"'(T'X)'OJL~"'(T'X))}]

= J V [1f'!t]V [1f'!] exp [1{3 dT{ J d3x1f'!1(T, x)

X (- :T + J.t + 2~V
2

) 1f'!",(T,X)

-~ J d3xd3Y1f'!1(T, X)1f'!1(T, Y)V",{3;')'8(X - y)1f'!8(T, y)1f'!')'(T, x) }].

(4.1.13)

We can define the partition function ZGc[(3; Ja , JJ] of the grand canonical

ensemble in the presence of the external hook {Ja (T, x), JJ (T, x)} as the ana­
lytic continuation of the generating functional of the "full" Green's functions
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Z[J], (2.1.30), by choosing

£~xt(r, x) == 'lfJl(r, x)Ja(r, x) + Jh(r, x)'lfJf3(r, x).

Namely, we have

(4.1.14)

Zec[,8; Ja, Jh]

= CJV[7jJt]V[7jJ]exp [113
drJd3x{£~(7jJa(r,x),alL7jJa(r,x))

+£'Ext
(r, X)}] (4.1.15)

[
1 rf3 J 3 3 {8 8=Cexp -"2lo dr dxdy <5Ja(r, x) <5J13(r,y)Va13;'Y8 (x- y )

x t 8 t 8 }]
8J8 (r,y) 8J'Y(r,x)

x JV [7jJt]V[7jJ] exp [113
drJd3x

x { 7jJl(r, x) ( - ~ + JL + 2~ \72) 7jJa(r, x)

+7jJl(r, x)Ja(r, x) + J1(r, x)7jJa(r, x) } ]

I [1 rf3 J 3 3 {8 8= C exp -"2 lo dr d xd y 8Ja(r, x) <5J13(r, y) Va13;'Y8 (x - y)

x t 8 t 8 }]
8J8 (r,y) 8J'Y(r,x)

xexp [-113
drJd3x113

dr'Jd3yJ1(r,x)Go(r-r',x-y)

x Ja (r', y)] , (4.1.16)

where Go(r - r', x - y) is the "free" temperature Green's function given by

Go(r - r',x - y)

(
a

)
-1

1 2 I 3
== --+11+-\7 8(r-r)8 (x-y),ar 2m

(4.1.17)
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and the normalization constant C' is chosen such that

C' == Zec[l3; Ja == JJ == O]!v=o
== Zec (13; free)

== { TIk (1 - exp [-(3 (;~ _~)]) -1 ,

TIk (1 + exp [-(3 (;~ - ~)]) ,
B.E. statistics

F.D. statistics.

(4.1.18a)

(4.1.18b)

Generally, when the interaction Lagrangian density is given by

and the interaction action functional is given by

(4.1.19a)

(4.1.19b)

the partition function Zec [13; Ja , JJ] of the grand canonical ensemble in the
presence of the external hook is given by

Zec[l3; Ja , JJ]

ZO

== exp [ r13
dT Jd3xL:~int (8 8)]

la 8Ja (T, x) , 8JJ(T,X)

xexp [-1 13
drJd3x113

dr' Jd3 yJl(r,x)Go(r-r',x-y)

x Ja.(r', y)], (4.1.20)

where Zo is the appropriate normalization constant independent of Ja and
JJ. We obtain the diagrammatic expansion of Zec(l3) in terms of Go and V
by the power series expansion of the interaction Lagrangian density

and setting the external hooks equal to O.
Next, we define the one-body "full" Green's function Ga ,f3(T,X;TI ,X' )J

in the presence of the external hook by



184 4. Path Integral Representation of Quantum Statistical Mechanics

Ga,/3(T, x; T', x')J

1 J J z [13' J Jt]
ZGC[fJ;Ja,JJ]JJi3(TI,X/)JJ~(T,X)GC, a, i3

J V[~t]V[~]~a(T, X)~1(T', x') exp[I~[~]+ I~int[~t, ~]]

J V[~t]V[~] exp[I~[~] + I~int[~t,~]]
(4.1.21)

By setting J == Jt == 0 in (4.1.21), we obtain the linked cluster expansion of
the one-body "full" Green's function in terms of Go and V,

Ga,/3(T - T', X - x')
1 5 5 t

Z [Q. J Jt] 5J (' ') JJt ( ) ZGc[fJ; J, J ]IJ=JbO .
GC fJ" /3 T ,x a T, X

(4.1.22)

Generally, we have the thermal expectation value of the T r-ordered prod­
uct of the operators, {Oj (Tj, Xj)}J=l' by analytic continuation of (2.1.29) as

(Tr {Ol(T1' Xl)'" On(Tn,xn)})GC

== Tr[PGc({3)Tr {Ol(T1, Xl)'" On(Tn,xn)}]/Tr[PGc({3)]

J V[~t]V[~]Ol (T1' Xl) ... On(Tn,xn) exp[I~[~]]
JV[~t]V[~] exp[I~[~]]

(4.1.23)

In this section, we regard ~a (T, x) as a nonrelativistic complex scalar field.
We can immediately extend to the case of a nonrelativistic fermion field as
long as we pay attention to the order of the indices in Va/3;8')'(X - y). For the
relativistic spinors in Minkowskian space-time and Euclidean space-time, the
reader is referred to Appendix 5.

In the discussion of Sect. 4.1, our argument is based on analytic continua­
tion and the somewhat arbitrary introduction of the chemical potential J.l. In
order to remedy these deficiencies, we move on to the Fradkin construction.

4.2 Fradkin Construction

In this section, we obtain the path integral representation of the partition
function ZGC ({3) of the grand canonical ensemble based on the extended Mat­
subara representation of quantum field theory at finite temperature. The ar­
gument of this section validates the extremely heuristic argument of Sect. 4.1.

By the extended Matsubara representation, we mean that we use the op­
erator fI - J.lN instead of the Hamiltonian operator fI in the density matrix
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PGC([3) of the grand canonical ensemble. In this respect, the interaction pic­
ture and the Heisenberg picture in this section are different from the standard
ones.

In Sect. 4.2.1, through the introduction of the interaction picture, we ob­
tain the 3([3) operator of Dyson. Next, we introduce coupling with the ex­
ternal hook, and obtain the density matrix PGc([3; [J, 17, 1]]) in the presence of
the external hook. In the limit of

J == 17 == 1] == 0,

we can define the Heisenberg picture.
In Sect. 4.2.2, we derive the equation of motion of the partition function

ZGC([3; [J, 17, 1]]) == TrPGc([3; [J, 17, 1]])

of the grand canonical ensemble from the equation of motion of the field
operator and the equal "time" canonical (anti-)commutators. By a similar
method to that used in Sect. 2.3, we obtain the path integral representa­
tion of the partition functions, ZGc([3; [J, 17, 1]]) and ZGc([3), of an interact­
ing boson-fermion system (the Fradkin construction). Lastly, we derive the
(anti-) periodicity of the boson (fermion) "full" temperature Green's function
with period [3, and we perform Fourier transformations of the boson field and
the fermion field.

4.2.1 Density Matrix of Relativistic Quantum Field Theory
at Finite Temperature

We consider the grand canonical ensemble of an interacting system of
fermions (mass m) and bosons (mass "") with Euclidean Lagrangian den­
sity in contact with a particle source JL;

£~(?/JEa(T, x), 8/1>?/JEa(T, x), 1;(T, x), 8/1>1;(T, x))

=~Ea(T,X){i'lak+ir4(:T -JL) -m}a,,B'lfE,B(T,X)

1 ( 8
2

)+2cP(T,X) ax~ - /'i,2 cP(T, x)

1 -+"2 gTr{ '"'([?/JE(T, x), ?/JE(T, x )]}1;(T, x) . (4.2.1)

The density matrix PGC ([3) of the grand canonical ensemble in the
Schrodinger picture is given by

PGC([3) == exp[-[3(H - JLN)],
1

[3 == kBT' (4.2.2)



186 4. Path Integral Representation of Quantum Statistical Mechanics

where the total Hamiltonian H is split into two parts:

Ho = free Hamiltonian for fermion (mass m) and boson (mass K).

(4.2.3)

with the "current" given by

(4.2.4)

and

(4.2.5)

By the standard method of quantum field theory, we use the interaction
picture with IV included in the free part, and obtain

po(3) = exp [-,8(Ho - j1N)] ,

and

A (1) A (1)
H1(T,x) = -} (T,X)4J (T,X).

(4.2.6a)

(4.2.7)

(4.2.8a)

(4.2.9)

We know that the interaction picture operator 1(1) (T, x) is related to the
Schrodinger picture operator 1(x) through

(4.2.10)

We introduce the external hook {J(T, x), fJa(T, x), '1]f3(T, x)} in the interaction
picture, and obtain

(4.2.11)

We replace (4.2.6a), (4.2.7) and (4.2.8a) with



PGC({3; [J, TJ, 17]) == po({3)S({3; [J, TJ, 17]),

Po(3) = exp [-{3(Ho - /-til)] ,
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(4.2.6b)

(4.2.7)

Here,we have

(4.2.8b)

(a) 0 ~ T :::; {3.

8J(~, x) PGd{3j [J, 77, ry]) IJ=1j=1J=o

{ [ 1{3 J] }A A (1) 3 A int
= po({3)Tr cP (T,x)exp - 0 dT d X HI (T,X)] IJ=1j=1J=O

= Po ({3)T r {exp [-1(3 dTJd3xH~nt]}~(I)(T'X)

xTr {exp [-l r

dTJd3xH~nt]} IJ=1j=1J=O

A A _ A _ A (1) A _

== po({3)S({3; [J, 17, 17])S(-T; [J, 17, 1]])4> (T, X)S(T; [J, 17, 17])IJ=fj=1J=O

== PGC({3; [J, TJ, 17]){PO(T)S(T; [J, TJ, 17])}-1

X~(X){PO(T)S(T; [J, TJ, 17])}IJ=fj=1J=O

== PGC ({3)~(T, X).

Thus, we obtain

(4.2.12)

Likewise, we obtain

and

~2

8- ( )8 (I /Gd{3; [J, 77, ry])I J=1j=1J=O17a T, X 17{3 T , x

== -PGc({3)TT{~E a(T,X)(~~ (T',X')f!4)f3}' (4.2.15)
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The Heisenberg picture operator j (T, x) is related to the Schrodinger picture
operator j (x) by

j(T,X) == PG~(T). j(x). Pac(T). (4.2.16)

(b) T rt [0, IJ]· As for T rt [0, IJ], the functional derivatives of Pac (IJ; [J, 1], 1]])
with respect to {J, 1], 1]} all vanish.

4.2.2 Functional Differential Equation of the Partition Function
of the Grand Canonical Ensemble

We use the "equation of motion" of ;PE a (T, x) and ~(T, x),

{
k 4(8) A} AiT ak+ i')' aT - p, - m + g,),4J(T, x) (3,01. 'lj.;E 01. ( T, x) = 0, (4.2.17)

(~~ (T, X)')'4)(3 {i')'kak+ i')'4 (:T ~ p,) - m + g')'~(T, x) } :,01.= 0,

(4.2.18)

and the equal "time" canonical (anti-)commuters

8(T - T'){;PE a(T,X), (;p~ (T',X')~4){J}
== 8a{J8(T - T')8(x - x'),

all remaining equal "time" (anti-)commutators == O.

(4.2.19)

(4.2.20a)

(4.2.20b)

(4.2.20c)

We obtain the equations of motion of the partition function Zac(IJ; [J, f], 1]])
of the grand canonical ensemble

Zec({3; [J, f], 1]]) == Trpec(IJ; [J, f], 1]]) (4.2.21 )

in the presence of the external hook {J, 1], 1]} from (4.2.12), (4.2.13) and
(4.2.14) as
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{ (
82 ) 1 8 8

2
}

8x~ - ",2 i OJ(T,X) - gf'f3a
OfJa (T,X)O'f/f3(T,X)

X ZGC ((3; [J, fJ, 1}])
== J (T, X ) ZGC ((3; [J, fJ, 1}]).

(4.2.22)

(4.2.23)

(4.2.24)

We can solve the functional differential equations, (4.2.22), (4.2.23) and
(4.2.24), by the method of Sect. 2.3. As in Sect. 2.3, we define the functional
Fourier transform ZGc((3; [<p, 1/JE, ~E]) of ZGc((3; [J, fJ, 1}]) by

ZGC((3; [J, fJ, 1}])

== JV[~E]V[1/JE]V[rjJ]ZGC ({3; [rjJ, 1/JE' ~E])

X exp [il f3
dTJd

3
x

X {J(T, X)rjJ(T, x) + fJa(T, X)1/JE a(T, x) + ~E f3(T, X)'f/f3(T, X)}] .

We obtain functional differential equations satisfied by the functional Fourier
transform ZGc((3; [<p, 1/JE' ~E]) from (4.2.22), (4.2.23) and (4.2.24), after func­
tional integration by parts on the right-hand sides involving fJex' 1}{3 and J as
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which we can immediately integrate to obtain

(4.2.25a)

Thus, we have the path integral representation of Zec((3; [J, 11, 7]]) as

Zec ((3; [J, 11, 7]])

= cJV [7h]V ["pE]V [4>] exp [1(3 dTJd3x{.c~((4.2.1))

+iJ(T, x )4>(T, x) + ir;a(T, x )"pE a(T, x) + i7bE (3(T, X)1](3(T, X)}]

[
r{3 J3· 8 I 8 I 8 ]

= Zo exp -g"((3a lo dT d Xl 01](3(T, x) i 017a(T, x) i 8)(T, x)

x exp [1(3 dTJd3x 1(3 dTJd3x'

x{ -~J(7,X)DO(7 - 7', X - X')J(7', x')

+11a(7,X)G 0 (7 -7',X - X')7]{3(7', X')}] . (4.2.25b)
a{3

The normalization constant Zo is chosen so that

Zo == Zec((3; J == 11 == 7] == 0, 9 == 0)

== IT {I + exp[-(3(cp - tt)]}
Ipl,lkl

x{1 + exp[-(3(cp + tt)]}{1 - exp[-(3wk]} -1 , (4.2.26)
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with

(4.2.27)

Do(T-TI,X-X' ) and G 0 (T-T',X-X' ) are the "free" temperature Green's
a{3

functions of the Bose field and the Fermi field, respectively, and are given by

DO(T - T' , X - x')

== J(~:k {(fk + l)exp[ik(x - x') - Wk(7 - 7/)]
21T 2Wk

+fk exp[-ik(x - x') + Wk(T - T ' )]} ,

Go (T - T',X - x')
a{3

(. va ) J d
3
k== 11" v + m a,{3 (21T )32Ck

{(N: - 1) exp[ik(x - x') - (ck - JL)(T - T' )]
+Nk exp[-ik(x - x') + (ck + JL)(T - T' )]},

for T > T ' ,

x {N: exp[-ik(x - x') - (ck - JL)(T - T' )]
+(Nk - 1) exp[ik(x - x') + (ck + JL)(T - T' )]},

for T < T ' ,

where

(4.2.28)

(4.2.29)

The fk are the density of states at energy Wk of the Bose particles, and the
Nt are the density of states at energy Ck of the (anti-)Fermi particles.

For the path integral representation of ZGc({3; [J, 17,1]]), (4.2.25b), we have
two ways of expressing it, just like the example in Sect. 2.3.3.
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(4.2.32)

The thermal expectation value of the T-ordered function

in the grand canonical ensemble is given by

A At 4 A
(fT-ordered ('l/J, 'l/J ry ,c/J))

A At 4 A
_ Tr{PGC ({3)fT-ordered ('l/J, 'l/J ry ,c/J)}

TrPGc({3)

1 (1 0 .0 10 ) _== Z (/3. [1. - ]) f -;- 8-,18 , -;- 8J Zac(/3; [J, 'I}, 'I}]) IJ=ij=7J=O·
GC "TJ,TJ 1 TJ TJ 1

(4.2.33)

According to this formula, the one-body "full" temperature Green's functions
of the Bose field and the Fermi field, D(T - T', X - x') and Gaf3 (T - T', X - x'),
are respectively given by
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D(r-r',x-x' )

Tr{PGcCB)TT(~(r, x)~(r', x'))}
TrpGcCB)

lIb 1 b
ZecCf3; [J, 1],1]]) i <5](7, x) i 8J(7', x') ZecCf3; [J, 1], 1]])IJ=r;=l]=O,

(4.2.34)

G (
_ I _ ') _ Tr{PGcCB)~a(r, x)(~t (r', X ' )14 ){3}

a{3 r r, x x - TrpGCCB)

lIb . b
Z (f3. [J ~ ]) -;- 8- ( ) 18 (' ') ZecCf3; [J, 1], 1]])IJ=r;=l]=O·GC , ,TJ,TJ 1 TJa r,x TJ{3 r ,x

(4.2.35)

From the cyclicity of Tr and the (anti-)commutativity of ~(r, x) (~a(r, x))
under the TT-ordering symbol, we have

D(r - r ' < O,X - x') == +D(r - r ' + {3,x - x'),

and

Ga{3(r - r ' < 0, x - x') == -Ga{3(r - r ' + {3, x - x'),

where

°::; r, r ' ::; {3,

(4.2.36)

(4.2.37)

Le., the boson (fermion) "full" temperature Green's function is (anti-)periodic
with the period {3. From this, we have the Fourier decompositions as

(4.2.38)

2n1f

W n == T' n == integer,

1 J d
3
k'0a (7,X) = 73 L (21f)32ck {exp[i(kx -wn 7)]una (k)b(wn ,k)

n

+ exp[-i(kx - wnr)]vna(k)dt (wn,k)} , (4.2.39)
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(2n+1)1r
Wn = {3 ,

where

n = integer,

{b(wn,k),bt(wn"k')} = {d(wn,k),dt(wn"k')}

= 2Ek(21r)383(k - k')8n ,n' :

the remaining anticommutators = 0 .

4.3 Schwinger-Dyson Equation

(4.2.40a)

(4.2.40b)

(4.2.40c)

(4.2.40d)

In this section, we discuss the Schwinger-Dyson equation satisfied by the
"full" temperature Green's functions, DJ (x, y) and G;',f3(x, y), of the bo­
son field and the fermion field in the presence of the external bosonic hook,
{J(T,X)}.

In Sect. 4.3.1, we derive the Schwinger-Dyson equation satisfied by

DJ (x, y) and G~,f3(x,y)

from the equation of motion satisfied by the partition function

ZGC({3; [J, TJ, 7]])

of the grand canonical ensemble in the presence of the hook,

in the same manner as in Sect. 2.4, after setting the fermionic hooks equal
to 0,

Next, we set

J(T,X) = 0,

recovering the translation invariance of the system, and obtain the Schwinger­
Dyson equation in momentum space as a result of the Fourier decomposition.

In Sect. 4.3.2, we consider the nonrelativistic limit of the fermion "free"
temperature Green's function, and confirm the agreement with the result of
Sect. 4.1.
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4.3.1 The Schwinger-Dyson Equation

We define the one-body boson and fermion "full" temperature Green's func­
tions, DJ(x,y) and G~,{3(x,y), by

(4.3.1)

and

G~,{3(x, y)

== +(TT(~a(X)(~t (Y)'l)I3))Jl
ii

=11=O (4.3.2)

1 8 8 I== ~ ([ _ ]) ---=--() -(-)Zec((3; [J, fj, 1]]) .Zec (3; J, 1], 1] 81]a x 81]{3 Y fJ="7=O

From (4.2.22), (4.2.23) and (4.2.24), satisfied by Zec((3; [J, fj, 1]]), in a similar
manner as in Sect. 2.4, we obtain the Schwinger-Dyson equation satisfied by
DJ(x,y) and G~,{3(x,y) as

(ill.'01.' - m + g'Y(~(X))J)m;C:I3(X, y) - f d4z.E~E(X, z)C:13 (z, y)

== 8a {384 (x - y), (4.3.3a)

(::~ -1i
2

) (~(x))J

== ~g'"Y{3a{G~{3(T, x; T - c, x) + G~{3(T, x; T + c, x)}le-to+, (4.3.3b)

(::~ - 1i
2

) DJ(x, y) - f d4zII*(x, z)DJ(z, y) = 154(x - y) , (4.3.3c)
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. _ 4 4 1 8E:j3(x, y)r aj3(x, y, z) - '"Yaj3(z)8 (x - y)8 (x - z) + - A •

, 9 8(cjJ(z))J

We here employ the abbreviations

(4.3.3f)

(4.3.4)

(4.3.5a)

x == (7x , x), . Jd4x == 1{3 d7x Jd3x.

We note that G;j3(x,y) and DJ(x,y) are determined by (4.3.3a) through
(4.3.3f) only for

T x - T y E [-,8,,8],

and we assume that they are defined by a periodic boundary condition with
period 2,8 for

T x - T Y tt [-,8,,8].

Next, we set

J=o,

and hence we have

restoring the translational invariance of the system. We Fourier transform
Gaj3(x) and D(x),

1 J d
3
p .Ga{3(x) = fJ 2: (21r)3 Ga{3(P4,p) exp [l(pX - P47x)] ,

P4

r a,j3(x, y; z) == r a,j3(x - y, x - z)

1 Jd
3
pd

3
k

= (32 2: (21r)6 r a,{3(P, k)
P4,k4

X exp [i{p(x - y) - P4(Tx - Ty )}

-i{k(x - z) - k4 (Tx - Tz )}] ,

(4.3.5b)

(4.3.5c)

_ { (2n + 1)1T/,8,
P4 - 2n1T/,8,

fermion,
boson,

n == integer,
n == integer.

(4.3.5d)
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We have the Schwinger-Dyson equation in momentum space as

{-k~ - (K
2 + n*(k))}D(k) = L 0 (k4 _ 2;n:) ,

n

(4.3.6a)

(4.3.6b)

(4.3.6c)

(4.3.6d)

r a{3(P, k)

== '"' fJ ( - (2n + 1)7r) fJ (k _ (2m + 1)7r) A ( k)L....J ra{3 P4 {3 4 {3 + a{3 P, ,
n"m

(4.3.6e)

where A a {3 (p, k) represents the sum of the vertex diagram except for the first
term.

4.3.2 Nonrelativistic Limit

We consider the nonrelativistic limit of the fermion "free" temperature
Green's function,

Multiplying by {-,p + ,A(P4 - itt) + m} on the numerator and the denomi­
nator of the right-hand side of (4.3.7), we have

(4.3.8)
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Upon taking the nonrelativistic limit, we have

JL = m + JLl' ,=0, 4 . ~
'Yn/3 = lUn/3, (4.3.9a)

P4 _ (2n+1)7r 1
- (3 «,m m

low temperature, (4.3.9b)

p2
-2 «1,
m

We then have

JLl « 1.
m

(4.3.9c)

numerator = 0 + i8n /3(P4 - iJL) + m8n/3

= m8afj {i: + (1 + :) + 1}
~ 2m8n /3' (NR limit.)

while

denominator = _(p2 + m 2) + (m + JLl + ip4)2

= _p2 + 2m(JLl + ip4) + JLi + 2iJLIP4 - p~

~ 2m (iP4 + J-Ll - ;~). (NR limit.)

Hence, we obtain

1
X. 2/'IP4 + JLl - p 2m

(4.3.10)

(4.3.11)

(4.3.12)

which agrees with the "free" temperature Green's function, (4.1.17), aside
from the spinor indices, 8n /3' and the restriction of P4. This validates the
analytic continuation employed in Sect. 4.1.

4.4 Methods of the Auxiliary Field

We frequently encounter four-fermion interactions in the theory of condensed
matter physics. In some theoretical calculations, we would like to change the
form of the coupling in order to have a new perspective on the theory. Also,
instead of dealing with the four-fermion interaction, we would like to change
the form of the interaction to a bilinear form in the fermion fields and thus
reduce the problem to the calculation of the fermion determinant. We can
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accomplish this goal with the method of the auxiliary fields, and we rewrite
the four-fermion interaction in terms of the tri-linear Yukawa coupling of the
physical fields {'ljJa (x), iiJa(x)} and the auxiliary field.

In the method of the auxiliary field in the Lagrangian formalism
(Sect. 4.4.1), we introduce the auxiliary field c/J(x) on an equal footing to
the physical fields {'ljJa (x), iiJa(x)}. The physical significance of the auxiliary
field c/J(x) lies in the fact that the Green's function of the auxiliary field c/J(x)
is a physical quantity related to the linear response function of the system.

In the method of the auxiliary field in the Hamiltonian formalism, we
have the Gaussian method which can be applied to the quartic coupling of
bosons and fermions (Sect. 4.4.2). The physical significance of the auxiliary
field in the Hamiltonian formalism is not so clear as compared to that of the
Lagrangian formalism.

4.4.1 Method of the Auxiliary Field in the Lagrangian Formalism

We consider the grand canonical ensemble described by the Euclidean La­
grangian density

We let the Euclidean action functional I ['ljJ , 'ljJ*] of this system be given by

I['IjJ,'IjJ*] = 1{3 dTJd3x.c~('IjJ(x),81-''IjJ(x),'IjJ*(x),81-''IjJ*(x))

= Io['ljJ, 'ljJ*] + I 2 ['ljJ, 'ljJ*] ,

where

(4.4.1)

Io['ljJ, 'ljJ*] = Euclidean action functional for a noninteracting system,

and

where A(X) is given by

A(X) = L Cn'ljJ~(x) ... 'ljJn(x).
n=2

(4.4.2)

(4.4.3)

By the introduction of the auxiliary field c/J(x), we replace the quadratic
term in A(X) which represents the self-interaction of'ljJ(x) in I 2 ['ljJ, 'ljJ*] with
the effective interaction If ['ljJ, 'ljJ*, c/J] which is bilinear in A(X) and c/J(x). We
can accomplish this by incompleting the square in the Gaussian functional
integration,
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exp [-~f d4 Xd4ya(X)K(X,y)a(y)]

_ J D[<jJ] exp [! J d4xd4y<jJ(x)K- 1(x, y)<jJ(y) - J d4xa(x)<jJ(x)]
- JD[<jJ] exp [~J d4 xd4y<jJ(x)K-l(X,y)<jJ(y)]

(4.4.4)

From (4.4.2) and (4.4.4), we obtain

exp[I2 [1jJ, 1jJ*]]

_ J D[<jJ] exp [~ J d4 xd4y<jJ(x)K- 1 (x, y)<jJ(y) - J d4 xA(X)<jJ(X)]
- J D[<jJ] exp [~ J d4xd4y<jJ(x)K-l(X, y)<jJ(y)]

From (4.4.5), we obtain the effective Euclidean action functional

of the 1jJ(x)-<jJ(x) system as

(4.4.5)

Iefr[1/J, 1/J* , <jJ]

= Io['l/J,'l/J*] + ~ f d4 xd4YcP(x)K- 1 (x,y)cP(Y) - f d4xA(X)cP(X)

== I~ [1/J, 1/J* , <jJ] + I~ [1/J, 1/J* , <jJ], (4.4.6a)

where

(4.4.6b)

and

(4.4.6c)

We have the grand canonical ensemble average of the T r-ordered product
of the Heisenberg picture operators, ..8(1), ... ,C(n), in the Matsubara repre­
sentation as

(Tr {B(l) ... C(n)})

J D[1/J]D[1/J*]D[<jJ]B(l) ... C(n) exp[Iefr[1/J, 1/J*, <jJ]]
J D[1jJ]D[1jJ*]D[<jJ] exp[Ieff[1jJ, 1/J*, <jJ]]

(4.4.7)

In particular, when we choose the auxiliary field <jJ(x) itself as ..8(1), ... ,we
have the "full" and "free" temperature Green's functions of the auxiliary field
<jJ(x) as
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D auxi. (x y) == { Ieff[1/7, 1/7*, </>] -+ Ib [1/7,1/7*, </>] } == K(x y) (449)
0' in (4.4.8) , . . .

The physical significance of the Green's function of the auxiliary field </>(x)
lies in the fact that it provides a linear response function of the 1/7(x) system.
In the discussion so far, we have assumed the reality of 'x(x). When ,x(x) is
complex, we introduce the complex auxiliary fields, </>(x) and </>* (x), with the
appropriate modifications in (4.4.4) through (4.4.9).

A noteworthy point of the method of the auxiliary field in the Lagrangian
formalism lies in the fact that the auxiliary field </>(x) is treated on the equal
footing with the physical fields 1/7(x) and 1/7*(x), and the linked cluster ex­
pansion of the Green's function treats </>(x) and 1/7(x) on an equal footing. In
this regard, the auxiliary field </>(x) in the Lagrangian formalism is distinct
from the Gaussian auxiliary field z(r) in the Stratonovich-Hubbard transfor­
mation in the Hamiltonian formalism. We usually interpret the z(r) as the
"time" -dependent external field and we average the physical quantity with
respect to the functional Gaussian measure

D[z]D[z*]exp [-11f3
dT1Z(TW] .

The dynamical content of z(r) is not quite clear.

4.4.2 Stratonovich-Hubbard Transformation:
Gaussian Method

Stratonovich and Hubbard considered the replacement of the partition func­
tion of the self-interacting bosonic (fermionic) many-body system by the par­
tition function of the bosonic (fermionic) many-body system interacting with
the "time"-dependent external field z(r), with respect to which the Gaussian
average is performed. The Gaussian average is taken over all possible external
fields and is expressed in terms of the functional integral. The Hamiltonian
formalism is employed for the original bosonic (fermionic) many-body system.
The auxiliary bosonic field z(r), with respect to which the Gaussian average
is taken, is not treated on an equal footing with the bosonic (fermionic) field
of the many-body system.

The starting point of this method is the following Gaussian integral for­
mula,

A 1 1+00
Aexp[-A2

] = Vii -00 dyexp[-y2 - 2iyA]

== (exp[-2iyA]) Gauss. Ave.· (4.4.10)
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We accomplished the linearization of the operator A2 with the use of a one­
dimensional Gaussian average. As for the two commuting operators, A and
B, since the product A· B can be expressed as

( '" "')2 ('" "')2'" "'_ A+B A-B
-A·B-- -- + --

2 2
[A,B] == 0, (4.4.11)

we use (4.4.10) for each squared term in (4.4.11) and obtain

exp[-A. B]

1 1+00

2 2 '" '" '" '"=:; -00 dxdyexp[-(x + y ) - x(A - B) - iy(A + B)]

11+00

== - dzdz* exp[-lzI 2
- zA + z* B]

1f -00

== (exp[-zA + z* BDGauss. Ave..

(4.4.12)

(4.4.13a)

(4.4.13b)

We accomplished the linearization of the product A· B of the two commuting
operators A and B with the use of the two dimensional Gaussian average.

With these preparations, we consider a system described by the following
grand canonical Hamiltonian

(4.4.14a)

(4.4.14b)

According to the Fradkin construction in Sect. 4.2.1, (4.2.6) through (4.2.10),
we have the density matrix for the grand canonical ensemble as

PGC({3) == exp[-{3(Ho - J-LN + A· B)] (4.4.15)

= exp[-!J(Ho - JLN)]TT {exp [-1f3
dTA(I) (T)B(I) (T)] } ,

where

(4.4.16)

Since we can freely change the order of the operators under the T r-ordering
symbol, we can apply (4.4.12), (4.4.13a) and (4.4.13b) to the { } part of
(4.4.15).
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E(T) == exp [-1{3 dTA(T)B(T)]

= Lh~T--+o exp [- ~LlTA(Tj)B(Tj)] (Tj == ji1T)
N--++oo J

(4.4.17a)

where the functional integral measure is given by

V[Z]V[z*]exp [-~ 1{3 dTIZ(TW]

= LlT~T--+og(J;(JdZj ) (J;(JdZ;) exp [-~~ LlTIZjI2] . (4.4.18)
N--++oo J J

Returning to (4.4.15), we exchange the order of the Tr-ordering symbol and
the functional integral

JV[z]V[z*],

and obtain

pcc(j3)
== exp[-j3(Ho - jlN)]TrE(T)
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=JV[Z]V[Z*] exp [-~ 1{3 dTIZ(T)1 2
] exp[-,6(Ho - J-tN)]

xTT {exp [-~ 1{3 dT(A(I) (T)Z(T) - B(I)(T)Z*(T))] } (4.4.19a)

= ( exp[-,6(Ho - J-tN)] X

xTT {exp [-~ 1{3 dT(A(I) (T)Z(T) - B(I)(T)Z*(T))] } ) . (4.4.19b)
Funct.Gauss.Ave.

Here, we note the following correspondence,

Z(T) == X(T) + iY(T) B Z == X+ iy of (4.4.13a and b),

and

functional Gaussian average B Gaussian average in (4.4.13a and b).

Equations (4.4.19a) and (4.4.19b) indicate that the linearization of the prod­
uct A . B of operators satisfying (4.4.14b) is accomplished with the "two­
dimensional" functional Gaussian average. We can combine the two expo­
nents of (4.4.19b) into one by

Ped,6) = (TT exp [ - 1{3 dT{ (Ho - J-tN)T

+~(A(I)(T)Z(T) - B(I)(T)Z*(T))}])F.e.A.' (4.4.20)

where F.G.A. indicates the functional Gaussian average and (Ho - jLN)T rep­
resents

(Ho - jLN)T == exp[T(Ho - jLN)] (Ho - jLN) exp[-T(Ho - jLN)]
== Ho - jLN . (4.4.21)

The fo~mula (4.4.20) is called t~e Stra!onovich-Hubbard identity.
If A and B commute with Ho - jLN,

(4.4.22)

we have

(4.4.23)
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so that the TT-ordering becomes unnecessary. Then, A and fJ interact with

1 (f3
Za = 73 la dTZ(T) , Zo = h1{3 dTZ*(T), (4.4.24)

(4.4.25)

respectively, and the functional Gaussian average is reduced to the ordinary
Gaussian average.

When A and fJ are given by the bilinear form of the fermion operators,

;pa and (;pt ')10) a , for example,

'" '" '" to'" '" '" '" to'"A ~ na ~ (7/J ')I )a7/Ja' B ~ na, ~ (7/J ')I )al 7/Ja l ,

the four-fermion interaction gets linearized to the tri-linear Yukawa coupling

of ;Pa, (;pt ')10) a and the auxiliary boson field Z(T). Finally, the problem is re­
duced to the fermion determinant, even in the Hamiltonian formalism, which
depends on the auxiliary boson field z(T). Hence it is subject to the func­
tional Gaussian average. For the fermion determinant in the Hamiltonian
formalism, the reader is referred to Blankenbecler et al. (1981).
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5. Stochastic Quantization

In this chapter, we discuss the stochastic quantization of the classical theory.
We attempt to formulate quantum mechanics and quantum field theory in
the Euclidean metric as a stationary state of a stochastic process. When we
compare the composition law of the transition probabilities of the stochastic
process with that of the transition probability amplitudes of quantum me­
chanics and quantum field theory, we notice that the evolution parameter of
the stochastic process is missing in quantum mechanics and quantum field
theory. If we identify the real time variable t as the evolution parameter of
the stochastic process, we do not obtain the Schrodinger equation. Hence, we
must introduce an evolution parameter of the stochastic process into quantum
mechanics and quantum field theory in the stochastic quantization method.

In the theory of probability, there are four modes of convergence:

A. strong convergence (almost sure/everywhere convergence),
B. convergence in probability,
C. weak convergence (convergence in distribution),
D. convergence in the mean square,

with the implications A=}-B=}-C and D=}-B. In stochastic quantization, we
should clarify in which mode we have a convergence. In the theory of stochas­
tic process, many distinct stochastic processes converge to the same station­
ary state, say, a Gaussian process.

In Sect. 5.1, we begin with a review of the theory of probability and
stochastic processes, and write down the evolution equation of quantum me­
chanics and quantum field theory as a stochastic process. We first discuss ran­
dom variables and the notion of convergence of random variables (Sect. 5.1.1).
Secondly, we discuss stochastic processes, Kolmogoroff's consistency condi­
tion and Kolmogoroff's existence theorem (Sect. 5.1.2). Lastly, we compare
the composition law of the transition probability of a stochastic process with
that of the transition probability amplitude of quantum mechanics and quan­
tum field theory. We introduce a finite evolution parameter of a stochastic
process into quantum mechanics and quantum field theory, and write down
the evolution equation of quantum mechanics and quantum field theory in
terms of the finite evolution parameter, together with the requisite stationary
conditions (Sect. 5.1.3).
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In Sect. 5.2, with the use of the Fokker-Planck equation together with
the evolution equation, we formulate quantum mechanics and quantum field
theory in the Euclidean metric as a stationary state of a stochastic process
(Sect. 5.2.1). Secondly, we discuss the stochastic quantization of Abelian and
non-Abelian gauge fields. In the quantization of the non-Abelian gauge field in
the standard approach, we introduce the gauge fixing term and the requisite
Faddeev-Popov ghost term into the action functional as discussed in Chap. 3.
In the stochastic quantization of non-Abelian gauge fields, we do not fix the
gauge at the outset. The derivative term of the gauge field with respect to
the evolution parameter is present in addition to the four-dimensional trans­
verse projection operator of the gauge field in the evolution equation. The
evolution equation is invertible for the gauge field without the gauge-fixing
term. Instead of inverting the evolution equation, we split the evolution equa­
tion into a transverse mode and a longitudinal mode of the gauge field. We
calculate the correlation function of the gauge field. From this, we obtain
the gauge field "free" Green's function. We discuss the initial distribution of
the longitudinal mode of the gauge field. The width of the initial symmet­
ric distribution of the longitudinal mode provides the gauge parameter of
the covariant gauge "free" Green's function. The evolution equation for the
transverse mode provides the usual gluon contribution, whereas the evolution
equation for the longitudinal mode provides the Faddeev-Popov ghost effect,
thus restoring unitarity (Sect. 5.2.2). We discuss the covariant nonholonomic
gauge-fixing condition, which cannot be written as an addition to the ac­
tion functional of non-Abelian gauge fields. We discuss the Fokker-Planck
equation for non-Abelian gauge field theory with the covariant nonholonomic
gauge-fixing condition. We demonstrate that non-Abelian gauge field theory
can be seen as a stationary state of a stochastic process (Sect. 5.2.3).

The stochastic quantization method is the equation of motion approach
to c-number quantization, and in principle requires neither the Hamiltonian
nor the Lagrangian. It has a wider applicability than canonical quantiza­
tion and path integral quantization. It may also provide quantization of a
nonholonomic constraint system. This is the case for the stochastic quanti­
zation of non-Abelian gauge field theory with the nonholonomic gauge-fixing
condition.

5.1 Review of the Theory of Probability
and Stochastic Processes

In this section, we review the theory of probability and stochastic processes,
and derive the evolution equation of quantum mechanics and quantum field
theory. First, we discuss random variables and the notion of convergence
of random variables (Sect. 5.1.1). We begin with the probability space, the
conditional probability, the independence of probabilistic events, Bayes' theo­
rem, random variables, the law of the probability distribution, the cumulative
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distribution function, the expectation value, the moment, the moment gener­
ating function and the Tchebychev inequality. Then we discuss the relation­
ships among strong convergence (almost sure convergence), convergence in
probability, weak convergence (convergence in distribution) and convergence
in the mean square. Secondly, we discuss the theory of stochastic processes,
Kolmogoroff's consistency condition and Kolmogoroff's existence theorem
(Sect. 5.1.2). Lastly, we compare the composition law of the transition proba­
bility of stochastic processes with that of the transition probability amplitude
of quantum mechanics and quantum field theory. We introduce a finite evo­
lution parameter of a stochastic process into Euclidean quantum mechanics
and Euclidean quantum field theory, and write down the evolution equation of
quantum mechanics and quantum field theory in terms of the finite evolution
parameter, together with the requisite stationary conditions (Sect. 5.1.3).

5.1.1 Random Variables and the Notion of Convergence

We usually think of probability as the long-time average of the frequency of
success of some event (experiment). Mathematically, we shall formulate the
theory of probability based on measure theory.

As the sample space Q, we take the set of possible outcomes w of the ex­
periment. The a-algebra S of a subset of Q is the algebra with the following
properties,

(a)QES,

(b) VE E S, ?JEc == Q"",E E S,

(c) VEn E S, n == 1,2, ... , UnEn E S.

(5.1.1a)

(5.1.1b)

(5.1.1c)

The probability measure P, defined with respect to the event E(c Q) which
is an element of S, is the mapping from Q onto [0,1] with the following
properties,

(1) P(Q) == 1,

(2) VE E S, 0 ~ P(E) ~ 1,

(3) En E S, n == 1,2, ... ,00, Ei n Ej == 0 (i =1= j),
00

P(U::=l En) == L P(En).
n=l

(5.1.2a)

(5.1.2b)

(5.1.2c)
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We call (Sl, S, P) the probability space. From (5.1.1a) through (5.1.2c), we
have

P(E) :::; P(F) if E c F E S,

P(E) + P(Ec ) = 1 if E E S,

(5.1.3a)

(5.1.3b)

P(0) = 0, for the empty set 0 E S, (5.1.3c)

n

(5.1.3d)

The conditional probability of the event E given the event F is defined by

P(E IF) = P(E n F) if P(F) =f 0,
P(F)

and hence we have

P(E n F) = P(F)P(E I F) = P(E)P(F I E).

We say that the events E and F are independent when

P(E n F) = P(E)P(F).

(5.1.4)

(5.1.5)

(5.1.6)

We say that the events {El, E2 , .•. ,En} are mutually independent when

p(nk=lEik )

= IT P(Eik ) for every subset of distinct integers (i l , i 2 ,·.· ,in). (5.1.7)
k=l

If {Ai}i=l is a disjoint partition of Sl,

we have

n

P(B) = L P(Ai)P(B I Ai).
i=l

Then, we have Bayes' theorem,

P(Ai)P(B I Ai)
P(B)

(5.1.8)

(5.1.9a)
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P(A i I B)
P(Aj I B)

P(Ai ) P(B I Ai)
P(Aj ) . P(B I Aj )·

(5.1.9b)

We call X(·) a random variable when the numerical value X == X(w) corre­
sponds to the outcome w E [2 of the experiment. The law of the probability
distribution, £(X), of the random variable X is the restriction of the proba­
bility measure P to the element E of S,

Ordinarily, we use the abbreviation

{I :::; X :::; 3} == {w E [2 : 1 :::; X(w) :::; 3}.

(5.1.10)

(5.1.11)

The law of the probability distribution £(X) is characterized by the cu­
mulative distribution function. The cumulative distribution function of the
random variable X is defined by

Fx(x) == P(X :::; x).

The cumulative distribution function has the following properties.

(1) 0 :::; Fx(x) :::; 1.

(2) Fx(x) is a monotonically nondecreasing function.
(3) Fx(x) is right-continuous.

(4) Fx(x) ~ 0 as x ~ -(X).

(5) Fx(x) ~ 1 as x ~ +00.

(5.1.12)

(5.1.13a)

(5.1.13b)

(5.1.13c)

For a discrete random variable X, we have a sequence {Xi} such that

We define the probability mass function f x (x) by

fx(x) == P{X == x},

with the following properties:

(5.1.14)

(5.1.15)

fx(x) 2: 0, L fX(Xi) == 1,
{Xi}

Fx(x) == L fX(Xi).
{Xi~X}

(5.1.16)
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For a continuous random variable X, we have the probability density
function !x(x) with the following properties:

!x(x) 2: 0, 1
+00

-00 dxfx(x) = 1, (5.1.17)

The cumulative distribution function of the continuous random variable is
continuous and we have the following properties:

Px(x) = 0 for Vx E R,

P{a ~ X ~ b} = lb

fx(x)dx,

P{x:::; X:::; x+dx} = !x(x)dx,

dFx(x) = f ( )
dx x x.

(5.1.18a)

(5.1.18b)

(5.1.18c)

(5.1.18d)

The expectation value EX of the random variable X(·) is constructed
such that the long-time average of X(·) will approximate the expectation
value and is defined by

EX == JxdFx(x)

= {Li Xi!X(Xi)

J~: x!x(x)dx

discrete r.v. ,

continuous r.v.

(5.1.19a)

(5.1.19b)

Generally, for a function h(X(·)) of a random variable X(·), we have

Eh(X) = Jh(x)dFx(x)

= { L:i h(Xi)!X(Xi)

J~: h(x)!x(x)dx

discrete r.v. ,

continuous r.v.

(5.1.20a)

(5.1.20b)

We list the four basic properties of expectation values:

E[ch(X)] = cEh(X), c constant.

(5.1.21a)

(5.1.21b)



5.1 Review of the Theory of Probability and Stochastic Processes 215

El == 1.

Eh(X) ~ 0 if h(X) ~ 0 with probability 1.

(5.1.21c)

(5.1.21d)

The nth moment J-l~ around the origin of the random variable X is defined
by

J-l~ == EXn, J-l~ == J-lx == EX == mean of X. (5.1.22)

The nth moment J-ln around the mean J-lx of the random variable X is defined
by

J-ln == E(X - J-lx)n, J-l2 == 0"1- == E(X - J-lX)2 == variance of X. (5.1.23)

The moment generating function Mx(t) is defined by

Mx(t) == E exp [tX] ,

with the following properties:

(5.1.24)

(5.1.25)

The moment generating function has a property called "tilting". When the
random variable Y is given by

Y == a + bX,

the moment generating function of Y is given by

My(t) == exp[at]Mx(bt).

(5.1.26)

(5.1.27)

We record here the Tchebychev inequality when the random variable X
has finite mean J-lx and finite variance O"~,

p(IX-J-lxl >A) <~.
O"x - - A2

(5.1.28)

We have four definitions of the convergence of a sequence of random vari­
ables {Xn}~=l:

(A) strong convergence (almost sure convergence)
(B) convergence in probability
(C) weak convergence (convergence in distribution)
(D) convergence in mean square.

Strong Convergence: We abbreviate this as (a.s.), (ae.), or (w.p.1).

X n ---+ X o as n ---+ 00 (a.s.), (ae.), or (w.p.1),
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if and only if

3A E S with P(A) == 0 : \lw tf. A, Xn(w) -+ Xo(w) as n -+ 00.

(5.1.29)

Convergence in Probability: We abbreviate this as (in probability).

X n -+ X o as n -+ 00 (in probability),

if and only if

\le > 0, P(IXn - Xol > c) < e as n -+ 00.

Weak Convergence: We abbreviate this as (in distribution).

X n -+ X o as n -+ 00 (in distribution),

if and only if

(5.1.30)

\If (x) E Cb (JR.) == a set of all continuous bounded functions defined on JR.,

Jf(x)dFn(x) -+ Jf(x)dFo(x) as n -+ 00.

Convergence in Mean Square: We abbreviate this as (in m.s.).

X n -+ Xo as n -+ 00 (in m.s.),

if and only if

E(Xn - X O)2 -+ 0 as n -+ 00.

The relationship among these modes of convergence is

(A) =* (B) =* (C), and (D) =* (B).

5.1.2 Stochastic Processes

(5.1.31)

(5.1.32)

(5.1.33)

We call the collection of random variables, {X(t), t ET}, defined on the
probability space (il, S, P) a stochastic process. We call T the index set,
whose element t E T is the evolution parameter of the stochastic process. We
have two cases for T:

T==[O,oo), or T=={0,1,2,3, ... }.

We shall be concerned with the former T.
Since X(t) is a random variable, we have

X(t) == X(t,w), w E il.

(5.1.34)

(5.1.35)
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In the stochastic process {X (t, w) }, when t is held fixed at t == to, we obtain
a random variable X(to,w), whereas when w is held fixed at w == Wo, we
obtain a function oft E T, X(t,wo). We call the latter a sample function (or
a sample path) for w == Wo.

We define the finite-dimensional distribution function I-ltl ,... ,tk (H), H E
~k, of the stochastic process {X (t), t E T} by

(5.1.36)

which necessarily satisfies Kolmogoroff'sconsistency condition:

(5.1.37)

(5.1.38)

(5.1.39)

The inverse of this consistency condition is Kolmogoroff'sexistence theorem:

When {I-lh, ... ,tk }k~l satisfies the consistency conditions (1) and (2), there
exists a stochastic process {X (t), t E T} on some probability space (n, S, P),
whose finite-dimensional distribution function is {I-ltl, ... ,tk } k~l.

(For a proof of the existence theorem, the reader is referred to Billingsley
(1979).)

Among the many stochastic processes {X(t), t ET}, the Markov pro­
cess plays an important role. We call the stochastic process {X (t), t E T} a
Markov process when the following condition holds,

(a.s.).
(5.1.40)

The future of the Markov process (t == t n +l) depends only on the present (t ==

tn), and not on the past (t == tj, j < n). We call the conditional probability
on the right-hand side of (5.1.40) the transition probability W(X(tn +l)
Xtn+l +- X(t n ) == Xtn ) of the Markov process:

W(X(t) == Xt +- X(s) == x s ) == P(X(t) == Xt I X(s) == x s ), t > s, (a.s.).
(5.1.41)
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We let the probability density function of the initial state of the Markov pro­

cess be P~~to)(Xto). The probability density function of the Markov process

after the nth transition pC;lt
n

) (Xt n ) is defined inductively by

We let n -+ 00 at this stage. We obtain the equilibrium state (or the
stationary state) of the Markov process, which is independent of the initial

state. We have the probability density function p~(1) (Xt) of the stationary
state of the Markov process defined by

(eq) ( ) - 1. (n) ( )
PX(t) Xt == n~~PX(t) Xt, -00 < t < +00.

In (5.1.42), we let n -+ 00 to obtain

(5.1.43)

t > s;

(5.1.44)

j
+CX)

({3) -00 dXtW(X(t) = Xt +- X(s) = x s ) = 1,

(~) W(· f- .) 2:: o.

t > s; (5.1.45)

(5.1.46)

We know from (5.1.41) that ({3) and (~) are self-evident. The statement

(er) implies that P~(1) (Xt) is a right eigenvector of the transition probability
W(· f- .), belonging to the eigenvalue 1.

In the theory of Markov processes, we are customarily given the initial
state and the transition probability W (. f- .) to obtain the stationary state

and its probability density function p~(1) (Xt). There also exists the reverse

situation. Given the equilibrium probability density function p~(1) (Xt), we
attempt to obtain the transition probability W(· f- .) which gives the proba­

bility density function p~(1) (Xt) of the stationary state for an arbitrary initial
state. Under these circumstances, we have the detailed balance condition as
a sufficient condition to accomplish this goal:
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(eq) ( )
(8) W(X(t) = Xt +--- X(s) = x s ) = PX(t) Xt .

W(X(s) = Xs +--- X(t) = Xt) p(eq ) (x ) (5.1.47)
X(s) s

The point of this detailed balance condition, (5.1.47), is that if we choose W
satisfying ((3), ('1) and (b), then the eigenvalue condition (a) is automatically

satisfied. It is self-evident that we find p~(l) (Xt) from (5.1.43) if we generate

pC;lt) (Xt) by (5.1.42) with the use of this W satisfying (5.1.47).

5.1.3 Evolution Equation of Quantum Mechanics
and Quantum Field Theory

Finally comes the comparison of the composition law of the transition prob­
ability of a Markov process with that of the transition probability amplitude
of quantum mechanics and quantum field theory.

For the transition probability of a Markov process, we have

1
+00

-00 dxuW(X(t) = Xt +--- X(u) = xu)W(X(u) = Xu +--- X(s) = x s )

== W(X (t) == Xt +--- X (s) == xs ), (5.1.48)
where

t > u > s.

For the transition probability amplitude of quantum mechanics, we have

1
+00

-00 dqtint (qtf' t f Iqtint' tint) (qtint' tint Iqti' ti)

(qt f ' t f Iqti , ti),

where

(5.1.49)

In (5.1.48), t, sand u are the evolution parameters of a Markov process,
whereas in (5.1.49), tf, ti and tint are real time variables of quantum me­
chanics. Since we want to formulate quantum mechanics and quantum field
theory as a stationary state of a Markov process, obviously the evolution
parameter T of the Markov process is missing in quantum mechanics and
quantum field theory (i.e., the limit T ---t 00 has already been taken). Indeed,
we cannot identify the real time variable t of quantum theory as the evo­
lution parameter of a Markov process. If we identify the real time t as the
evolution parameter of a Markov process, we do not obtain the Schrodinger
equation. Thus, we shall introduce the evolution parameter T into quantum
theory. With the introduction of the evolution parameter T, we can regard
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the transition probability amplitudes of quantum mechanics and quantum
field theory as a stochastic process.

In quantum mechanics, we replace

by

and

by

qr(t; T), (5.1.50M)

(5.1.51M)

The evolution equation of quantum mechanics for a finite T is given by

The stationary state conditions are given by

(5.1.52M)

lim qr(t; T) == qr(t)
7-+00

Hrn ~ qr(t; T) = 0
7-+00 uT

(a.s.),

(a.s.).

(5.1.53M)

(5.1.54M)

The 1]r(t; T) is Gaussian white noise whose distribution functional W[1]] is
given by

where the white noise 1]r (t; T) satisfies

lim 1]r (t; T) == stationary Gaussian random variable.
7-+00

(5.1.55a)

(5.1.55b)

When we designate the average with respect to W[1]] by ( ), we have
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and

(rJr (t; T)) == 0, (5.1.55c)

(5.1.55d)

From (5.1.52M)-(5.1.54M) and (5.1.55b), we have the stationary state equa­
tion of motion by taking the limit T ---+ 00,

(a.s.), (5.1.56M)

which is the Euler-Lagrange equation of motion for Euclidean quantum me­
chanics.

In quantum field theory, we replace

cPi(X)

by

(5.1.50F)

and

by

(5.1.51F)

The evolution equation of quantum field theory for finite T is given by

(5.1.52F)

The stationary state conditions are given by

lim aO (/>i(x; T) = 0 (a.s.).
T-+CXJ T

(5.1.53F)

(5.1.54F)

The iJi(X;T) is Gaussian white noise whose distribution functional W[iJ] is
given by
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W[il] = exp [-~Jd
4
xdrt il;(x; r)]

x {J D[il] exp [-~Jd
4
xdrt il;(x; r)] } -1

where the white noise T]i(X; r) satisfies

lim T]i (x; r) == stationary Gaussian random variable.
r--+oo

(5.1.55e)

(5.1.55f)

When we designate the average with respect to W[T]] by ( ), we have

(5.1.55g)

(5.1.55h)

and

(ili(X; r)ilj(x'; r')) = ~8ij84(x - x')8(r - r').

From (5.1.52F), (5.1.53F), (5.1.54F) and (5.1.55f), we obtain the stationary
state equation of motion by taking the limit r ~ 00,

(a.s.), (5.1.56F)

which is the Euler-Lagrange equation of motion for Euclidean quantum field
theory.

We have used the c-number notation in (5.1.50M) through (5.1.56F) and
suppressed the variable wEn. We call (5.1.52M) and (5.1.52F) the Parisi­
Wu equations.

The stochastic quantization method is the equation of motion approach to
c-number quantization and, in principle, does not require the existence of the
Lagrangian (density) as stated at the beginning of this chapter. Nevertheless,
we assume the existence of the Lagrangian (density) and the action functional
for the sake of simplicity of the presentation as we did in writing down the
Parisi-Wu equations, (5.1.52M) and (5.1.52F). In the case when the original
equation of motion is not derivable from the action functional, we merely
replace

bIE[q; r]
bqr(t; r)

or
bIE [</>; r]
b</>i (x; T)

(5.1.57)

in the Parisi-Wu equation by the original equation of motion.
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5.2 Stochastic Quantization of Non-Abelian Gauge Field

In this section, we first discuss the derivation of the Fokker-Planck equa­
tion from the Parisi-Wu equation. We write down the path integral repre­
sentation for the transition probability. As the stationary solutions of the
Fokker-Planck equation, we obtain quantum mechanics and quantum field
theory in the Euclidean metric (Sect. 5.2.1). Secondly, we discuss the stochas­
tic quantization of Abelian and non-Abelian gauge fields. We split the evo­
lution equation for the gauge field into those of a transverse mode and a
longitudinal mode. The former has a damping term and the initial distribu­
tion of the transverse mode does not persist in the correlation function in
the limit 7 == 7' ---+ 00. The latter has no damping term and the initial dis­
tribution of the longitudinal mode persists in the correlation function in the
limit 7 == 7' ---+ 00. The former provides the usual gluon contribution, while
the latter provides the Faddeev-Popov ghost effect. The width of the initial
symmetric distribution of the longitudinal mode is the gauge parameter of
the covariant gauge "free" Green's function of the gauge field (Sect. 5.2.2).
Thirdly, we discuss the covariant nonholonomic gauge-fixing condition, which
cannot be written as an addition to the action functional of non-Abelian
gauge fields. We find that the Lagrange multiplier ~ is a covariant gauge pa­
rameter. We discuss the Fokker-Planck equation for non-Abelian gauge field
theory with some modifications and show that non-Abelian gauge field theory
can be seen as a stationary state of a stochastic process (Sect. 5.2.3).

5.2.1 Parisi-Wu Equation and Fokker-Planck Equation

Let us begin with the derivation of the Fokker-Planck equation from the
Parisi- Wu equation via the path integral representation of the transition
probability of a stochastic process.

For quantum mechanics and quantum field theory, we have the Parisi-Wu
equations,

(5.2.1M)

(5.2.1F)

(5.2.2M)
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(5.2.2F)

where ( ) represents the average over the Gaussian distribution functional
W[1}] for quantum mechanics,

(5.2.3M)

and the average over the Gaussian distribution functional W[i]] for quantum
field theory,

W[il] = exp [-~Jd
4
x&r~il~(x;T)]

x {J V[il]exp [-~Jd4xdT ~il~(X;T)]} -1. (5.2.3F)

The presence of 6(T - T') in (5.2.2M) and (5.2.2F) suggests that the stochas­
tic process under consideration is a Markov process. We write the transition
probability of the stochastic process for {qr(t; Ti) }t=l --+ {qr(t; Tf) }t=l as

N-1

T(qf,Tf Iqi,Ti) = J~ooJ··· J IT {dq(j)T(Q(j+l),Tj+l IQ(j),Tj)}
J=l

x T(q(l)' T1 I qi, Ti), (5.2.4M)

where

f
Tf - Ti ITTj == j.c1T, j == 1, ... ,N, .c1T ==~, dq(j) == dqr,j, (5.2.5M)

r=l
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N-1

T(cPj,Tj I cPi,Ti) == lim / ... / IT {dcP(j)T(cP(j+1) , Tj+1 I cP(j),Tj)}
N--+(X)

j=l

X T(cP(l)' T1 I cPi' Ti), (5.2.4F)

where

Tj ==jL1T, j == 1, ... ,N,

Setting

we have

n

dcP(j) == IT dcPk,j. (5.2.5F)
k=l

(5.2.6M)

(5.2.6F)

(~r,j(t), ~s,j(t')) = lT

i+1 dTl TH1

dT' (7Jr(t; T)7Js(t'; T'))
J J

= *8rs8(t - t')Lh,

(5.2.7M)

(5.2.8M)

(5.2.7F)

(5.2.8F)
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From the Parisi-Wu equations, (5.2.1M) and (5.2.1F), we can set

which is the probability of the Gaussian random variable €r,j (t) taking a value

in the interval {[xr,j + dXr,j, Xr,j]}t=l with Xr,j specified by

_ J\ (.) _ J\ {qr(t; Tj+1) - qr(t; Tj) 6IE[q; T] }
Xr,j == LJ.T . TJr t, Tj == LJ.T J\ - £ (. ) ,

LJ.T uqr t, Tj
(5.2.10M)

and

T(cP(j),Tj I cP(j-1),Tj-1) == W~(xj)dxj == Cexp [-2~Tt ~xL] dXj,
k=l

(5.2.9F)

which is the probability of the Gaussian random variable ~k,j(X) taking a
value in the interval {[Xk,j + dXk,j, Xk,j]}k=l with Xk,j specified by

- _ J\ - (. ) _ A {cPk(X;Tj+1) - cPk(X;Tj) 6IE [cP;T]}
Xk,j == LJ.T . TJk X, Tj == LJ.T A - £,.!... ( ).

LJ.T U\f/k x; Tj
(5.2.10F)

Thus, we have for quantum mechanics

and for quantum field theory

Substituting Eq(5.2.11M) into (5.2.4M), we have

N-1

T(qf,Tf I qi,Ti) == lim J...JIT {dq(j)T(q(j+1) , Tj+1 I q(j),Tj)}
N-+(X)

j=l

X T(q(l)' T1 I qi, Ti)
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l
q
(t

j
T! )=q! [ 131T

! ( a )]== C' D[q(t; T)] exp -"2 dTA q(T), -aq(T), T ,
q(tjTi)=qi Ti T

(5.2.12M)

where C' is a normalization constant and A is given by

A( () ~ () )==~Jdt~{{)qr(t;T)_bIE[q;T]}2 ( )q T '() q T ,T - 2 L () 8 (.) . 5.2.13M
T r=l T qr t, T

Substituting (5.2.11F) into (5.2.4F), we have

N-1

T(cPt, Tt IcPi, Ti) == lim J ... J IT {dcP(j)T(cP(j+1) , Tj+1 IcP(j), Tj)}
N--+CXJ j=l

X T(cP(l)' T1 I cPi, Ti)

14>(XjT! )=4>! [ 13 1T
! ( () )]== c" V[cP(X; T)] exp --2 dTA cP(T), ~cP(T), T ,

4>(XjTi)=4>i Ti uT

(5.2.12F)

where C" is a normalization constant and A is given by

(5.2.13F)

Equations (5.2.12M and F) and (5.2.13M and F) suggest the following corre­
spondence,

2 n
-- +-+ -

13 i '

A and A +-+ Lagrangian,

(5.2.14)

(5.2.15)

between the theory of stochastic processes and quantum theory.
We derive the Fokker-Planck equation from (5.2.12M) for quantum me­

chanics:

where the Fokker-Planck operator
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plays the role of the Hamiltonian operator, which is obtained from the
"Hamiltonian" F(p, q, r) by replacement of

2 8
Pr by - --g 8qr . (5.2.17M)

We define the "Hamiltonian" F(p, q, r) as the Legendre transform of the
"Lagrangian" A(q(r), 8q(r)/8r, r),

F(p, q, T) == Jdt tPr(t; T) :Tqr(t; T) - A (qS(T), :Tqs(T), T) ,

(5.2.18M)

where the "momentum" Pr(t; r) conjugate to qr(t; r) is defined by

8A (q(T), 1JP,T)
Pr(t; r) == ( ).<5 aqr(t;T)

aT

(5.2.19M)

We assume that (5.2.19M) is solvable for 8qs(t; r)/8r in terms of q and p.
The "Lagrangian", (5.2.13M), provides us with the "momentum" Pr(t; r) as

(5.2.20M)

and the "Hamiltonian" F(p, q, r) as

(5.2.21M)

After the replacement of

(5.2.22M)

we have the Fokker-Planck equation

for the probability distribution functional 1{J[q(r) , r] of the stochastic process
governed by the Parisi-Wu equation, (5.2.1M), (5.2.2M) and (5.2.3M). The
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Fokker-Planck equation (5.2.33M) for quantum mechanics has the stationary
solution

'l{i(eq ) [q(t)] = exp[,BIE[q]]
JV[q] exp LBIE [q]] .

(5.2.24M)

We derive the Fokker-Planck equation from (5.2.12F) for quantum field
theory:

where the Fokker-Planck operator

plays the role of the Hamiltonian operator, which is obtained from the
"Hamiltonian" j:(1r, c/J, T) by the replacement of

2 8
1rk by - 73 J(/Jk . (5.2.17F)

We define the "Hamiltonian" j:(1r, c/J, T) as the Legendre transform of the
"Lagrangian" A(c/Jz (T), a4>~~T) , T) ,

- ~J 4 8 - ( 8 ):F(1r, cP, T) = ~ d X1rk(X; T) OT cPk(X; T) - A cPl(T), OT cPl(T), T ,

(5.2.18F)

where the "momentum" 1rk(X; T) conjugate to c/Jk(X; T) is defined by

(5.2.19F)

We assume that (5.2.19F) is solvable for a4>l~;;T) in terms of c/J and 1r. The
"Lagrangian", (5.2.13F), provides us with the "momentum" 1rk(X; T) as

(5.2.20F)

and the Hamiltonian j:(1r, cP, T) as

(5.2.21F)
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After the replacement of

(5.2.22F)

we have the Fokker-Planck equation

for the probability distribution functional 'l/J[</J; T] of the stochastic process
governed by the Parisi-Wu equation, (5.2.1F)-(5.2.3F). The Fokker-Planck
equation (5.2.23F) for the quantum field theory of a nonsingular system has
the stationary solution,

(5.2.24F)

In view of (5.1.56M), (5.1.56F), (5.2.24M) and (5.2.24F), we succeeded
in formulating Euclidean quantum mechanics and Euclidean quantum field
theory of a nonsingular system as a stationary state of a stochastic process.
This is the basic idea of the method of stochastic quantization of Parisi and
Wu. Stochastic quantization is a c-number quantization just like path inte­
gral quantization. Later in Sect. 5.2.3, we shall obtain the stationary solution
of the Fokker-Planck equation for non-Abelian gauge field theory, with an
appropriate modification to the Fokker-Planck equation.

5.2.2 Stochastic Quantization
of Abelian and Non-Abelian Gauge Fields

In the first place, we discuss the stochastic quantization of the Abelian gauge
field AJ.L(x). The Parisi-Wu equation for Abelian gauge fields is given by

(5.2.25C)

(5.2.26C)

In terms of the Fourier component with respect to x, we have

(5.2.25F)
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(5.2.26F)

We consider the transverse mode equation and the longitudinal mode equa­
tion separately. We split AJ-t(k; T) (f]J-t(k; T)) into the transverse mode A~(k;T)
(f]~(k;T)) and the longitudinal mode A~(k;T) (f]~(k;T)), Le.,

-T(k' ) - (5: kJ-tkv) - (k' )"7J-t ,T - uJ-tv-~ "7v ,T,

(5.2.27)

(5.2.28)

(5.2.29)

(5.2.30)

(5.2.31)

We split the Parisi-Wu equation, (5.2.25F), into a transverse mode and a
longitudinal mode

o -T 2 -T -T
OTAJ-t(k;T) = -k AJ-t(k;T) + "7J-t(k;T),

(5.2.32)

(5.2.33)

We observe that the evolution equation of the transverse mode, (5.2.31), has
a damping term, -k2A~(k; T), while that of the longitudinal mode, (5.2.32),
does not have a damping term due to gauge invariance. This implies that
the initial distribution of the transverse mode does not persist in the limit
T -+ 00, while the initial distribution of the longitudinal mode persists in the
limit T -+ 00. We let the initial distribution of the longitudinal mode of an
Abelian gauge field at T = 0 be given by

-L . _ kJ-t
AJ-t(k,O)- k2cP(k).

We solve (5.2.31) and (5.2.32), obtaining

A~ (kj T) = exp[-k2T] 1'r dT' exp[k2T']i7~ (kj T'), (5.2.34)
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A-L(k. ) - kJ-l ~(k) (T d ,,-L(k. ")J-l ,T - k2 'Y + la T 1}J-l ,T , (5.2.35)

where the initial distribution of the transverse mode A~ (k; T) is dropped in
(5.2.34) from the beginning, anticipating the future limit T -+ 00. We calcu­
late the correlation function of the Abelian gauge field:

(AJ-l(k; T)Av(k'; T'))

= 84 (k + k') :2 (8/lV - k~~v ) {exp[k2 (T - T')] - exp[-k2 (T + T'm

+Z~:~ cP(k)cP(k') + 2T84 (k + k') k~~v.

Thus, we have

If we set

cjJ(k) == 0 (a.s.), (5.2.37)

we get the original result obtained by Parisi and Wu for Abelian gauge fields:

Le., the Landau gauge "free" Green's function plus a divergent term propor­
tional to T. A distribution like (5.2.37), however, is rather exceptional. We
assume that the initial distribution cjJ(k) is symmetric around k == 0, in order
to restore the homogeneity of space-time, and we take the average of the last
term in (5.2.36) with respect to cjJ(k). We find that the average of cjJ(k)cjJ(k')
is given by

((cjJ(k)cjJ(k')))cP == -a84 (k + k'), (5.2.39)

where a is the width of the distribution of cjJ(k). From (5.2.36) and (5.2.39),
we obtain

(5.2.40)
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i.e., the covariant gauge "free" Green's function plus a divergent term pro­
portional to T. The width a of the initial distribution of the longitudinal
mode cjJ(k) is a covariant gauge parameter.

In the second place, we discuss the stochastic quantization of non-Abelian
gauge field theory. The Parisi-Wu equation for non-Abelian gauge field is of
the following form

{)
8T Ac"/L(x; T) = (8/Lv82

- 8/L8v)Aa/L(x; T)

+(C2 AA + C3 AAA)ap, + TJap,(x; T),

where

(TJap,(X;T)) == 0,

(TJap,(x;T)TJ;3v(x';T')) == 28a;38p,v84 (x - X')8(T - T').

(5.2.41C)

(5.2.42C)

The Fourier component of (5.2.41C) with respect to x takes the form

where

(iJap,(k; T)) == 0,

(iJap,(k; T)iJ;3v(k'; T')) == 2ba;30p,v84 (k + k')8(T - T').

(5.2.41F)

(5.2.42F)

As before, we split the Parisi-Wu equation (5.2.41F) into a transverse mode
and a longitudinal mode:

(5.2.44)

(5.2.45)

In order to obtain the "free" Green's function of the non-Abelian gauge field,
the C2 terms and C3 terms representing the self-interactions in (5.2.43) and
(5.2.44) are immaterial. For the sake of obtaining the "free" Green's function,
we shall write

{) -T 2 ~T -T
OTAaP,(k; T) == -k Aap,(k; T) + TJap,(k; T),
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(5.2.46)

(5.2.47)

as in the case of an Abelian gauge field, (5.2.31) and (5.2.32). The evolution
equation for the transverse mode, (5.2.45), has a damping term -k2A;JL(k; T),
and hence the initial distribution of A;JL (k; T) does not persist in the limit
T ---+ 00, while the evolution equation for the longitudinal mode, (5.2.46), does
not have a damping term, and the initial distribution of A~JL(k; T) persists in
the limit T ---+ 00. We set the initial distribution of the longitudinal mode to
be given by

-L kJL
AQJL(k;O)== k2cPQ (k).

Solving (5.2.45) and (5.2.46),

A~ft(k; 7) = exp[-k27] iT d7' exp[k27']i1~ft(k;7'),

A- L (k· ) - kJL ~ (k) fT d II-L (k· ")
QJL ,T - k21.f'Q + la T'TJQJL ,7 ,

(5.2.48)

(5.2.49)

where the initial distribution of the transverse mode is dropped in (5.2.48)
from the beginning, anticipating the future limit 7 ---+ 00. We calculate the
correlation function of the non-Abelian gauge field:

(AQJL(k; 7)Aj3v(k'; 7'))

= 8a {384 (k + k') :2 (8ft I' - k~;l/) {exp[k2(7 - 7')] - exp[-k2(7 + 7'm

kJLk~ () (') 4(') kJLkv ()+k2k,2 cPQ k cPj3 k + 278Qj38 k + k JZ2. 5.2.50

Thus, we have

In order to restore the homogeneity of space-time, as in the Abelian gauge
field case, we assume that the initial distribution of the longitudinal mode
cPQ(k) is symmetric about k == 0 with width ~. We average the last term in
(5.2.51) with respect to cPQ(k). We find that the average of cPQ(k)cPj3(k') is
given by

(5.2.52)
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From (5.2.51) and (5.2.52), we have

lim (AaJL (k; 7)Aj3V (k' ;7'))
r=r'-t(X)

4( ') { 1 ( ( ) kJLkv) k/-Lkv}== baj3b k + k k2 b/-Lv - 1 - ~ ~ +27~ , (5.2.53)

Le., the covariant gauge "free" Green's function plus a divergent term propor­
tional to 7. The width ~ of the initial distribution of the longitudinal mode
cPa(k) is a covariant gauge parameter.

According to an extensive calculation of M. Namiki et aI., the O2 term
and 0 3 term in the transverse equation, (5.2.43), provide the usual gluon
contribution, while the O2 term and 0 3 term in the longitudinal equation,
(5.2.44), provide both the Faddeev-Popov ghost effect and a divergent term
proportional to 7 in the gauge field "free" Green's function.

For both Abelian gauge field theory and non-Abelian gauge field theory,
we obtained covariant gauge "free" Green's functions. The gauge parameter
is the width of the initial distribution of the longitudinal mode in both cases.
We obtained these results without the gauge-fixing term at the outset. At
the same time, however, we have a divergent term proportional to 7 in the
gauge field "free" Green's function.

5.2.3 Covariant Nonholonomic Gauge-Fixing Condition
and Stochastic Quantization of the Non-Abelian Gauge Field

In order to eliminate both the initial distribution term of the longitudinal
mode and the divergent term proportional to 7 from the gauge field "free"
Green's function, M. Namiki et al. proposed a covariant nonholonomic gauge­
fixing condition of the form

(5.2.54)

which cannot be expressed as an addition to the action functional. This gauge­
fixing condition provides the damping terms for both the transverse mode and
the longitudinal mode of the Parisi-Wu equation for non-Abelian gauge field
as long as

~ > o.

To see this, we begin with the Parisi-Wu equation for the "free" non­
Abelian gauge field

(5.2.55)
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(5.2.56)

We split (5.2.55) into a transverse mode and a longitudinal mode:

(5.2.57)

(5.2.58)

The absence of the damping term in the longitudinal equation, (5.2.58), im­
plies that the initial distribution of the longitudinal mode persists in the
gauge field "free" Green's function. We know that the width of the initial
distribution of the longitudinal mode is a covariant gauge parameter. The
divergent term proportional to T emerges in the gauge field "free" Green's
function. The longitudinal mode equation also produces the Faddeev-Popov
ghost contribution.

If we introduce

(5.2.59)

into the Lagrangian density following the standard procedure, the longitudi­
nal equation gets the additional term

(5.2.60)

as the damping term. The additional term, (5.2.60), can be considered to
come from the holonomic constraint

(5.2.61 )

in the classical field equation. Since we already know that (5.2.59) breaks
gauge invariance and unitarity, we shall replace the holonomic constraint,
(5.2.61), by the covariant nonholonomic constraint

(5.2.62)

with



5.2 Stochastic Quantization of Non-Abelian Gauge Field 237

We call (5.2.62) the covariant gauge-fixing condition. With this covariant
gauge-fixing condition, we have the classical field equation

8IE[A~v] 1 v
8A.:.p,(x) - ~Dp,'Q(3(o A(3v(x)) = 0,

where _~-1 is a Lagrange multiplier. Since

KM == 8IE[A/3v]
a - 8AaM (x)

is orthogonal to

LaM =DM,a/3(8V A/3v(x)),

i.e.,

(LaM' K~) == 0,

we obtain from the classical field equation, (5.2.63),

~Jd4 xIDp"Q(3(oVA(3v(x))1 2 = 0,

which implies

(5.2.63)

almost everywhere in x space. (5.2.64)

On the basis of the classical field equation, (5.2.63), we move on to stochastic
quantization.

We have the Parisi-Wu equation as

We now derive the gauge field "free" Green's function. We keep only the
relevant terms in (5.2.65) in deriving the gauge field "free" Green's func­
tion. Namely, we keep the terms linear in A~(x;T) on the right-hand side of
(5.2.65).

8 1
OT AQp,(x; T) = (8p,v02 - op,ov )A~(x; T) + ~op,OvA~(x; T) + 1JQP,(x; T).

(5.2.66C)

In terms of the Fourier component with respect to x, we have
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Splitting (5.2.67) into a transverse mode and a longitudinal mode, we have

~A(T)(k·T) == -k2A(T)(k'T) +r/T)(k'T)aT aJ-L ' aJ-L' 'laJ-L"

~A(L)(k'T) == - k
2

A(L)(k' T) + r/L)(k' T)aT aJ-L' ~ aJ-L' 'laJ-L'·

(5.2.68T)

(5.2.68L)

We note that the longitudinal mode of the gauge field has a damping term
as long as

~ > o.

We solve (5.2.68T) and (5.2.68L) to obtain

A~~(k;T)=exp[-k2T] IT

dT'exp[k2T'1i7~~(k;T'), (5.2.69T)

(5.2.69L)

where the initial distribution terms are dropped from the beginning in the
above solutions, anticipating the future limit T ---+ 00. We calculate the cor­
relation function:

(AaJ-L (k; T)A{jv (k'; T'))

= 8a (384 (k + k'){:2 (8/LV - k~~v) (exp[k2(T - T')] - exp[-k2(T + T')])

+~ ~{2~~ (exp [~\T - T')] - exp [- ~2 (T +T')]) }. (5.2.70)

We have the gauge field "free" Green's function as

(5.2.71)

which is free from the initial distribution term of the longitudinal mode and
the divergent term proportional to T. The Lagrange multiplier

~>o

of the covariant nonholonomic gauge-fixing condition is the covariant gauge
parameter.
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The second term of the covariant nonholonomic gauge fixing condition,
(5.2.64), provides the Faddeev-Popov ghost contribution. The transverse
mode of the Parisi-Wu equation, (5.2.65), provides the ordinary gluon con­
tribution.

We discuss the Fokker-Planck equation for a non-Abelian gauge field with
the constraint, (5.2.64). Following the procedure employed in Sect. 5.2.1, we
can derive the modified Fokker-Planck equation for a non-Abelian gauge
field:

a
aT 'l/J[A; T] ~ (Fa + F~)~[A; T], (5.2.72)

where the Fokker-Planck operators, Fa and F~, are respectively given by

Ft, = 1d
4
x OAc.:(X) [~D/L'c.p(8" Apv(xn]

= ~ [1 d
4x(8/LAc./L(X))Gc.(x)f 1

with Ga(x) defined by

Gc.(x) == -D/L,c.p (OAP:(X)) 1

(5.2.73)

(5.2.74)

(5.2.75)

being the generator of the gauge transformation. The F~ term in the Fokker­
Planck equation, (5.2.72), originates from the covariant nonholonomic con­
straint, (5.2.64). The constraint leaves the gauge invariant quantity <P un­
changed, i.e.,

Ga<P ~ o. (5.2.76)

In this sense, the covariant nonholonomic constraint, (5.2.64), never breaks
the gauge invariance.

The modified Fokker-Planck equation, (5.2.72), for a non-Abelian gauge
field has the stationary solution,

(5.2.77)

with the normalization constant C given by

The covariant nonholonomic gauge-fixing condition, (5.2.64), is enforced on
the stationary solution by the presence of the delta function,
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8(Dj-t ,af3 (av A f3v )),

in (5.2.77). We have formulated non-Abelian gauge field theory as a stationary
state of a stochastic process.
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A.I Gaussian Integration

By the Poisson method, we have the Gaussian integral formula.

1+00 [ a] fi;
G(a) = -(X) d'; exp -2e = V~' Rea> o. (A.l.l)

We extend (Al.l) to f degrees of freedom. We let

J 1
+00 f

de == IT d~r,
-00 r=l

(A.l.2a)

D == f x f real symmetric positive definite matrix.

We define G(D) by

(A.l.2b)

G(D) == Jdeexp [-~eDe] == 1:(X)gd';rexp [~~ rtl Dr,s';r';s] .

(A.l.3)

We let the orthogonal matrix R diagonalize D. We then have

D == RTDR, IdetRI == 1, (A.l.4a)

We evaluate G(D) as

G(D) = Jd(Re) exp [-~(Re)TD(Re)]

=Jd(exp [_~(TD(]

(==Re, IdetRI==I,)

(A.l.4b)
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r=l

1
== IT (21f)1/2dr -1/2

r=l

(

1 ) -1/2
= (27r)f/ 2 11 dr

== (21f)1/2(detD)-1/2

== (21f)1/2 (det D) -1/2.

We define the ill-defined quasi-Gaussian integral G(iD) formally by

G(iD) == lim G((i + c)D)
€--+o+

1
== lim IT G((i + c)dr )

€--+o+
r=l

(
2 ) 1/2

== lim ~ (det D)-1/2
€--+o+ 1 + c

== (-21fi)1/2(det D)-1/2.

(A.I.5)

(A.I.6)

Under (A.I.2a), we complete the square of the following expression

where

and

(A.I.7)

(A.I.8)

(A.I.9)
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Using (A.I.6), we obtain the formula

Jd~ exp [- ~ rtl Dr,s~r~s - i t, Cr~r ]

= (-21ri)f/ 2 (det D)-l/2 exp [-~ rtl(D- 1)r,sCrCs] .

An easy way to remember (A.I.IQ) is the following:

"lr == ~r == stationary point of (A. I.7),

f
-~ l: (D-1)r,sCrCs := stationary value of (A.l.7).

r,s=l

Next, we state Wick's theorem for finite degrees of freedom:

(A.I.IQ)

(A.I.lla)

(A.I.llb)

All possible
pairing (a,a')
of (a! , ... ,a2N)

This formula can be proven as

The left-hand side of (A.I.12)

(If (~D-l) . (A.I.12)
particular 1 a,a'

pairing

= ia~ ... ia/) {the left-hand side of (A.l.lD)} IG=O
a! a2N

== the right-hand side of (A.I.12).

In the case when ~ is a complex number, and D is a Hermitian positive defi­
nite matrix, we have

Jd~*d~ exp[-i~tD~] = Jfl d(Re~r )d(Im~r) exp [-i rtl ~;Dr,s~s]
== (-27fi)f(detD)-1. (A.I.13)
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Lastly, we consider a singular Gaussian integral. When

detD == 0, (A.l.l4)

i.e., when the matrix D has the eigenvalue 0, G(D) given by (A.l.5) is di­
vergent. We shall consider the procedure of giving a mathematical meaning
to G(D) under (A.l.l4). We assume that the f x f matrix D has p zero
eigenvalues:

df-p+l == ... == df == 0.

As a restricted G(D), we consider Grest(D) defined by

(A.l.l5)

(A.l.l6)

{TJr }t==r is an orthogonal coordinate system corresponding to the nonzero
eigenvalues {dr }t==f of D. The right-hand side of (A.l.l6) depends on the
choice of coordinate system {TJr }t::f. We introduce the dummy variables

{TJr }t=f-P+l' and rewrite (A.l.l6) as

We now perform a change of variables from {TJr }t=l to {~r}~=1' With the use
of the formula for the change of variables

f f ( EJ'1J)11 d1Jr = 11 d~rdet &e '

we cast (A.l.l7) into the form

(A.l.l8)

We observe that this integral is well defined. The dummy variables, {TJr }t=f-P+l'
of the <5 functions are arbitrary functions of {~r }t=l. The extra factor in the
integral measure of (A.l.l9)

(A.l.20)
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lowers the integral from an I-dimensional integral down to a (1 - p)­
dimensional integral. Grest(D) does not depend on the choice of {'f]r(e)}[==f.
We choose {'f]r(e)}[==r such that

(A.l.21)

The quasi-Gaussian integral Grest(iD) is also defined formally like (A.l.6)
from (A.l.19).

Formula (A.l.19) is the finite-dimensional version of the Faddeev-Popov
formula used in Chap. 3. In the language of path integral quantization of
non-Abelian gauge field theory,

f

IT 8('f]r)
r=f-p+l

fixes the "gauge" and

det (~~)

corresponds to the Faddeev-Popov determinant.

(A.l.22)

(A.l.23)



A.2 Fermion Number Integration

We consider the complex Grassman variables, 'TJk, k == 1, ... ,f.

(A.2.1)

We have the following properties for the complex Grassman variables 'TJk:

['TJk, qzJ == O.
(A.2.2a)

{~ ~} == {~ ~} == {~ ~} ==0
~'~ ~'~ ~'~ .

(A.2.2c)

(A.2.3)

We consider the function 9 (TJ, 'TJ*) defined by

This power series expansion gets terminated at

k == l == f.

(A.2.4)

(A.2.5)

(A.2.6)

The expansion coefficients, g~~:~~. ,ak;bl, ,bz' are completely antisymmetric
with respect to {al, ... ,ak} and {b1, ,bz}, respectively. Using (A.2.2a),
(A.2.2b), (A.2.2c) and (A.2.3), we obtain the integral formula:

f ffn d'T]kn d'T]zg('T],'T]*) = 2.: g~d!, ... ,af;bl, ... ,bf}87ra87rb
k=1 Z=1 7fa,7fb

== (f!)2 gi:".~:f;I, ... ,f'
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where 81ra and 81rb are the signatures of the permutations, na and nb, respec­
tively.

We let D to be a Hermitian positive definite matrix, and let g(TJ, TJ*) be

g(TJ, TJ*) == exp [i t Dnm'l1~'I1m] (1 * ).
n,m=1 TJc TJd

(A.2.7)

With the use of (A.2.6) and the definitions of det D and D-1 , we obtain

(A.2.8)

As an application of this formula, we have the Grassman algebra version of
(A.l.lQ):

JIT d'l1k gd'l1! exp [intl Dnm'l1~'I1m + i t,('I1~(n + (~'I1n)] (A.2.9)

= (i)!(_1)!U-1)/2. detD· exp [-intl(D-l)nm(~(m] .

The way to remember (A.2.9) is the same as (A.1. IQ).
Lastly, we record here the Grassman algebra version of Wick's theorem

in the finite dimension:

= (i)! (_1)!(!-1)/2 . det D .
all possible
pairing of

(Cl, ... ,CNidl, ... ,dN)

(c,d) (1 )IT i D -
1

81r(c,d)'
particular c,d

pairing

(A.2.lQ)

It is worthwhile to keep in mind that we have

detD
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instead of

(det D)-1/2

in (A.2.8), (A.2.9) and (A.2.10), which is due to the anticommutativity of
the Grassman number.



A.3 Functional Integration

We regard field theory as a mechanical system with infinite degrees of free­
dom. We can consider the functional integral in quantum theory in the fol­
lowing two senses.

1. Limit of discretized space-time:

(1) We discretize Minkowski space-time into no cells.
(2) We let the averaged values of the field quantity a(x) on each cell be

represented by

ai, i == 1, . .. ,no,

and regard {ai}~~l as independent dynamical variables.
(3) We perform the ordinary integral

on each cell i.
(4) We take the limit no -+ 00 (cell volume-+ 0).

2. Friedrichs integral:

(1) We expand the field quantity a(x) into the normal modes {aA}~=O of the
complete orthonormal system {UA(X)}~=owhich spans the Hilbert space.

(2) We let the expansion coefficients {aA}~=O be the independent integration
variables.

(3) We truncate {aA}~=O at A == No and perform the ordinary No-tuple
integration.

(4) We take the limit No -+ 00.

We employed the procedure 1 when we extended quantum mechanics
with finite degrees of freedom to quantum field theory with infinite degrees
of freedom in Sect. 2.1 of Chap. 2. In this appendix, we discuss procedure 2.

We consider the functional integral

JV[a]F[a] (A.3.1)
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of the functional F[a] of the square integrable real function a(x). We ex­
pand the real function a(x) in terms of the complete orthonormal system
{u,,\ (x) }~=o.

(X)

a(x) == L a,,\u,,\(x),
"\=0

j
+(X)

a), = -00 dxa(x)u),(x).

(A.3.2a)

(A.3.2b)

We regard {a,,\}~=o as independent integration variables. When we truncate
the expansion coefficients {a,,\}~=o at A == No, the functional F[a] becomes an
ordinary function F(al, ... ,aNo ) of the No variables and (A.3.1) is defined
by

Trivial example: For the Gaussian functional

exp [_~a2] == exp [-~1:00

dxa
2
(x)] 1

we expand a(x) in terms of {u,,\(x)}~=o, and obtain

1:00

dxa
2
(x) =~ al.

The Gaussian functional integral

JV[a]exp [_~a2]

is evaluated by defining the functional integral measure 1)[a] as

No

V[a] == Hrn IT d~.
No-+(X) V 21r

"\=0

We then have

(A.3.3)

(A.3.4)

(A.3.5)

(A.3.6)

(A.3.7)

(A.3.8)
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For the application of the functional integral method to quantum theory, we
only need two more assumptions besides the result (A.3.8).

Assumption 1. The functional integral is "translationally invariant" .

JD[a]F[a] = JD[a]F [a + 4>] . (A.3.9)

Assumption 2. The functional integral depends on the functional integrand
linearly so that the ordinary rules of calculus apply to functional integrals.

From (A.3.8) and assumption 1, we obtain

JD[a] exp [-!(a + 4»2] = 1.

Expanding the exponent of (A.3.10), we obtain

JD[a] exp[-4>a - !a2] = exp [!4>2] .

Replacing cjJ by -icjJ, we obtain

JD[a] exp[i4>a - !a2] = exp [-!4>2] .

From (A.3.11) and assumption 2, we obtain

JD[a]F[a] exp[i4>a - !a2] = F (~ 0:)exp [-!4>2J .

Next, we observe that for real functions a(x) and (3(x),

JD[a]D[iJ] exp [_!(a2+ iJ2)] = 1.

(A.3.10)

(A.3.11)

(A.3.12)

(A.3.13)

We define the complex valued functions cp(x) and cp*(x), and the correspond­
ing functional integral measure V[cp]V[cp*] by

1 .
cp(x) == ~(a(x) + liJ(X)),

1 .
cp*(x) == ~(a(x) - liJ(X)) , (A.3.14)

dcp,\ dcp~ _ d(Re cp(x)) d(Im cp(x))
~~== ~ ~

No d d *
D[cp]D[cp*] == Hrn IT cp>.. cp>..

No-+oo ~ ~
'\=0

= lirn IT da>.. diJ>..
No -+00 J21f J21f

'\=0

== V[a]V [{3] .

da,\ d{3,\

J21f J21f'
(A.3.15)

(A.3.16)
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From (A.3.13), we have

JV[cp]V[cp*] exp[-cp*cp] = 1.

Here, we record the two-function-variables version of (A.3.11).

(A.3.17)

We define the complex functions X(x) and X* (x) of a real variable by

x(x) = ~b(x) + i(x», x*(x) = ~b(x) - i(x».

From (A.3.14), (A.3.18) and (A.3.19), we obtain

JV [cp]V[cp*] exp[i(x*cp + cp*X) - cp*cp] = exp [-X*X] .

(A.3.19)

(A.3.20)

From (A.3.20), for the same reason as that applied to (A.3.12), we obtain

JV[cp]V[cp*]F[cp, cp*] exp[i(x*cp + cp*X) - cp*cp]

(
1 8 1 8 ) *== F 7-,7- exp[-x X]·
I 8x* I 8x

(A.3.21)

Functional Fourier Transform: We define the functional Fourier trans­
form F[w] of the functional F[a] of the real function a(x) by

F[a] == JV[w]F[w] exp [iwa] ,

and its inverse by

F[w] == JV[a]F[a] exp [-iwa] .

We define the 8-functional 8[a - fi] by

8[a - ,8] == JV[w] exp [iw(a - ,8)] ,

with the property

JV[a]F[a]8[a - ,8] = F [,8] ,

just like the ordinary 8-function 8(x ).

(A.3.22)

(A.3.23)

(A.3.24a)

(A.3.24b)
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We define the functional Fourier transform F[X*, X] of the functional
F[cp, cp*] of the complex functions cp(x) and cp*(x) of the real variable by

F[cp, cp*] == JV[X]V[X*]F[X*, X] exp [i(X* cp + cp*X)] ,

and its inverse by

F[X*, X] == JV[cp]V[cp*]F[cp, cp*] exp [-i(X* cp + cp*X)] .

(A.3.25)

(A.3.26)

Change of Function Variables: We consider the change of function vari­
ables of the real function a(x) defined by

1
+00

cl(x) = -00 dyK(x,y)Ct(y). (A.3.27)

The kernel K(x, y) is real and symmetric. We expand a'(x), K(x, y) and a(x)
in terms of the finite orthonormal system {uA(x)}f~o as

No

a~ == L kAA,a A"

A'=O

== UA xKx x'UA' x' == (UKUT)A A', " ,

(A.3.28)

(A.3.29a)

(A.3.29b)

From (A.3.7), we take the limit No -+ 00 in (A.3.28) and (A.3.29) and obtain

and

V[Ka] == det K . V [a],

det Kx,x' == det kA,A'.

(A.3.30)

(A.3.31)

Equation (A.3.31) follows from the fact that {uA(x)} :\=0 forms a complete
set of the orthonormal system, Le., we have

In the case of (A.3.14),

cp(x) = ~(Ct(x) + i;'1(x)),
1 .

cp*(x) = y'2(Ct(x) -l;'1(X)),

(A.3.32)

(A.3.14)
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we perform a change of function variables to a' (x) and {3' (x).

j
+CX)

a'(x) = -00 dyK(x, y)a(y),

j
+CX)

(3'(x) = -00 dyK(x, y)(3(y).

From (A.3.16) and (A.3.30), we obtain

D[K<p]D[K<p*] == (det K)2D[<p]D [<p*] .

Application:

(A.3.33a)

(A.3.33b)

(A.3.34)

(1) JD[a]F[a]exp[-~aDa + i4>a]

= F [i 8~] JD[a] exp [-~aDa+ i4>a]

= (detD)-V2F n8~] exp [_~4>D-l4>], (A.3.35)

JD[a]F[a]exp [-~aDa] = (detD)-V 2F [i 8~] exp [_~4>D-l4>] 1</>=0.

(A.3.36)

(2) JD[<p]D[<p*]F[<p, <p*] exp[-<p* D<p + i(X*<p + <p*X)]

[
1 8 1·'8] J= F I 8x*' I 8x D[<p]D[<p*] exp[-<p* D<p + i(x*<p + <p*x)]

-1 [1 8 18] [* -1 ]
= (detD) F 18x*'18x exp -X D x,

J D[<p]D[<p*]F[<p, <p*] exp[-<p* D<p]

-1 [1 8 18 ] * -1= (detD) F 18X*'18X exp[-x D x]lx=x*=o,

(A.3.37)

(A.3.38)
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Fermion Number Functional Integration: We have also in the case of
Grassman algebra

JD[1]]D[1]t] exp[-1]t1]] = 1,

JD [1]]D [1]t] exp[i(1]tC+ Ct1]) - 1]t1]] = exp [-(tc] .

(A.3.39)

(A.3.40)

just like (A.3.17) and (A.3.20), where 'f], 'f]t, ( and (t are elements of the
Grassman algebra. The consistency with (A.2.8) requires the change of func­
tion variable formula

(A.3.41)

When we use the Dirac spinors, we define the Pauli adjoint fJ by

(A.3.42)

By the sequence of change of function variables indicated below

(A.3.43a)

(A.3.43b)

det 1'0 == 1, (A.3.44)

(A.3.45)

(A.3.46)

we obtain from (A.3.39), (A.3.40) and (A.3.41) that

JD[1]]D[ry] exp[-ry1] + i((1] + rye)] = exp [-(C] .

Corresponding to (A.3.21), we obtain

JD[1]]D[ry]F[1], ry] exp[-ry1] + i((1] + ryC)]

= F [~:(,i:C] exp [-CC] .

(A.3.47)

(A.3.48)
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We have the change of function variable formula for the Grassman number
function as

V[K7]]V [Kfj] == (det K) -2V[7]]V [fj] .

Application:

(3) JD[1'}]D[il]F[1'}, il] exp[-ilD1'} + i((1'} + il()]

= F [~:(,i :(] JD[1'}]D[il] exp[-ilD1'} + i((1'} + il()]

= (detD)F [~:(,i:(] exp [_(D- I
(].

(A.3.49)

(A.3.50)

JD[1'}]D[il]F[1'}, il] exp[-ilD1'}] = (det D)F [~ :(' i:(] exp[-(D-
I
(] k=<;=o'

(A.3.51)

Functional Fourier Transform: We define the functional Fourier trans­
form F[(, (] of the functional F[7], fj] of the complex anticommuting fermion
function 7] (x) by

F[1'}, il] = JD[(]D[(]F[(, (] exp [i((1'} + il()] ,

and its inverse by

F[(, (] = JD[1'}]D[il]F[1'}, il] exp [-i((1'} + il()] .

(A.3.52)

(A.3.53)



We introduce generic notation for the field. We let cPa represent the generic
field variable:

{

cPi(X), a == (i, x), scalar field,
cPa == 'l/Jn(x), a == (n, x), spinor field,

Aaj.l(x), a == (a,j.L,x), gauge field.

We define the infinitesimal gauge transform cP~ of cPa by

where

(A.4.1a, b, c)

(A.4.2a)

infinitesimal function. (A.4.2b)

We define rdb and AJ by

Scalar Field:

AJ == 0,

Spinor Field:

a == (n,x(n)), b == (m,x(m)),

AJ == 0,

(A.4.3a)

(A.4.3b)
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Gauge Field:

(A.4.3c)

We use the standard convention that repeated indices are summed over and
integrated over for discrete indices and continuous indices, respectively. We
have the group property of the gauge transformation (A.4.2a) as

As the gauge-fixing condition, we employ

(A.4.4)

a == 1, ... ,N. (A.4.5)

We have the Faddeev-Popov determinant as

Under the nonlinear gauge transformation go,

(A.4.6a)

(A.4.6b)

(A.4.6c)

(A.4.7)

where A{3 (x) is an infinitesimal function independent of 4Ja, the Faddeev­
Popov determinant gets transformed into

890 (In L\p [4Ja]) == 890 (Tr In Mp(4Ja))

== Tr(Mp1 (4Ja)890 Mp (4Ja))

==T {M- 1 (,.f... )8Mp(4Ja)} 890 ,.f...
r p \f/a 84Jb 'f!b

== (M- 1 (,.f...)) 8Mp(4Ja)c:~
p \f/a ~c: 84Jb

x (ir4J + A)b(Mp1 (4Ja))a{3A{3(X). (A.4.8)
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The Jacobian of the nonlinear gauge transformation (A.4.7) is given by

InJ(a:1°1 ) == Trln{l+irJbE:~o+(iF</>+An~'O}1
'f'b 90=1 'f'b 90=1

= Tr{ irJbE:~o - (iF</> + A)~(Mil(</>a))'YE

x 8M~~a)Ea (Mi 1 (</>a))aI3 AI3(X) }

= -(iF</> + An(Mi1 (</>a))'YE8M~~a)Ea

x (MF
1(cPa))n{3A{3(X), (A.4.9)

where

Trrdb == 0

is used in (A.4.9). From (A.4.8) and (A.4.9), we obtain

8
90

(In LlF [</>a]) + In.J ( :~: 190=J
== (MF

1(cPa) )'Yc(MF1 (cPa) )n{3A{3(X)

x { 8M~~a)q (ir</> + A)b - 8M~~a)Ea (iF</> + A)l } . (A.4.I0)

From (A.4.6), we have for the {... } part:

{- .. } = ~2~~~} (iF</> + An (ir</> + A)b + 8~~~) (iFJb)(iF</> + A)b

-(a B 'Y)

= i8~~~) {r'Y(ir</> + A)a - ra(ir</> + A)'Y}a

_ bFc(cP) (. )(3
- -Cal3'Y~ Ir</> + A a

== -Cn{3'YMF(cPa)c{3. (A.4.ll)

Hence, from (A.4.I0) and (A.4.ll), we obtain

8
90

(In LlF [</>a]) + In.J ( :~: 190=J
== E~O(X)( -Cn {3'Y) (MF

1(cPa)MF(cPa))'Y{3

== E~o (x) (-Cn {3'Y )b'Y{3 == O. (A.4.12)
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Since we know

890 (lnV[cPa]) = lnJ (it I ) ,
'fib 90=1

we obtain

or

Hence, we have

(A.4.13)

(A.4.14)

V[cPa]..dp[cPa] = gauge invariant functional integration measure under 90.
(A.4.15)

(A.4.15) is used in Chap. 3.



A.5 Minkowskian and Euclidean Spinors

We let the spinors in Minkowskian space-time and Euclidean space-time
be 1/JM and 1/JE. We represent the "'I matrices in Minkowskian space-time
as {"'IJ-l}~=oand in Euclidean space-time as {"'Ik}t=l. Corresponding to the
analytic continuation

t == -iT,

we define "'14 by

"'10 == -"'14
.

We have the following anticommutators of the "'I matrices.

(A.5.1)

(A.5.2)

!1,V == 0,1,2,3,

k, l == 1, 2, 3, 4.

(A.5.3M)

(A.5.3.E)

We define the Pauli adjoints, 1pM and 1pE' by

(A.5.4)

We have the following correspondence:

(A.5.5a)

(A.5.5b)

(A.5.5c)

;PM {"(o (i~ + It) + "(kifA } 1fM ++ ;PE {i"{k8k + i"{4 (~ - It)}1fE.

(A.5.5d)

These correspondences are used in Sect. 4.2.1 of Chap. 4.



A.6 Multivariate Norlllal Analysis

We let

be an n-dimensional vector random variable. We define the mean vector J.L
by

J.L == EX. (A.6.1)

We define the covariance E Xy of vector random variables X and Y by

(A.6.2)

whose (i,j)-element is given by

E x x is the covariance matrix of the vector random variable X. It is non­
negative definite and real symmetric matrix. We define the moment generat­
ing function Mx(t) of the vector random variable X by

Under the linear transformation (Y(m x 1) -+ X(n xl)),

X == a+BY,

(A.6.3)

(A.6.4a)

a == n x 1 vector,

we have

B == n x m matrix, (A.6.4b)

(A.6.5a)

(A.6.5b)
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We let Y == (Y1, ... ,ym)T be the vector random variable whose compo­
nents Yjs are the independent identically distributed N(O, 1) random vari­
ables. We have the probability density function fy(y) of Y given by

1 [ 1 T ] 1 [ 1~ 2]fy(y) = (21r)m/2 exp -2Y y = (21r)m/2 exp -2 ~Yj • (A.6.6)

We call the vector random variable X which is given by the linear combina­
tion of Y

x == a+BY

Yj == iid. N(O, 1), j == 1, ... ,rn,

(A.6.7a)

(A.6.7b)

a multivariate normal random variable and

JLx == a, (A.6.8)

We write the law of the distribution of X as

The moment generating function Mx(t) of the multivariate normal X is
given by

[
T 1 T ]Mx(t) == exp t JLx +"2 t Exxt . (A.6.9)

Hence, the law of the distribution of the multivariate normal X is uniquely
determined by JLx and E xx . Furthermore, given a nonnegative definite real
symmetric matrix E, there exists a (not necessarily unique) square matrix
B such that

(A.6.10)

We observe that an arbitrary JL and an arbitrary nonnegative definite
real symmetric matrix E determine the multivariate normal distribution
Nn(JL, E). When E xx is positive definite, we have the probability density
function fx(x) of X given by

1 1 [ 1 T -1 ]
fx(x) = (21r)n/2 (detL'xx)l/2 exp -2"(x - /LX) L'xx(x - /LX) .

(A.6.11)

Next, we consider the case when E xx is singular (or B is singular). We
let the rank of Exx be n* < n. The n* components of the vector random
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variable X are represented by the n* x n* nonsingular matrix B and the n*
Yj rv iid. N(o, 1) random variables, while the remaining (n-n*) components
of X are given by a linear combination of the n* independent components
of X. For a comparison with the singular Gaussian integral discussed in
Appendix 1, we note the correspondence

n~f,

n* ~f-p,

n-n* ~p.

(A.6.12a)

(A.6.12b)

(A.6.12c)

Application to the path integral quantization of non-Abelian gauge field
theory is discussed in Appendix 1.
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In Chaps. 1 through 4, we followed the standard folklore in writing down
the path integral formula: a piecewise continuous but nowhere differentiable
quantum path was interpolated by a continuous and differentiable function.
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lus, while the fermionic path integral formula must await further progress in
mathematics.
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