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Preface

The first part of this book surveys the technologies involved in building a very
humanlike robot, or android. The appearance, movements, and perceptions of such
an android must mimic those of a human, and thus require unique developmental
techniques. Chapters 1 and 2 describe how to develop a very humanlike robot. First,
the android must have a very humanlike appearance. Body-part molds are made
from a real person using shape-memory foam. Then, soft silicon skins are made for
the entire body using these molds. Covering the entire body with soft material is a
unique feature that is quite different from that employed in existing humanoid robots.
The soft skin not only provides a humanlike texture for the body surface, but also
allows safe physical interaction, that is, humanlike interpersonal interactions
between real people and the android. The humanlike movements are produced by
pneumatic actuators that are driven by highly compressed air. The high compress-
ibility of air provides very flexible motions in the android joints without software
control. This also makes the human–android interactions more humanlike and safer.
To generate humanlike body movements in the android, the motions of a human
performer are measured by means of a motion capture system, and the measured
movements are copied to the android. People strongly expect humanlike responsive
behaviors when interacting with the android, because it looks very similar to a
human. It is, therefore, necessary for the android perceptual system to obtain various
information to produce rich interactions. However, cameras and microphones
embedded in the androids body are not sufficient, as the range and type of obser-
vations are restricted. To overcome this limitation, a sensor network is integrated
with the android. Multiple types of sensor (such as camera, microphone, floor sensor,
and laser range finder) are placed in the environment surrounding the android, thus
endowing the environment with perceptive capabilities. This method allows the
android to store a large amount of information on human activities and obtain
contextual information. The mental state of the android can be defined based on
contextual information, allowing humanlike responsive behavior to be produced. In
the process of making the android more humanlike, we require knowledge about
human behavior and interpersonal cognition; this is a novel approach to studying
human nature by developing the android. We call this research framework android
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science, as explained in Chap. 2. Another approach for implementing humanlike
behavior in the android is teleoperation by a real person. A human operating the
android from a distance can play a role in forming perceptions, decision making, and
motion and utterance generation. We can study human–android interactions prior to
developing a humanlike android using the technology of teleoperation. Teleopera-
tion provides a novel telecommunication effect whereby the person operating the
android feels that it is his/her own body, while a second person interacting with the
operated android also feels it is possessed by the operator. That is, teleoperation
works as a robotic communication media that can transfer the operator’s presence (or
Sonzai-kan in Japanese) to a remote place. The teleoperation system of the android
and its significance in android science are described in Chap. 3.

Robots operating in the real world must be able to understand, communicate
with, and interact with real people. However, human–robot communication remains
unnatural, and hence ineffective. Therefore, a very humanlike robot–an android–
may prove to be the ultimate man–machine communication device. To create
realism and avoid the “uncanny valley,” this android requires realistic behavior that
matches its realistic looks. The second part of this book describes methods for the
automatic generation of humanlike motions (including body, facial, lip, and head
motions) in the android.

Chapter 4 describes methods for generating body movements. To generate
humanlike body movements (gestural movements) in an android, the motions of a
human performer are measured by means of a motion capture system, and the
measured movements are copied to the android. Here, it is important that the
three-dimensional appearance of the performer should be transferred to the android.
This is because the kinematics of the android differ from the human musculoskeletal
system, and existing methods of copying a human’s joint angles to that of an
android are insufficient for generating humanlike movements.

Chapter 5 describes a teleoperation system in which the lip motion of a remote
humanoid robot is automatically controlled by the operators voice. In the
speech-driven lip motion generation method, the lip height and width degrees are
estimated based on vowel formant information, so there is no need to create specific
models for different languages. Subjective evaluation indicates that the audio-based
method can generate lip motion that is more natural than vision-based and motion
capture-based approaches. Issues regarding online real-time processing are also
discussed in this chapter.

Chapters 6 and 7 describe analysis and generation strategies for head motion.
Head motion naturally occurs in synchrony with speech and may carry paralin-
guistic information such as intention, attitude, and emotion in dialogue communi-
cation. With the aim of automatically generating head motions during speech
utterances, analyses are first conducted on human–human dialogue interactions to
verify the relations between head motions and linguistic and paralinguistic infor-
mation carried by speech utterances. Chapter 6 describes the analysis of
motion-captured data for several speakers during natural dialogues, including intra-
and inter-speaker variabilities. Chapter 7 describes head motion (nodding and head
tilting) generation models based on rules inferred from these analyses of the
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relationship between head motion and dialogue acts. Issues regarding eye gaze
control during head motion control are also discussed in Chap. 7. Evaluation results
show that the rule-based methods can generate more natural motions than con-
ventional methods of directly mapping the original motions to the android.

Almost fifty years ago, Mori proposed the hypothesis of a non-monotonic
relation between how humanlike an artificial device appears and people’s fondness
toward it. As a device becomes similar to our body in its appearance, our affinity
gradually rises. However, when the device acquires a certain level of similarity to a
real human or human body parts, people suddenly start to feel a strong negative
impression toward it. Mori called this sudden change in trend the “Bukimi no Tani”
(valley of uncanniness). This hypothesis is very persuasive alongside the examples
he presented comparing a very humanlike myoelectric hand and a wooden hand
created by a Buddhist image sculptor. Mori’s hypothesis attracted interest in various
fields, including human–robot interaction researchers, and has resulted in a large
number of studies. Despite considerable efforts, until now, no clear evidence has
been found to prove Mori’s hypothesis. One reason for this is the limitations of the
methods used in most studies. Still photographs, such as morphed figures between a
real human face and an artificial face, or video recordings of animated characters
and robots have mainly been used for testing. In his original paper, Mori described
his hypothesis in terms of people’s interactions with an artificial device, but few
studies have considered such an interactive situation. Another possible reason is the
technical limitation that very humanlike artificial devices with interactive capabil-
ities, such as robots, are hard to realize.

Now, how does this “uncanny valley” response of mankind affect the design of
robots intended to interact with people in socially functional ways, as we do with
other humans? The main purpose of developing a humanoid robot is so that it can
interact with people. If the task of a robot is just to fold laundry or clean rooms, the
robot need not interact with people, and thus humanlike behavior is not required.
Only when helping people to conduct more complicated tasks that require dialogue
with verbal and nonverbal communication, as among humans, are humanlike robots
necessary. This humanlike appearance and behavior are important, as we are
fine-tuned to recognize and understand detailed intentions from observing human
behavior. Past studies have found evidence that people react differently toward
machine-looking entities and humans. People may be able to infer the other entity’s
“intention” as well as those of humans, such as with dogs, horses, or factory
machines, but this is only after long-term experience and training. It is much easier
for us to understand the intention of other humans. Therefore, the appearance
(including behavior) of robots is one of the most important factors in designing
socially interactive robots. However, given the “uncanny valley” response, how
should we design a robot’s appearance?

While the mechanism behind the “uncanny valley” remains unclear, the basic
system behind such human responses is gradually being revealed by using androids
as a device for exploring human nature. In the following chapters, Shimada et al.
hypothesize that lateral inhibition, as seen in neuronal responses, may be one cause
of the uncanny valley response (Chap. 8).
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In Chap. 9, Matsuda et al. compare the brain activities of people watching
various actions performed by a person and by robots with different degrees of
humanlike-ness. Based on their observations, they suggest that appearance does not
crucially affect the activity of the human mirror-neuron system, and argue that other
factors, such as motion, should be targeted to improve the humanlike-ness of
humanoid robots.

Złotowski et al. report an exploratory study using a live interaction with robots
having different types of embodiment, an area that has not been considered in
previous studies (Chap. 10).

With advances in robotic technologies, we are now at the stage to explore
requirements for complicated tasks such as persuading or instructing people. When
robots start to play advanced roles in our lives, such as caring for the elderly,
attributes such as trust, reliance, and persuasiveness will be critical for performing
appropriate services in roles such as doctors, teachers, and consultants. For robots to
live alongside and communicate smoothly with people, and to be relied on to
perform critical jobs, robots must convey the assuredness required of people in the
same position; that is, to give the impression of reliability and trust. Past studies
have shown the importance of humanlike nonverbal channels and the superiority
of the physical presence of robots to software agents or computer terminals in
everyday conversation. Researchers have been trying to make such interactive
robots “humanoid” by equipping them with heads, eyes, and hands so that their
appearance more closely resembles that of humans and they can make movements
and gestures analogous to humans. These forms are not only efficient from the
viewpoint of functionality, but also because people have a tendency to anthropo-
morphize; that is, it is the humanlike appearance that best helps us interact with
robots. However, to date, scant attention has been paid to how the appearance of
service robots should be designed. Appearance has always been the role of
industrial designers and has seldom been a field of study. Based on psychological
and philosophical results, one dominant factor that rules human behavior is that
of the body shaping the mind or, more specifically, the phenomenon of appearance
forming an impression or changing people’s attitudes. For robots to obtain social
attributes, the effect of appearance must by systematically examined.

In the following chapters, people’s reactions toward robots, especially
android robots with humanlike appearance, are examined from three aspects. In
Chaps. 11–13, the initial response of people (especially children) to android robots is
examined. Chapters 14–16 explore whether robots can change people’s attitudes
using different approaches. Furthermore, when robots are teleoperated by a real
person, the act of operation, especially conversation, reveals interesting insights into
the fundamentals of human nature in terms of personality and individuality. In
Chap. 17, exploratory attempts to investigate such properties are described.

Most of the studies described above investigate how people react when facing
robots. However, when robots are used as a device for interaction, that is, when
robots are teleoperated with people on both sides, those in front of the robots and
the teleoperators are affected. Soon after starting to operate the Geminoid (a tele-
operated android robot), people tend to adjust their body movements to those of the
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robot. They talk slowly in order to synchronize with the robot’s lip motion and
make small movements to mimic those of the robot. Some operators even feel as if
they themselves have been touched when others touch the teleoperated android.
This illusion, the Body Ownership Transfer (BOT) effect of teleoperated robots, is
due to the synchronization between the act of teleoperating the robot and the visual
feedback of the robot’s motion. If BOT can be induced merely by operation without
haptic feedback, then applications such as highly immersive teleoperation interfaces
and prosthetic hands/bodies that can be used as real body parts could be developed.

In the following chapters, initial studies on BOT are introduced. Starting from
the exploration of BOT and its basic nature (Chap. 18), various aspects of BOT are
examined. How BOT occurs under different teleoperation interfaces (Chap. 19),
how social situations influence BOT (Chap. 20), and the minimal requirements for
BOT to occur are investigated through neuropsychological experiments (Chap. 21).
It is shown that the will to control the robot (agency) and seeing the robot in motion
(visual feedback) are sufficient for BOT, and thus the operator’s sense of propri-
oception is not required.

An interesting conjecture arises here: When the operator feels that the android’s
body is his/her own, will a feedback phenomenon occur? For example, when the
android’s facial expression changes on its own, without being controlled by the
operator, will the operator’s emotion be affected? In the past, psychologists studied
a phenomenon known as the “facial feedback hypothesis,” which is based on
William James famous idea that the awareness of bodily changes activates emotion.
If feedback from the teleoperated robot could affect the operator, we may be able to
implement a new device that can support the regulation of one’s physical or psy-
chological activities. The final two chapters explore some ambitious trials on reg-
ulating people through the act of teleoperating android robots. Chapter 22 describes
an attempt to regulate people’s emotion through facial expression feedback from
android robots, while Chap. 23 presents experimental results that indicate the neural
activity of the operator can be enhanced through teleoperating android robots with a
brain–computer interface.

Most previous studies have focused on laboratory-based experiments. In this
book, however, we introduce field studies that exemplify the kind of roles androids
might take in the real world. These studies demonstrate how people perceive
androids when faced with them in everyday situations. Androids have a similar
appearance to humans, but, at the same time, can be recognized as robots. There-
fore, it is expected that androids could have a similar presence as humans in the real
world. Moreover, androids have the potential to create a different influence to that
of actual humans. In this part, we introduce several field experiments that were held
in four different situations (a café, hospital, department store, and stage play). In the
first experiment, an android copy of Prof. Ishiguro, named Geminoid HI-2, was
installed in a café at Ars Electronica in Linz, Austria (Chaps. 24 and 25). The
results show that people treated the android as a social entity, not merely a physical
object. In Chap. 26, we describe a study on how a bystander android influences
human behavior in a hospital. This experiment shows that when the android nods
and smiles in synchronization with the patient, the patients impressions toward the
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doctor are positively enhanced. As a third field experiment, the android tried to sell
a cashmere sweater to customers in a department store. The results show that 43
sweaters were sold over 10 days. This indicates that the android could operate as a
salesperson in a store (Chaps. 27 and 28). Finally, in Chaps. 29 and 30, we
investigate how people perceive an android that reads poetry as a stage play. In this
experiment, we create a stage play in collaboration with an artist and ask the
audience about their impressions of how the android performs as an actor.

We conclude this preface by thanking the Japan Society for the Promotion of
Science (JSPS) for supporting this work through the KAKENHI Grant-in-Aid for
Scientific Research (S) Number 25220004.

Toyonaka, Japan Hiroshi Ishiguro
April 2017 Fabio Dalla Libera
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Chapter 1
Development of an Android System
Integrated with Sensor Networks

Takenobu Chikaraishi, Takashi Minato and Hiroshi Ishiguro

Abstract To develop a robot that has a humanlike presence, the robot must be given

very humanlike appearance and behavior, and a sense of perception that enables it

to communicate with humans. We have developed an android robot called “Repliee

Q2” that closely resembles human beings; however, sensors mounted on its body

are not sufficient to allow humanlike communication with respect to factors such as

the sensing range and spatial resolution. To overcome this issue, we endowed the

environment surrounding the android with perceptive capabilities by embedding it

with a variety of sensors. This sensor network provides the android with humanlike

perception by constantly and extensively monitoring human activities in a less obvi-

ous manner. This paper reports on an android system that is integrated with a sensor

network system embedded in the environment. A human–android interaction exper-

iment shows that the integrated system provides relatively humanlike interaction.

Keywords Humanlike behavior ⋅ Humanlike perception ⋅ Idling motion

Environment-embedded sensors

1.1 Introduction

In recent years, there has been much research and development toward intelligent

robots that are capable of interacting with humans in daily life [3, 4]. However, even

if robots were able to deal with various tasks, mechanical-looking robots are not

This Chapter is a Modified Version of Previously Published Papers, [1, 2], edited to be
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2 T. Chikaraishi et al.

acceptable for tasks that require a humanlike presence. This is because our living

space is designed for humans, and the presence of other people provides a kind of

assurance to individuals. For a robot to have a humanlike presence, it needs to be

recognized as a person, behave like a human, and be able to communicate naturally

with people.

Apart from the engineering aspects, the development of such a robot will con-

tribute to studies about the principles of human communication. This is because

improving the robot’s function to communicate with people step-by-step will lead to

a gradual elucidation of the communication function of human beings.

Turning now to interpersonal communication, there are various communication

channels, such as language, paralanguage (e.g., tone and voice patterns), physi-

cal motion (e.g., gazing and gestures), interpersonal distance, and clothes [5]. To

develop a robot that can naturally communicate with people through these commu-

nication channels, the following points are required:

∙ The robot must have a very humanlike appearance and behavior.

∙ The robot must have a rich sense of perception.

In this study, we use an android called “Repliee Q2” (Fig. 1.1) that closely resem-

bles a human and can produce humanlike motions. To give the android percep-

tive capabilities, we implement voice recognition, gesture recognition with multiple

omnidirectional cameras, and human tracking with floor sensors.

Fig. 1.1 The developed

“Repliee Q2” android



1 Development of an Android System Integrated with Sensor Networks 3

Existing research on communication has improved the communication capabili-

ties of robots through the development of sensors that are similar to human sensory

organs (e.g., [6]). However, recognition processes using sensors mounted on the body

of the robots place considerable constraints on factors such as the sensing range and

spatial resolution. Under these constraints, it is difficult for robots to obtain sufficient

external information to allow natural communication with humans.

An alternative method for achieving a rich sense of perception is to embed a vari-

ety of sensors in the environment surrounding the robot, that is, to endow the envi-

ronment with perceptive capabilities [7–9]. This method allows the robot to store a

considerable amount of information on human activities and obtain contextual infor-

mation, because the sensors embedded in the human living space can observe human

activities constantly and extensively while remaining less obvious. In this case, it is

not necessary to mount all of the sensors on the robot’s body. Even if the robot itself

senses nothing, it can naturally communicate with people by behaving as if it is doing

the sensing itself.

The method used in this study overcomes the limitations of on-body sensors by

constructing a sensor network to achieve natural human-robot communication. The

sensor network consists of both on-body sensors and as many diverse sensors as

possible embedded in the environment. However, the sensory information obtained

by this system is completely different from that of the five human senses, which

becomes a problem in the development of a perceptive system. The integration and

selection of the sensory information necessary for natural communication depends

on the situation. The sensors obtain quantitative information, such as a person’s loca-

tion; however, the information that is required for communication is subjective, such

as whether the other person is at an appropriate distance for talking, which again

depends on the situation. This study prepares situation-dependent scenarios to deal

with contexts including subjective information. The scenarios describe which motion

module is to be executed, and when it is to be executed, according to the sensory

information while assuming a specific situation. The android is thus able to inte-

grate and select the sensory information according to the current situation. In this

paper, we report the development of a system to facilitate the description of these

scenarios.

The remainder of this paper is organized as follows. The system’s hardware orga-

nization and software architecture are described in Sect. 1.2. A demonstration of the

system at a world expo is reported in Sect. 1.3. To verify that the system achieves

natural human–android interaction, we implemented a simple and indirect interac-

tion where people viewed the android in a waiting situation (where it remained in

one place). Generally, individuals exhibit various motions depending on their mental

state, even when they simply remain in one place. A variety of sensory information

is necessary to implement these subconscious motions. In Sect. 1.4, we define the

android’s mental state according to the person’s state as observed by sensors and

implement a scenario in which the android chooses her motion module according to

her mental state. In Sect. 1.5, the implemented android is compared with an android

whose motion module is randomly selected according to the subjects’ impression,

and the effectiveness of the system is verified.
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1.2 Hardware Organization and Software Architecture

This section presents the hardware organization and software architecture (Figs. 1.2

and 1.3). The system must process a large amount of data from a variety of sensors

to achieve humanlike perception. Therefore, the sensor processing is distributed to

a number of computers. The android’s motion modules contain datasets of desired

values for each degree of freedom (DOF), and their recognition results trigger the

execution of motions in the android. Briefly, this involves the following steps:

Fig. 1.2 Hardware organization

Scenario play and motion execution processes

Data selection

Command transmission

Scenario data

Sound data 

Motion data 

Android control

Tactile recognition

Android body

Skin sensors

Position  
Human tracking Floor sensor

Face position
Face detection Pan-tilt cameras

Conversation
Voice recognition Noise reduction Microphone selection Microphone array

air controller

Gesture

Integration process
Gesture Recognition Omni cameras x4

Gesture Recognition Omni cameras x4

Recognition
result

Refined
candidate

Human 
position

Human 
position

Fig. 1.3 Software architecture
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Fig. 1.4 Example of a scenario

(1) Obtain recognition results from computers where sensor processes are running.

(2) Use the recognition results to select the motion module’s ID from the scenario.

(3) Execute the android’s motion and play a voice file.

(4) Return to step (1).

Repeating these steps determines the context of the situation in order to execute

human–android communication. Determining the context of the situation has the

additional advantage that the system can refine recognition candidates. For example,

in a greeting situation, the system can restrict greetings to such candidates as bowing,

shaking hands, or waving a hand, and exclude other candidates. In addition, because

these modules are described in XML, they are easily created by people without pro-

gramming skills (Fig. 1.4). Combining various sensors has another advantage in that

recognition by one sensor can help another type of sensor. For example, position

data from floor sensors can help identify the region of interest for camera images

to recognize a gesture, and gesture recognition can help voice recognition to refine

recognition candidates.
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1.2.1 Repliee Q2’s Body

Repliee Q2 was modeled on an actual person and constructed with medical silicon

rubber. Hence, it has a very humanlike appearance and artificial skin that is as soft

as human skin. It has 42 air actuators in its body, including nine on the left and right

arms, two on the left and right hands, four on the waist, three on the eyes, one on the

eyebrows, one on the eyelids, one on the cheek, seven on the mouth, and three on

the neck. These enable Repliee Q2 to generate rich facial expressions (Fig. 1.5). The

face, neck, arms, and hands are covered with silicone skin, and 42 highly sensitive

tactile sensors are mounted beneath the skin.

(a) Pneumatic controller and air compressor: The reactions of the actuators are very

natural because they incorporate air dampers against external force. This achieves a

much safer interaction with humans than other actuators such as oil pressure actu-

ators and DC servomotors. The actuators can represent the unconscious breathing

movements of the chest with a silent drive, because the air compressor can be located

at a point distant from the android.

1.2.2 Sensor Network and Data Processing System

Seven computers (Pentium IV 3 GHz) are used to process the sensor data.

(a) Floor tactile sensor units: Floor tactile sensor units (Vstone VS-SS-SF55) are

used for human tracking (Fig. 1.6). The floor sensor units consist of densely arranged

tactile sensors (at 5 mm intervals) to detect human position by gravity. Covering the

floor of a room with these units enables human tracking. The specifications of the

sensor units are as follows. Each floor sensor unit measures 500 × 500 × 15 mm,

Fig. 1.5 Repliee Q2 facial expressions
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Fig. 1.6 Floor tactile sensor

unit

with detection blocks measuring 100 mm × 100 mm, and has a sensitivity of 200–

250 g∕cm2
. The resolution ability is 10 × 10 cm, which is enough to detect human

positions, because most adult feet are 20–30-cm long. In this study, 4 × 4 units

(4 m2
) are placed in front of the android in the region where we expect human–

android communication to occur.

The floor sensors are connected through a serial port. After processing the data

from the connection, an android control computer obtains the data via TCP/IP. A

gesture recognition computer and voice recognition computer also obtain the data

to improve their recognition accuracy. When a person walks, he or she activates

multiple detection blocks that cause a many-to-one problem for tracking. Therefore,

we utilize “Human Tracking Using Floor Sensors Based on the Markov Chain Monte

Carlo Method” by Murakita et al. [10].

(b) Omnidirectional cameras: Eight omnidirectional cameras (Vstone VS-C42N-

TR) are embedded into the environment to recognize human gestures, including

“bowing” and “hands up.” The cameras are connected through an image capture

board. The specifications of the omnidirectional cameras include an imaging angle

of 15◦ above the horizontal plane and 60◦ below the horizontal plane, with 768 ×
494 effective pixels.

In this research, we utilize “VAMBAM: View and motion based aspect models

for distributed omnidirectional vision systems” by Nishimura et al. [11, 12], which

enables the system to recognize human gestures independent from the location of

the person relative to the cameras. However, the method applies a subtraction image

to determine the region of interest, but this is not robust against optical noise. For

this reason, we use human position data from floor sensors to define the detection

region in the images from the omnidirectional cameras.

(c) Microphone array: Eight non-directional microphones mounted in the lower part

of the omnidirectional cameras are used for voice recognition. The microphone-

equipped omnidirectional cameras are embedded into the environment to obtain
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speech sounds. For voice recognition, it is necessary to obtain sound containing

the least amount of noise possible. Thus, we use the following three steps. First,

the microphone that is closest to the sound source is selected using human position

information obtained from the floor sensors. Second, background noise is subtracted

using the input average of several past frames below a certain threshold. Third, the

voice recognition process receives the refined sound data. In this research, we use

Microsoft’s SpeechSDK [13] as a voice recognition engine.

(d) Pan/tilt/zoom cameras: The system must obtain human face positions, because

the android should face the person when talking. For that purpose, two CCD pan/tilt/

zoom cameras (Sony EVI-D100) are positioned on either side of the android. The

camera specifications include an angle of pan/tilt of ±100◦ (horizontal) and ±25◦
(vertical), and a maximum pan/tilt speed of 300◦/s (horizontal) and 125◦/s (vertical).

The cameras are controlled via a serial port, and the pan/tilt movement covers the

view in front of the android. According to the face position data, the system modifies

the command values to the actuator on the android’s neck, so the android can turn to

face the person. To obtain the human face position and direction, we used the “Study

on Extraction of Flesh-Colored Region and Detection of Face Direction” by Adachi

et al. [14].

(e) Highly sensitive tactile sensors: Highly sensitive tactile sensors can perceive bod-

ily contact. A total of 42 tactile sensors are mounted beneath the android’s silicon

skin. The skin sensors consist of piezoelectric devices that are sheathed by a silicon

film layer. The sensors detect deformation speed as physical contact.

1.3 Demonstration at a World Exposition

To verify that the system works in a non-laboratory environment, we exhibited it at

a prototype robot exhibition at the 2005 World Exposition held in Japan and demon-

strated it to ordinary Expo visitors. This confirmed that our implementation works

and can be operated by a non-expert. The prototype robot exhibition portrayed a city,

residential area, and park in the year 2020 and demonstrated the coexistence of proto-

type robots developed for practical applications with people. Our system was exhib-

ited in a cafe in the city area for eleven days (Fig. 1.7). In this demonstration, a micro-

phone held in the android’s hand was used instead of the microphone array, because

the surrounding noise was too high. The scenario portrayed the android interview-

ing a person visiting the cafe. The android asked questions such as “Where are you

from?” and “Which exhibit was the most interesting?,” and the person answered ver-

bally or with gestures (Fig. 1.8).
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Fig. 1.7 Demonstration at

the 2005 World Exposition,

Aichi, Japan

Fig. 1.8 The android

interviewing a visitor

1.4 Implementing Natural Behavior in the Android by
Defining Mental States

We verified that the android system integrated with the sensor network is effective for

natural interaction by developing the waiting behavior of the android. We assumed

a scene in which the android waits while another person stands nearby, as shown in

Fig. 1.12. Generally, an individual’s motions change according to his or her mental

state, even when simply waiting (remaining in one place). For example, the frequency

of eye blinking increases, breathing is stronger, and gazing becomes unstable when

a person feels stressed. It is assumed that the android’s motion changes according to

sensor information, causing people to attribute mental states to the android, result-

ing in a more humanlike impression. Additionally, the android should not simply

stand still, because a past study has found that a perfectly still android has a less

humanlike appearance [15]. To define the scenario, we set up the same situation as

in Fig. 1.12, but replaced the android with a person (subject B). We investigated the

mental state of subject B while recording the motion of the other person (subject A)
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using the sensor network (the tactile sensor data of subject B was simulated from

the observations). We classified the sensor data on subject A’s motion relative to

subject B’s mental states. We also prepared the android’s motion modules to make

them similar to the motions of individuals with the same mental states as subject B.

We then defined the scenario using the motion modules and the sensor data pattern.

In Sect. 1.5, the android behavior for specific scenarios is compared with that of an

android with a randomly selected motion module.

1.4.1 Observation of a Waiting Person

We conducted an experiment to observe the situation shown in Fig. 1.9. We observed

the motions of a waiting person and asked about her/his mental state after the obser-

vation. The experimenter informed the subject (subject B) that this experiment was

to investigate natural human movement and asked her/him to sit on a chair for 20 min

without standing up. The experimenter then informed another subject (subject A) of

the purpose of the experiment (the same as above) and asked her/him to behave freely

within the 2 m × 2 m area shown in Fig. 1.9. This space was covered with floor sen-

sors. Two people played subject B (one male in his 20 s and one female in her 20 s),

and two people played subject A (two males in their 20 s). All of the subjects were

university students. The scene was videotaped, and common motions among sub-

jects A and B were extracted from the video. After the recording, subject B freely

reported his/her mental state.

The six common motions listed in Table 1.1 were extracted from subject B.

Fig. 1.9 The experimental

setup
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Table 1.1 Observed behavior of subject B

Behavior of subject B

Look in the direction subject A is looking

Look or glance at subject A

Turn to her/his front without looking at subject A

Throw a glance at subject A

Look at the ground

Follow the movement of subject A

Table 1.2 Classification of the feelings of subject B toward subject A. Subject B was later replaced

with the android in the experiment

Position ID of A Behavior of A Feeling of B toward A Mood of B

2, 5 Stare at B Unpleasant Disgust

8 Stare at B Unpleasant +

oppressive feeling

11 Stare at B Very unpleasant +

oppressive feeling

1–6 Not stare + walk

around

Not so concerned

about the action of A

Acceptance

1, 3, 4, 6 Stare at B Harassed Fear

7–12 Not stare + walk

around

Anxiety Apprehension

8, 11 Look somewhere Anxiety

1–12 Stare + walk around Anxiety

7, 9, 10, 12 Stare at subject B Anxiety

1–7, 9, 10, 12 Look somewhere Worry about where A

is looking

Interest

1.4.2 Mental States of the Waiting Person

We classified the feelings of subject B toward subject A based on the location of

subject B and the interpersonal distance between them. The results are presented

in Table 1.2. The position ID (first column) denotes the digits in Fig. 1.10, which

correspond to the square space of 2 m × 2 m in Fig. 1.9. For example, the first row

means that when subject A is standing in position 2 or 5 staring at subject B, subject B

felt unpleasant. The last column denotes the mood of subject B following Plutchik’s

model of emotions [16].

The emotions of subject B were classified into five categories. Each emotion is

believed to have been elicited for the following reasons.

(a) Disgust: Subject B reported that they did not want subject A to stare at them, as

they felt oppressed. This implies that subject B wanted to remove an object that could
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Fig. 1.10 ID of the position of subject A

be harmful to them; that is, the emotional function of “rejection” was activated. In

this case, subject B’s emotion is “disgust.”

(b) Acceptance: Subject B reported that they did not care because subject A did

not care about them. This implies that subject B accepted the situation; that is, the

emotional function “affiliation” was activated. In this case, subject B’s emotion is

“acceptance.”

(c) Fear: Subject B reported that they felt mental distress from being stared at by

subject A. This implies that subject B wanted to protect themselves from suffering;

that is, the emotional function is one of “protection.” In this case, subject B’s emotion

is “fear.”

(d) Apprehension: The emotion “fear” occurred because subject B reported that they

felt mental distress from being stared at or being too close to subject A. Moreover,

they reported that they worried about subject A’s intentions. This implies that the

emotional function of “exploration” was also activated and the emotion of “anticipa-

tion” occurred. As a result of this mixture, the emotion of “apprehension” occurred.
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(e) Interest: The emotion of “anticipation” occurred because subject B reported being

worried about what subject A was looking at. However, they did not feel disgust; that

is, they accepted it (the emotion was “acceptance”). As a result of this mixture, the

emotion of “interest” occurred.

In this situation, a person’s mental state is defined according to the other per-

son’s motion and position. The sensor network that we developed obtains this kind

of information more robustly than on-body sensors.

1.4.3 Motion Selection of the Android According
to its Mental State

Based on the above analysis, we defined a process to recognize the behavior of sub-

ject A (see Fig. 1.11). The first step is to check for the presence of a person (subject

A) within the area covered by the floor sensors. If subject A is in the area, the sensor

network obtains her/his position. Next, the movement of subject A is checked. For

example, if subject A does not move, the face direction (i.e., looking direction) is

measured. Furthermore, if subject A is moving toward subject B (i.e., the android),

the duration of her/his gaze is measured, and the behavior of subject A is specified

accordingly. “Neutral” in Fig. 1.11 denotes that subject A does nothing. The android

system is able to detect when it is touched and the direction of a sound source; how-

ever, no behavior that requires the sensor network to be recognized was observed in

Y

N

Y

Y

Y

N

N

In front of the android

other

N

Y

In front of the android

other

N

Fig. 1.11 Procedure for recognizing a person’s behavior
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the above experiment. The android’s mental state is determined by the recognized

behavior according to Table 1.2 (where subject B is replaced with the android).

In this scenario, the system repeats the following steps.

(1) Recognize a person’s behavior.

(2) Determine the mental state of the android according to Table 1.2.

(3) Select and execute the motion module according to the procedure of Fig. 1.11.

The remainder of this section describes the android motion features to be regarded

when creating motion modules. We intuitively designed a motion module for each

mental state while referring to the motions of subject B in the above experiment. In

the following description, the frequency of motion is standardized for the situation

in which nobody is around the android (hereafter, the normal situation).

The motion of subject B when feeling disgust had the following common features.

The motion modules of the android for this emotion were designed by taking these

features into consideration.

∙ Does not make an eye contact with a person.

∙ Bends backward to create some distance from the person.

∙ Increases blinking rate.

The motions for fear, apprehension, and interest had the following common fea-

tures. The motion modules for these emotions were designed by taking these features

into consideration.

∙ The frequency of looking at the person is high, but no staring occurs.

∙ The frequency of blinking is high.

∙ The movement of the eyes is quick.

The motion modules for acceptance were designed by taking the following fea-

tures into consideration.

∙ The frequency of looking at the person is low, and no staring occurs.

The frequency of looking at the person, blinking, and eye movement for each

emotion was designed in the following order:

normal = acceptance < interest < apprehension < disgust < fear

1.5 Evaluation

1.5.1 The Experimental Setup

To verify the effectiveness of the developed system, we conducted an experiment

to compare the android in the above scenario with an android whose motion mod-

ule is randomly selected with respect to the subjects’ evaluation of humanlikeness
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for the androids. Hereafter, the android that follows the above scenario is called the

scenario android and the android with randomly selected motion is called the ran-
dom android. A subject interacts with both androids in the experiment. The subject

was not informed of the difference between the two androids. To counterbalance the

order of the interaction, we designed two conditions:

Condition (1) The subject interacts with the random android for 3 min (first ses-

sion) and then interacts with the scenario android for 3 min (second session) after

a 1 min break.

Condition (2) The subject interacts with the scenario android for 3 min (first ses-

sion) and then interacts with the random android for 3 min (second session) after

a 1 min break.

Each subject participated in one condition.

The experiment was conducted in the environment shown in Fig. 1.12. Figure 1.13

shows a scene from the experiment. Initially, the subject was informed that the exper-

iment is to evaluate the humanlikeness of the android. The subject was then told to

move around each android freely for a 3 min period. After the interactions, the sub-

ject was asked to score the humanlikeness of the androids in the first and second

sessions. The scores were assigned on a scale of seven, ranging from −3 (not human-

like) to 3 (very humanlike). The subjects were 16 university students. Eight subjects

participated in condition 1, and the other eight participated in condition 2.

Fig. 1.12 Setup of the

experimental room
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Fig. 1.13 Experimental

scene

Table 1.3 Experimental results

Condition Android Averaged score

(1) (Random→Scenario) Random (R1) −0.63

(2) (Scenario→Random) Scenario (S1) 0.75

(1) (Random→Scenario) Scenario (S2) 0.63

(2) (Scenario→Random) Random (R2) 0.5

1.5.2 Results

The averaged scores are presented in Table 1.3. To consider the order of interaction,

the averaged scores of the first and second sessions are given separately.

(a) A T test revealed that there is a significant difference between the random

android in the first session (R1) and the scenario android in the first session

(S1) (p < 0.05).

(b) A T test revealed that there is no significant difference between the random

android in the second session (R2) and the scenario android in the second session

(S2) (p = 0.452).

From result (a), the humanlikeness of the scenario android is significantly greater

than that of the random android. This means that the android’s behavior in response

to the subject’s motion made the android more humanlike. Moreover, the difference

between results (a) and (b) suggests that there is an order effect.

To check this order effect, we compared the scores with respect to the order.

(c) A T test revealed that there was a significant difference between the random

androids in the first and second sessions (p < 0.1).

(d) A T test revealed that there was no significant difference between the scenario

androids in the first and second sessions (p = 0.438).
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These results suggest that the interaction with the scenario android in the first session

influenced the impression of humanlikeness toward the random android in the second

session. In other words, previous interaction with the scenario android made the

random android more humanlike. In summary, we have seen that:

∙ The android behavior generated by the developed system makes the android more

humanlike.

∙ The experience of interacting with the scenario android in advance influences the

interaction with the random android.

In addition to the humanlikeness scores, the subjects were asked to freely report

their impressions. Many subjects reported that the humanlikeness of the scenario

android was derived from:

∙ The motion of looking at the subject.

∙ When the subject came close to the android, it frequently looked around. This gave

the impression that the android was nervous.

∙ The android changed its posture depending on its gaze direction.

∙ When the subject came close to the android, it blinked more frequently.

Some subjects reported that the android was less humanlike because it looked around

too frequently. On the contrary, some subjects reported that the random android was

humanlike when it averted its gaze after momentary eye contact. For both androids,

many subjects reported that involuntary movements, such as slight mouth and shoul-

der movements, were humanlike. In addition, some subjects had a positive impres-

sion of the eye and gaze movements, whereas others had a negative impression.

Next, we consider the order effect. Even when the android’s motion is randomly

selected, the subjects seem to feel as if the motion is sometimes responsive or con-

tingent on their own motion. The subjects believed this occurred by chance when

they first interacted with the random android. However, once the subjects think that

the android is humanlike in the scenario android session, the chance response seems

to help maintain the android’s impression of humanlikeness.

The experimental results reveal that the developed system can augment the natu-

ralness of human–android interaction.

1.6 Considerations and Future Work

The developed system cannot achieve the exact behavior of humans; however, sub-

jects felt a sensation of humanlikeness in the android. This suggests that the human

recognition process strongly changes its target and resolution depending on the con-

text. In other words, it is suggested that highly accurate recognition is not a require-

ment of achieving natural human–android interaction if the android is able to obtain

the context of the situation. The same can be said for the humanlikeness of the

android motions. In contrast, some contexts require accurate recognition. For exam-

ple, some subjects reported that the android looked around too frequently to be
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humanlike. The act of looking around makes the android more humanlike; how-

ever, it makes the android less humanlike in a situation where the subjects expect

the android to make eye contact with them. An on-body sensor has limitations in

obtaining the context of a situation with respect to factors such as the sensing range

and spatial resolution; however, a sensor network is a promising method because it

can monitor human activities constantly and extensively.

People’s behavior is sometimes inconsistent with the context. In this case, a

method depending on contextual information will frequently fail. It is, therefore,

necessary to recognize certain factors without contextual information and to deter-

mine the context according to the recognized result. A version of the chicken-and-egg

(context-and-recognition) problem needs to be solved in future work.

1.7 Conclusion

This paper proposed a system in which an android is integrated with a sensor network

to achieve a robot that has a humanlike presence and the ability to naturally commu-

nicate with people. In the experiment, we designed the android’s mental states using

sensory information from a sensor network and achieved natural human–android

interaction based on these mental states. The proposed system was compared with

a method in which the android motion was randomly selected, and its effectiveness

was verified. In a series of experiments, the overall context was given in advance by

defining the scenario. The sensor network is a powerful tool for obtaining contextual

information because it can monitor human activities constantly and extensively.

References

1. Takenobu Chikaraishi, Takashi Minato, and Hiroshi Ishiguro. (2010). Development

of an android system integrated with sensor networks. In Robotics 2010 Current
and Future Challenges, ed. Houssem Abdellatif. ISBN: 978-953-7619-78-7, InTech.

http://www.intechopen.com/books/robotics-2010-current-and-future-challenges/development

-of-an-android-system-integrated-with-sensor-networks.

2. Takenobu Chikaraishi, Takashi Minato, and Hiroshi Ishiguro. (2008). Development of an

android system integrated with sensor networks. In 2008 IEEE/RSJ international conference
on intelligent robots and systems (IROS 2008), 326–333.

3. Takayuki Kanda, Hiroshi Ishiguro, Tetsuo Ono, Michita Imai, Takeshi Maeda, and Ryohei

Nakatsu. (2004). Development of Robovie as a platform for everyday-robot research. Electron-
ics and Communications in Japan (translated from Denshi Joho Tsushin Gakkai Ronbunshi),

Part 3, 87 (4).

4. Kajita, S. (2002). Research of biped robot and humanoid robotics project (HRP) in Japan. In

The fourth international conference on machine automation (ICMA’02), 1–8.

5. Daibo, I. (1993). Psychology of intimacy and function of communication (In Japanese with

English abstract). Technical Report of IEICE (The Institute of Electronics, Information and

Communication Engineers), HC-93-52, 33–40.

http://www.intechopen.com/books/robotics-2010-current-and-future-challenges/development-of-an-android-system-integrated-with-sensor-networks
http://www.intechopen.com/books/robotics-2010-current-and-future-challenges/development-of-anandroid-system-integrated-with-sensor-networks


1 Development of an Android System Integrated with Sensor Networks 19

6. Hiroshi G. Okuno, Kazuhiro Nakadai, Tino Lourens, and Hiroaki Kitano. (Oct 2001). Human-

robot interaction through real-time auditory and visual multiple-talker tracking. InProceedings
of IEEE/RSJ international conference on intelligent robots and systems (IROS-2001), 1402–

1409. Maui, Hawaii: IEEE.

7. Morishita, H., K. Watanabe, T. Kuroiwa, T. Mori, and T. Sato. (2003). Development of robotic

kitchen counter: A kitchen counter equipped with sensors and actuator for action-adapted and

personally-fit assistance. In Proceedings of the 2003 IEEE/RSJ international conference on
intelligent robots and systems IEEE robotics and automation society and robotics society of
Japan, vol. 10, 1839–1844 .

8. Taketoshi Mori, Hiroshi Noguchi, and Tomomasa Sato. (2005). Daily life experience reservoir

and epitomization with sensing room. In Proceedings of workshop on network robot systems:
Toward intelligent robotic systems integrated with environments.

9. Hiroshi Ishiguro. (1997). Distributed vision system: A perceptual information infrastructure for

robot navigation. In International joint conference on artificial intelligence (IJCAI-97), 36–41.

10. Murakita, T., T. Ikeda, and H. Ishiguro. (Aug 2004). Human tracking using floor sensors based

on the Markov chain Monte Carlo method. In Seventeenth international conference on pattern
recognition (ICPR), 917–920.

11. Takuichi Nishimura, Takushi Sogo, Shinobu Ogi, Ryuichi Oka, and Hiroshi Ishiguro. (2001).

Recognition of human motion behaviors using view-based aspect model based on motion

change. Transactions of the IEICE, J84-D-II (10): 2212–2223.

12. Ishiguro, H., and T. Nishimura. (2001). VAMBAM: View and motion based aspect models

for distributed omnidirectional vision systems. In Proceedings international joint conference
artificial intelligence, 1375–1380.

13. http://www.microsoft.com/japan/msdn/accessibility/speech/.

14. Adachi, Y., A. Imai, M. Ozaki, and N. Ishii. (2001). Study on extraction of flesh-colored region

and detection of face direction. International Journal Knowledge-Base Intelligent Engineering
Systems, 5–2.

15. Minato, T., M. Shimada, S. Itakura, K. Lee, and H. Ishiguro. (2005). Does gaze reveal the

human likeness of an android? In Proceedings of the 4th IEEE international conference on
development and learning, 106–111.

16. Plutchik, R. The emotion: Facts, theories and new model, New York: Random House.

http://www.microsoft.com/japan/msdn/accessibility/speech/


Chapter 2
Building Artificial Humans
to Understand Humans

Hiroshi Ishiguro and Shuichi Nishio

Abstract If we could build an android as a very humanlike robot, how would we,
humans, distinguish a real human from the android? The answer to this question is
not simple. In human–android interactions, we cannot see the internal mechanism
of the android, and thus, we may simply believe that it is a human. This means that
humans can be defined in two ways: by their organic mechanism and by their
appearance. Further, the current rapid progress in the development of artificial
organs makes this distinction confusing. The approach discussed in this paper is to
create artificial humans based on humanlike appearances. The developed artificial
humans, an android and a geminoid, can be used to understand humans through
psychological and cognitive tests. We call this new approach to understanding
humans “Android Science.”
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2.1 Introduction

Why are people attracted to humanoid robots and androids? The answer is simple:
because human beings are attuned to understanding or interpreting human
expressions and behaviors, especially those that exist in their surroundings. Infants,
who are supposedly born with the ability to discriminate various types of stimuli,
gradually adapt and fine-tune their interpretations of detailed social clues from other
voices, languages, facial expressions, or behaviors [2]. Perhaps due to this func-
tionality of nature and nurture, people have a strong tendency to anthropomorphize
nearly everything they encounter. This is also true for computers or robots. In other
words, when we see PCs or robots, some automatic process inside us attempts to
interpret them as human. The media equation theory [3] was the first to explicitly
articulate this tendency. Since then, researchers have been pursuing the key element
that makes people feel more comfortable with computers or creates an easier and
more intuitive interface to various information devices. This pursuit has also spread
to the field of robotics. Recently, the focus of robotics has shifted from traditional
studies on navigation and manipulation to human–robot interaction. A number of
researches have investigated how people respond to robot behavior and how robots
should behave so that people can easily understand them [4–6]. Many insights from
developmental or cognitive psychologies have been implemented and examined to
see how they affect the human response or whether they help robots produce
smooth and natural communication with humans.

However, human–robot interaction studies have neglected one issue: the
“appearance versus behavior” problem. Empirically, we know that appearance, one
of the most significant elements in communication, is a crucial factor in the eval-
uation of interaction (see Fig. 2.1). The interactive robots developed so far have
very mechanical outcomes that appear as “robots.” Researchers have tried to make
such interactive robots “humanoid” by equipping them with heads, eyes, or hands
so that their appearance more closely resembles that of humans and to enable them
to make analogous human movements or gestures such as staring, pointing.
Functionality was considered the primary concern in improving communication
with humans. In this manner, many studies have compared robots with different
behaviors. Thus far, scant attention has been paid to the robots’ appearance.
Although there have been many empirical discussions on very simple static robots
such as dolls, the design of a robot’s appearance, particularly to increase its human
likeness, has always been the role of industrial designers; it has seldom been a field
of study. This is a serious problem for developing and evaluating interactive robots.
Recent neuroimaging studies show that a certain brain activation does not occur
when the observed actions are performed by non-human agents [7, 8]. Appearance
and behavior are tightly coupled, and there are strong concerns that the evaluation
results might be affected by appearance.

In this chapter, we introduce android science, an interdisciplinary research
framework that combines two approaches, one in robotics for constructing very
humanlike robots and androids, and another in cognitive science that uses androids
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to explore human nature. Here, androids serve as a platform to directly exchange
insights from the two domains. To proceed with this new framework, several
androids have been developed. The development of android systems and several
results is described. However, we encounter serious issues that sparked the
development of a new category of robot called geminoid. The concept and devel-
opment of the first geminoid prototype are described. Preliminary findings to date
and future directions of study with geminoids are also discussed.

2.2 Android Science

Current robotics research uses various findings from the field of cognitive science,
especially in the area of human–robot interaction, in an attempt to adopt findings
from human–human interactions to make robots that people can easily communi-
cate with. At the same time, cognitive science researchers have also begun to utilize
robots. As research fields extend to more complex, higher-level human functions
such as seeking the neural basis of social skills [9], robots will be expected to
function as easily controlled devices with communicative ability. However, the
contribution from robotics to cognitive science has not been adequate, because
the appearance and behavior of current robots cannot be handled separately. As
traditional robots look quite mechanical and very different from human beings, the
effect of their appearance may be too strong to ignore. As a result, researchers
cannot clarify whether a specific finding reflects the robot’s appearance, its
movement, or a combination of the two.

Fig. 2.1 Three categories of humanlike robots: humanoid robot Robovie II (left: developed by
ATR Intelligent Robotics and Communication Laboratories), android Repliee Q2 (middle:
developed by Osaka University and Kokoro Corporation), geminoid HI-1 (right: developed by
ATR Intelligent Robotics and Communication Laboratories)
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We expect to solve this problem using an android whose appearance and
behavior closely resembles that of a human. The same thing is also an issue in
robotics research, as it is difficult to clearly distinguish whether the cues pertain
solely to the robot’s behavior. An objective, quantitative means of measuring the
effect of appearance is required.

Androids are robots whose behavior and appearance are highly anthropomor-
phized. Developing androids requires contributions from both robotics and cogni-
tive science. To realize a more humanlike android, knowledge from human sciences
is also necessary. At the same time, cognitive science researchers can exploit
androids to verify hypotheses regarding human nature. This new, bidirectional,
interdisciplinary research framework is called android science [10]. Under this
framework, androids enable us to directly share knowledge between the develop-
ment of androids in engineering and the understanding of humans in cognitive
science (Fig. 2.2).

The major robotics issue in constructing androids is the development of
humanlike appearance, movements, and perception functions. A further issue in
cognitive science is “conscious and unconscious recognition.” The goal of android
science is to realize a humanlike robot and identify the essential factors for rep-
resenting human likeness. How can we define human likeness? Further, how do we
perceive human likeness? It is common knowledge that humans have conscious and
unconscious recognition. When we observe objects, various modules are activated
in our brain. Each of them matches the input sensory data with human models to
affect reactions. A typical example occurs when, even if we recognize a robot as an
android, we react to it as a human. This issue is fundamental both for engineering
and scientific approaches. It will be an evaluation criterion in android development
and will provide cues for understanding the human brain’s mechanism of
recognition.

To date, several androids have been developed. Repliee Q2, the latest android
[10], is shown in the middle panel of Fig. 2.1. Forty-two pneumatic actuators are
embedded in the android’s upper torso, allowing it to move smoothly and quietly.
Tactile sensors, which are also embedded under its skin, are connected to sensors in
its environment, such as omnidirectional cameras, microphone arrays, and floor
sensors. Using these sensory inputs, the autonomous program installed in the
android can make smooth, natural interactions with nearby people.

Even though current androids have enabled us to conduct a variety of cognitive
experiments, they are still quite limited. The bottleneck in terms of interaction with

Fig. 2.2 Framework of
Android Science
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humans is the lack of ability to conduct a long-term conversation. Unfortunately,
because current artificial intelligence (AI) technology for developing humanlike
brains is limited, we cannot expect humanlike conversation with robots. When
meeting humanoid robots, people usually expect humanlike conversation. How-
ever, the technology lags way behind this expectation. AI progress takes time, and
AI that can make humanlike conversation is our final goal in robotics. To arrive at
this final goal, we need to use currently available technologies and gain a deeper
understanding of what it is to be a human. Our solution for this problem is to
integrate android and teleoperation technologies.

2.3 Developing Androids

Up to now, several androids have been developed. Figure 2.3 shows Repliee R1,
the first android prototype, and Repliee Q2, the latest android [10]. As stated above,
engineering issues in creating androids involve the development of humanlike
appearance, movements, and perception. Here, we describe our approach to
resolving each of these issues.

Fig. 2.3 First android, Repliee R1 (left; developed by Osaka University), and the latest android,
Repliee Q2 (right; developed by Osaka University and Kokoro Corporation)
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2.3.1 Humanlike Appearance

The main difference between conventional robots and androids is in their appear-
ance. To create a very humanlike robot, we began by copying the surface of the
human skin.

First, body part molds were made from a real human using the shape-memory
foam used by dentists. Then, plaster human-part models were made from the molds.
A full-body model was constructed by connecting these plaster models. Again, a
mold for the full-body model was made from the plaster model, and a clay model
was made using the mold. Professionals in formative art modified the clay model to
recover the details of the skin’s texture. The human model loses its form in the first
molding process, because human skin is soft. After that modification, a plaster
full-body mold was made from the modified clay model, and then a silicon
full-body model was made from that plaster mold. This silicon model is maintained
as a master model.

Using this master model, silicon skin is made for the entire body. The thickness
of the silicon skin in our current version is 5 mm. The mechanical parts, motors,
and sensors are covered with polyurethane and the silicon skin. As shown in
Fig. 2.3, the details are so finely represented that they cannot be distinguished from
those of human beings in photographs.

Our current technology for replicating the human figure as an android has
reached a fine degree of reality. It is, however, still not perfect. One issue is the
detail of the wetness of the eyes. The eyes are the body part to which human
observers are most sensitive. When confronted with a human face, a person first
looks at the eyes. Although the android has eye-related mechanisms, such as
blinking or making saccade movements, and the eyeballs are near-perfect copies of
those of a human, we can still notice differences from those of a real human.
Actually, making the wet surface of the eye and replicating the outer corners using
silicone are difficult tasks, so further improvements are needed for this part.

Other issues are the flexibility and robustness of the skin material. The silicone
used in the current manufacturing process is sufficient for representing the texture of
the skin; however, it loses flexibility after one or two years, and its elasticity is
insufficient for adapting to large joint movements.

2.3.2 Humanlike Movements

Very humanlike movement is another important factor in developing androids.
Even if androids look indistinguishable from humans as static figures, without
appropriate movements, they can be easily identified as artificial.

To achieve highly humanlike movement, we found that a child android was too
small to embed the required number of actuators, which led to the development
of an adult android. The right half of Fig. 2.3 shows our latest adult android.
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This android, named Repliee Q2, contains 42 pneumatic (air) actuators in the upper
torso. The positions of the actuators were determined by analyzing real human
movements using a precise 3D motion tracker. With these actuators, both uncon-
scious movements (such as breathing in the chest) and conscious large movements
(such as head or arm movements) can be generated. Furthermore, the android is
able to generate the facial expressions that are important for interacting with
humans. Figure 2.4 shows some of the facial expressions generated by the android.
To generate a smooth, humanlike expression, 13 of the 42 actuators are embedded
in the head.

We decided to use pneumatic actuators for the androids instead of the DC motors
used in most robots. The use of pneumatic actuators provides several benefits. First,
they are very quiet, much closer to human-produced sound. DC servomotors
require reduction gears, which generate non-humanlike noise that is very robotlike.
Second, the reaction of the android to external force becomes very natural with
pneumatic dampers. If we use DC servomotors with reduction gears, sophisticated
compliance control is required to obtain the same effect. This is also important for
ensuring safety in interactions with the android.

The disadvantage of pneumatic actuators is that they require a large and pow-
erful air compressor. This requirement means that the current android cannot walk.
For wider applicability, we need to develop new electric actuators that have similar
specs to the pneumatic actuators.

The next issue is how to control the 42 air servo actuators used to achieve very
humanlike movements. The simplest approach is to directly send angular infor-
mation to each joint. However, as the number of actuators in the android is rela-
tively large, this takes a long time. Another difficulty is that the skin movement does
not simply correspond to the joint movement. For example, the android has more
than five actuators around the shoulder for generating humanlike shoulder move-
ments, with the skin moving and stretching according to the actuator motions.
Already, we have developed methods such as using Perlin noise [11] to generate

Fig. 2.4 Facial expressions generated by android Repliee Q2
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smooth movements or employing a neural network to obtain the mapping between
the skin surface and actuator movements. There still remain some issues, such as
the limited speed of android movement due to the nature of the pneumatic dampers.
To achieve quicker and more humanlike behavior, speed and torque controls must
be designed in future studies.

After obtaining an efficient method for controlling the android, the next step is
the implementation of humanlike motions. A straightforward approach to this
challenge is to imitate real human motions in synchronization with the android’s
master. By attaching 3D motion tracker markers on both the android and the master,
the android can automatically follow the motions of a human (Fig. 2.5).

This work is still in progress, but interesting issues have arisen with respect to
this kind of imitation learning. Imitation by the android means the representation of
complicated human shapes and motions in the parameter space of the actuators.
Although the android has a relatively large number of actuators compared to other
robots, this is still far fewer than in humans. Thus, the effect of data-size reduction
is significant. By carefully examining this parameter space and mapping, we may
find important properties of human body movements. More concretely, we expect
to develop a hierarchical representation of human body movements that consist of
two or more layers, such as small unconscious movements and large conscious
movements. With this hierarchical representation, we can expect to achieve more
flexibility in android behavior control.

2.3.3 Humanlike Perception

Androids require humanlike perceptual abilities in addition to humanlike appear-
ance and movements. This problem has been tackled in the fields of computer
vision and pattern recognition under rather controlled environments. However, the
problem becomes extremely difficult when applied to robots in real-world situa-
tions, where vision and audition become unstable and noisy.

Fig. 2.5 Replicating human
motions with the android
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Ubiquitous/distributed sensor systems can be used to solve this problem. The
idea is to recognize the environment and human activities using many distributed
cameras, microphones, infrared motion sensors, floor sensors, and ID tag readers in
the environment (Fig. 2.6).

We have developed distributed vision systems [12] and distributed audition
systems [13] in our previous work. To solve the present problem, these develop-
ments must be integrated and extended. Omnidirectional cameras observe humans
from multiple viewing points and robustly recognize their behavior [14]. The
microphones catch the human voice by forming virtual sound beams. The floor
sensors, which cover the entire space, reliably detect human footprints.

The only sensors that should be installed on the robot are skin sensors. Soft and
sensitive skin sensors are important, particularly for interactive robots. However,
there has not been much work in this area in previous robotics research. We are now
focusing on this important issue by developing original sensors. Our sensors are
made by combining silicone skin and Piezo films (Fig. 2.7). This sensor detects
pressure through the bending of the Piezo films. Furthermore, with increased
sensitivity, it can detect the presence of humans very nearby from static electricity.
That is, it can perceive that a human being is in the vicinity.

These technologies for very humanlike appearance, behavior, and perception
enable us to develop feasible androids. These androids have undergone various
cognitive tests, but this work is still limited. The bottleneck is long-term conver-
sation during interactions with real humans. Unfortunately, current AI technology
for developing humanlike brains has only limited ability, and thus, we cannot
expect humanlike conversation with robots. When we meet humanoid robots, we
usually expect to have a humanlike conversation. However, the technology is very
far behind this expectation. Progress in AI takes time, and this is actually our final

Fig. 2.6 Distributed sensor system

2 Building Artificial Humans to Understand Humans 29



goal in robotics. To arrive at this final goal, we need to use the technologies
available today and, moreover, truly understand what a human is. Our solution to
this problem is to integrate android and teleoperation technologies.

2.4 Geminoid

We have developed Geminoid, a new category of robot, to overcome the bottleneck
issue. We coined the term “geminoid” from the Latin “geminus,” meaning “twin”
or “double,” and added “oid,” which indicates “similarity” or being a twin. As the
name suggests, a geminoid is a robot that will work as a duplicate of an existing
person. It appears and behaves as a person and is connected to that person by a
computer network. Geminoids extend the applicable field of android science.
Androids are designed for studying human nature in general. With geminoids, we
can study such personal aspects as presence or personality traits, tracing their
origins and implementation into robots. Figure 2.8 shows the robotic part of HI-1,
the first geminoid prototype. Geminoids have the following capabilities:

Fig. 2.7 Skin sensor

Fig. 2.8 Geminoid HI-1
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Appearance and behavior highly similar to an existing person

The appearance of a geminoid is based on an existing person and does not depend
on the imagination of designers. Its movements can be made or evaluated simply by
referring to the original person. The existence of a real person analogous to the
robot enables easy comparison studies. Moreover, if a researcher is used as
the original, we can expect that individual to offer meaningful insights into the
experiments, which are especially important at the very first stage of a new field of
study when beginning from established research methodologies.

Teleoperation (remote control)

Because geminoids are equipped with teleoperation functionality, they are not only
driven by an autonomous program. By introducing manual control, the limitations
in current AI technologies can be avoided, enabling long-term, intelligent con-
versational human–robot interaction experiments. This feature also enables various
studies on human characteristics by separating “body” and “mind.” In geminoids,
the operator (mind) can be easily exchanged while the robot (body) remains the
same. Additionally, the strength of connection, or what kind of information is
transmitted between the body and mind, can be easily reconfigured. This is espe-
cially important when taking a top-down approach that adds/deletes elements from
a person to discover the “critical” elements that comprise human characteristics.
Before geminoids, this was impossible.

2.4.1 System Overview

The current geminoid prototype, HI-1, consists of three main elements: a robot, a
central controlling server (geminoid server), and a teleoperation interface (Fig. 2.9).

A robot that resembles a living person

The robotic element has an essentially identical structure to that of previous
androids [10]. However, there has been considerable effort to make a robot that
appears to not only resemble a living person, but to be a copy of the original person.

Teleoperation
interface The Internet Geminoid

server
Robot

Fig. 2.9 Overview of geminoid system
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Silicone skin was molded by a cast taken from the original person; shape adjust-
ments and skin textures were painted manually based on MRI scans and pho-
tographs. Fifty pneumatic actuators drive the robot to generate smooth and quiet
movements, which are important attributes when interacting with humans. The
allocation of actuators was determined such that the resulting robot can effectively
show the necessary movements for human interaction and simultaneously express
the original person’s personality traits. Among the 50 actuators, 13 are embedded in
the face, 15 in the torso, and the remaining 22 move the arms and legs. The softness
of the silicone skin and the compliant nature of the pneumatic actuators also provide
safety when interacting with humans. As this prototype was intended for interaction
experiments, it lacks the capability to walk around; it always remains seated.
Figure 2.8 shows the resulting robot (right) alongside the original person,
Dr. Ishiguro (author).

Teleoperation interface

Figure 2.10 shows the teleoperation interface prototype. Two monitors show the
controlled robot and its surroundings, and microphones and headphones are used to
capture and transmit utterances. The captured sounds are encoded and transmitted
to the geminoid server by IP links from the interface to the robot and vice versa.
The operator’s lip corner positions are measured by an infrared motion capture
system in real time, converted to motion commands, and sent to the geminoid server
by the network. This enables the operator to implicitly generate suitable lip
movement on the robot while speaking. However, compared to the large number of
human facial muscles used for speech, the current robot only has a limited number
of actuators in its face. In addition, the response speed is much slower than that of a
human, partially due to the nature of the pneumatic actuators. Thus, simple trans-
mission and playback of the operator’s lip movement would not result in sufficient,
natural robot motion. To overcome this issue, the measured lip movements are

Fig. 2.10 Teleoperation interface
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currently transformed into control commands using heuristics obtained by
observing the original person’s actual lip movement.

The operator can also explicitly send commands to control the robot’s behavior
using a simple graphical user interface. Several selected movements such as nod-
ding, opposing, or staring in a certain direction can be specified by a single mouse
click. This relatively simple interface was prepared because the robot has 50
degrees of freedom, making it one of the world’s most complex robots and basically
impossible to manipulate manually in real time. A simple, intuitive interface is
necessary so that the operator can concentrate on interaction and not on robot
manipulation. Despite its simplicity, by cooperating with the geminoid server, this
interface enables the operator to generate natural humanlike motions in the robot.

Geminoid server

The geminoid server receives robot control commands and sound data from the
remote controlling interface, adjusts and merges the inputs, and sends and receives
primitive controlling commands between the robot hardware. Figure 2.11 shows
the data flow in the geminoid system. The geminoid server also maintains the state
of human–robot interaction and generates autonomous or unconscious movements
for the robot. As described above, as the features of the robot become more
humanlike, its behavior should also become suitably sophisticated to retain a
“natural” look [15]. One thing that can be seen in every human being, and that most
robots lack, is the slight body movements caused by an autonomous system, such as
breathing or blinking. To increase the robot’s naturalness, the geminoid server
emulates the human autonomous system and automatically generates these
micro-movements depending on the interaction state at each point in time. When
the robot is “speaking,” it shows different micro-movements than when “listening.”
Such automatic robot motions, generated without the operator’s explicit orders, are
merged and adjusted with conscious operation commands from the teleoperation
interface (Fig. 2.11). Simultaneously, the geminoid server applies a specific delay
to the transmitted sounds, taking into account the transmission delay/jitter and the
start-up delay of the pneumatic actuators. This adjustment serves to synchronize lip
movements and speech, thus enhancing the naturalness of geminoid movement.

2.4.2 Experiences with the Geminoid Prototype

The first geminoid prototype, HI-1, was completed and presented to the press in
July 2006. Since then, numerous operations have been held, including interactions
with laboratory members and experiment subjects. Additionally, geminoid was
demonstrated to a number of visitors and reporters. During these operations, we
encountered several interesting phenomena. Here are some observations made by
the geminoid operator:
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• When I (Dr. Ishiguro, the origin of the geminoid prototype) first saw HI-1 sitting
still, it was like looking in a mirror. However, when it began moving, it looked
like somebody else, and I couldn’t recognize it as myself. This was strange,
since we copied my movements to HI-1, and others who know me well say the
robot accurately shows my characteristics. This means that we are not objec-
tively recognizing our unconscious movements ourselves.

• While operating HI-1 with the operation interface, I find myself unconsciously
adapting my movements to the geminoid movements. The current geminoid
cannot move as freely as I can. I felt that not just the geminoid, but my own
body is restricted to the movements that HI-1 can make.

• In less than five minutes, both the visitors and I can quickly adapt to conver-
sation through the geminoid. The visitors recognize and accept the geminoid as
me while talking to each other.

• When a visitor pokes HI-1, especially around its face, I get a strong feeling of
being poked myself. This is strange, as the system currently provides no tactile
feedback. Just by watching the monitors and interacting with visitors, I get this
feeling.

We also asked the visitors how they felt when interacting through the geminoid.
Most said that when they saw HI-1 for the very first time, they thought that
somebody (or Dr. Ishiguro, if familiar with him) was waiting there. After taking a
closer look, they soon realized that HI-1 was a robot and began to have some weird
and nervous feelings. However, shortly after having a conversation through the
geminoid, they found themselves concentrating on the interaction, and soon the
strange feelings vanished. Most of the visitors were non-researchers unfamiliar with
robots of any kind.

Does this mean that the geminoid has overcome the “uncanny valley” effect?
Before talking through the geminoid, the initial response of the visitors seems to
resemble the reactions seen with previous androids: Even though they could not

Fig. 2.11 Data flow in the geminoid system
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immediately recognize the androids as artificial, they were nevertheless nervous
about being with the androids. Is intelligence or long-term interaction a crucial
factor in overcoming the valley and arriving at an area of natural humanness?

We certainly need objective means to measure how people feel about geminoids
and other types of robots. In a previous android study, Minato et al. found that gaze
fixation revealed criteria about the naturalness of robots [15]. Recent studies have
shown different human responses and reactions to natural or artificial stimuli of the
same nature. Perani et al. showed that different brain regions are activated while
watching human or computer graphic arm movements [7]. Kilner et al. showed that
body movement entrainment occurs when watching human motions, but not with
robot motions [16]. By examining these findings with geminoids, we may be able to
find some concrete measurements of human likeliness and approach the “appear-
ance versus behavior” issue.

Perhaps HI-1 was recognized as a sort of communication device, similar to a
telephone or a videophone. Recent studies have suggested a distinction in the brain
process that discriminates between people appearing in videos and people
appearing live [17]. While attending TV conferences or talking by cellular phones,
however, we often experience the feeling that something is missing from a
face-to-face meeting. What is missing here? Is there an objective means to measure
and capture this element? Can we ever implement this in robots?

2.5 Summary and Further Issues

In developing the geminoid, our purpose was to study Sonzai-Kan, or human
presence, by extending the framework of android science. The scientific aspect
must answer questions about how humans recognize human existence/presence.
The technological aspect must realize a teleoperated android that works on behalf of
the person remotely accessing it. This will be one of the practical networked robots
realized by integrating robots with the Internet.

The following summarizes our current challenges:

Teleoperation technologies for complex humanlike robots

Methods must be studied to teleoperate the geminoid so as to convey existence/
presence, which is much more complex than traditional teleoperation for mobile
and industrial robots. We are studying a method to autonomously control an
android by transferring the motions of the operator measured by a motion capture
system. We are also developing methods to autonomously control eye-gaze and
humanlike small and large movements.

Synchronization between speech utterances sent by the teleoperation system
and body movements

The most important technology for the teleoperation system is synchronization
between speech utterances and lip movements. We are investigating how to
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produce natural behavior during speech utterances. This problem extends to other
modalities, such as head and arm movements. Further, we are studying the effects of
nonverbal communication by investigating not only the synchronization of speech
and lip movements, but also facial expressions, head, and even whole body
movements.

Psychological test for human existence/presence

We are studying the effect of transmitting Sonzai-Kan from remote places, such as
meeting participation when the person themself cannot attend. Moreover, we are
interested in studying existence/presence through cognitive and psychological
experiments. For example, we are investigating whether the android can represent
the authority of the person himself by comparing the person and the android.

Application

Although being developed as a research apparatus, the nature of geminoids may
allow us to extend the use of robots in the real world. The teleoperated,
semi-autonomous facility of geminoids allows them to be used as substitutes for
clerks, for example, that can be controlled by human operators only when
non-typical responses are required. In most cases, an autonomous AI response will
be sufficient, so a few operators will be able to control hundreds of geminoids.
Additionally, because their appearance and behavior closely resembles that of
humans, geminoids could be the ultimate interface devices of the future.
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Chapter 3
Androids as a Telecommunication
Medium with a Humanlike Presence

Daisuke Sakamoto, Takayuki Kanda, Tetsuo Ono, Hiroshi Ishiguro
and Norihiro Hagita

Abstract In this study, we realize human telepresence by developing a
remote-controlled android system called Geminoid HI-1. Experimental results
confirm that participants feel a stronger presence of the operator when he talks
through the android than when he appears on a video monitor in a video conference
system. In addition, participants talk with the robot naturally and evaluate its
humanlike-ness as equal to a man on a video monitor. We also discuss a
remote-controlled system for telepresence that uses a humanlike android robot as a
new telecommunication medium.

Keywords Android science ⋅ Humanoid robot ⋅ Telepresence
Telecommunication

3.1 Introduction

Recently, many humanoid robots have been developed. For instance, Honda
developed ASIMO, a famous humanoid robot that can walk on its biped legs.
Breazeal et al. developed a face robot that can express facial emotions for
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interacting with people [2], and a very humanlike robot, or android, has been
developed [3]. Such humanlike body properties in robots can be used for natural
human–robot interaction [4–7].

We believe that a humanoid robot, particularly an android, can also be used as a
telecommunication medium for distant inter-human communication. Previous
media, such as video conference systems, have problems with effective presence;
people do not feel they are sharing a physical space [8], making it hard to identify
eye gaze [9] and so forth.

In telepresence research, virtual reality techniques are often used; however, the
advantages of robots as computer-graphic agents have been demonstrated. Kidd and
Breazeal compared a robot and a computer-graphic agent and found that the robot
was more suitable for communication regarding real-world objects [10]. Shinozawa
et al. also argued that a robot is more appropriate for communication referring to
real objects than a computer-graphic agent [11]. As we are interested in presence in
the real world, we focus on an approach based on real robots.

Several telepresence studies are based on real robots. For instance, Sekiguchi
et al. developed a telephone system in which two stuffed-animal-type robots were
placed at either end and synchronized in motion so that people could exchange
feelings of movement [12]. Tadakuma et al. used a humanoid robot whose operator
was projected on its face [13]. However, this conveyed human presence is not yet as
realistic as actual humans.

In this study, we utilize an android that resembles a human for distant
inter-human communication. This paper reports an experiment to reveal how an
android can convey human presence better than a speakerphone and a video.

3.2 Android Telecommunication System

We developed a remote-controlled android system that uses a very humanlike robot
called Geminoid HI-1 (a copy of co-author Hiroshi Ishiguro).

As we focus on the realization of telepresence and communication using a
telecommunication system, our initial system was developed as a teleoperation
system. Previous media such as telephones and video conference systems
are easy to use, and so telepresence and communication operations must also
be easy. To achieve this, we will develop the android as a semi-automatic
controlled system.

In this section, we introduce Geminoid HI-1 and the telecommunication system.
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3.2.1 Geminoid HI-1

Since Geminoid HI-1 was developed to resemble a human as closely as possible, its
appearance is actually humanlike. This android is 140 cm tall when sitting in a
chair (it cannot stand) and has 50 degrees of freedom (DOFs). Its face has 13 DOFs,
which enable it to form natural facial expressions.

Figure 3.1 shows the Geminoid HI-1 and its real human counterpart.

Natural and Humanlike Motions

A very humanlike appearance involves natural and humanlike motion development.
If we ignore this, then the android will immediately give a poor impression. We
intend to employ this robot as a telecommunication medium, so we must avoid such
negative impressions to realize natural telecommunication.

When preparing its motions to be natural, we tried to make them similar to the
original motions of the human on which the android is based. Of course, the
definition of “naturalness” is vague; however, as the android’s appearance is very
similar to the original man, we believe that this criterion works well.

The system continuously plays motion files to control the android’s body
movements. Motion builders (engineers who develop the robot’s motions) define

Fig. 3.1 Actual living man
(left) and his copy named
Geminoid HI-1
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the motion files. A third person evaluates the developed motions to help the motion
builders improve the naturalness of the motions.

3.2.2 Behavior Controller

There are two main difficulties in realizing natural behavior in the android during
teleoperation: conscious and unconscious. For the conscious-level problem, the
difficulty comes from the burden of excessive operations to control everything
about the robot. Geminoid HI-1 has 50 actuators. It is hard for the operators to
control all actuators directly. For this reason, we simplified the remote control by
employing a semi-automatic system. The teleoperator simply switches the robot’s
behaviors.

Regarding unconscious-level difficulties, the problem concerns subtle expres-
sions, which we generated by realizing unconscious behavior control. A humanlike
robot such as Geminoid HI-1 can express delicate motions. However, if we do not
design its motions expressively, humans will not react favorably to its appearance.
This will obstruct the achievement of telepresence. The unconscious behavior
controller automatically generates or embeds the robot’s unconscious behaviors to
realize natural motion that includes trepidation. A system overview is shown in
Fig. 3.2.

Fig. 3.2 System overview
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We present the details of the semi-automatic and remote-controlled systems
below.

3.2.2.1 Conscious Behavior Controller

This system has an internal “state” that can be automatically controlled. The state
continues to randomly play individual motion files that define robot motion and
realize automatic control. The present system has 20 unique motion files for each
state. In addition, this system can play an individual motion file that is not in any
state. In this case, the state returns to the last state when it has finished playing a file.
The teleoperator controls the system that switches the states and plays individual
behaviors.

States

The teleoperator can select from five defined states to match the situation:

1. Idle:
The robot stares straight ahead, but slightly bends his head. He sometimes looks
to the left or right.

2. Speaking:
He stares straight ahead and sometime looks to the left or right. This behavior
resembles a more active idle state.

3. Listening:
This state is less active than the speaking state to project an image of listening.

4. Left-looking:
This state looks to the left to make eye contact in that direction and resembles
the speaking state.

5. Right-looking:
This state looks to the right to make eye contact in that direction and resembles
the speaking state.

State Transition Example

We now present a brief example of the state transition process. Figure 3.3 shows
three states and one FILE-PLAYING state. The FILE-PLAYING state allows the
android to speak particular sentences, such as greetings. When a command for a
state transition is received from the teleoperator, the conscious behavior controller
moves the state to that specified by the teleoperator. When the command to move to
the FILE-PLAYING state with a motion filename is received, the conscious
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behavior controller plays the motion file specified by the teleoperator. When the
motion has finished playing, the controller returns to the previous state.

Figure 3.4 shows the details of this flow, illustrating the sequence of state
transitions and the treatment of motion files.

3.2.2.2 Unconscious Behavior Controller

Humans perform various unconscious behaviors such as breathing, blinking, and
trembling. However, we do not notice most of them. Only when they are missing do
we feel that something is wrong. Thus, unconscious behaviors must be expressed
by androids for telepresence applications.

Our system treats this problem as unconscious behavior control. It adds subtle
expressed motions to the original motions selected by a conscious behavior con-
troller. In particular, when this system plays a motion file, the unconscious behavior
controller adds breathing behavior to the original one. Currently, this controller has
relatively few functions. However, we will improve it to realize humanlike motion
in Geminoid HI-1.

Fig. 3.3 Example of state
and behavior control

Fig. 3.4 Behavior control
sequence
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3.2.3 Teleoperation System

The teleoperator remotely controls the android’s behavior by choosing its state. We
also prepared a function that synchronizes the lip motions between the teleoperator
and the android. In this system, we employ Geminoid HI-1 as a telecommunication
medium. It is important that the voice transfer is accompanied with mouth move-
ment. If the speech and lip movements are not matched, people will not form a good
impression of Geminoid HI-1’s very humanlike mouth. Therefore, we control its
mouth to mimic the teleoperator’s mouth movements, which are measured by a
motion capture system.

Figure 3.5 illustrates our remote-controlled system. Two monitors display the
room condition, and one desktop computer is used by the teleoperator for remote
control. In addition, we have five optical cameras for motion capture. In this way,
the teleoperator remotely controls Geminoid HI-1 (Fig. 3.6).

The details of the remote-controlled system are explained below.

3.2.3.1 Behavior Control

We developed a remote-controlled protocol to switch states and play individual
motion files. In particular, we implemented a command system to quickly sort
through different states and play motion files.

We briefly introduce the remote control commands.

Change state <State name>

This command is used to effect a state transition.

Get state

This command returns the current state of the robot.

Fig. 3.5 Our
remote-controlled system

3 Androids as a Telecommunication Medium with a Humanlike Presence 45



Play motion <Filename>

This command plays an individual motion file.

Stop motion

This command stops the current motion file.
Operators can easily realize complex robot behavior by combining these com-

mands within an appropriate interface (Fig. 3.7).

3.2.3.2 Speech and Lip Synchronization

The remote-controlled system is not only controlled by commands. Because motion
files are prepared in advance, it is impossible to synchronize the lip motion of the
teleoperator with that of the robot only using motion files. Thus, we decided to use a
motion capture system to synchronize the lip movements and speech output from
the robot’s speaker. The motion capture system, used to measure the teleoperator’s
lip movements, has five pairs of infrared cameras and markers that reflect infrared
signals. These cameras were set around the desk. As shown in Fig. 3.8, we attached
four markers around the teleoperator’s mouth. The android expresses the same lip
movements as those measured by the motion capture system for the teleoperator.

Fig. 3.6 View of remote
operation system

Fig. 3.7 Geminoid controller
interface
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3.3 Experiments

3.3.1 Outline

Experiments were conducted to verify the usefulness of the android as a telecom-
munication medium. Our hypothesis argues that, in a sophisticated android robot,
we can realize a humanlike presence that represents a remote person’s presence.
Thus, we are particularly interested in measuring presence, humanlike-ness, and
naturalness. Presence is expected to be the android’s “strong suit” as a telecom-
munication medium because of its physical existence. Moreover, we believe that it
can preserve the humanlike-ness and naturalness of communication media such as
telephones and teleconference systems.

In the experiments, an operator participated in a three-person conversation with
the android. For comparison, they also conversed by video conference system and
speakerphone. During the conversation session, the two participants mainly talked
in the presence of the operator after he initiated the discussion. After the conver-
sation, the participants evaluated the medium.

Fig. 3.8 Operator lip synchronization with Geminoid HI-1
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3.3.2 Method

3.3.2.1 Participants

Thirty-four university students were recruited and paired to participate in experi-
ments that featured a within-subject design, which means that each paired partici-
pant took part in three sessions for all conditions. The experiment was performed
with a counterbalanced design. Participants were assigned completely at random.

3.3.2.2 Conditions

There were three conditions:

G condition

The operator talked with participants through Geminoid HI-1 and controlled its
motion to express nodding and looking behaviors (Fig. 3.9, top).

V condition

The operator talked with participants through a video conference system. Similar to
the G condition, the operator only nodded and looked at the participants on his left
and right without performing such behaviors as smiling, moving his hands, or

Fig. 3.9 Eye contact with
Geminoid HI-1 and
teleoperator
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shaking his head. The direction of gaze was calibrated in advance so that partici-
pants felt that the person was looking at them (Fig. 3.9, bottom).

S condition

The operator talked with participants through a speakerphone.

3.3.2.3 Environment

The experiment was conducted in a 3 m × 3 m room. Figure 3.10 shows the
setting of the experimental environments. The figure on the left shows the setting for
the G condition. Chairs for the participants and Geminoid HI-1 were placed in a 1-m
radius circle. In the V condition, we placed a monitor displaying the operator’s face
at the same height as Geminoid HI-1’s head (Fig. 3.10, center). In the S condition,
only the cameras and chairs were left in the room. In all conditions, cameras were
set up to allow the operator to look at the participants. In the V and S conditions, a
speaker was placed on the back wall. In the G condition, a speaker was placed on
the back of Geminoid HI-1. In all conditions, the participants could not see the
speakers. We coordinated the speaker volume to be the same in each condition.

3.3.2.4 Procedure

The experiment sessions proceeded as follows:

1. An experimenter informed the paired participants that they must discuss a theme
given remotely by a person who will participate in the conversation using some
“equipment.”

2. They were led into the experimental room, where one of the three conditions
was prepared (Fig. 3.10).

3. After sitting down, the operator (not the experimenter) gave them the discussion
theme, which they began to discuss.

Fig. 3.10 Experimental room setting (left: G condition, center: V condition, right: S condition)

3 Androids as a Telecommunication Medium with a Humanlike Presence 49



4. One minute later, after the speaking participants had given their opinions, the
operator gave them an additional discussion theme. This gave the operator an
equal quality and quantity speaking chance in every experiment. Participants
had difficulty in continuing the discussion longer than a minute, because
Japanese students are not used to holding discussions.

5. After two minutes had elapsed, another theme was given, as in step 4.
6. When three minutes had elapsed and the speaking participants had again given

their opinions, the operator concluded the experiment and the experimenter led
the participants out of the experimental room.

7. Participants answered questionnaires.

The participants repeated this procedure three times for all conditions. We
prepared three different themes (and six different additional themes) so that par-
ticipants did not experience the same discussion theme twice. The discussion
themes were counterbalanced within the conditions.

3.3.2.5 Operators for Experiments

Two operators, who were not the Geminoid HI-1 model, appeared alternately.
Regarding their utterances, the operator only gave the discussion theme to initiate
conversation and responded to questions, but did not intrude into the discussions
and avoided any vocal backchannel to control the experiment. We did not use a
participant as the operator because we intended to control all three conditions
similarly.

3.3.3 Evaluation

After each session, the participants answered a questionnaire that rated their
impression of having a conversation with the third person on a 1–7 scale, with 7
being the most positive. The following items were scored:

Presence

Degree to which the participant felt the third person was present at the conversation.

Humanlike

Humanlike-ness of the third person’s appearance, movements, and behavior.

Naturalness

Naturalness of the third person’s appearance, movements, and behavior.
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Uncanny

Uncanniness of the third person’s appearance, movements, and behavior.

Responsiveness

Degree to which the third person responded to the participants’ behavior and
conversation.

Eye contact

Degree to which the third person’s eye contact matched that of the participants.

3.3.4 Hypotheses and Expectations

The following are our hypotheses for the experiment:

Hypothesis 1:

With Geminoid HI-1, the operator conveys the strongest presence among these
three media.

Hypothesis 2:

With Geminoid HI-1, the operator is perceived as humanlike and as natural as the
other media.

Other measures:

We also measured uncanniness, responsiveness, and eye contact. Androids are
generally considered uncanny, as explained by the uncanny valley theory [14].
Thus, we are interested in whether the android is deemed uncanny even when
controlled by a human operator.

As previous papers have reported that one weakness of video conference sys-
tems is their eye contact capability [9], we investigated the strength of this com-
ponent in the android.

3.4 Results

Figure 3.11 indicates the mean score and standard deviation of the questionnaire
results. We conducted a within-subject design analysis of variance (ANOVA) to
investigate the differences among conditions. The brackets above the boxes in
Fig. 3.11 show the significant differences of multiple comparisons at a 5% level of
significance.
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3.4.1 Hypothesis 1: Presence

A within-subject design ANOVA was conducted that showed significant differ-
ences in presence (F(1, 33) = 50.762, p < 0.001). The Bonferroni method was
applied for multiple comparisons, and this proved that the rating of the G condition
was significantly better than the V and S conditions and that the V condition was
significantly better than the S condition (G > V, p < 0.001; G > S, p < 0.001; V >
S, p < 0.05). This result indicates that, as a medium, the operator conveyed the
strongest presence with Geminoid HI-1.

3.4.2 Hypothesis 2: Humanlike and Natural

A within-subject design ANOVA was conducted that showed significant differ-
ences in humanlike-ness (F(1, 33) = 10.353, p < 0.001). The Bonferroni method
revealed that the G condition was significantly better than the S condition and that
the V condition was also significantly better than the S condition (G > S, p < 0.001;
V > S, p = 0.001). There were no significant differences in naturalness (F(1, 33) =
1.777, p = 0.177). These results indicate that, in the G condition, the operator gave
similar humanlike and natural impressions to the V condition.

In the S condition, the operator was deemed less humanlike, although the same
operator talked with the participants using the same quality of voice.

3.4.3 Analysis of Other Ratings

We also conducted a within-subject design ANOVA for the ratings of uncanniness,
responsiveness, and eye contact. The results revealed significant differences among
conditions (F(1, 33) = 10.1, p < 0.001; F(1, 33) = 35.947, p < 0.001; F(1, 33) =

Fig. 3.11 Participant impressions of three media: Geminoid android (G condition), video
conference system (V condition), and speakerphone (S condition)
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20.143, p < 0.001). The Bonferroni method was applied for multiple comparisons.
The G condition was significantly better than the V and S conditions (G > V, p =
0.001, G > S, p < 0.001). Thus, the android condition was evaluated as being more
uncanny than the video conference and speakerphone conditions.

Regarding responsiveness, the G and V conditions were significantly better than
the S condition (G > S, p < 0.001; V > S, p < 0.001). The same trend was found in
the eye contact rating (G > S, p < 0.001; V > S, p< 0.001), perhaps reflecting the
calibration performed for the operators. In the V condition, the operator looked left
and right to make eye contact. For this reason, the calibration for the operators may
have affected the eye contact rating.

3.4.4 Summary of Results

The results indicate that, when the operator talked with participants through the
Geminoid HI-1, they felt the strongest presence and a similar level of
humanlike-ness and naturalness to a video conference system. Thus, we have
confirmed that the Geminoid android is a good telecommunication medium that can
convey humanlike presence by remotely representing human presence.

In the questionnaire, we asked about the participants’ impressions of the oper-
ator. As there were differences in the ratings among conditions, even though the
same operator appeared for the three conditions, participants actually evaluated the
effect of the medium rather than the operator.

Despite being evaluated as humanlike and natural, the android was also
described as uncanny.

3.5 Discussion and Conclusion

3.5.1 Summary

In this study, we developed a remote-controlled android system that uses a very
humanlike robot called Geminoid HI-1. This system was developed to realize the
telepresence of a teleoperator. To verify the presence of this system, we conducted
experiments whose results confirmed that the presence conveyed through this
system is stronger than that of a man appearing on a video monitor. In addition, the
humanlike-ness of Geminoid HI-1 is equivalent to a man’s image on a video
monitor. However, participants felt that Geminoid HI-1 was uncanny. Based on its
strong presence and these results, a humanlike robot could be used as a new
telecommunication medium.

However, before using androids for telecommunication systems, one important
problem must be solved: uncanniness. As the android gave a greater uncanny
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impression than the other media, and even though it was rated humanlike and as
natural as a video conference system, its presence unfortunately increases feelings
of uncanniness. Thus, more care is needed in the creation of androids to produce a
stronger presence.

3.5.2 Contributions for Human–Robot Interaction

One major contribution of this research is that it has demonstrated a novel method
of human–robot interaction: a “teleoperated communication robot” [15] in which an
operator behind the robot interacts with people in front of the robot, particularly
with spoken language, while the system autonomously controls such low-level
robot behaviors as breathing and lip movements.

Moreover, we believe that studying such a teleoperated communication robot
will offer insights for developing completely autonomous communication robots
that currently lack verbal communication capabilities. The principal difficulty
concerns speech recognition of colloquial utterances in noisy environments. Current
technology is only capable of recognizing formal utterances in noiseless environ-
ments. Although research into robot audition is ongoing, the difficulties in daily
environments are still beyond the grasp of current technology. When a robust
speech recognition technique becomes available, the knowledge of teleoperated
communication must be integrated to realize ideal communication robots.

3.5.3 Contributions to Android Science

We believe that this research also contributes to android science [16], which aims to
reveal what is human by developing a humanlike robot that has humanlike
appearance and behavior. Our developed system offers a strong platform for such
studies. For now, the android is considered highly humanlike but uncanny, whereas
a person in a video is evaluated as similarly humanlike but not uncanny. This might
contradict the uncanny valley theory [14]. We believe that higher presence requires
more humanlike-ness to avoid the uncanny valley. In addition, note that although
the participants were told that the android was controlled by a human and were
asked to rate the third person, they evaluated it as uncanny.

3.5.4 Applicability

Androids are still very expensive. One may be concerned with their applicability for
telecommunication techniques. We suggest that in future, important people in
industry and government such as presidents, politicians, and directors will use
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androids for telecommunication because they can afford them. For such people,
“time is money,” and sometimes physically meeting with people is more expensive
in terms of time than in money.

At the same time, in part, the obtained techniques for controlling the android can
also be applied to teleoperated communication robots.

3.5.5 Limitations

The generality of the findings is limited because this research only dealt with a
particular robot, Geminoid HI-1, and two operators who were not the android
model. The particular task only involved two people talking in the presence of the
robot.

Regarding the generality of robots, the findings are limited to androids, and the
effect depends on the android quality. If an android has equal or better
humanlike-ness, we believe that the findings will be applicable to the android.

Regarding the generality of the operator, the same effect probably occurs when
the operator is the model for the android; however, for people familiar with the
modeled person, excessive similarity in appearance may cause a feeling of dis-
similarity in motion and behavior. If the operator is very different, such as a woman
who speaks in a shrill voice, the interacting person may feel less humanlike-ness
because of the inconsistency between motion and speech.

As for the generality of tasks, the effects may change in relation to interaction
complexity with the android. As this study’s purpose was to verify the fundamental
effects of humanlike presence, we focused on the role of the chairperson rather than
those who actively joined the discussion. More complex interaction will require
more sophisticated mechanisms, such as precise gaze direction control. In future
work, we will investigate the humanlike presence of androids in more complex
interactions.
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Chapter 4
Generating Natural Motion
in an Android by Mapping Human
Motion

Daisuke Matsui, Takashi Minato, Karl F. MacDorman
and Hiroshi Ishiguro

Abstract One of the main aims of humanoid robotics is to develop robots that are

capable of interacting naturally with people. However, to understand the essence of

human interaction, it is crucial to investigate the contribution of behavior and appear-

ance. Our group’s research explores these relationships by developing androids that

closely resemble human beings in both aspects. If humanlike appearance causes us

to evaluate an android’s behavior from a human standard, we are more likely to

be cognizant of deviations from human norms. Therefore, the android’s motions

must closely match human performance to avoid looking strange, including such

autonomic responses as the shoulder movements involved in breathing. This paper

proposes a method to implement motions that look human by mapping their three-

dimensional appearance from a human performer to the android and then evaluating

the verisimilitude of the visible motions using a motion capture system. Previous

research has focused on copying and moving joint angles from a person to a robot.

Our approach has several advantages: (1) in an android robot with many degrees

of freedom and kinematics that differ from that of a human being, it is difficult to

calculate which joint angles would make the robot’s posture appear similar to the

human performer; and (2) the motion that we perceive is at the robot’s surface, not

necessarily at its joints, which are often hidden from view.

Keywords Humanlike motion ⋅ Feedback error learning ⋅ Three-dimensional

position mapping
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4.1 Introduction

In recent years, there have been considerable efforts to develop mechanical-looking

humanoid robots, such as Honda’s Asimo and Sony’s Qrio, with the goal of partner-

ing them with people in daily situations. Just as an industrial robot’s purpose deter-

mines its appearance, a partner robot’s purpose will also determine its appearance.

Partner robots generally adopt a roughly humanoid appearance to facilitate com-

munication with people, because natural interaction is the only task that requires a

humanlike appearance. In other words, humanoid robots mainly have significance

insofar as they can interact naturally with people. Therefore, it is necessary to dis-

cover the principles underlying natural interaction to establish a methodology for

designing interactive humanoid robots.

Kanda et al. [2] have tackled this problem by evaluating how the behavior of

the humanoid robot “Robovie” affects human–robot interaction. However, Robovie’s

machine-like appearance distorts our interpretation of its behavior because of the

way the complex relationship between appearance and behavior influences the inter-

action. Most research on interactive robots has neglected the effect of appearance (for

exceptions, see [3, 4])—particularly in robots that closely resemble a person. Thus,

it is not yet clear whether the most comfortable and effective human–robot com-

munication would come from a robot that looks mechanical or human. However,

we may infer that a humanlike appearance is important from the fact that human

beings have developed neural centers specialized for the detection and interpreta-

tion of hands and faces [5–7]. A robot that closely resembles humans in both looks

and behavior may prove to be the ultimate communication device insofar as it can

interact with humans most naturally.
1

We refer to such a device as an android to dis-

tinguish it from mechanical-looking humanoid robots. Investigating the essence of

how we recognize human beings as human will clarify how to produce natural inter-

action. Our study tackles the appearance and behavior problem with the objective of

realizing an android and having it accepted as a human being [8].

Ideally, to generate humanlike movement, an android’s kinematics should be

functionally equivalent to the human musculoskeletal system. Some researchers have

developed a joint system that simulates shoulder movement [9] and a muscle–tendon

system to generate humanlike movement [10]. However, these systems are too bulky

to be embedded in an android without compromising its humanlike appearance.

Given current technology, we embed as many actuators as possible to provide many

degrees of freedom insofar as this does not interfere with making the android look

as human as possible [8]. Under these constraints, the main issue concerns how to

move the android in a natural way so that its movement may be perceived as human.

A straightforward way to make a robot’s movement more humanlike is to imitate

human motion. Kashima and Isurugi [11] extracted essential properties of human

arm trajectories and designed an evaluation function to generate corresponding robot

arm trajectories. Another method is to copy human motion, as measured by a motion

1
We use the term natural to denote communication that flows without seeming stilted, forced,

bizarre, or inhuman.
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capture system, to a humanoid robot. Riley et al. [12] and Nakaoka et al. [13] calcu-

lated a performer’s joint trajectories from the measured positions of markers attached

to the body and fed the results to the joints of a humanoid robot. In these studies, the

authors assumed the kinematics of the robot to be similar to that of a human body.

However, the more complex the robot’s kinematics, the more difficult it is to calcu-

late which joint angles will make the robot’s posture similar to the performer’s joint

angles as calculated from the motion capture data. Therefore, it is possible that the

assumption that the two joint systems are comparable will result in visibly different

motion. This is a particular risk for androids, because their humanlike form makes

us more sensitive to deviations from human ways of moving. Thus, slight differences

could strongly influence whether the android’s movement is perceived as natural or

human. Furthermore, these studies did not evaluate the naturalness of robot motions.

Hale et al. [14] proposed several evaluation functions to generate a joint trajectory

(e.g., minimization of jerk) and evaluated the naturalness of the generated humanoid

robot movements according to how human subjects rated their naturalness. In the

computer animation domain, researchers have tackled motion synthesis with motion

capture data (e.g., [15]). However, we cannot apply their results directly; we must

instead repeat their experiments with an android, because the results from an android

testbed could be quite different from those of a humanoid testbed. For example, Mori

described a phenomenon termed “uncanny valley” [16, 17], which relates to the rela-

tionship between a humanlikeness of a robot’s appearance and a person’s perception

of familiarity. According to Mori, a robot’s familiarity increases with its similarity

until a certain point, at which time slight “nonhuman” imperfections cause the robot

to appear repulsive (Fig. 4.1). This would be an issue if the similarity of androids fell

into the trough. (Mori believes mechanical-looking humanoid robots lie on the left

of the first peak.) This non-monotonic relationship can distort the evaluations pro-

posed in existing studies. Therefore, it is necessary to develop a motion generation

method in which the generated “android motion” is perceived as human.

This paper proposes a method to transfer human motion measured by a motion

capture system to the android by copying changes in the positions of body surfaces.

This method is necessary because the android’s appearance demands movements that

look human, but its kinematics are sufficiently different that copying the joint angle

Fig. 4.1 Uncanny valley
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information would not yield good results. Comparing the similarity of the android’s

visible movement to that of a human being enables us to develop more natural move-

ments for the android.

In the following sections, we describe the developed android and discuss the prob-

lem of motion transfer and our basic idea for a solution. We then describe the pro-

posed method in detail and present experimental results from its application to the

android.

4.2 The Android

Figure 4.2 shows the developed android, which is called Repliee Q2. The android

has an Asian appearance because it is modeled on a Japanese woman. The stand-

ing height is about 160 cm. The skin is composed of a kind of silicone that has a

humanlike feel and neutral temperature. The silicone skin covers the upper torso,

neck, head, and forearms, with clothing covering other body parts. Unlike Repliee

R1 [8, 18], silicone skin does not cover the entire body so as to facilitate flexibility

and a maximal range of motion. The soft skin gives the android a human look and

enables natural tactile interaction. To lend realism to the android’s appearance, we

took a cast of a person to mold the android’s skin. Forty-two highly sensitive tac-

tile sensors composed of piezo diaphragms are mounted under the android’s skin

and clothes throughout the body, except for the shins, calves, and feet. As the output

Fig. 4.2 Developed android “Repliee Q2”
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Table 4.1 DoF configuration of repliee Q2

Degree of freedom

Eyes pan× 2 + tilt× 1

Face eyebrows× 1 + eyelids× 1 + cheeks× 1

Mouth 7 (including the upper and lower lips)

Neck 3

Shoulder 5 × 2
Elbow 2 × 2
Wrist 2 × 2
Fingers 2 × 2
Torso 4

Fig. 4.3 Examples of motion and facial expressions

value of each sensor corresponds to its deformation rate, the sensors can distinguish

different kinds of touch, ranging from stroking to hitting.

The android is driven by air actuators that give it 42 degrees of freedom (DoFs)

from the waist up. (The legs and feet are not powered.) The configuration of the

DoFs is shown in Table 4.1. The android can generate a wide range of motions and

gestures, as well as various micro-motions such as the shoulder movements typically

caused by human breathing. The DoFs of the shoulders enable them to move up

and down and backwards and forwards. Furthermore, the android can make some

facial expressions and mouth shapes, as shown in Fig. 4.3. The compliance of the air

actuators makes for a safer interaction with movements that are generally smoother.

Because the android has servo controllers, it can be controlled by a host computer

that sends the desired joint positions. Parallel link mechanisms adopted in some parts

complicate the kinematics of the android.
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4.3 Transferring Human Motion

4.3.1 Basic Idea

One method of realizing humanlike motion in a humanoid robot is through imita-

tion. Thus, we consider how to map human motion to the android. Most previous

research assumes the kinematics of the human body are similar to that of the robot,

albeit at a different scale. Thus, they aim to reproduce human motion by reproduc-

ing kinematic relations across time and, in particular, joint angles between links. For

example, the three-dimensional locations of markers attached to the skin are mea-

sured by a motion capture system, and the angles of the body’s joints are calculated

from these positions, and these angles are transferred to the joints of the humanoid

robot. It is assumed that, by using a joint angle space (which does not represent link

lengths), morphological differences between the human subject and the humanoid

robot can be ignored.

However, there is some potential for error in calculating joint angles from motion

capture data. The joint positions are assumed to be the same between a humanoid

robot and the human performer who serves as a model; however, the kinematics will

actually differ. For example, the kinematics of Repliee Q2’s shoulder differ signif-

icantly from those of human beings. Moreover, as human joints rotate, each joint’s

center of rotation changes, but joint-based approaches generally assume that this

is not the case. These errors are perhaps more pronounced in Repliee Q2, because

the android has many degrees of freedom and the shoulder has more complex kine-

matics than in existing humanoid robots. These errors are more problematic for

an android than a mechanical-looking humanoid robot, because we expect natural

human motion from something that looks human and are disturbed when the motion

instead looks inhuman.

To create movement that appears human, we focus on reproducing positional

changes at the body’s surface rather than changes in the joint angles. We then mea-

sure the postures of a person and the android using a motion capture system and

determine the control input to the android so that the postures of the person and the

android become similar.

4.3.2 Method of Transferring Human Motion

We use a motion capture system to measure the postures of the human performer and

the android. This system can measure the three-dimensional positions of markers

attached to the surface of bodies in a global coordinate space. First, some markers

are attached to the android so that all joint motions can be estimated. The reason

for this will become clear later. The same number of markers are then attached to

corresponding positions on the performer’s body. We must assume the android’s

surface morphology is not too different from that of the performer.
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Fig. 4.4 The android control system

We use a three-layer neural network to construct a mapping from the performer’s

posture to the android’s control input, which is the desired joint angle. This network

is required because it is difficult to obtain the mapping analytically. To train a neural

network to map from xh to qa would require thousands of pairs of xh, qa as training

data, and the performer would need to assume the posture of the android for each

pair. We avoid this prohibitively lengthy data collection task by adopting feedback

error learning (FEL) to train the neural network. Kawato et al. [19] proposed FEL

as a principle for learning motor control in the brain. FEL employs an approximate

mapping of sensory errors to motor errors that can subsequently be used to train

a neural network (or other method) by supervised learning. FEL neither prescribes

the type of neural network employed in the control system nor the exact layout of

the control circuitry. We use FEL to estimate the error between the postures of the

performer and the android and feed the error back to the network.

Figure 4.4 shows a block diagram of the control system, where the network map-

ping is shown as the feedforward controller. The weights of the feedforward neural

network are learned by means of a feedback controller. The method has a 2-DoF

control architecture. The network tunes the feedforward controller to be the inverse

model of the plant. Thus, the feedback error signal is employed as a teaching signal

for learning the inverse model. If the inverse model is learned exactly, the output

of the plant tracks the reference signal by feedforward control. The performer and

android’s marker positions are represented in their local coordinates xh, xa ∈ 
3m

;

the android’s joint angles qa ∈ 
n

can be observed by a motion capture system and

a potentiometer, where m is the number of markers and n is the number of DoFs of

the android.

The feedback controller is required to output the feedback control input Δqb so

that the error in the marker’s position Δxd = xa − xh converges to zero (Fig. 4.5a).

However, it is difficult to obtain Δqb from Δxd. To overcome this, we assume the

performer has roughly the same kinematics as the android and obtain the estimated

joint angle q̂h by simply calculating the Euler angles (hereafter, the transformation
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Fig. 4.5 Feedback controller with and without the estimation of the android’s joint angle

from marker positions to joint angles is described as T).
2

Converging q̂a to qh does

not always produce identical postures, because q̂h is an approximate joint angle that

may include some transformation error (Fig. 4.5b). We obtain the estimated joint

angle of the android q̂a using the same transformation T and the feedback control

input to converge q̂a to q̂h (Fig. 4.5c). Using this technique, xa approaches xh. The

feedback control input approaches zero as learning progresses, while the neural net-

work constructs the mapping from xh to the control input qd. We can evaluate the

apparent posture by measuring the android posture.

In this system, we could have made another neural network for the mapping from

xa to qa using only the android. As long as the android’s body surfaces are reasonably

close to the performer’s, we can use the mapping to generate the control input from

xh. Ideally, the mapping must learn every possible posture, but this is quite difficult.

Therefore, it is still necessary for the system to evaluate the error in the apparent

posture.

2
Alternatives to using the Euler angles include angle decomposition [20], which has the advantage

of providing a sequence-independent representation, and least squares to calculate the helical axis

and rotational angle [21, 22]. The latter provides higher accuracy when many markers are used, but

has an increased risk of marker crossover.
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4.4 Experiment to Transfer Human Motion

4.4.1 Experimental Setting

To verify the proposed method, we conducted an experiment to transfer human

motion to the android Repliee Q2. We used 21 of the android’s 42 DoFs by excluding

the 13 DoFs of the face, the four of the wrists, and the four of the fingers (n = 21).

We used a Hawk Digital System,
3

which can track more than 50 markers in real

time. The system is highly accurate, with a measurement error of less than 1 mm.

Twenty markers were attached to the performer and another 20 to the android, as

shown in Fig. 4.6 (m = 20). Because the android’s waist is fixed, the markers on the

waist set the frame of reference for an android-centered coordinate space. To facili-

tate learning, we introduced a representation of the marker position xh, xa, as shown

in Fig. 4.7. The effect of waist motions is removed with respect to the markers on the

head. To avoid accumulating position errors at the end of the arms, vectors connect-

ing neighboring pairs of markers represent the positions of these markers. We used

arc tangents for the transformation T , whereby the joint angle is the angle between

two neighboring links (a link consists of a straight line between two markers).

The feedback controller outputs Δqb = KΔq̂d, where the gain K consists of a

diagonal matrix. There are 60 nodes in the input layer (20 markers × x, y, z), 300

in the hidden layer, and 21 in the output layer (for the 21 DoFs). Using 300 units

in the hidden layer provides a good balance between computational efficiency and

accuracy. Using significantly fewer units resulted in too much error, whereas using

Fig. 4.6 Marker positions

corresponding to each other

3
Motion Analysis Corporation, Santa Rosa, California. http://www.motionanalysis.com/.

http://www.motionanalysis.com/
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Fig. 4.7 Representation of the marker positions. A marker’s diameter is about 18 mm

significantly more units provided only marginally higher accuracy but at the cost of

slower convergence. The error signal to the network is t = 𝛼Δqb, where the gain 𝛼 is a

small number. The sampling time for capturing the marker positions and controlling

the android is 60 ms. Another neural network with the same structure previously

learned the mapping from xa to qa to set the initial values of the weights. We obtained

50,000 samples of training data (xa and qa) by moving the android randomly. The

learned network was used to set the initial weights of the feedforward network.

4.4.2 Experimental Results and Analysis

4.4.2.1 Surface Similarity Between the Android and Performer

The proposed method assumes a surface similarity between the android and the per-

former. However, the male performer whom the android imitates in the experiments

was 15 cm taller than the women after whom the android was modeled. To check the
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similarity, we measured the average distance between corresponding pairs of mark-

ers when the android and performer assumed each of the given postures; the value

was 31 mm (see Fig. 4.6). This gap is small compared to the size of their bodies, but

it is not small enough.

4.4.2.2 Learning the Feedforward Network

To show the effect of the feedforward controller, Fig. 4.8 illustrates the feedback

control input averaged among the joints while learning from the initial weights. The

abscissa denotes the time step (the sampling time is 60 ms). Although the value of the

ordinate does not have a direct physical interpretation, it corresponds to a particular

joint angle. The performer exhibited various fixed postures. When the performer

started to make the posture at step 0, the error increased rapidly because network

learning had not yet converged. The control input decreases as learning progresses.

This shows that the feedforward controller learns, pushing the feedback control input

to zero.

Figure 4.9 shows the average position error of a pair of corresponding markers.

The performer also assumed an arbitrary fixed posture. The position errors and feed-

back control input both decrease as the feedforward network learning converges.

This result shows that the feedforward network learns the mapping from the per-

former’s posture to the android control input, which allows the android to adopt the

same posture. The android’s posture cannot match the performer’s posture when the

weights of the feedforward network are at their initial values. This is because the

initial network does not know every possible posture in the pre-learning phase. This

demonstrates the effectiveness of the method to evaluate the apparent posture.

Fig. 4.8 Change in the

feedback control input with

network learning
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Fig. 4.9 Change in the

position error with network

learning

Fig. 4.10 Step response of

the android

4.4.2.3 Performance of the System in Following Fast Movements

To investigate the performance of the system, we obtained a step response using the

feedforward network after sufficient learning. The performer puts his right hand on

his knee and quickly raised the hand above his head. Figure 4.10 shows the height

of the fingers of the performer and the android. The performer started to move at

step 5 and reached the final position at step 9, approximately 0.24 s later. In this

case, the delay is 26 steps or 1.56 s. The arm moved at roughly the maximum speed

permitted by the hardware. The androids arm cannot quite reach the performer’s

position, because the performer’s position is outside the android’s range of motion.

Clearly, the speed of the performer’s movement exceeds the android’s capabilities.
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Fig. 4.11 Generated

android motion compared to

the performer’s motion. The

numbers represent steps

This experiment represents an extreme case. For less extreme gestures, the delay will

be much shorter. For example, for the sequence in Fig. 4.11, the delay averages seven

steps or 0.42 s.
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4.4.2.4 Generated Android Motion

Figure 4.11 shows the performer’s postures during a movement and the correspond-

ing postures of the android. The values denote the time step. The android followed

the performer’s movement with some delay (the maximum is 15 steps, that is, 0.9 s).

The trajectories of the android’s markers are considered to be similar to those of

the performer, but some errors remain that cannot be ignored. Although we recog-

nize that the android is making the same gesture as the performer, the quality of the

movement is not the same. There are a three major causes of this:

∙ The kinematics of the android are too complicated to be represented with an ordi-

nary neural network. To avoid this limitation, it is possible to introduce the con-

straint of the body’s branching in the network connections. Another idea is to

introduce a hierarchical representation of the mapping. Human motions can be

decomposed into a dominant motion, which is at least partly conscious, and sec-

ondary motions, which are mainly nonconscious (e.g., contingent movements to

maintain balance, autonomic responses such as breathing). We are trying to con-

struct a hierarchical representation of motion, not only to reduce the computational

complexity of learning, but also to make the movement appear more natural.

∙ The method handles motion as a sequence of postures; it does not precisely repro-

duce higher-order properties of motion such as velocity and acceleration, because

varying delays can occur between the performer’s movement and the android’s

imitation. If the performer moves very quickly, the apparent motion of the android

differs. Moreover, the lack of higher-order properties prevents the system from

adequately compensating for the dynamic characteristics of the android and the

delay of the feedforward network.

∙ The proposed method is limited by the speed of motion. It is necessary to consider

various properties to overcome this restriction, although the android has absolute

physical limitations such as a fixed compliance and a maximum speed that is less

than that of a typical human being.

Although physical limitations cannot be overcome by any control method, there

are ways of finessing them to ensure that the movements still look natural. For exam-

ple, although the android lacks the opponent musculature of human beings, which

affords a variable compliance of the joints, the wobbly appearance of movements

such as rapid waving, which are both high speed and high frequency, can be overcome

by slowing the movement and removing repeated closed curves in the joint angle

space to eliminate the lag caused by the slowed movement. If the goal is humanlike

movement, one approach may be to query a database of movements that are known

to be humanlike to find the one that is most similar to the movement made by the

performer, although this raises the question of where those movements came from in

the first place. Another method is to establish criteria for evaluating the naturalness

of a movement [11]. This is an area for future study.
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4.4.3 Required Improvements and Future Work

In this paper, we have focused on reproducing positional changes at the body’s sur-

face rather than changes in the joint angles to generate the android’s movement.

Figure 4.5a illustrates a straightforward method to implement this idea. This paper

has described the transformation T from marker positions to estimated joint angles.

It is difficult to derive a feedback controller that produces the control input Δqb ana-

lytically using only the error in the marker’s positional error Δxd. We do not actually

know which joints should be moved to remove positional errors at the body’s surface.

This relation must be learned; however, the transformation T could disturb the learn-

ing. Hence, it is not generally guaranteed that a feedback controller which converges

the estimated joint angle q̂a to q̂h will enable the marker’s position xa to approach xh.
The assumption that the android’s body surfaces are reasonably close to those of the

performer could avoid this problem, but the feedback controller shown in Fig. 4.5a

is essentially necessary for mapping the apparent motion. It is possible to determine

how the joint changes relate to the movements of body surfaces by analyzing the

weights of the neural network of the feedforward controller. A feedback controller

could be designed to output the control input based on the error in the marker’s

position using the analyzed relation. Concerning the design of the feedback con-

troller, Oyama et al. [23–25] proposed several methods for learning both feedback

and feedforward controllers using neural networks. This is one potential method to

obtain the feedback controller shown in Fig. 4.5a. Assessing and compensating for

the deformation and displacement of the human skin, which cause marker movement

with respect to the underlying bone [26], are also useful in designing the feedback

controller.

We have not dealt with the android’s gaze and facial expressions in the experi-

ments reported here; however, if gaze and facial expressions are unrelated to hand

gestures and body movements, the appearance is often unnatural, as we have found in

our experiments. Therefore, to make the android’s movement appear more natural,

we must consider a method to implement the android’s eye movements and facial

expressions.

4.5 Conclusion

This paper has proposed a method of implementing humanlike motions by mapping

their three-dimensional appearance to an android using a motion capture system. By

measuring the android’s posture and comparing it to the posture of a human per-

former, we propose a new method to evaluate motion sequences along bodily sur-

faces. Unlike other approaches that focus on reducing joint angle errors, we consider

how to evaluate differences in the android’s apparent motion, that is, motion at its

visible surfaces. The experimental results show the effectiveness of the evaluation:

the method can transfer human motion. However, the method is restricted by the
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speed of the motion. It is therefore necessary to introduce a method to deal with

the dynamic characteristics and physical limitations of the android. We should also

evaluate the method with different performers. It is expected that the most natural

and accurate movements will be generated using a female performer who is approx-

imately the same height as the woman on which the android is based. Moreover, it

is important to evaluate the humanlikeness of the visible motions in terms of the

subjective impressions the android gives experimental subjects and the responses it

elicits, such as eye contact [27, 28], autonomic responses. Research in these areas is

in progress.

Acknowledgements We developed the android in collaboration with Kokoro Company, Ltd.
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Chapter 5
Formant-Based Lip Motion Generation
and Evaluation in Humanoid Robots

Carlos T. Ishi, Chaoran Liu, Hiroshi Ishiguro and Norihiro Hagita

Abstract Generating natural motion in robots is important for improving human–
robot interaction. We have developed a teleoperation system in which the lip
motion of a remote humanoid robot is automatically controlled by the operator’s
voice. In the present work, we introduce an improved version of our proposed
speech-driven lip motion generation method, where lip height and width degrees
are estimated based on vowel formant information. The method requires the cali-
bration of only one parameter for speaker normalization. Lip height control is
evaluated in two types of humanoid robots (Telenoid-R2 and Geminoid-F). Sub-
jective evaluations indicate that the proposed audio-based method can generate lip
motion with superior naturalness to vision-based and motion capture-based
approaches. Partial lip width control is shown to improve lip motion naturalness
in Geminoid-F, which also has an actuator for stretching the lip corners. Issues
regarding online real-time processing are also discussed.

Keywords Lip motion generation ⋅ Formant ⋅ Teleoperation
Human–robot interaction

5.1 Introduction

We have been developing teleoperation systems for transmitting human telepres-
ence through humanoid robots like androids. Previous teleoperation systems have
used motion capture or vision-based lip tracking techniques. However, the per-
formance of vision-based approaches is known to be dependent on the speaker, as
well as on other factors such as good lighting conditions and image resolution.

This chapter is a modified version of a previously published paper [1], edited to be
comprehensive and fit with the context of this book.
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Motion capture systems are more robust to these factors, but remain somewhat
expensive. Thus, we developed a teleoperation system whereby the lip motion of a
remote humanoid robot is automatically controlled by the operator’s voice.

Several approaches have been proposed for converting speech or text to lip
motion. When text or phonetic transcriptions are available, methods like concate-
nation, trajectory generation, or dominance functions (which are linear combina-
tions of trajectories selected according to a phonetic transcription) can be applied
[2, 3]. Lip motion generation methods based on audio alone can be categorized as
phone-based methods or direct audiovisual conversion. Phone-based methods
model the audiovisual data using different phone models, mainly artificial neural
networks (ANNs) and hidden Markov models (HMMs) [4–7].

Direct audiovisual conversion, without using phone models, has been shown to
be more effective than HMM-based phone models [8, 9]. For example, in [10],
these two approaches are directly compared, and the ANN-based method is judged
to be significantly better than the HMM method. An explanation for this is that
ANN-based approaches typically work on a frame-wise basis and can offer closer,
more direct synchronization with the acoustic signal than HMM, in which the
mapping is mediated through longer phone-sized units.

Another class of direct audiovisual conversion methods uses Gaussian mixture
models (GMMs) [10]. In [10], a maximum likelihood estimation of the visual
parameter trajectories is adopted using an audiovisual joint GMM, and a minimum
converted trajectory error approach is proposed for refining the converted visual
parameters.

Finally, another direct audiovisual conversion approach is based on formants
(resonances of the vocal tract) [11]. Although most approaches use Mel-frequency
cepstral coefficients (MFCC) as acoustic parameters, the interpretation of their
values with regard to phonetic content is not a straightforward means of deter-
mining the formant frequencies. Further, all MFCC-based methods require dedi-
cated models to be constructed prior to their use. Thus, in the present work, we
adopt a formant-based approach to generate lip motion.

Vowels can be represented in a two-dimensional space formed by the first and
second formants (F1, F2). It is well known that there is relationship between the
formant space and vocal tract area functions (including lips). For example, F1 is
related to the jaw lowering, whereas F2 is related to the front–back position of the
tongue. However, lip opening and closing may occur without jaw lowering, so the
relationship between F1 and lip opening is not straightforward. In our previous
work [12], we proposed a method of estimating the degree of lip opening from the
first and second formants.

In the present work, we improve the parameter extraction and evaluate its per-
formance in two types of humanoid robots compared with vision- and motion
capture-based approaches. The effects of partial lip width control are also evaluated
in the android robot. The term “partial” is used because the android cannot round its
lips, but has an actuator for stretching the lip corners.

The remainder of this paper is organized as follows. Section 5.2 describes the
proposed method for lip motion generation from speech signals. In Sect. 5.3, the

76 C. T. Ishi et al.



audio-based lip motion (lip height and width) generation method is evaluated. In
Sect. 5.4, the constraints of the present method are discussed. Finally, Sect. 5.5
concludes the paper.

5.2 Proposed Method

The proposed method is divided into two parts. The first is the operator side, and the
second is the robot side. Figure 5.1 shows a block diagram for the lip motion
generation procedure in the operator side.

Firstly, formant extraction is conducted on the input speech signal. Then, a
transformation of the formant space by the first and second formants is realized
according to some speaker-dependent parameter to obtain a normalized vowel
space. This normalization is necessary because the vowel space differs depending
on speaker-specific features such as gender, age, and height. The lip shape is then
estimated from the normalized vowel space, and actuator commands are generated
from the lip shapes. Audio packets and actuator commands are sent to a remote
robot at 10-ms intervals.

Figure 5.2 shows a block diagram of the lip motion generation on the robot side.
The audio packets and lip motion actuator commands are received, actuator com-
mands are sent to the robot for moving the lip actuators, and the received audio
packets are delayed so as to synchronize the two streams.

The following sections describe each block in detail.

Formant 
extrac on

Vowel space transla on 
and rota on

Speaker-dependent 
parameter adjustment

Speech 
signal

Actuator command 
genera on for tele-

operated robot
(10 ms interval)

Transmission of 
the audio packets

Transmission of the 
actuator commands

Lip shape 
es ma on

Fig. 5.1 Block diagram of the lip motion generation in the operator side
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5.2.1 Formant Extraction

The formant extraction implemented in the present work is a conventional method
of picking the peaks of the Linear Predictive Coding (LPC)-smoothed spectrum
[13], as shown in the block diagram of Fig. 5.3. Nonetheless, any other formant
extraction method with better performance could be used instead.

The input signal is captured at 16 kHz/16-bit resolution, pre-emphasized by
1 − 0.97z−1 to reduce the effects of the glottal waveform and the lip radiation, and
framed by a 32-ms Hamming window at 10-ms intervals. The 19th-order LPC
coefficients ak (k = 0 – 18, with a0 = 1) are then extracted for each frame. This
allows the LPC-smoothed spectrum to be obtained according to the following
expression.

HðejwÞ�
�

�
�
2
=

1

1+ ∑
P

k=1
ake− jw

�
�
�
�

�
�
�
�

2 ð5:1Þ

In practice, the smoothed spectrum is obtained by taking a 512-point fast Fourier
transform of the LPC coefficients ak with zero-padding.

Finally, the first and second peaks are picked from the LPC-smoothed spectrum,
searchingfromlowtohighfrequencies,forthefirstandsecondformants(F1andF2).

In our previous work, the LPC analysis order was fixed to 19. However, it is
known that the order should be selected according to the actual number of formants
in the analyzed bandwidth. Thus, the LPC order should be lower for female voices
and higher for male voices. Thus, in the present work, the LPC order varies
according to the speaker normalization factor, as explained in the following
subsection.

Receiving audio 
packets

Control of delay
Audio player Speaker

Control of the tele-
operated robot 

actuators
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mo on

Receiving lip 
mo on actuator 
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Fig. 5.2 Block diagram of the lip motion generation in the robot side
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Fig. 5.3 Block diagram of
the formant extraction process
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5.2.2 Calibration and Speaker Normalization

As a first step for speaker normalization, the origin of the coordinates in the formant
space (centerF1; centerF2) is adjusted according to the speaker, because the vowel
space changes with gender, age, and height. Specifically, the new origin is moved to
the center of the speaker’s vowel space (corresponding to the schwa vowel in
English) in the logF1 versus logF2 space (i.e., the space given by the logarithms of
the first and second formants).

The center point of the speaker’s vowel space is adjusted through a graphical
user interface (GUI). After uttering isolated vowels, the user (operator) visually
identifies the approximate position of the center of his/her vowel system. In prac-
tice, only centerF1 is adjustable, in the range 400–800 Hz in steps of 10 Hz. The
centerF2 can be automatically estimated from centerF1 using the following
expression:

centerF2= 2.9 × centerF1 ð5:2Þ

Theoretically, an open–closed straight tube (which is a quarter-wave resonator)
would have F2 equal to three times F1 [14]. However, the neutral vocal tract
configuration is not quite a straight tube, and expression (5.2) was found to give a
better fit in our preliminary analysis.

The next step of speaker normalization is to scale the coordinates. This step is
equivalent to vocal tract length normalization, where the logF1 and logF2 coordi-
nates are stretched or enlarged. Our preliminary analysis indicated that scaling
factors of around 2 (male) and 1.8 (female) are good approximations. In the present
work, the scaling factor is automatically estimated from centerF1, so that values of
450–500 Hz (average for male speakers) produce scaling factors of around 2 and
values of 540–600 produce scaling factors of around 1.8.

The LPC order described in the previous subsection was also adjusted according
to the centerF1 value, giving values of 15–19 for female voices and 19–23 for male
voices. This improves the correspondence between the formants and the peaks in
the LPC spectrum.

5.2.3 Vowel Space Rotation and Lip Shape Estimation

After moving the origin of the formant space to the center vowel position, the axes
are rotated counterclockwise by about 25°. After rotation, the new coordinate axes
are represented by logF1’ and logF2’. This rotation process is motivated by the
observations that the logF1’ axis (after rotation) has a good correspondence with the
(vertical) aperture of the lips. Figure 5.4 shows examples of the distribution of the
formant maps for isolated vowels uttered by two speakers (one male and one
female), superimposed with the average vowel spaces for Japanese male and female
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speakers. The new coordinates after translation to the center of the vowel space and
rotation are also shown. Note that the logF1’ values are ordered as /a/ > /e/ > 0
> /i/ ≅ /o/ > /u/, which correspond to the relative lip height variations between the
different vowels. The center (schwa) vowel has logF1’ = 0. Note also that /i/a nd /
o/ have different lip widths (lip spreading in /i/ and lip rounding in /o/), but have
approximately the same lip height.

Normalized lip height values are estimated from the formants according to the
following expression:

lip height = 0.5 + height scale × logF1′, ð5:3Þ

where lip_height = 0 corresponds to a closed mouth, lip_height = 1 corresponds to
a maximally opened mouth, the factor 0.5 corresponds to the aperture for the center
(schwa) vowel, and height_scale is the scaling factor described in Sect. 5.2.2.

For the lip width, we use the F2 value before rotation. Although F2 is known to
be more closely related to the front–back tongue position, there is also a relationship
between lip spreading and rounding in most languages. F2 (or logF2) values are
ordered as /i/ > /e/ > /a/ > /u/ > /o/, which correspond to the degree of lip
spreading in /i/to lip rounding in /o/. Lip width values can be estimated from the
formants according to the following expression:

delta lip width =width scale × ðlogF2 − logcenterF2) ð5:4Þ

For delta_lip_width, positive values are obtained when F2 is higher than cen-
terF2, as in /i/ and /e/, where the lips are spread, whereas negative values are
obtained when F2 is lower than centerF2, as in /o/ and /u/, where the lips are
rounded. The scaling factor width_scale determines the degree of lip spreading/
rounding relative to lip height. Values around 0.5 produce humanlike lip shapes.
Nonetheless, it is important to clarify that the relationship between F2 and lip width
does not hold for languages with labialized vowels (as in French) and is used here
as a first approximation.

logF2

logF1

logF2

logF1

Japanese male 
average vowel space

Japanese female 
average vowel space

Fig. 5.4 Examples of the distributions of single vowels uttered by a male speaker and a female
speaker
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Representative lip shapes generated for each vowel are shown in Fig. 5.4. In the
figure, we can observe that similar lip shapes are generated for the vowels of
different speakers, a result of the normalization processing.

The mapping between formants and lip shapes can be constructed in vowel or
semivowel intervals. In consonants, where there is a constriction in the vocal tract,
the formants are more difficult to estimate, and their relationship with lip shape is
less straightforward.

In this case, the formant range and power constraints are used to discriminate
consonants and fix a lip height of 0.35, corresponding to the average aperture in
consonants. In the present work, the constraints for accepting the detected formants
for lip motion generation were improved by establishing an upper limit for the
vowel formant space and detecting fricative and affricative consonants such as /s/, /
sh/, /ts/, and /ch/. The constraints are as follows:

F1> centerF1× 0.5, ð5:5Þ

logF2< f logF1ð Þ, ð5:6Þ

sonorant power > power threshold, ð5:7Þ

fricative power < sonorant power, ð5:8Þ

where f (.) is a straight-line function defining the upper limit of vowel formants in
the logF1 versus logF2 space, sonorant_power is the power value computed in the
frequency band of 100–3000 Hz, where the power of vowels is concentrated, and
fricative_power is the power in the frequency band of 3000–8000 Hz, where the
power of fricative and affricative consonants is concentrated. The coefficients of the
straight line f (.) are obtained from two points: (log centerF1; log centerF2 + 0.55/
height_scale) and (log centerF1 + 0.7/height_scale; log centerF2). These points
were determined from observations of the distribution of the vowel formants in the
logF1 versus logF2 space. They are shown by dashed lines in Fig. 5.4.

If the low-power interval exceeds a threshold of 200 ms, it is judged to be a
non-speech interval, and the mouth is gradually closed by a multiplying factor of
0.95, so that the mouth is totally closed after 200–400 ms.

Finally, a moving average smoothing filter with nine taps (four past and four
future points, with intervals of 10 ms between two points) is passed through the
generated lip height and width sequences.
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5.2.4 Actuator Command Generation and Data
Transmission

The actuator command generation can be realized either on the operator side or the
robot side. The normalized lip motion generated by the method described in
Sect. 5.2.3 is mapped to the actuator commands by a linear function.

Two types of humanoid robots are evaluated in the present work: a humanoid
robot with a neutral face (Telenoid-R2) and a female android (Geminoid-F). The
external appearances of these two robots are shown in Fig. 5.2.

The lip motion in both robots is basically controlled by the jaw actuator, which
linearly controls the degree of mouth opening (or, equivalently, the lip height). The
actuator command values range from 0 to 255, where 0 corresponds to a closed
mouth and 255 corresponds to the maximum opening. For Geminoid-F, the max-
imum actuator command value was limited to 200 to prevent excessive opening of
the mouth during speech.

None of the robots have dedicated actuators for rounding or spreading the lips,
so the lip width control cannot be evaluated. However, in Geminoid-F, the lip width
can be partially controlled by a smiling actuator, which stretches but also raises the
lip corners in the outer and upward directions.

Finally, the generated actuator commands, obtained in 10-ms frame intervals,
and the audio packets are sent by TCP/IP to the robot side.

5.2.5 Speech and Motion Synchronization (Robot Side)

To synchronize the lip motion with the speech utterances, a suitable delay must be
applied to the speech signal to account for:

(1) audio capture delay on the operator side,
(2) the processing time required to generate the lip motion parameter,
(3) network transmission delay in the transmission channel, and
(4) mechanical delay on the android side.

The audio capture delay depends on the audio capture device, being around 50–
100 ms. For the processing time to generate the motion parameters, it takes a frame
size (32 ms) plus four future frames for smoothing, resulting in about 70–80 ms.
The network transmission in our experiment was a local network system with
delays of tens of milliseconds. The mechanical delay, i.e., the time taken from the
instant an actuator command is sent to the control box until the instant the robot
achieves the target position, is around 100–200 ms for an air actuator (as in the
android Geminoid-F) and around 50–100 ms for a servomotor (as in the robot
Telenoid-R2). Considering the above delays, we set a fixed delay of 400 ms in our
experiments.
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Further, the transmitted and received audio packets may deviate because of:

(1) missing packets during transmission, or
(2) slight differences in the clocks of the capture and player devices.

These deviations can be compensated by removing or replaying audio packets in
such a way as to keep a constant delay between the capture and the player.

5.3 Evaluation of the Proposed Method

5.3.1 Experimental Setup for Evaluation of Lip Height
Control

Simultaneous recordings of audio, vision-based face parameter data, and
motion-captured data were conducted for seven speakers (four males and three
females) talking in several languages. Table 5.1 summarizes the languages spoken
by the different speakers (M1–M4 are male and F1–F3 are female speakers). The
speakers are researchers, intern students, or research staff in our laboratory who can
speak more than one language.

To capture motion, the Hawk system from Motion Analysis was used, while for
vision-based face parameter extraction, a Logitech web camera and the FaceAPI
software from Seeing Machines were used. A headband condenser microphone
(DPA4066) was used to capture audio. For the motion capture, four markers were
attached (one in the center of the upper lips, one in the center of the lower lips, and
two in the left and right lip corners), so that variations in lip height and lip width
could be directly measured. Lip height and width values were also obtained directly
from the face parameters extracted by FaceAPI.

Motion was generated in two humanoid robots: Telenoid-R2 (humanoid robot
with neutral face) and Geminoid-F (female android). The female voices were
evaluated using Geminoid-F, whereas both male and female voices were evaluated
using Telenoid-R2.

Table 5.1 List of the
speakers’ origins and spoken
languages

Speaker ID Origin Spoken languages

M1 Canadian English, Japanese
M2 Chinese Chinese, Korean, Japanese
M3 Mexican Spanish, English, Japanese
M4 French French, English, Japanese
F1 Japanese Japanese, English
F2 Iranian Persian, Japanese, English

F3 Turkish Turkish, English
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The lip height values estimated from both motion-captured data and vision-based
face parameter data were subtracted from the lip height value when the lips are
closed, and then normalized to the actuator command range.

For each of the speakers, video clips were recorded for each of the three motion
types, audio-based (“audio”), vision-based (“vision”), and motion capture-based
(“mocap”). Segments of 10–20 s were selected from the utterances spoken by each
speaker and each language (as presented in Table 5.1), resulting in eleven video
stimuli for male speakers and seven for female speakers for each of the three motion
types.

In the evaluation experiment, the stimuli (video clips) for the three different
motion types were played in random order for the motion types. Subjects were
asked to grade the naturalness scores on a 7-point scale, where 1 is the most
unnatural, 7 is the most natural, and 4 is “difficult to decide.” We also asked the
subjects to give their reasons for scoring a motion as “unnatural.”

Twenty subjects (ranging from teenagers to those in their 40 s) participated in
the evaluation test; the subjects are not involved in robotics research.

5.3.2 Evaluation Results and Analysis for Lip Height
Control

Figure 5.5 shows the subjective naturalness scores for each motion type (“audio,”
“video,” “mocap”) in both robots. For Telenoid-R2, both male and female voices
were evaluated, whereas for Geminoid-F, only female voices were evaluated. The
Telenoid-R2 results for male and female voices were separated (denoted by (M) and
(F), respectively) to allow for a direct comparison between the female voices in
Geminoid-F. The naturalness of individual motion types was obtained by nor-
malizing the scores to a scale from 0 (most unnatural) to 100 (most natural).
A repeated measure analysis of variance (ANOVA) test was conducted to determine
the significance of the scores.
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The results in Fig. 5.5 show that the proposed audio-based method was judged
to be more natural than both vision- and motion capture-based approaches in both
robot types.

Comparing the scores for Geminoid-F(F) and Telenoid-R2(F), the latter scores
higher in the proposed audio-based and motion capture-based methods.

We then analyzed why subjects judged a motion as being unnatural. Different
reasons were attributed for different motion and robot types.

The reasons for the worst performance of the “vision” approach were that the
motion was “not synchronized” (subjects felt there was a mismatch between lip
motion and speech) in female voices and because there was “little motion” (subjects
felt that the lips should move more) in male voices. An explanation for the results in
male voices is that lip tracking by FaceAPI often resulted in errors in two of the
male speakers (one of whom had a mustache and beard), resulting in fewer motions.

For the “mocap” approach, the main reasons for low naturalness scores in
Geminoid-F(F) were that motion was “not synchronized” and there was “excessive
openness” (subjects felt that the mouth remained open most of time). Possible
explanations for these results are that speakers do not always close their mouth
completely or move their lips in non-speech intervals. Although such motion
“naturally” appears in humans, it might be undesirable in robots. Note that in
“mocap,” the mean subjective naturalness was around 50 for Telenoid-R2 and
around 40 for Geminoid-F (on a scale of 0–100). This implies that reproducing the
actual lip motion of the operator does not necessarily imply an impression of natural
motion in the robot.

The main reasons for unnaturalness in the “audio” case for Geminoid-F(F) were
that there was “little motion” and “insufficient openness” (subjects felt that the
mouth should open more). Better control of scaling may improve the naturalness of
Geminoid-F. Another possible explanation for lower scores for Geminoid-F com-
pared to Telenoid-R2 is the appearance of the two robot types, with subjects
applying a harsher evaluation for robots whose appearance is closer to that of a
human. These are topics for future investigation.

5.3.3 Evaluation of Partial Lip Width Control

The lip width control cannot be thoroughly evaluated because neither Geminoid-F
nor Telenoid-R2 has actuators for rounding the lips. However, Geminoid-F has one
actuator for stretching the lip corners in the outer and upward directions to realize
smiling behavior. Although this lip corner stretching is not strictly in the same
direction as the lip corner spreading in /i/ and /e/ (because of the presence of a
simultaneous upward direction), we considered that lip width control could be
partially evaluated in Geminoid-F.

We then mapped the lip width control parameters to this lip corner actuator and
conducted an experiment to verify whether or not the use of this actuator improves
the perceived naturalness.
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The lip corner actuator commands were generated by a linear mapping between
the lip width parameters to the lip corner actuator according to the following
expression:

LipCornerActuator = delta lip width × 64+ 64 ð5:9Þ

For this actuator, the maximum value was limited to 127 to prevent the
appearance of a strong smiling expression.

The motions for the female voices (in Table 5.1) were generated in Geminoid-F
using the lip corner actuators. Ten subjects evaluated the naturalness of the gen-
erated motions in the same way as in the previous experiment.

Figure 5.6 shows the subjective naturalness scores for lip motion generated by
jaw actuator only (“jaw only”) and by both jaw and lip corner actuators (“jaw +
lip corner”).

The subjective scores in Fig. 5.6 indicate that the use of the lip corner actuator
increases the overall naturalness of the lip motion. However, some of the subjects
preferred “jaw only” to “jaw + lip corner.” The main reason given for unnatu-
ralness was that the lip corner motion was a little bit “jerky” in some of the stimuli.
This jerky motion was mainly caused by formant extraction errors in /o/ and /u/,
where F2 was misdetected as the true F3, and in consonant portions where high F2
values were detected. These eventual misdetections in F2 caused a sudden change
in lip corner actuation, resulting in unnatural motion. However, the results show
that, despite problems in formant extraction, the lip corner actuator can be used to
generate more natural lip motion.

5.4 Discussion

Regarding the constraints of the present method, it is desirable to have reasonably
good formant extraction. We have observed that the simple method of peak picking
in the LPC-smoothed spectrum often fails when the first two formants are close
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(such as in /o/ and /u/). A relatively natural motion could be generated by the lip
height control of the present method, even under the current formant extraction
limitations. However, we also observed that errors in formant extraction cause more
severe problems in lip width control. Further improvements in the formant
extraction method are an issue for future work.

Another remaining issue is lip shape estimation for consonants. With the current
approach, the lip closure can be correctly detected in the bilabials /m/ and /b/ when
the transitional parts to/from the neighbor vowels exhibit F1 and F2 lowering
curves, but these curves are seldom observed in /p/ (where the lips should close).
There is also a trade-off in smoothing the generated actuator commands, as this
prevents the occurrence of jerky motion but also prevents the lips from closing
completely in bilabials.

However, even though the proposed method cannot generate perfect lip motion,
the evaluation results show that the method is more effective than vision-based
approaches for the purpose of generating natural lip motion, so that the user feels
that the robot is speaking.

Finally, no clear differences were found among different languages, so the
audio-based lip motion was consistently judged as being more natural than other
motion types, regardless of language. However, the absolute naturalness judgment
could be different for subjects with different origins. This is another topic for future
investigation.

5.5 Conclusion

With the aim of teleoperating the lip motion of a remote humanoid robot in syn-
chrony with the operator’s voice, we developed and evaluated a formant-based lip
motion (height and width) generation method.

An evaluation of lip height control indicates that the proposed method can
generate lip motion with superior subjective naturalness to motion generated by
both motion-captured data and vision-based lip shape extraction methods, which try
to reproduce the actual lip motion of the operator.

By evaluating the partial lip width control, we found that additional control
using the lip corner actuators improves the perceived naturalness.

However, an analysis of the low naturalness scores revealed some remaining
issues concerning formant extraction and the detection of bilabial consonants.
These will be the targets of future work.
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Chapter 6
Analysis of Head Motions and Speech,
and Head Motion Control in an Android
Robot

Carlos Toshinori Ishi, Hiroshi Ishiguro and Norihiro Hagita

Abstract With the aim of automatically generating head motions during speech
utterances, analyses are conducted to verify the relations between head motions and
linguistic and paralinguistic information carried by speech utterances.
Motion-captured data are recorded during natural dialogue, and the rotation angles
are estimated from the head marker data. Analysis results show that nods frequently
occur during speech utterances, not only for expressing specific dialogue acts such
as agreement and affirmation, but also to indicate syntactic or semantic units, which
appear at the last syllable of the phrases, in strong phrase boundaries. The
dependence on linguistic, prosodic and voice quality information of other head
motions, including shakes and tilts, is also analyzed, and the potential for using this
to automatically generate head motions is discussed. Intra-speaker variability and
inter-speaker variability on the relations between head motion and dialogue acts are
also analyzed. Finally, a method for controlling the head actuators of an android
based on the rotation angles is proposed, and the mapping from human head
motions is evaluated.

Keywords Head motion ⋅ Nonverbal communication ⋅ Paralinguistic
information ⋅ Prosody ⋅ Android science

6.1 Introduction

Head motion occurs naturally during speech utterances. Sometimes, this motion is
intentional and carries a clear meaning in communication; for example, nods are
frequently used to express agreement, whereas head shakes are used to express
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disagreement. Most head motions are produced unconsciously. However, they are
somehow synchronized with the speech utterances. One of our motivations for the
present work is to obtain a method for generating head motion from speech signals
in order to automatically control the head motion of a humanoid robot (such as an
android).

Head motion analyses generally focus on two problems: one is how to recognize
the user’s head motion and interpret its role in communication (e.g., [3, 4]); the
other is how to generate the robot’s head motions and synchronize them with the
robot’s speech. The analysis in the present work focuses on the latter problem of
generating natural head motion while the robot is speaking.

Many studies have attempted to find a correspondence between head motions
and prosodic features such as the fundamental frequency (F0) contours (which
represent pitch movements) and energy contours in several languages [5–10].

For example, in [5], head motions were associated with speech over F0. Exper-
iments using speech utterances read by one American English speaker (ES) and one
Japanese speaker (JS) showed a mean accuracy of 73% for JS and 88% for ES in
terms of estimating F0 from head motions. However, the inverse prediction (from F0
to head motion) showed only 25%mean accuracy for JS and 50% for ES. In addition,
the correlation among F0 and the 6 degrees of freedom (DOF) (rotation and trans-
lation) of the head motion ranged from 0.39 to 0.52 for ES and 0.22–0.30 for JS. This
shows that using F0 alone is not sufficient to generate head motions.

Variations in speech according to head movement have been observed for
English sentences [6]. Emphasis on a particular word is often accompanied by head
nodding, and a rise of the head often corresponds with a rise in the voice. These
movements are known as “visual prosody.” In [7], facial parameters (including
head motions) were analyzed for short Swedish utterances in which the focal accent
was systematically varied in a variety of expressive modes including certainty,
confirmation, questioning, uncertainty, happiness, angriness, and neutrality. The
results indicate that, in all expressive modes, words with a focal accent are
accompanied by a greater variation in facial parameters than words in non-focal
positions.

Additionally, most previous studies have analyzed read speech or acted emo-
tional speech data. In [11], relations between head movements and the semantics of
utterances are analyzed in Japanese spoken dialogue by considering speaking turn
and speech functions. Regarding head motion generation, a system that uses
corpus-based selection strategies to specify the head and eyebrow motion of an
animated talking head has been reported [12]. The system considers syntactic,
prosodic and pragmatic context for generating the motions. However, only data for
one speaker were analyzed.

We consider the relationship between prosodic features and head motions to be
language dependent, as the function of the prosodic features may differ if, for
example, the language is tonal (such as Chinese and Thai), a pitch-accent language
(such as Japanese), or non-tonal (such as English and other European languages).

In the present work, we consider the use of local prosodic features (e.g.,
phrase-final tones) instead of the global utterance features, voice quality features
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(especially when F0 cannot be measured, as for vocal fry and whisper) besides the
commonly used prosodic features and linguistic information linked to dialogue act
information. Further, although most research on head motion analysis use read or
acted speech, we use spontaneous speech data for analysis. We also analyze the
relationship between head motion and speech for several speakers and discuss the
intra-speaker variability and inter-speaker variability.

Finally, we consider the problem of generating natural head motions in huma-
noid robots during speech utterances as a three-step process. The first step is to
investigate the relationship between speech and head motions. The second is to
verify how natural head motions can be realized in a humanoid robot. The third
step, which is the final goal of the present work, is to generate head motions from
speech signals. In the present work, we focus on the first two steps.

This chapter is organized as follows. Section 6.2 presents analysis of relation-
ship between head motions and several types of linguistic/paralinguistic informa-
tion carried by the speech utterances. The potential to predict head motions from
speech is discussed. In Sect. 6.3, inter-speaker variability and intra-speaker vari-
ability analysis on the relationship between head motions and dialogue acts are
presented. Section 6.4 treats the problem of reproducing human head motions in a
specific android, and Sect. 6.5 concludes the chapter. The present chapter is based
on the previous works [13, 14].

6.2 Analysis of Head Motion and Speech: The Roles
of Linguistic, Prosodic, and Dialogue Act Information

This section presents analysis of head motion and several types of linguistic and
paralinguistic information conveyed by speech.

6.2.1 Data Collection and Annotation

6.2.1.1 Data

About 30 min of free dialogue between two Japanese graduate students who are
familiar with one another was recorded. The target is a female speaker, and the
interlocutor is a male speaker.

Audio, video and motion capture data were simultaneously recorded. The Hawk
system from nac Image Technology Inc. was used for the motion capture. Four
infrared cameras were arranged in an arc in front of the speaker. Thirty-eight hemi-
spherical passive reflective markers were applied to the speaker’s face, head, and
shoulders, as shown in Fig. 6.1. Most of the markers placed on the face were used to
capture lip motions and eye blinks and were disregarded in the present analysis. Only
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six markers (placed on the head, nose, and earlobes), which provide something of a
static reference frame for the head, were used to characterize the head motions.

The three rotation angles shown in Fig. 6.1 were used to describe the head
motions. We use the terms “nod,” “shake,” and “tilt” in correspondence with the
terms “pitch,” “yaw,” and “roll” used in aerodynamics. The head rotation angles
were estimated from the markers based on singular value decomposition [15]
according to the following expression:

U,D,VT� �
= svdðreference× targetÞ, ð6:1Þ

where reference and target are the 3D marker set of the neutral and current posi-
tions, respectively, translated to new coordinates with their centroids as the origin.
The neutral positions were obtained in intervals where the subjects were looking
directly ahead. The rotation matrix was obtained by

R=VUT. ð6:2Þ

The rotation angles were then obtained from the elements of the rotation matrix
R according to the following expressions:

tilt angle = atan2 R 2, 1ð Þ, R 1, 1ð Þð Þ, ð6:3Þ

nod angle = atan2ð−Rð3, 1Þ, sqrtðRð3, 2Þ∧ 2+Rð3, 3Þ∧ 2ÞÞ, ð6:4Þ

shake angle = atan2 R 3, 2ð Þ, R 3, 3ð Þð Þ, ð6:5Þ

where sqrt is the square root function, ^ is the power function and atan2 is the
arctangent function of MATLAB.
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Fig. 6.1 Markers and angles
used to describe head motions
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6.2.1.2 Head Motion Tags

The following tag set was used to annotate the head motions. These are thought to
cover the meaningful events in speech communication.

• no: no head motion.
• nd (nod): single nod (down-up motion).
• mnd (multiple nods): multiple nods occur during the phrase.
• fd (face down): the face moves down.
• ud (up-down): single up-down motion.
• fu (face up): the face moves up.
• ti (tilt): head tilts occur within the phrase.
• sh (shake): shakes (left-right motions) occur during the phrase.

Nods were not necessarily realized by perfect vertical head motions, and may be
accompanied by a slight head tilt. In this case, we considered the motion with the
strongest magnitude.

6.2.1.3 Linguistic Information

A preliminary observation of the head motions in the data indicated that nods
frequently occurred in particles (such as “ne,” “de,” “kara”). Interjections (such as
“un,” “ee,” “hee”) were also often accompanied by a head motion. To verify the
relations between such morphemes and the head motions, we segmented the
utterances in phrase units (“bunsetsu” in Japanese), because such morphemes
usually appear in the boundary of the phrases.

The speech utterances were manually segmented in phrase units, and the last
morpheme of each phrase was transcribed by a native Japanese speaker.

The annotation process resulted in the segmentation of 535 phrases. Special
labels were also annotated for laughing and breathing.

6.2.1.4 Dialogue Act Tags

Dialogue act tags were annotated for each phrase in the dataset according to the
following set, which is based on the tags proposed in [16]. The tags consider
dialogue acts such as affirmative or negative reactions, expression of emotions such
as surprise, and turn-taking functions.

• k (keep): the speaker is keeping the turn; a short pause or a clear pitch reset
occurs at strong phrase boundaries.

• k2 (keep): weak phrase boundaries in the middle of an utterance (when no pause
exists between phrases).

• k3 (keep): the speaker lengthens the end of the phrase, usually when thinking,
but keeping the turn (may or may not be followed by a pause).
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• f (filler): the speaker is thinking or preparing the next utterance, e.g., “uuun,”
“eeee,” “eettoo,” “anoo” (“uhmmm”).

• f2 (conjunctions): can be considered as non-lengthened fillers, e.g., “dakara,”
“jaa,” “dee” (“I mean,” “so”).

• g (give): the speaker has finished talking and is giving the turn to the
interlocutor.

• q (question): the speaker is asking a question or seeking confirmation from the
interlocutor.

• bc (backchannels): the speaker is producing backchannels (agreeable responses)
to the interlocutor, e.g. “un” usually accompanied by a fall pitch movement,
“hai” (“uh-huh,” “yes”).

• su (admiration/surprise/unexpectedness): the speaker is producing an expressive
reaction (admiration, surprise) to the interlocutor’s utterances, e.g., “heee,”
“uso!,” “ah!” (“wow,” “really?”).

• dn (denial, negation): For example, “iie” and “uun” accompanied by a fall-rise
pitch movement (“no,” “uh-uh”).

We are aware that the above set of dialogue act categories is not complete, but
we consider it a basic set for applications to human–robot interaction.

6.2.1.5 Prosodic and Voice Quality Features

Although automatic procedures could be conducted to extract the phrase-final tones
[17, 18], in the present work, we hand-annotated the prosodic and voice quality
features for analysis purposes according to the following tags.

• rs (rise): rising tone.
• fa (fall): falling tone (includes reset-fall tones).
• fr (fall-rise): fall pitch movement followed by a rise movement.
• hi (high): high pitch.
• mi (mid): middle-height pitch.
• lo (low): low pitch.
• cr (creaky): creaky voice or vocal fry (a voice quality characterized by very

large intervals between glottal excitation pulses), when F0 is lowered and cannot
be reliably measured.

• wh (whisper): whisper (absence of F0).

For each phrase, the tone tags were annotated by one subject with experience in
prosody and voice quality annotation.
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6.2.2 Relationship Between Head Motions and Speech

6.2.2.1 Head Motions and Morphemes

Regarding the relations between morphemes and head motions, the analysis results
firstly indicated that nods frequently occur at the boundary of phrases, regardless of
the morpheme at the phrase boundaries. This frequently occurs with particles,
which usually appear at the boundary of phrases, but was not restricted to the
particles. Rather, nods seem to be more closely related with the dialogue act
functions carried by the morphemes at the phrase boundaries, as will be shown in
the next subsection.

Although only a small number of shakes were observed in the data, they
occurred in utterances expressing negation or rejection. In the current dataset,
shakes appeared in the morpheme “uun” (accompanied by a fall-rise intonation) and
in utterances ending with “…nai,” which expresses negation.

6.2.2.2 Head Motions and Dialogue Acts

Table 6.1 summarizes the relationship between the head motions and the dialogue
act functions.

From Table 6.1, it is clear that the nod (nd) motion occurred most frequently.
Firstly, an expected result was that nods were present in almost all backchannels
(bc). Nods were also frequently observed at the strong phrase boundaries (k, g, q),
regardless of the presence or the type of particle at the phrase final.

A surprising result is that nods were more frequent than up-down or face-up
motions, even in questions (q), where phrase finals are usually accompanied by a
rising intonation. This is one of the factors that reduce the correlation between pitch
and head motions.

Table 6.1 Distribution of dialogue acts (rows) and head motions (columns)

Total nd fd ud fu ti sh mnd no
142 24 28 20 33 4 3 189

k 61 35 5 1 0 3 0 0 17
k2 137 2 2 6 6 11 0 0 106
k3 28 4 1 2 1 4 0 0 16
f1 15 3 1 0 1 2 0 0 8
f2 22 2 0 0 3 5 0 0 12
g 79 29 11 12 2 5 2 1 14
q 25 9 3 3 2 0 0 0 7
bc 71 58 1 1 1 0 0 2 7
su 12 0 0 2 4 3 0 0 1
dn 4 0 0 1 0 0 2 0 1
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A particular result was observed in pre-pause phrases when the subject is
keeping turn (k): nods (nd) frequently occurred, while upward motions (ud, fu)
never occurred.

Nods occur with less frequency at “weak” phrase boundaries in the middle of an
utterance (k2), and at phrase boundaries where the speaker is thinking or indicates
that he/she has not finished their utterance (k3, f, f2). In these dialogue act cate-
gories, the absence of head motions (no) is dominant (Table 6.1).

Phrases expressing surprise/admiration/unexpectedness (su) are usually accom-
panied by upward (fu, ud) or tilt motions (ti). As the number of su phrases is small
in the present dataset, more detailed analysis with a larger database is necessary to
verify these trends in the expression of different emotions.

Nods sometimes occurred at the beginning of the phrase (10 phrases removed
from Table 6.1). This is thought to be a kind of signal to the interlocutor that the
speaker will take the turn and start to utter. Face-up motions sometimes occur at the
beginning of the phrases with the same purpose.

Regarding the motion shapes, we observed that nods are often accompanied by a
small upward motion before the usual down-up motion.

A sequence of multiple nods (mnd) occurs along the whole utterance when the
speaker is expressing agreement. When multiple nods occur in a sequence of
backchannels, such as in “un un un un,” the first nod is usually larger than the
others.

Only four shakes (sh) were observed in the data. They occurred in utterances
expressing negation or rejection and were more dependent on the linguistic content,
as discussed in the previous subsection.

Finally, head tilts (ti) occurred in almost all dialogue acts, excluding
backchannels (bc), questions (q), and denial (dn). However, tilts were observed to
occur over longer durations than nods and shakes, including multiple phrases.
These tilts often occurred during or right after a filler or a disfluency. Further,
although the direction of tilts (right or left) was also annotated, no significant
differences were observed between their distributions.

6.2.2.3 Head Motions and Prosodic and Voice Quality Features

A relationship between pitch and head motions exists, but the correlation is not
high, as pointed out in [5]. Japanese is a pitch-accent language, so many pitch
movements occur within utterances because of lexical accents. As described in
previous sections, our analyses indicated that head motions do not occur at every
pitch accent nucleus, but, rather, occur more frequently at the phrase boundaries.

However, even for the phrase boundary tones, a straight relation between pitch
movements (tones) and head motions could not be observed. Table 6.2 presents the
distribution of head motions and phrase-final tones, and Table 6.3 roughly, we can
say that falling tones (fa) and a creaky voice (cr) are usually accompanied by nods
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(nd), whereas high and middle-height pitch tones (hi, mi) are not usually accom-
panied by any head motion (no).

Although a clear correspondence could not be found between tones and head
motions, Table 6.3 suggests a better correspondence between tones and dialogue
acts. Rising tones (rs) basically appear in questions (q), falling tones (fa) appear
frequently in turn-keeping functions (k) and backchannels (bc), high and
middle-height tones are frequent in weak phrase boundaries (k2), and low pitch,
creaky, and whisper tones are frequent in turn-giving functions (g). The use of
morpheme information along with this tone information would produce a better
correspondence with the dialogue act functions [14, 16].

Finally, regarding the relation between head motions and other voice qualities
(not included in the tables above), possible correspondences were mainly observed
in nods and tilts. In confident utterances, accompanied by a normal or more pressed
voice quality, nods tend to be more frequent, whereas in non-confident utterances,
usually accompanied by a more lax or breathy voice quality, nods tend to be of
smaller magnitude, and tilts or no head motions become more frequent. A deeper
study would be necessary to verify such trends.

Table 6.2 Distribution of
head motions (rows) and
phrase-final tones (columns)

Total rs fa fr hi mi lo cr wh
25 108 3 26 205 14 58 13

nd 8 83 1 0 26 4 20 4
fd 2 4 0 1 5 2 7 2
ud 5 1 0 1 11 3 6 1
fu 3 2 0 4 11 0 1 1
ti 1 4 0 2 20 1 4 1
sh 0 0 2 0 1 0 1 0
nm 0 0 0 0 3 0 0 0
no 6 14 0 18 126 3 18 4

Table 6.3 Distribution of
dialogue acts (rows) and
phrase-final tones (columns)

rs fa fr hi mi lo cr wh
k 1 45 0 1 12 0 2 0
k2 0 1 0 12 110 2 11 1
k3 0 10 0 4 12 0 2 0
f1 0 3 0 0 11 0 1 0
f2 0 2 0 2 14 0 4 0
g 2 1 0 1 20 9 36 10
q 19 1 1 1 1 0 1 0
bc 0 45 0 0 19 3 1 2
su 2 0 0 5 5 0 0 0
dn 1 0 2 0 1 0 0 0
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6.2.3 Some Rules for Head Motion Generation

The analysis results in the present section showed that there is some relationship
between prosodic features and head motion, but among the information conveyed
by speech, dialogue act functions are closely related to head motions. On the other
hand, dialogue act functions can be predicted from linguistic and prosodic features.
Based on the analysis results, some rules for generating head motions from speech
can be summarized as follows.

• backchannels (“un,” “hai,” …) + {falling or mid-height tones}: high per-
centage of nods occurring.

• strong phrase boundaries + {low pitch, falling tones, creaky, whisper}: high
percentage of nods occurring.

• weak phrase boundaries + falling tone: lower percentage of nods occurring.
• denial/rejection words (“uun” + fall-rise tone, “iie,” …): high percentage of

shakes occurring.
• questions (usually accompanied by a rising tone): select nods or face-up

motions.
• fillers and disfluencies: high percentage of tilts occurring.

6.3 Analysis of Head Motion and Speech: Intra-Speaker
Variability and Inter-Speaker Variability

The analysis for a single speaker in the previous section showed that head motion is
closely related to the dialogue acts expressed by speech. In the present section,
intra-speaker variability and inter-speaker variability are analyzed for multiple
speakers.

6.3.1 Data Collection and Annotation Procedure

6.3.1.1 Data

Data for seven speakers (four males and three females) were used for analysis.
Table 6.4 lists the speakers, their respective interlocutors, and the relationships
between them. The relationship between the dialogue partners will be useful for
interpreting the intra-speaker variability.

Several sessions of 10–15 min of free dialogue conversation between dialogue
partners were recorded. A total of 19 sessions were recorded (FMH–FKH (two
sessions), FKN–FKH (two), FMH–MHI (one), FKN–MHI (one), FMH–MSN
(one), FKN–MSN (one), FMH–MIT (three), FKN–MIT (three), FMH–MSR (five)).
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The speakers were instructed to talk freely about any topics. The resulting
dialogues were mostly everyday conversations on topics such as past events, future
plans for trips, self-introductions, topics about a common known person, topics
regarding family and work and past experiences.

Simultaneous recordings of audio, video and motion data were conducted for
both dialogue partners. The distance between the subjects was set as large as
possible while allowing the motion of both subjects to be captured, resulting in
about 1 m of separation. Directional microphones (Sanken CS-1) were positioned
pointing toward each subject.

The Hawk motion capture system from Motion Analysis was used. Ten infrared
cameras were arranged in a rectangle around a room to capture the motions of both
speakers. Seven hemispherical passive reflective markers were applied to the
speaker’s head, nose, and chin, as shown in Fig. 6.2. The number of markers was
reduced in comparison to the analysis in the previous section, to reduce the efforts
for post-process capture errors. The markers on the head and nose provided a static
reference frame for the (rigid) head, with the marker on the chin (relative to the nose
marker) was used to align the motion data with the speech audio data, as systematic
errors sometimes occurred in the synchronization process.

Table 6.4 List of speakers, interlocutors, and their relationships

Speaker
(age)

Interlocutor (relationship with speaker)

FMH (30) FKH (mother), MHI (boss of the boss), MSN (colleague of the boss), MSR
(boyfriend)

FKN (30) FKH (mother of the colleague), MHI (boss of the boss), MSN (colleague of the
boss)

FKH (50 s) FMH (daughter), FKN (daughter’s friend)
MHI (40 s) FMH (subordinate of subordinate), FKN (subordinate of subordinate)
MSN (38) FMH (subordinate of colleague), FKN (subordinate of colleague)
MIT (30) FMH (friend of friend), FKN (friend)
MSR (29) FMH (girlfriend)

Z

X

Y

Shake Nod

Tilt 

Z

X

Y

Fig. 6.2 Markers and angles
used to describe head motions
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Note that although the situation with motion capture markers is unnatural, all
speakers agreed that the feeling of unnaturalness only occurred at the beginning of
the first session. After a while (1–2 min), they simply forgot about the markers and
could talk naturally.

The speech utterances were manually segmented in phrase units and transcribed
by a native Japanese speaker. The segmentation resulted in a total of 16920 phrases.
Head rotation angles were computed based on the same approach described in
Sect. 6.2.1.1.

6.3.1.2 Head Motion Tags

The head motion tags, defined in Sect. 6.2.1.2, were used to annotate head motion
in the present section. Head motion tags were annotated by one subject based on the
three measured angles and the video information, and then checked/corrected by a
second subject (both research assistants). The second subject modified 5.3% of the
labels.

Table 6.5 presents the distribution of the annotations for each head motion tag.
Note that nods (nd plus mnd) are the head motions that occur most frequently. The
column “others” includes phrases where subjects were unsure about choosing a
specific head motion tag.

6.3.1.3 Dialogue Act Tags

Dialogue act tags were annotated using the tag list described in Sect. 6.2.1.4. For
each phrase, dialogue act tags were annotated by one subject and then checked/
corrected by a second subject (same subjects as for head motion tag annotation in
the previous subsection). The second subject modified 5.9% of the labels.

Table 6.6 shows the distribution of annotations for each dialogue act tag. The
column “others” includes phrases where subjects were unsure about choosing a
specific dialogue act tag, as well as sub-categories of g (give the turn) such as
greetings and interjections other than bc (simple backchannels) and su (surprise,
admiration). A detailed analysis of these sub-categories is left for future work.

Table 6.5 Distribution of the annotations for each head motion tag. The second line shows the
number of phrases, and the third line shows the percentage

no nd mnd fd ud fu ti sh Others

5198 2843 1401 556 644 1364 1553 146 3215
30.7 16.8 8.3 3.3 3.8 8.1 9.2 0.9 19.0
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6.3.2 Relation Between Head Motion and Speech

6.3.2.1 Head Motion and Dialogue Acts

The panels in Fig. 6.3 show the distribution of head motions for each dialogue act
function, arranged for each speaker and interlocutor group (indicated in the x-axis
of the bottom panel). The y-axis represents the percentage of occurrence for each
head motion tag.

The general trends of head motion for each dialogue act are first analyzed by
observing the overall distribution of each graph in Fig. 6.3, disregarding the
intra-speaker variability and inter-speaker variability.

It can be noted that nods (nd) and multiple nods (mnd) occur with high fre-
quency during backchannels (bc). Nods were also frequently observed at strong
phrase boundaries (k, g, q). Even in questions (q), where the end of the phrase is
usually accompanied by a rising intonation, nods were more frequent than up-down
or face-up motions. This is one factor that contributes to the reduced correlation
between pitch (F0 contours) and head motions.

Nods occur with less frequency at weak phrase boundaries in the middle of an
utterance (k2) and at phrase boundaries where the speaker is thinking or indicating
that he/she has not completed the utterance (k3, f, f2). In these dialogue act cate-
gories, the predominance of no head motions (no) can be observed.

A more detailed analysis on the sequence of multiple nods (mnd) indicates that
they tend to occur during the whole utterance when the speaker is expressing strong
agreement, deep understanding, or interest in the interlocutor.

Phrases expressing surprise/admiration/unexpectedness (su) occurred with less
frequency in the database. No head motion (no), face-up motions (fu), and tilt
motions (ti) were predominant.

These results are all in agreement with the results for one female speaker pre-
sented in the previous section.

6.3.2.2 Intra-Speaker Variability and Inter-Speaker Variability

The analysis results for inter-speaker variability indicate that the frequency of head
motions varies according to the speaker.

For example, two of the four male speakers (MSN and MHI) exhibited much
less head motion than the others. One hypothesis for this fact is that their social

Table 6.6 Distribution of the annotations for each dialogue act tag. The second line shows the
number of phrases, and the third line shows the percentage

g q bc k k2 k3 f f2 dn su Others
2589 969 2425 1607 2435 344 253 1944 54 226 4074
15.3 5.7 14.3 9.5 14.4 2.0 1.5 11.5 0.3 1.3 24.1
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Fig. 6.3 Distribution of head motions for each dialogue act, arranged by the relationship between
speakers and interlocutors
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status is higher than that of their dialogue partners (research assistants). Another
hypothesis concerns the difference in age between the speakers and the interlocu-
tors. Further analysis is necessary to verify these hypotheses.

The analysis of intra-speaker variability indicates that the frequency of head
motion differs depending on the inter-personal relationship with the interlocutor. In
Fig. 6.3, the relationship between speakers and interlocutors is arranged according
to three levels: “Close” relationship (family members, boyfriend), “Distant” rela-
tionship (different generations and different social status), and “Intermediate”
relationship (friend, friend of friend, relatives of friend). To distinguish between
“distant” and “intermediate,” besides the difference in status, we took into account
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Fig. 6.3 (continued)
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the actual inter-personal relationship, so that an additional factor was whether or not
the subjects were meeting for the first time.

It was observed that head motion had significantly lower frequency when the
speaker had a close relationship with the interlocutor. For example, in speaker
FMH, it can be noted that no head motion (no) occurs with higher frequency and
nods (nd, mnd) occur with lower frequency in g, q, bc and k when FMH talks with
her mother or with her boyfriend (FMH—Close). Additionally, most head motions
in backchannels (bc) are single nods (nd) in FMH—Close, whereas the frequency
of multiple nods (mnd) increases when FMH is talking with dialogue partners
whom she is meeting for the first time (FMH—Distant). One explanation for this is
that head motions (or, more specifically, nods) are used to express attitudes such as
showing interest in the interlocutor’s dialogue. For family members, careless
behavior tends to occur, so that the head motions become less frequent. Regarding
the turn-keeping utterances (k), nods are frequent in FMH—Inter, but less frequent
in FMH—Distant. An explanation for this is that FMH did not assert herself when
talking with MSN and MHI (“Distant” dialogue partners), whereas she spoke more
confidently (making strong assertions) when talking with MIT (“Intermediate”
dialogue partner), who is a friend of a friend and is close in age to FMH.

Regarding FKN, it can be observed in bc that multiple nods (mnd) occurred
more frequently than single nods (nd) when talking with FKH, MHI and MSN, who
are older than her and whom she is meeting for the first time, whereas single nods
are predominant when talking to her friend MIT. In k and g, it is observed that no
head motion is predominant when talking with FKH, MHI, and MSN. The
explanation for this is the same as for FMH; i.e., FKN did not assert herself when
talking with older people she is meeting for the first time (FKH, MHI, and MSN),
whereas she spoke more confidently with MHI.

For speaker FKH, the frequency of no head motion (no) is relatively higher
when talking with her daughter (FMH) than when talking with the daughter’s friend
(FKN). It can also be noted that multiple nods (mnd) occur more frequently when
talking with FKN.

6.3.3 Summary of the Analysis Results

Firstly, the overall distributions of head motions for different dialogue act categories
by multiple speakers confirmed the trends presented in the analysis results in
Sect. 6.2 for a single speaker.

Inter-speaker variability analysis indicated that the frequency of head motion
may vary according to the speaker’s age or status, whereas intra-speaker variability
indicated that the frequency of head motion may differ depending on the
inter-personal relationship with the interlocutor. The following factors were found
to increase the frequency of nods during dialogue speech.
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• the speaker is talking with confidence;
• the speaker is expressing interest in the interlocutor’s speech;
• the speaker is talking cheerfully or with enthusiasm. Such attitudes mainly

appeared when there is a difference in the social status of the dialogue partners.

More details on the analysis between headmotions and speech can be found in [19].

6.4 Mapping Head Motions to an Android

In the present section, we evaluate a method for mapping the head motions from a
human to an android, which is a minimum requirement (from a hardware view-
point) for guaranteeing that natural head motions can be realized in the android.

6.4.1 Android Head Actuators

We use an android called Repliee Q2 [20], which was cast from a Japanese woman,
as a test bed for evaluating the head motion control system. The android has three
actuators for controlling its head motions, as shown in Fig. 6.4. Actuators 14 and 15
move the head diagonally from lower-left to upper-right and from lower-right to
upper-left, respectively. Up to down (vertical) motions can be realized by changing
both actuators 14 and 15 simultaneously with the same command value. Actuator
16 moves the head in a shaking pathway from left to right.

The actuation values range from 0 to 255 for actuators 14 and 15, and from 50 to
205 for actuator 16. All three actuators have 127 as their central (neutral) position.

The head motions of the android are, unfortunately, limited when compared with
the human head-movement range. Table 6.7 compares the range of head rotation
angles measured in a human subject and in Repliee Q2, relative to the respective
neutral positions. Angle_X, _Y, and _Z represent the rotation angles around the X,
Y, and Z axes (coordinates shown in Fig. 6.2).

Fig. 6.4 Android actuators
(14, 15, 16 are head actuators)
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Although humans have a large maximum range of head rotation angles, as
shown in Table 6.7, during natural dialog, the head motions are limited to a smaller
range. Figure 6.5 presents histograms of the head rotation angles measured in the
subject during natural dialogue conversation over a period of 4 min.

The histograms in Fig. 6.5 show that the rotation angles range from −12° to 12°,
which indicates that the actuation range of the android is sufficient to realize the
human head motions during face-to-face dialogue interactions.

6.4.2 Mapping Rotation Angles to Android Actuator
Commands

For the angle computation, we required hand-selected human head positions in
addition to the neutral positions. We took the position of the head in the neutral
position as a reference for calculating the angle for every frame during the speech.

The actuation values for each actuator are given by:

act½14�= act neutral+ Angle X ̸MaxAngle X*127ð Þ
+ Angle Y ̸MaxAngle Y*127ð Þ, ð6:6Þ

Table 6.7 Range of the head rotation angles (in degrees) measured in the human subject and in
the android relative to the neutral positions

Human Android

Minimum Angle_X (downward direction) −50 −12
Maximum Angle_X (upward direction) 30 12
Minimum Angle_Y (slantwise left direction) −30 −12
Maximum Angle_Y (slantwise right direction) 30 12
Minimum Angle_Z (left direction) −50 −20
Maximum Angle_Z (right direction) 40 20
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Fig. 6.5 Histogram of the measured head rotation angles for the subject during natural
conversation
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act½15�= act neutral+ Angle X ̸MaxAngle X*127ð Þ
− Angle Y ̸MaxAngle Y*127ð Þ, ð6:7Þ

act½16�= act neutral+ Angle Z ̸MaxAngle Z*78ð Þ, ð6:8Þ

where act_neutral is the activation value for the neutral position (127 for all
actuators), Angle_X, _Y, _Z are the target rotation angles, and maxAngle_X, _Y, _Z
are the maximum angles measured in the android.

The actuation values obtained above are clipped to the limit ranges for each
actuator.

To evaluate the proposed method, we mapped the human motions to the android
motions. The motion-captured data for the human head motions were used as input,
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Fig. 6.6 Head rotation angles measured in the subject (human) during natural conversation and in
the android after mapping from the subject motions
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with the head rotation angles estimated by the procedure described in Sect. 6.2.1.1.
The android head actuation values were estimated by Eqs. (6.6)–(6.8). Figure 6.6
illustrates the correspondence between the head rotation angles measured in the
subject (human) during natural conversation and those in the android after mapping
from the subject motions. The target angles could not be achieved in some intervals
of Angle_X and Angle_Y, probably because of the angle limitations resulting from
their codependence on actuators 14 and 15. Correlation coefficients of 0.74, 0.94,
and 0.91 were achieved for rotation angles Angle_X, _Y, and _Z, respectively.

A preliminary subjective evaluation also indicated a high degree of naturalness
and good visual correspondence between the human and android motions.

6.5 Conclusion

With the aim of generating head motions from speech signal, analyses were con-
ducted to verify the relations between head motions and dialogue acts, prosodic
features and linguistic information. Among the several head motions, nods were the
most frequent, appearing not only when expressing dialogue acts such as agreement
or affirmation, but also to indicate syntactic or semantic units when appearing at the
last syllable of the phrases in strong phrase boundaries. Tilts were found to occur
most often in utterances where the speaker is thinking or is not confident and were
frequently observed alongside fillers or disfluencies. They may possibly be
accompanied by a lax or breathy voice quality. Shakes are used to express negation/
denial and are more dependent on the content of the speech utterance.

Inter-speaker variability analysis indicated that the frequency of head motion
may vary according to the speaker’s age or status, whereas intra-speaker variability
indicated that the frequency of head motion may differ depending on the
inter-personal relationship with the interlocutor. The frequency of nods during
dialogue speech was found to increase when the speaker is talking with confidence,
expressing interest in the interlocutor’s speech, or is talking cheerfully or with
enthusiasm. Such attitudes mainly appeared when there is a difference in the social
status of the dialogue partners.

We also presented a method for controlling the head actuators of an android
based on the three head rotation angles and verified the naturalness and good
correspondence of the mapping between the human and android head motions. To
achieve a complete system of head motion generation from speech in a
tele-operated android system, the automatic extraction of both linguistic and par-
alinguistic information (such as phrase boundaries and disfluencies) would be
necessary to apply the results of the present analysis.
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Chapter 7
Generation of Head Motion During
Dialogue Speech, and Evaluation
in Humanoid Robots

Carlos T. Ishi, Chaoran Liu and Hiroshi Ishiguro

Abstract Head motion occurs naturally and in synchrony with speech during
human dialogue communication and may carry paralinguistic information such as
intentions, attitudes, and emotions. Therefore, natural-looking head motion by a
robot is important for smooth human–robot interaction. Based on rules inferred
from analyses of the relationship between head motion and dialogue acts, we
proposed a model for generating nodding and head tilting and evaluated for dif-
ferent types of humanoid robot. Analysis of subjective scores showed that the
proposed model including head tilting and nodding can generate head motion with
increased naturalness compared to nodding only or directly mapping people’s
original motions without gaze information. We also found that an upward motion of
the face can be used by robots that do not have a mouth in order to provide the
appearance that an utterance is taking place. Finally, we conducted an experiment in
which participants act as visitors to an information desk attended by robots.
Evaluation results indicated that our model is equally effective as directly mapping
people’s original motions with gaze information in terms of perceived naturalness.

Keywords Head motion ⋅ Dialogue acts ⋅ Eye gazing ⋅ Motion generation

7.1 Introduction

To allow smooth dialogue communication between humans and robots, both verbal
(linguistic) information and nonverbal information are important. Nonverbal
information includes head motions that express paralinguistic information such as
intentions, attitudes, and emotions and increase the robot’s perceived lifelikeness.

This chapter is a modified version of previously published papers, [1, 2] edited to be
comprehensive and fit with the context of this book.
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Head motion naturally occurs during speech utterances and can be either
intentional or unconscious. In the former case, the motion may carry clear meanings
in communication. For example, nods are frequently used to express agreement,
whereas headshakes are used to express disagreement. Most of the time, however,
head motion is produced unconsciously. Regardless of this difference, both types of
motions are somehow synchronized with the speech utterances and transmit non-
verbal information.

One of our motivations for the present work is to obtain a method for generating
head motion from speech signals in order to automatically control the head motion
of a teleoperated humanoid robot (such as an android). In this way, the lifelikeness
of a robot can be enhanced by imitating a human’s natural head motion, and smooth
human–robot communication can be expected.

In our previous work [3, 4], we analyzed several free dialogue conversations
between Japanese speakers and found a strong relationship between head motion
and dialogue acts (including turn-taking functions). Nods occurred frequently
during dialogue speech, not only to express dialogue acts such as agreement and
affirmation, but also to indicate syntactic or semantic units, appearing at the last
syllable of phrases with strong phrase boundaries. At weak phrase boundaries
where the speaker is thinking or indicates that he/she has not finished his/her
speech, head tilts were frequently observed.

In the present work, we propose head motion generation models based on rules
inferred from human head motion analysis results. We then evaluate the proposed
models in different types of humanoid robots: a typical humanoid robot with fewer
degrees of freedom (“Robovie” and “Telenoid”) and female android robots
(“Repliee Q2” and “Geminoid F”) [4, 5]. We start evaluation from nod motion
generation, then extend to head tilt generation, and finally introduce eye gaze
control. The effects of an additional “face-up” motion during utterances are also
evaluated, with the goal of reducing perceived unnaturalness in robots that do not
have a mouth (i.e., movable lips).

The remainder of this chapter is organized as follows. Section 7.2 describes the
previous related work. In Sects. 7.3 and 7.4, rule-based nodding and head tilting
generation models are described and evaluated in two types of humanoid robots. In
Sect. 7.5, a motion that suggests speech in robots that do not have movable lips is
described and evaluated using a humanoid robot. Section 7.6 investigates the
effects of gaze in our model and evaluates human–robot face-to-face interactions.
Section 7.7 concludes the chapter.

7.2 Related Work

Head motion analyses can focus on either of two problems: how to recognize a
user’s head motion and interpret its role in communication (e.g., [6, 7]), or how to
generate a robot’s head motions in synchrony with the robot’s speech. The present
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work focuses on the latter problem of generating natural head motion while the
robot is speaking.

Many studies have attempted to find a correspondence between head motions
and prosodic features such as the fundamental frequency (F0) contours (which
represent pitch movements) and energy contours in several languages [8–13]. For
example, emphasis of a word is often accompanied with head nodding, and a rise of
the head can correspond with a rise in voice in English [11]. In Swedish, words with
a focal accent are accompanied by a greater variation of the facial parameters
(including head motions) than words in non-focal positions in all expressive modes
[12]. However, it has been reported that the correlation among F0 and the six
degrees of freedom (rotation and translation) of the head motions ranged from 0.39–
0.52 for English speakers and 0.22–0.30 for Japanese speakers [8]. This shows that
the use of F0 alone is not sufficient to generate head motions and that the corre-
spondence between F0 and head motions is language-dependent. In addition, most
of these studies analyzed read speech or acted emotional speech data. In [14], the
relations between head movements and the semantics of utterances are analyzed in
Japanese speech by considering speaking turn and speech functions. Regarding
head motion generation, a system that uses corpus-based selection strategies to
specify the head and eyebrow motion of an animated talking head is described in
[15]. The system considers syntactic, prosodic, and pragmatic context for gener-
ating the motions. However, this study only analyzed data from one speaker.

In [16], strong relationships between head motion and dialogue acts (including
turn-taking functions) and between dialogue acts and prosodic features were
reported. In the present work, we focus on the relationship between dialogue acts
and head motion.

Dialogue act tags have been annotated for each phrase in a database of dialogue
between several pairs of speakers. The annotation used the following tag set, which
is based on the tags proposed in [17], and took into account dialogue acts such as
affirmative or negative reaction, the expression of emotions such as surprise, and
turn-taking functions.

• k (keep): The speaker is keeping the turn; a short pause or a clear pitch reset is
accompanied at strong phrase boundaries.

• k2 (keep): Weak phrase boundaries in the middle of an utterance (when no
pause exists between phrases).

• k3 (keep): The speaker lengthens the end of the phrase, usually when thinking,
but keeps the turn (may or may not be followed by a pause).

• f (filler): The speaker is thinking or preparing the next utterance, e.g., “uuun,”
“eeee,” “eettoo,” “anoo” (“uhmmm”).

• f2 (conjunctions): It can be considered as non-lengthened fillers, e.g., “dakara,”
“jaa,” “dee” (“I mean,” “so”).

• g (give): The speaker has finished talking and is giving the turn to the
interlocutor.

• q (question): The speaker is asking a question or seeking confirmation from the
interlocutor.
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• bc (backchannels): The speaker is producing backchannels (agreeable respon-
ses) to the interlocutor, e.g., “un,” “hai” (“uh-huh,” “yes”).

• su (admiration/surprise/unexpectedness): The speaker is producing an expres-
sive reaction (admiration, surprise) to the interlocutor’s utterances, e.g., “heee,”
“uso!,” “ah!” (“wow,” “really?”).

• dn (denial, negation): For example, “iie” and “uun” accompanied by a fall–rise
pitch movement (“no,” “uh-uh”).

Among the analysis results in [3] for the relationship between head motion and
dialogue acts based on dialogue between several pairs of speakers, it was shown
that nodding occurs most frequently during dialogue speech and that this motion
appears most often in backchannels (bc) and at the last syllable of strong phrase
boundaries (k, g, q). At the weak phrase boundaries where the speaker is thinking,
embarrassed, or indicates his/her speech utterance has not been concluded (f, k3),
head tilting was frequently observed.

In the present work, we exploit these analysis results to create a rule-based head
motion generation model.

7.3 Evaluation of Head Nodding Generation

From the analysis results in [3], it was shown that the nodding head motion occurs
most frequently during dialogue. In this section, we propose a rule-based nodding
generation model and evaluate the effects of nodding control in two types of
humanoid robot.

7.3.1 Rule-Based Nodding Generation

We first propose a very simple model “NOD” that controls only the timing of
the nods. In this model, nods are generated in the center of the last syllable of
utterances with strong phrase boundaries (k, g, q) and backchannels (bc). The
utterance segmentation and the respective dialogue act tags provide the timing of
the nods.

Figure 7.1 shows examples of nod shapes extracted from human–human dia-
logue database and an average nod shape used for nodding generation. Note the
presence of a slight upward motion, which often occurs before the characteristic
down-up motion of nods. In this experiment, single nods with similar shapes were
used (i.e., the intensity or the duration of the nods remained the same), so that the
specific effects of timing could be evaluated.

In the second model “NOD+”, the nod timing generation of “NOD” was
superimposed onto a slight face-up motion (3 degrees) during the speech utterance
intervals. This upward motion during speech is often observed in natural speech and
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is expected to improve the naturalness of motion with regard to using only single
nods, as in “NOD”.

7.3.2 Experimental Setup

Six conversation passages including relatively frequent nods were randomly
selected from our database, and the rotation angles (nod, shake, and tilt angles) were
extracted for each utterance. The duration of the conversation passages was limited
to 10–20 s, because the subjects have to compare a pair of motions for the same
speech utterances, and this becomes difficult if each video is too long. In addition,
as a dialogue act is attributed for each phrase unit, utterances of 10–20 s usually
contain more than 10 phrases, i.e., some context information is still present in the
dialogue passage.

For each conversation passage, two types of motion were generated, one for each
of the nodding generation models described in the previous subsection “NOD”,
“NOD+”.

For comparison, we prepared two more motion types. One is a reproduction of
the head rotations extracted from the original motion capture data “ORIGINAL”.
The second is the original head motions shifted backward by 1 s “SHIFTED”. This
shifted type was evaluated to confirm that appropriate timing control of head
motions is important. Preliminary experiments were conducted for the original head
motions shifted forward by 1 s, and similar effects were found in comparison with
shifting backward. Thus, in the present paper, the results for shifting backward are
presented.

The motions were generated in a small-sized humanoid robot (Robovie
Mini-R2) and a female android (Repliee Q2 [18]), as shown in Fig. 7.2.
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Fig. 7.1 Examples of observed nod shapes extracted from the database (left) and the nod shape
used in the nodding generation model
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Robovie Mini-R2 has three degrees of freedom for its head, so the rotation
angles were directly mapped to the actuator commands by a linear mapping.
Repliee Q2 also has three actuators in its head (as shown in Fig. 7.2), but their
correspondence to the three rotation angles is not direct. Thus, the mapping function
between the rotation angles and the android actuator commands proposed in our
previous work was applied [16]. The commands were sent every 20 ms for Repliee
Q2 and every 100 ms for Robovie Mini-R2 according to constraints in each robot’s
hardware, but these rates are thought to be sufficient for head motion control
purposes. Further, for the android, the lip motions (jaw lowering motions) were
reproduced from the distances between the nose and chin markers in the original
motions.

Fig. 7.2 Robovie Mini-R2, the android Repliee Q2, and their respective actuators
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Video clips were recorded for each motion type, resulting in 24 videos (six
conversation passages and four motion types) for each robot type. For each trial,
subjects watched a sequence of two videos with different head motion control types
and the same conversation passage, enabling us to compare the effect of changing
the head motion control.

Pairs of video were presented to subjects in the following order:

• NOD versus NOD+
• SHIFTED versus NOD+
• ORIGINAL versus NOD+

Subjects were asked to rate the naturalness of the motion for each video and
assign preference scores for each pair of video according to the following ques-
tionnaire. (Only one item could be chosen for each question.)

• Comparing the two videos, which one is more natural?

The first is clearly more natural (−2) | the first is slightly more natural (−1) |
difficult to decide (0) | the second is slightly more natural (1) | the second is clearly
more natural (2)

• Is the motion of the robot natural?

Unnatural (−2) | slightly unnatural (−1) | difficult to decide (0) | slightly natural
(1) | natural (2)

Ten subjects (aged in their 20 and 30 s) participated in the experiment. None of
the subjects are involved in robotics research.

7.3.3 Experimental Results

Figure 7.3 shows the subjective preference scores between pairs of motion types for
each robot. Subjective scores are quantified using a scale from −2 to 2. The y-axis
represents the preference scores between pairs of motion. Positive scores indicate
that “NOD+” is preferred compared to other motion types.

First, “NOD+” (single nods with appropriate timing plus face-up during utter-
ances) was judged to be slightly more natural than “NOD” (only single nods with
appropriate timings), showing the effectiveness of the face-up motions in addition to
the single nods. Next, “NOD+” was judged to be clearly more natural than
“SHIFTED” (the original shifted by 1 s), showing the importance of an appropriate
timing control. Finally, surprisingly, there was confusion between “NOD+” and
“ORIGINAL”; some of the preference scores indicated that “ORIGINAL” was
(slightly) more natural, whereas most of the preference scores indicated that “NOD+”
was (slightly) more natural. Possible reasons for this result are discussed in the next
section.
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Figure 7.4 shows the subjective naturalness for individual motion types for each
robot.

Regarding the naturalness of individual motions, “NOD+” was judged to be
“slightly natural” in both robot types. A clear difference between the robot types
was found in the “SHIFTED” motion type, which was judged unnatural in Robovie
Mini-R2, but slightly unnatural to slightly natural for Repliee Q2. One reason could
be that the android also moves its lips, whereas Robovie only moves its head, so
that the unsynchronized head motion is more apparent in Robovie. This would
indicate that head motion control is more important in robots whose lips do not
move.

Finally, better control of the other rotation angles and the intensity of the nod
may improve naturalness. However, the present results show that “slightly natural”
motion can be achieved using a very simple nodding model.

7.3.4 Discussions

The subjective preference results in the present section showed that some subjects
consider the proposed single-nod motion types (slightly) more natural than the
original head motions. One possible reason could be that the axis for the tilt
rotations is in an upper position, in the case of Robovie Mini-R2 (see head actuators
in Fig. 7.2). Thus, the measured (original) head motion cannot be perfectly
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reproduced, so that controlling only nod angles looks more natural. However,
similar results were also obtained for the android Repliee Q2, which can better
reproduce the original head motion. A careful observation of the videos leads us to
think that this is because of the lack of any control over eye gaze—the unchanged
gaze during head motion in the shake axis leads to a very unnatural impression. As
the proposed model only generates movements around the nod axis, the negative
effects of unchanged gaze would be less apparent compared to the original motion,
where the head moves around all rotation angles. The same explanation could be
given for Robovie Mini-R2. In Sect. 7.6, we investigate the effects of gaze control
along with head motion control.

7.4 Evaluation of Head Tilt Generation

In the previous section, nod generation was evaluated for utterances without
thinking behaviors. In this section, our head motion generation model for nodding
is extended to include head tilting for improving naturalness of utterances
expressing thinking behaviors. The effects of head tilting control are evaluated in
two types of humanoid robot.
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7.4.1 Proposed Method for Head Motion Generation

In this proposed model, nods are generated in the center of the last syllable of
utterances with strong phrase boundaries (k, g, q) and backchannels (bc), as in our
previously proposed nod generation model [3], whereas head tilts are generated in
the weak phrase boundaries where the speaker lengthens the end of the phrase or
pauses in the middle of a sentence because of disfluencies (f, k3). The utterance
segmentation and respective dialogue act tags were used to determine the timing of
the nods.

The left panel of Fig. 7.5 shows examples of head tilt shapes found in the
database. The duration of the nods varied from 0.4 to 0.7 s. Note the presence of a
slight upward motion, which often occurs before the characteristic down-up motion
of nods. The duration of the head tilt samples varied in length from 0.8–1.5 s and
was more dependent on the phrase length. The head tilt shape used in the motion
generation model is shown in the right panel of Fig. 7.5. The nodding generation
model is the same as that used in our previous work [4], which is described in the
previous section.

Fixed shapes for single nods and head tilts were used (i.e., the intensity and the
duration of the nods and the intensity of head tilts were kept the same), allowing the
effects of timing to be evaluated. Regarding head tilt, the tilt angle (15 degrees) was
maintained until the phrase had finished, so that the length of the motion was
determined according to the inter-phrase interval lengths.

7.4.2 Experimental Setup

Eleven conversation passages with durations of 10–20 s, including fillers and
turn-keeping functions (f and k3), were randomly selected from our database, and
the rotation angles (nod, shake, and tilt) were extracted for each utterance. The
duration of the conversation passages was limited to 10–20 s because subjects have
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Fig. 7.5 Examples of observed head tilt shapes extracted from the database (left) and the head tilt
shape used in the head motion generation model

120 C. T. Ishi et al.



to compare a pair of motions for the same speech utterances, and this would be
difficult if each video is too long. Additionally, as a dialogue act is attributed for
each phrase unit, utterances of 10–20 s usually contain more than 10 phrases; i.e.,
some context information is still present in the dialogue passage.

For each conversation passage, head rotation angles were computed by the head
motion generation model described in the previous subsection “NOD&TILT”.

For comparison, we prepared two types of motion. One is a reproduction of the
head rotations extracted from the original motion capture data “ORIGINAL”, and
the other is the nod-only motion proposed in [4] “NOD ONLY”.

The motions were generated in two robots: One is a female android robot
(Geminoid F) and the other is a humanoid robot (Robovie R2), as shown in
Fig. 7.6.

Robovie R2 has three degrees of freedom for its head, enabling the rotation
angles to be directly mapped to the actuator commands by a linear mapping.
Geminoid F also has three actuators for the head (as shown in Fig. 7.6), but their
correspondence to the three rotation angles is not as straightforward as for Robovie

Fig. 7.6 External appearance
and actuators of Geminoid F
and Robovie R2
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R2. Therefore, the mapping function between the rotation angles and android
actuator commands proposed in our previous work was applied [16].

Commands were sent every 20 ms for Geminoid F and every 100 ms for
Robovie R2 according to the constraints in each robot’s hardware, but these rates
are thought to be sufficient for head motion control purposes. Furthermore, for the
android, the lip motion (jaw lowering motion) was reproduced from the distances
between the nose and chin markers in the original motions.

Video clips were recorded for each motion type, resulting in 33 videos (11
conversation passages and three motion types) for each robot type. In each trial,
subjects were shown a sequence of two videos with different head motion control
types for the same conversation passage, allowing them to compare the effects of
changing the head motion control.

Pairs of videos were presented to subjects in the following order:

• NOD ONLY versus NOD&TILT
• NOD&TILT versus ORIGINAL
• NOD ONLY versus ORIGINAL

The video pairs were sorted in random order.
Subjects were asked to rate the naturalness of the motion for each video and

preference scores for each pair of video according to the following questionnaire.
Only one response could be selected for each question.

• Is the motion of the robot natural?

Clearly unnatural (1) | unnatural (2) | slightly unnatural (3) | difficult to decide
(4) | slightly natural (5) | natural (6) | clearly natural (7)

Thirty-eight paid subjects (18 male and 20 female, aged 18–60 with a mean of
34 and s.d. of 13) participated in the experiment. None of the subjects was involved
in robotics research.

7.4.3 Experimental Results

Figure 7.7 shows the average subjective naturalness scores for individual motion
types in each robot. Subjective naturalness was quantified using a scale of 1–7.

To understand the significance of these scores, a repeated measures analysis of
variance (ANOVA) was conducted. A significant main effect was found (F(2,
36) = 26.152, p < 0.0005 for Geminoid F and F(2, 23) = 19.109, p < 0.0005 for
Robovie R2).

Regarding the naturalness of individual motion, “NOD&TILT” was judged to be
the most natural, with “NOD ONLY” and “ORIGINAL” obtaining lower scores in
both robot types. Possible reasons for these results are discussed in Sect. 7.4.4.

Comparing the two graphs in Fig. 7.7, the scores for Geminoid F are higher than
those for Robovie R2 for all three motion types. As the motion reproduced in the
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two types of robots was quite similar, we believe this difference is caused by the
external appearance of the robots. This is discussed in more detail in Sect. 7.4.4.

For Geminoid F, a comparison between “NOD ONLY” and “NOD&TILT”
shows that “NOD&TILT” (single nods plus head tilts with adequate timing) is
significantly more natural than “NOD ONLY” (p < 0.0005), indicating the effec-
tiveness of the head tilt motion generated in the specific weak phrase boundaries.
A comparison between “NOD&TILT” and “ORIGINAL” shows that the
“NOD&TILT” model is more natural than “ORIGINAL” (p < 0.0005). It was
expected that “ORIGINAL” would have higher preference scores than “NOD
ONLY.” However, the results do not show a significant difference between these
two cases. This means that simply trying to reproduce the original motion does not
necessarily imply that natural motion will be generated.

For Robovie R2, we can observe similar overall tendencies as in the results for
Geminoid F. “NOD&TILT” scores significantly higher than “NOD ONLY” and
“ORIGINAL” (“NOD&TILT vs. “NOD ONLY”: p < 0.0005; vs. “ORIGINAL”:
p = 0.003).

We think that better control of the other rotation angles and the intensity of
nodding may improve naturalness. However, the present results show that a
“slightly natural” motion can be achieved using a very simple timing control model.

Fig. 7.7 Subjective
naturalness for each motion
type (standardized value) for
Geminoid F (top) and
Robovie R2 (bottom). Error
bars indicate standard
deviation
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7.4.4 Discussions

Regarding the differences in the subjective naturalness scores between the two robot
types, the results in Sect. 7.4.3 indicate that, for the same motion in both robots, the
Robovie R2 scores lower than Geminoid F. One possible reason is that Robovie R2
does not have movable lips. For the android, lip motion was reproduced from the
distances between the nose and chin markers, so that the subjects recognize the
intervals of the speech utterance through both visual information and auditory
information. However, for Robovie R2, as head motion is not strongly related to
phonetic features, it is difficult to believe that the speech is being uttered by the
robot from watching the robot’s head motion alone. We think that this lack of visual
information causes the lower subjective naturalness scores for Robovie R2, as it
does not have movable lips.

7.5 Evaluation of Face-up Motion for Utterance Signature

To address the problem discussed in Sect. 7.4.4 of increasing perceived naturalness
for robots without movable lips (such as Robovie R2), we evaluated the effects of
including a slight “face-up” motion (3 degrees) as an indication of utterance
intervals, similarly to the experiments in Sect. 7.3. This upward motion is often
observed in natural speech and should improve motion naturalness in a robot that
does not have movable lips, such as Robovie R2.

7.5.1 Experimental Setup

The “NOD ONLY” and “NOD&TILT” head motion generation models described in
Sect. 7.4.1 were combined with a face-up motion during speech utterance intervals.
We call these new-generation models “NOD ONLY+” and “NOD&TILT+”.

Eight conversation passages were randomly selected from the previous experi-
ment. For each conversation passage, six types of motion were generated: “NOD
ONLY+” and “NOD&TILT+” for Robovie R2, as well as “NOD ONLY” and
“NOD&TILT” for both Robovie R2 and Geminoid F (the latter were used as
baseline conditions for comparison).

Video clips were recorded for each speech segment accompanied by motion,
resulting in 48 videos for Robovie R2 and Geminoid F. As in the previous
experiment (Sect. 7.4), subjects were shown a sequence of two videos with different
head motion control types for the same conversation passage and were asked to rate
the naturalness of the motion for each segment.

Ten Japanese subjects (five male and five female) participated in the experiment.
All subjects were in their 20 s (college students) and were not involved with
robotics research.
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7.5.2 Experimental Results

Figure 7.8 shows the subjective naturalness scores for each motion type. As in the
previous experiment, subjective naturalness was quantified using a scale of 1–7,
where “1” denoted “clearly unnatural” and “7” denoted “completely natural.”

We compared the scores for motion types with upward motion (Robovie R2)
against those without upward motion in both robots (the two baseline conditions).
The middle bar in Fig. 7.8 shows the subjective naturalness scores for the proposed
“NOD&TILT+” model (with face-up motion) for Robovie R2, whereas the left and
right bars show the naturalness scores for “NOD&TILT” (without the face-up
motion) model for Robovie R2 and Geminoid F, respectively.

In place of lip movements synchronized to speech utterances, the face-up motion
during the speech is expected to have a similar effect.

Analysis reveals a significant difference between “NOD ONLY+” and “NOD
ONLY” for Robovie R2. However, no significant difference was found between
“NOD&TILT+” and “NOD&TILT” for the same robot. The reason for this is that
the head tilt during the speech utterance serves much the same purpose as the
face-up motion by attracting the listener’s attention before the final nod. In future, it
could be interesting to further clarify the cause of these results and investigate

Fig. 7.8 Subjective
naturalness for
“NOD&TILT+” compared
with “NOD ONLY” and
“NOD&TILT”. Error bars
indicate standard deviation
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whether there are other motions that can be used in this way to improve perceived
naturalness.

However, the face-up motion was still not sufficient to make the subjective
naturalness scores for Robovie R2 as high as those for Geminoid F. As Geminoid F
is a very humanlike anthropomorphic robot, which is at first glance indistin-
guishable from real humans, it may be the external appearance that enhances the
subjective naturalness. We plan to evaluate the effect of this face-up motion in other
types of robots in the future.

7.6 Evaluation of Head Motion and Eye Gazing During
Human–Robot Dialogue Interaction

The results from the experiment in the previous sections left some unanswered
questions. First, how do subjects evaluate the models when they are interacting with
a real robot and not merely watching video footage? Second, why was the “ORI-
GINAL” motion, which we thought would be perceived as the most natural, judged
to be as unnatural as the “NOD ONLY” model and less natural than the proposed
“NOD&TILT” model? For the latter question, the literature strongly points to the
importance of gaze movements for a wide variety of interaction schemes, both in
human science [19, 20] and in human–robot interaction [21, 22]. However, the
“ORIGINAL” motion only uses head movements, with no gaze movement
reproduced.

Therefore, we conducted an experiment with two purposes: to verify the effec-
tiveness of our models when actual robots are used and determine whether the
addition of gaze movements would give the expected results for the original
motion.

7.6.1 Analysis of Eye Gazing

We first analyzed eye gazing in human–human dialogue conversations. Thirteen
free conversations from our multimodal dialogue speech database were analyzed.
The following tag set was used to annotate eye gazing based on the displayed video
information from the speaker’s viewpoint.

• u: upwards gaze;
• d: downwards gaze;
• l: to the left (from speaker’s viewpoint);
• r: to the right;
• ul: up and to the left;
• ur: up and to the right;
• dl: down and to the left;

126 C. T. Ishi et al.



• dr: down and to the right;
• no: no gaze movement (looking at conversation partner).

Figure 7.9 shows the distribution of eye gaze tags for each dialogue act tag
(described in Sect. 7.2), i.e., where conversation partners looked during the dia-
logue when speaking. The intensity of each square indicates how often the speakers
looked in that direction. The darker the background of the square, the higher the
frequency of that eye gaze act.

In Fig. 7.9, it can be observed that the person speaking mostly looks directly
toward the listener (especially for “bc,” “g,” and “k”). However, the speaker looks
away in about 50% of the cases when lengthening their previous utterance and
thinking about what to say next (“f” and “k3”). In such cases, the speaker has a

Fig. 7.9 Distribution of eye gaze tags for different dialogue acts: Intensity for each square
indicates how often speakers looked in that direction
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tendency to look downward rather than upward when looking away. For “k3,” the
speakers also frequently look down and to the right (19% of the time).

The results in Fig. 7.9 indicate that eye gazing has similarities with head tilting.
In both cases, behavior reflects weak phrase boundaries when the speaker lengthens
the end of the phrase or pauses in the middle of a sentence because of disfluencies
(f, k3). Figure 7.10 shows the physical relationship (interdependency) between
head tilting and eye gazing.

During head tilting, the speaker most often looks directly at the listener (56%),
but also often looks in the opposite direction to that in which they tilt their head
(25%) (e.g., if the speaker tilts their head left, they often look to the right).
Sometimes, the speaker looks in the same direction as the head tilt (10%) or
downward (8%). The speaker rarely looks upward (1%).

The above results indicate that by altering its gaze direction during a head tilt by
looking in the opposite direction, a robot could be perceived as more natural. Based
on this, we evaluated the control of gaze in addition to the head motion in the
human–robot interaction experiment of the present section.

7.6.2 Experimental Setup

To allow for a comparison of different motion generation strategies in face-to-face
human–robot interaction, we created a scenario in which subjects act as visitors to
an information desk and robots play the role of receptionists. In this scenario, we
can ask subjects to pose the same questions to the robots, enabling the effects of
different motion generation strategies to be fairly compared using the same utter-
ances with the same lip motion and changing only the head motion and gazing
strategies.

Fig. 7.10 Gaze direction
during speaker head tilting:
“Same direction” (“opposite
direction”) means gaze
direction coincides (does not
coincide) with the direction of
the head tilt
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We first simulated a human–human interaction for this scenario and recorded
audio and motion capture data for a female speaker playing the role of the recep-
tionist (collaborator). During the interaction, another speaker playing the role of the
visitor asked several questions to induce the receptionist to naturally produce
thinking behavior. The following items appeared in the interaction:

1. directions to IRC lab;
2. what kind of research is done at IRC lab;
3. how many staff work at IRC lab;
4. directions to the bathroom;
5. places to eat;
6. Japanese restaurants;
7. timetable for the bus;
8. directions to Kobe;
9. sightseeing spots in the vicinity;

10. sightseeing spots in Nara.

Two robots were used for the experiment: the Geminoid F android and a
child-sized minimally designed robot Telenoid R2 (see Fig. 7.11). Like Robovie
R2, Telenoid R2 has a head that can rotate about three independent axes and is less
humanlike in appearance than Geminoid F, but it also has movable lips, which
allow for a clearer comparison of motion types.

At the start of the experiment, subjects were given instructions and told they
would be playing the role of a visitor to an information desk where the two robots
assumed the role of receptionists. The subjects then entered a room in which the
two robots were positioned around a desk, and met and conversed with each robot
one at a time. Specifically, the subjects asked each robot the questions in the above
list in a natural manner. After each question, the robot responded according to a
remote control by the experimenters. This procedure was repeated five times, once
for each motion type. After each session, subjects were asked to fill out a brief
questionnaire. The answers for all questions were prepared ahead of time by asking

Fig. 7.11 External
appearance of Telenoid R2
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a collaborator to act out the scenario; audio, video, and motion data of our col-
laborator were recorded and used as the original data to create the robot’s answers.

Five motion control types were reproduced on the two robots:

• NOD ONLY
• NOD&TILT
• NOD&TILT with GAZING
• ORIGINAL
• ORIGINAL with GAZING

The motion control types “NOD ONLY,” “NOD&TILT,” and “ORIGINAL” are
the same as described in Sect. 7.4 (the latter is generated by reproducing the
original motion recorded from the motion capture data).

During the analysis of eye gaze movements in Sect. 7.6.1, we found that when
people tilt their heads, they often turn their gaze in the opposite direction. We
applied this rule to generate eye gaze movements for the “NOD&TILT” model,
thereby creating a new condition, “NOD&TILT with GAZING.”

Eye gaze control for the “ORIGINAL with GAZING” model was based on
annotated eye gazing tags corresponding to each point in the dialogue.

For all five motion control types, lip motion was generated using the method
proposed in [23], which is based on a rotation of the vowel space given by the first
and second formants around the center vowel and a mapping to the degree of lip
opening.

Motion types were presented in a nearly random fashion, as we ensured that all
subjects compared the three types directly: “NOD&TILT,” “NOD&TILT with
GAZING,” and “ORIGINAL with GAZING.” Therefore, these three motion types
were always presented together as a group, either in this order or reversed. The
order of this group and the other two motion types was then determined randomly.

Subjects were asked to fill out a questionnaire for each motion control type to
evaluate the naturalness of the robot’s motion. The questionnaire had the following
items:

• Is the motion of the robot natural?
• Compared with the previous one, which motion is more natural?

The options for the answers to these questions were the same as those described
in Sect. 7.4.2.

A total of 22 paid Japanese speakers (11 male and 11 female, aged 18–50 with a
mean of 29 and s.d. of 11) participated in the experiment.

7.6.3 Experimental Results

Figure 7.12 shows the subjective naturalness scores for individual motion types in
each robot. These results were quantified on a 1–7 scale, where “1” denoted “clearly
unnatural” and “7” denoted “completely natural.”
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Comparing the performance of the motion control types using repeated measures
ANOVA gave F(4, 18) = 4.451, p < 0.011 for Geminoid F and F(4, 15) = 4.558,
p < 0.013 for Telenoid R2.

We can see that “NOD ONLY,” “NOD&TILT,” and “ORIGINAL” obtained
similar results as in the video-based evaluation in Sect. 7.4.

Both Geminoid F and Telenoid R2 achieved significantly higher subjective
scores for “NOD&TILT with GAZING” than for “NOD ONLY” and “ORIGINAL”
(“NOD&TILT with GAZING” vs. “NOD ONLY”: p = 0.001 for Geminoid F,
p = 0.001 for Telenoid R2; “NOD&TILT with GAZING” vs. “ORIGINAL”:
p = 0.007 for Geminoid F, p = 0.005 for Telenoid R2), but a comparison with
“NOD&TILT” only shows non-significant or almost-significant differences
(p = 0.085 for Geminoid F, p = 0.257 for Telenoid R2). This result is discussed in
the next section.

For the Telenoid, “ORIGINAL with GAZING” scored as highly as “NOD&-
TILT with GAZING” and significantly higher than “ORIGINAL” (p = 0.010), as
expected. However, for the android, this was not the case: “NOD&TILT with
GAZING” performed best. A comparison between “ORIGINAL with GAZING”
and “NOD&TILT with GAZING” shows a significant difference (p = 0.041). We
suspected that imperfect reproduction of the original motions was again the culprit.
Specifically, Geminoid F cannot tilt its head about the roll axis without also rotating
in the pitch axis because of the position of its head actuators (see Fig. 7.6), causing

Fig. 7.12 Subjective
naturalness for each motion
type and robot: Geminoid F
(top) and Telenoid R2
(bottom). Error bars indicate
standard deviation
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the chin to move forward. To confirm this, we recorded the robot’s reproduced
motion data using the motion capture system and compared it with the original
motion data captured from a human speaker. We found that pitch and yaw motions
were reproduced well, but that roll motions were not accurately reproduced, causing
a potential source for perceived unnaturalness (see Fig. 7.13).

Fig. 7.13 Motion data from human and Geminoid F
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7.6.4 Discussions

The effect of adding gaze control to the developed generation models was not as
great as we had anticipated. We believe there may be two causes for this. First,
people may communicate what they are thinking in different ways: by looking to
one side as if recalling something, tilting their head to one side, or both. We think
that doing both is not necessarily perceived as more natural, because it may convey
only the same information (i.e., the person is thinking). Additionally, robots tend to
be less complicated in terms of their communicative capabilities than people;
because of this perception, it may be acceptable for some information (such as eye
movements) that is normally present with humans to be abstracted or missing in
robots. This highlights another interesting possibility: By removing extraneous,
misleading, or undesired communicative cues that can be observed in humans (such
as involuntary twitching), robots could one day become capable of conveying
information more clearly than actual humans. Thereby, robots would be able to
contribute to service tasks in which such natural communication is an asset, e.g.,
teaching or theater performances.

This study has focused on exploring how generated nodding, head tilting, and
gazing may contribute to the perceived naturalness of a communicating robot.
Evaluations were performed both with video footage and face to face with three
different humanoid robots.

However, the generality of the current work is necessarily limited by the target
group, choice of robot, cues for generating head motions, and the investigated
motions. In this study, Japanese people of various ages evaluated our robots for
naturalness, but it remains to be shown whether the results will be exactly the same
in different countries or for different cultures. Likewise, it would be interesting to
investigate mechanisms for increasing the perception of naturalness in
non-humanoid communicative robots. Finally, we imagine that other motions
during conversation, such as posture shifts or hand movements, could also have an
interesting effect on naturalness.

7.7 Conclusions

A rule-based nodding and head tilting motion generation model was proposed
based on dialogue act function tags. Nodding generation was evaluated in two
humanoid robots for utterances with confident behaviors. Subjective evaluation
showed that the proposed model can generate head motion that appears more
natural than reproducing the original head motion.

The model including head tilting was then evaluated for utterances including
thinking behaviors. Subjective scores showed that the proposed model including
head tilting and nodding can generate head motion with increased naturalness
compared to nodding only or directly mapping people’s original motions.
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A “face-up” motion was proposed for robots without movable lips, as an
alternative to explicitly signal utterance motions. It was shown that the inclusion of
such a motion improves the perceived naturalness of robots that do not have a
mouth, such as the humanoid Robovie R2.

An experiment in which participants conversed with the robots face to face
confirmed the validity of the previous video-based evaluation. The inclusion of eye
gazing control was also shown to be effective for increasing naturalness when head
tilting motion is accompanied.

Remaining topics for future work include the development of methods for
extracting linguistic and paralinguistic information from speech (such as phrase
boundaries, disfluencies, and dialogue acts) in order to automate the generation of
head motion commands.
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Chapter 8
Uncanny Valley of Androids
and the Lateral Inhibition Hypothesis

Michihiro Shimada, Takashi Minato, Shoji Itakura and Hiroshi Ishiguro

Abstract From the viewpoint of designing a robot for communication, it is impor-

tant to avoid the ‘uncanny valley,’ although this is an essential phenomenon for

discovering the principles relevant to establishing and supporting social interac-

tion between humans and robots. Studying the uncanny valley allows us to explore

the boundary of humanlike-ness. We have empirically and experimentally obtained

evidence for the uncanny valley effect, which has thus far only been hypothesized

through the development of androids that closely resemble human beings. We have

also obtained experimental evidence to suggest that the uncanny valley varies owing

to the development of individuals. We refer to this variable uncanny valley as the

age-dependent uncanny valley. We assume that the uncanny valley is induced by a

lateral inhibition effect, which is the same mechanism observed in sensory cells, and

is referred to herein as the lateral inhibition hypothesis of the uncanny valley. The

present paper presents evidence concerning the uncanny valley and describes the

likelihood of the present hypothesis.

Keywords Uncanny valley ⋅ Lateral inhibition ⋅ Development on perception of

humanlike-ness
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8.1 Introduction

It is important to avoid the uncanny valley [2, 3] from the viewpoint of designing

a communication robot. However, the uncanny valley is an essential phenomenon

for discovering the principles relevant to establishing and supporting social interac-

tion between humans and robots. Examination of the uncanny valley offers a clue

for exploring the boundary of humanlike-ness and investigating human cognitive

activities in communication processes.

The uncanny valley was first described by Mori [2, 3], who discussed the relation-

ship between the similarity of a robot to a human and the perception of familiarity

of the subject. The familiarity of a robot increases with its similarity until a cer-

tain point, at which imperfections cause the robot to appear repulsive (Fig. 8.1). This

sudden drop in familiarity is referred to as the uncanny valley.

The original uncanny valley was based on Mori’s empirical intuition rather than

any experimental data. In recent years, a number of researchers have investigated

issues on natural human–robot communication through experiments in order to con-

firm the existence of the uncanny valley [4–7]. However, no very humanlike robots

have yet been developed. We have developed an android robot that closely resembles

a human being in order to clarify the principles relevant to establishing and main-

taining social interaction between humans and robots. This android enables us to

investigate the principle of the uncanny valley through psychological experiments.

Thus far, we have developed several androids and studied methods to over-

come the uncanny valley, implement natural movement in the android, and evalu-

ate human–android communication. Although the first androids were situated deep

within the uncanny valley, improved technology has allowed them to climb out.

Moreover, through psychological experiments, we revealed that the uncanny valley

varies with the development of the individual in early childhood.

We assume that this evidence is likely to be explained by the lateral inhibition

effect, which is the same mechanism observed in sensory cells. Lateral inhibition

Fig. 8.1 The uncanny

valley [2, 3]
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helps a sensory cell to make the origin of a stimulus more salient [8]. It is likely

that lateral inhibition occurs not only in sensory cells, but also at many levels of

recognition processes, such as face and body recognition. This appears to be neces-

sary for individuals to have a high sensitivity in recognizing human beings, which

is important for living in a human society. Based on the assumption that the pattern

recognition system of the human brain makes use of the lateral inhibition effect, a

discriminant circuit for humans is excessively inhibited when individuals see a robot

that is slightly different from a human being, and the robot is categorized as an object,

which is quite different from a human being. This phenomenon induces the uncanny

valley. The change in the uncanny valley described above can also be explained by

the formation process of the lateral inhibition effect. We call this assumption the

lateral inhibition hypothesis. Proposing a hypothesis on human brain information

processing and human cognitive activity from the viewpoint of robotics is a signifi-

cant step.

The present paper reports the impression (familiarity) of three developed androids

as well as techniques to improve their humanlike-ness. Psychological experiments

were conducted to evaluate the humanlike-ness of the androids. Furthermore, the

present paper describes experiments to clarify changes in the uncanny valley with

respect to infant development. Finally, the paper proposes a lateral inhibition hypoth-

esis that explains the uncanny valley and discusses a process that yields the

uncanniness.

8.2 Familiarity of the Developed Androids

The appearance of an android is of considerable importance. After making the

appearance of an android as humanlike as possible, it is necessary to implement

a motion mechanism to realize humanlike motion. Here, the material used to con-

struct the skin is important. It should be moldable enough to emulate the human

shape, sufficiently flexible to allow joint movement, and have a soft humanlike tex-

ture. Concerning the motion mechanism, the configuration of the degrees of freedom

(DoFs) is important. It is difficult to develop actuators and joints that can perfectly

replicate human muscles and joints. The development of a motion mechanism is

required to make the apparent motion of the android similar to that of humans.

We have developed three androids to investigate the humanlike-ness of their

appearance and their motion mechanisms. In this section, the development of the

androids and empirical evidence regarding their familiarity are described.

8.2.1 Repliee R1

To examine the humanlike-ness of the appearance, we developed the android Repliee
R1 shown in Fig. 8.2. Repliee R1 is based on an actual five-year-old girl. We used a
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Fig. 8.2 Repliee R1

cast of the girl’s body to mold the skin of the android, which is composed of a type of

silicone that has a humanlike feel. The skin color is replicated in detail, including fea-

tures such as blood vessels. Prosthetic eyeballs were used for the eye. Cameras were

not embedded in the eyes to maintain a more humanlike appearance. The mechani-

cal parts of the head are covered with fiber reinforced plastic (FRP) skull-like parts

so that the bone under the skin can be felt when touching the head of the android.

Repliee R1 has nine DoFs in the head (two for the eyelids, three for the eyes, one

for the mouth, and three for the neck) and several free joints. All actuators (electri-

cal motors) are embedded within the body. The main limitations of the head of this

android are as follows:

∙ Repliee R1’s range of motion is limited by the low elasticity of the silicone skin.

∙ Only the part of the skin that covers the eyeball moves during blinking; however,

the expansion and contraction of the skin is not natural.

∙ Saccadic eye movements are not realized because of limitations in motor speed.

∙ The facial expression cannot be changed by facial elements other than the mouth

and eyelids.

∙ The head oscillates through quick neck movements because of the low stiffness of

the supporting frame.

Regarding the impression of Repliee R1, the main problems are the head oscilla-

tion, eyelid movement, and facial expression. The closed eyes appear different from

those of humans. The appearance of the face closely resembles that of a human.

However, the imperfect eyelids and reduced facial expression produce a negative

impression. Although no statistical data were collected, several visitors to our labo-

ratory reported a ‘strange’ or ‘eerie’ feeling with respect to Repliee R1.
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8.2.2 Repliee Q1

Next, we developed Repliee Q1, shown in Fig. 8.3, to investigate the humanlike-

ness of the movement. The form of the body was not copied from a person, and the

face is based on an averaged face of women from all over the world. Details such as

wrinkles were reduced by the averaging process. The realism of the eyelid movement

was improved by moving the area of skin below the eyebrows when blinking.

The silicone skin covers the neck, head, and forearms, with clothing covering

other body parts. Unlike Repliee R1, the silicone skin does not cover the entire body,

facilitating flexibility and increasing the range of motion. The android is driven by

air actuators (air cylinders and air motors) that provide 31 DoFs from the waist up.

The legs and feet are not powered, and the android can neither stand up nor move

from a chair. The number of DoFs in the head is the same as that of Repliee R1.

A high power-to-weight ratio is necessary for the air actuators in order to enable

multiple actuators to be mounted in the human-sized body.

The eyelid movement and head oscillation problems of Repliee R1 have been

improved, but the problems related to facial expressions remain. Repliee Q1 has

been shown to the general public at several exhibitions (Fig. 8.6), and people have

reported a better impression of Repliee Q1 than Repliee R1. In future studies, the

hypothesis that an average face is more attractive than individual faces [9] may be

examined for a 3-D face.

Fig. 8.3 Repliee Q1
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8.2.3 Repliee Q2

Repliee Q1 has been upgraded to Repliee Q2, shown in Fig. 8.4. The face is now

modeled on a specific Japanese woman in order to realize a more humanlike appear-

ance. Repliee Q2 has a total of 42 DoFs and can generate facial expressions and finger

motions in addition to the movements of Repliee Q1. Sixteen actuators are embed-

ded in the head (one for the eyebrows, one for the eyelids, three for the eyes, seven for

the mouth, one for the cheeks, and three for the neck). Several facial expressions are

shown in Fig. 8.5. As shown in the figure, only subtle changes in facial expression

can be realized because of the number of actuators and limitations in the range of

motion. Symbolic facial expressions are not generated, making the facial expressions

natural.

The humanlike-ness of the appearance and facial expressions of Repliee Q2 repre-

sent an improvement over the previous model. We have also shown Repliee Q2 to the

general public at several exhibitions (Fig. 8.6). Many people evaluated its humanlike-

ness very highly, with most reporting a positive impression. By improving the motion

mechanism and facial expressions, it seems that the uncanniness of Repliee R1 can

be overcome.

Fig. 8.4 Repliee Q2
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Fig. 8.5 Examples of facial expressions of Repliee Q2

(a) Repliee Q1 (b) Repliee Q2

Fig. 8.6 Androids at exhibitions

8.2.4 Empirically Induced Familiarity of the Androids

Although there are no statistical data, it is likely that the order of familiarity of the

three androids is as follows:

Repliee R1 < Repliee Q1 < Repliee Q2

Concerning the facial appearance, a slight fault in the duplication of a person pro-

duces a marked strangeness (Repliee R1), but a created face does not produce this

feeling of strangeness (Repliee Q1). Therefore, a partial fault in the face (e.g., the

eyelids of Repliee R1) is considered to produce a stronger strangeness than a fault in
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the entire face. Even a slight change in facial expression is important for improving

the impression toward an android.

To realize a humanlike face, difficulties remain in imitating moving parts with

large skin deformations, such as the eyelids and lips. The development of more flex-

ible material for the skin is required. Furthermore, natural-looking deformations are

also necessary.

8.3 Evaluation of the Humanlike-ness of the Androids

In the previous section, the familiarity and humanlike-ness of the androids were

described. To evaluate these factors quantitatively and qualitatively, psychological

experiments should assess the subjective impressions of various people. We have

conducted a number of experiments to measure people’s subconscious response

toward robots with the aim of evaluating differences between robots and humans.

This section describes an experiment to evaluate the humanlike-ness of the three

androids [10].

8.3.1 Evaluation of an Android Through Subconscious
Recognition

Purpose: The purpose of this experiment is to investigate the humanlike-ness of

androids by measuring the gaze behavior that represents the subconscious mental

state. Social signal theory states that gaze behavior is a type of social signal. Thus,

we would expect gaze behavior to be influenced by the interlocutor in a conversation.

Procedure: Participants were asked to have a conversation with a questioner. The

eye movements of the subjects were measured while the subjects were thinking

about the answers to the questions posed by the questioner. There were two types

of questions: thinking questions and knowledge questions. The former type compels

the subject to derive the answer. The knowledge questions were used as the control

condition.

The subjects were asked 10 knowledge questions and 10 thinking questions in

random order. The faces of the subjects were videotaped, and their gaze direction

was coded from the end of the question to the beginning of the answer. The eye

movements of the subjects were analyzed to determine the average duration of gaze

in eight directions. Four types of questioners were used: a Japanese person, Repliee

R1, Repliee Q1, and Repliee Q2. The androids were made to appear as humanlike

as possible. At the beginning of the experiment, the experimenter was seated beside

the android and explained the experiment to the subject in order to allow the subject

to become accustomed to the android.
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The human questioner, Repliee Q2, Repliee Q1, and Repliee R1 asked questions

to 29, 28, 8, and 17 subjects, respectively. The average ages of the subjects were

33.1 years, 30.2 years, 27.5 years, and 20.5 years, respectively. The subjects were

recruited from a temporary employment agency. Most of the subjects were unfa-

miliar with the androids. Each subject was asked questions by only one questioner.

Result: The polar plot in Fig. 8.7 illustrates the average percentage of time that the

subjects looked in each eye direction. To examine the effect of the questioner on the

duration of breaking eye contact, a repeated-measures three-way ANOVA with one

between-subject factor (questioner) and two within-subject factors (question type

and eye direction) was conducted. The effects of the questioner, question type, eye

direction, interaction between questioner and question type, and interaction between

questioner and eye direction were significant. The most significant result is that the

eye direction changes with the questioner. To investigate the interaction between

questioner and eye direction, a Tukey’s HSD (Honestly Significant Difference) test
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Fig. 8.7 Average duration of gaze in eight averted directions (%)
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was conducted. As a result, significant differences were observed between looking

downward to the right and downward to the left in the case of Repliee R1 and Repliee

Q1, looking upward and downward to the left in the case of the human questioner

and Repliee R1, and looking downward to the right in the case of Repliee R1 and

Repliee Q2.

Figure 8.7 shows that, when asked thinking questions, the subjects tended to avert

their eyes to the left or right (Repliee Q2 and the Japanese human questioner), to the

left, downward to the right, and downward (Repliee Q1), and downward (Repliee

R1). To investigate the similarity of the graph shapes, we calculated the inner product

between the human and Repliee Q2, human and Repliee Q1, and human and Repliee

R1. The elements of the vector were the average percentage of gaze duration in each

averted direction. The results are 0.96, 0.94, and 0.75 for Repliee Q2, Repliee Q1,

and Repliee R1, respectively. Therefore, we concluded that the gaze behavior toward

Repliee Q2 is most similar to that toward a human. Moreover, if the gaze behavior

indicates humanlike-ness, the androids are found to be humanlike in the order of

Repliee Q2, Repliee Q1, and Repliee R1.

8.3.2 Climbing the Uncanny Valley

The results in the previous section show that Repliee Q2 was subconsciously treated

as a human. In contrast, Repliee Q1 and Repliee R1 were not treated as human,

because gaze behavior toward them differed from that toward the human questioner.

The following describes the gaze directions. In the case of the human questioner or

Repliee Q2, the subject looked left or right. In the case of Repliee Q1, the subjects

looked left, downward to the right, and downward. In the case of Repliee R1, the sub-

jects looked right and downward. Thus, the gaze direction changed from downward

to sideways as the questioner became more humanlike.

The results suggest that the order of humanlike-ness of the three androids is as

follows:

Repliee R1 < Repliee Q1 < Repliee Q2

By taking into account the relationship described in Sect. 8.2.4, the androids can

be placed in the uncanny valley as shown in Fig. 8.8. In this figure, the abscissa

denotes the similarity in appearance and movement. Thus, we obtained evidence for

the existence of the uncanny valley that had previously been hypothesized through

the development of androids.

8.4 Another Uncanny Valley

Does the uncanny valley appear in infant cognitive processes? Infants do not feel

strangeness toward a robot that is slightly different from a human (e.g., Repliee R1).
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However, preschool children express strong fear [11], which suggests that the impres-

sion toward most human beings, i.e., the interpersonal cognition model, changes with

infant development. This section describes an experiment to clarify this hypothesis.

8.4.1 Evaluation of Infant Cognitive Development

Purpose: We investigated how an infant recognizes the androids using the preferen-

tial looking method.

Procedure: Infants were seated 1 m away from a monitor while being held by their

mothers from behind. After attracting the attention of the infants, a stimulus (a pair of

movies) was exhibited for 10 s. Then, once the infant was looking at the monitor, the

next stimulus was presented. The movies were displayed side by side, and the gaze

time was measured for each trial. In the experiment, there were three movies: human,

Repliee R1, and humanoid robot Robovie (mechanical-looking robot). The positions

of the movies were interchanged for the purpose of counterbalancing. Thus, a total

of six stimuli were displayed. Each movie showed only the upper body, and only the

neck moved. The trajectory and speed of the neck movement were the same in all

stimuli. The subjects were 27 infants ranging in age from 10 to 25 months.

Results: We classified the infants into three groups: (A) 12-month-old (6 infants),

(B) 18-month-old (13), and (C) 24-month-old (7). Each gaze time is shown in

Fig. 8.9.

The gaze time was found to change at 18 months of age. For example, in the case of

Repliee R1 versus Robovie, the 12-month-old infants showed interest in Repliee R1.

However, the 18-month-old infants showed more interest in Robovie. In addition, the

24-month-old infants showed an interest in Repliee R1. The same pattern appeared

for the case of Repliee R1 versus the human questioner. Younger infants appeared to

have an interest in Repliee R1, but this was not found in group B infants. However,

the older group C infants exhibited a renewed interest in Repliee R1.
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8.4.2 Age-Dependent Uncanny Valley

The 12-month-old and 24-month-old infants expressed a great deal of interest in

Repliee R1, and the 18-month-old infants expressed less interest. This is thought

to be because the 12-month-old infants made a new model of humans when they

observed the android. Therefore, they looked at the android for longer. However,

the 18-month-old infants felt fear because the androids did not match the human

model they had already built. The 24-month-old infants accepted various beings in

their environment. Thus, they looked at the android for longer. This suggests another

valley structure (U-shape structure) for the impression that indicates the development

of an interpersonal cognition model.

From these results, we hypothesize that the uncanny valley varies with the devel-

opment of the individual. The familiarity with a robot that is slightly different from

a human being varies as shown in Fig. 8.10. Up to a certain point, the familiarity

increases with the age of the individual. At this point, imperfections result in a feel-

ing of strangeness. We assume that the change is a result of the development of

the model of the human being. We refer to this relationship as the age-dependent
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uncanny valley. In the next section, we propose a hypothesis to explain the uncanny

valley and the age-dependent uncanny valley.

8.5 Lateral Inhibition Hypothesis of the Uncanny Valley

8.5.1 Lateral Inhibition of Sensory Cells

Lateral inhibition helps sensory cells to determine the origin of a stimulus more

precisely [8]. One example is a retinal ganglion cell, which forms a receptive field

that receives inputs from multiple cone cells (photoreceptors). The receptive field

forms a ring shape, as shown in Fig. 8.11, in which the central disk part has exci-

tatory connections and the surrounding ring part has inhibitory connections. Light

shining on the central part excites the ganglion cell, whereas light on the surround-

ing part inhibits it. This competitive effect is referred to as lateral inhibition. The

response of the ganglion cell varies depending on the light stimulus pattern, as shown

in Fig. 8.11. Light pattern D increases the activity of the ganglion cell, whereas light

pattern B decreases the activity of the ganglion cell. The lateral inhibition effect can

enhance the response to the boundary of a pattern. Other ganglion cells detect color,

and sensory cells such as auditory and tactile cells also exhibit the lateral inhibition

effect. Furthermore, the Mexican-hat function, which is a model of lateral inhibition,

is used for pattern recognition in computer information processing studies.

8.5.2 Lateral Inhibition Hypothesis

Inputs from sensory cells result in perception through multiple information pro-

cessing in the brain. Lateral inhibition is likely to occur not only in sensory cells,

but also at all levels of the recognition processes. Thus far, we have observed the

following:
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Fig. 8.11 Detecting differences in luminance [12]

∙ Individuals need high-accuracy recognition of human beings in a human society.

∙ Lateral inhibition helps sensory cells to determine the origin of a stimulus more

precisely.

∙ Lateral inhibition occurs at all levels of recognition processes.

∙ A model of lateral inhibition is used for pattern recognition in computer informa-

tion processing.

This evidence indicates that it is reasonable to assume a lateral inhibition model

in the recognition process of humanlike-ness. Based on the assumption that the

human brain makes use of the lateral inhibition effect to recognize human beings,

the humanlike-ness of robots that seem almost human is excessively inhibited. We

also assume that there is another recognition model in which the humanlike-ness

is proportional to the similarity to human beings. This is intuitively reasonable. By

integrating this model with the lateral inhibition model, the valley structure shown

in Fig. 8.12 appears. This is the valley of recognition of humanlike-ness derived

from the lateral inhibition hypothesis, and we expect this graph to be a feature of

the original uncanny valley hypothesis. This is the lateral inhibition hypothesis of

the uncanny valley. The relationship between the recognized humanlike-ness and

familiarity is discussed in Sect. 8.5.3.
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Based on the lateral inhibition hypothesis, we can also explain the age-dependent

uncanny valley shown in Fig. 8.10. The mechanisms for the formation of the recep-

tive field with lateral inhibition have been studied previously. The basic principle

can be seen in Turing diffusion-driven instability [13]. Consider a two-component

(X, Y) system in which the two diffusion rates are different (Fig. 8.13). Activator

X increases X and Y, and inhibitor Y decreases X. (a) Initially, the concentration

distributions of the two components are stable and relatively constant with small

fluctuations. (b) Once the concentration of X is biased by the fluctuations, the con-

centrations of X and Y increase under activation by X. (c) If the diffusion rate of Y

is greater than X, then the distribution of lateral inhibition is formed. The concentra-

tion of X after point A increases at first, before decreasing after a certain time. If the

distribution of X is regarded as the activity of a receptive field, this process means

that the discriminant boundary gradually becomes distinct.

We have hypothesized that the age-dependent uncanny valley (Fig. 8.10) is caused

by the development of the model for recognizing human beings. Based on the lateral

inhibition hypothesis, the transition of the discriminant boundary of the model can

be explained by the formation process of lateral inhibition. Thus, the transition of

familiarity toward Repliee R1 is shown in Fig. 8.14. An infant with immature lat-

eral inhibition does not experience a feeling of strangeness toward Repliee R1. In

contrast, preschool children with mature lateral inhibition feel a strong degree of

strangeness. The discriminant performance declines with age, and the impression of

strangeness disappears again in old age.

8.5.3 Where Does Uncanniness Come From?

In the present hypothesis, we have argued that the valley in the recognition of

humanlike-ness is induced by the lateral inhibition effect. In this case, why does
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‘uncanniness’ or ‘eeriness’ occur? In this section, we discuss the relationship between

the valleys of humanlike-ness and familiarity.

Empirically, it appears that most human beings feel eeriness in advance of their

recognition. In fact, the human brain is innately programmed to generate fear in

the presence of particular objects (e.g., certain animals and high places) and after

observing the fear response in others [14]. However, it is not clear whether the brain

is innately programmed to generate fear toward a robot that is slightly different from

a human being.

In the brain, there are two (or more) pathways from sensory organs (thalamus)

to the emotional system (amygdala). One is a direct pathway, and the other runs

through the perception and recognition system (cortex), as shown in Fig. 8.15 [15].

The amygdala receives rough information on visual stimuli through the direct (low-

level) path because of the absence of the perception process. When an individual sees

an object that is similar to a human being, the amygdala receives a signal indicating

that the object is human through the low-level path and a signal indicating that the
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Fig. 8.15 Uncanniness
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object is quite different from a human through the high-level path. This competitive

state resulting from contradictory information may produce the feeling of eeriness.

By taking account of the fact that infants have an interest in moving or complex-

looking objects, it is likely that the familiarity is proportional to the humanlike-ness

at the left side of the valley in Fig. 8.12. In any case, in future studies, it will be

necessary to consider the model that produces this emotion of eeriness.

8.5.4 Extension of the Uncanny Valley

The original uncanny valley hypothesis should be reconsidered based on the lateral

inhibition effect. We present the following two hypotheses on the appearance and

behavior of robots:

∙ If the appearance of a robot is very humanlike, humans will attempt to relate to

the android as if it were a human being. Therefore, subtle differences create a

strangeness induced by lateral inhibition.

∙ Humans expect balance between appearance and behavior when they recognize

an animate object.

Based on the lateral inhibition hypothesis, the uncanny valley is plotted in three

dimensions in the upper-left image of Fig. 8.16. Subtle differences in any aspect

increase the ‘strangeness’ of the android. On the contrary, the second hypothesis

suggests that the familiarity increases for well-balanced appearance and behavior.

We refer to this as the synergy effect. For example, a robot should have robot-like

behaviors and a human should have humanlike behaviors [16]. This differs from the

concept of the uncanny valley, because humans do not have sensitive mental mod-

els for recognizing robots and other toys. By fusing these hypotheses, we have the

extended uncanny valley shown in the right-hand image of Fig. 8.16. The axes in the

extended uncanny valley are not clearly defined. How do we quantify similarity and

how do we evaluate human–robot interaction? A study to answer these questions will

help to reveal the essence of human–robot communication.
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8.6 Conclusion

The present paper has proposed the lateral inhibition hypothesis to explain the

uncanny valley phenomenon. The lateral inhibition hypothesis is induced from evi-

dence obtained through the development of androids and psychological experiments

using these androids. This hypothesis seems reasonable in light of various lateral

inhibition effects in the perception and recognition processes, as well as the high

discriminant performance of perception and recognition. In addition, this hypothesis

can explain the age-dependent uncanny valley, whereby the uncanny valley changes

with infant development. We expect that evidence supporting this hypothesis will

be found through brain science and psychology studies. Such android studies help

to clarify human cognitive activities and develop a design methodology for commu-

nication robots through an interdisciplinary framework of engineering and science

[18]. The contributions of robotics to the elucidation of human cognitive develop-

ment are not yet sufficiently advanced. Thus, our proposal of a cognitive model,

i.e., the lateral inhibition hypothesis, is significant from the standpoint of robot

development.
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Chapter 9
Evaluation of Robot Appearance Using
a Brain Science Technique

Goh Matsuda, Kazuo Hiraki and Hiroshi Ishiguro

Abstract We evaluate the humanlike-ness of humanoid robots using electroen-
cephalography (EEG). As the activity of the human mirror-neuron system (MNS) is
believed to reflect the humanlike-ness of observed agents, we compare the MNS
activity of 17 participants while observing certain actions performed by a human, an
extremely humanlike android, and a machine-like humanoid. We find the MNS to
be significantly activated only when the participants observe actions performed by
the human. Despite the participants’ rating of the android appearance as more
humanlike than that of the robot, the MNS activity corresponding to each of the
three agents does not differ. These findings suggest that appearance does not cru-
cially affect MNS activity, and that factors such as motion should be targeted for
improving the humanlike-ness of humanoid robots.

Keywords Humanoid robot ⋅ Android ⋅ EEG ⋅ Mirror neuron
Mu suppression
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9.1 Introduction

To develop effective, communicative humanoid robots, it is important to know what
aspects of humanoids make them more humanlike. This is because the very nature
of human communication involves human communicative partners. In the present
study, we examine the effect of appearance on the perceived humanlike-ness of
robots using electroencephalography (EEG). The measurement of brain activity is
known to reveal cognitive processes and mechanisms beyond the scope of tradi-
tional psychological methods.

One possible neurological index of humanlike-ness is the activity of the human
mirror-neuron system (MNS). The MNS consists of brain regions located in the
premotor cortex and the inferior parietal lobule, which are activated by self-actions
as well as the observation of similar actions performed by others [2]. The MNS is
thought to play an important role in understanding the actions and intentions of
others, which is essential for social interactions. Therefore, it is likely that MNS
activity reflects the humanlike-ness of agents serving as social partners. In the
present study, we compared MNS activity during the observation of actions per-
formed by three different agents, namely a human, an android (a humanoid robot
with significant human resemblance), and a machine-like humanoid. If a humanlike
appearance improves the social capability of a humanoid, MNS activation should
be higher when an observer views actions performed by an android as compared
with actions performed by a machine-like humanoid. As the suppression of the
mu-rhythm (8–13 Hz) power of EEG in the sensorimotor area is considered to
reflect the activation of the premotor cortex [3], we focused on changes in mu
power as a measure of MNS activity.

9.2 Materials and Method

9.2.1 Participants

The participants comprised eight males and nine females (mean age 21.0 years;
range 18–26); all were right handed and had normal or corrected-to-normal vision.
Informed consent was obtained prior to their participation in the study, which was
approved by the ethics committee of the University of Tokyo.

9.2.2 Stimuli

The stimuli were seven different black-and-white video clips (see Fig. 9.1) pre-
sented on a 17-in CRT monitor (9.7 cm × 9.4 cm). There were three experimental
conditions. In the first condition (human), a woman performed two actions, namely
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grasping a tube or wiping a table with a cloth. The duration of each action was
approximately 3.5 s. In the second (android) and third (robot) conditions, a female
android (Repliee Q2 [4]) and a mechanical humanoid robot, respectively, performed
the same actions. Because the android and robot have an identical inner architec-
ture, the physical size and motion of both were almost the same. Visual white noise
was presented as a baseline condition. A white cross was displayed at the center of
each video clip as a fixation point.

9.2.3 Procedure

EEG measurements were made across 14 blocks of stimuli. In each block, partic-
ipants observed one of the seven video clips 24 times with no inter-stimulus
interval. The same video clip was presented in two blocks. A total of 174 s of EEG
data were recorded per video clip. The order of presentation was randomized across
participants.

After EEG recordings had been made, participants evaluated the humanlike-ness
of the appearance and motion of each agent. A 7-point rating scale was used, with
ratings of 1 and 7 representing “not humanlike at all” and “extremely humanlike,”
respectively.

9.2.4 EEG Recordings and Data Analysis

EEGs were acquired with a 64-channel high-density sensor net system (Net Station,
EGI Inc.). The sampling rate was 500 Hz. Data from three electrode sites repre-
senting the sensorimotor area (C3, Cz, and C4) were selected for analysis. The
mu-rhythm power at those electrodes was calculated using a fast Fourier transform

Grasping
action

Wiping
action

Human Android Robot

Fig. 9.1 Example frames of the experimental video clips
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and then averaged across the electrodes. Mu suppression for each experimental
condition was defined as the log-transformed ratio of mu power relative to the mu
power during the baseline condition. As a log ratio below zero indicates power
suppression, each log ratio of mu power was compared with zero using a t-test. We
also performed a repeated-measures analysis of variance (ANOVA) with the agent
type as the factor.

A separate repeated-measures ANOVA with the agent type as the factor was
performed for the subjective appearance and motion ratings. Bonferroni corrections
were applied to multiple comparisons.

9.3 Results

9.3.1 Mu Suppression

Figure 9.2 shows the mu suppression recorded during each experimental condition.
Significant suppression was observed only in the human condition (t16 = 2.67,
p < 0.05, corrected). Although the mean log ratio of mu power was also negative in
the android and robot conditions, they were not significantly less than zero.
ANOVA revealed no significant effect of agent type (F2,32 = 0.27, p = 0.77).

9.3.2 Subjective Rating

There were significant differences in humanlike-ness for appearance
(F2,32 = 197.13, p < 0.01) and motion (F2,32 = 58.46, p < 0.01) among the
agents. Multiple comparisons in both ratings revealed significant differences
between all pairs (p < 0.01, corrected); the human ranked the highest and the
android was ranked the second highest for both ratings (see Fig. 9.3).
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9.4 Discussion

Although there was no significant difference in mu power among the experimental
conditions, significant mu suppression was only observed in the human condition.
This indicates that human actions activated the MNS slightly more than the
android’s and robot’s actions.

Despite the android being rated as having a more humanlike appearance than the
robot, these agents produced similar MNS activity. This suggests that the extent of
humanlike-ness in appearance is not a crucial modulator of MNS activity. The
motion of the android was also rated as being more humanlike than that of the
robot. However, the mean motion ratings for both agents were less than 4, which
implies that the participants did not consider the motion of the android or the robot
to be humanlike.

From our results, it appears that MNS response may be influenced by
humanlike-ness of motion rather than appearance. A previous study reported that
point-light biological motion, which has an extremely simple appearance, activates
the MNS [5], highlighting the importance of motion for MNS activity. We hope to
investigate these phenomena in the near future using the methodology applied in
the present study.
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Chapter 10
Persistence of the Uncanny Valley

Jakub A. Złotowski, Hidenobu Sumioka, Shuichi Nishio, Dylan F. Glas,
Christoph Bartneck and Hiroshi Ishiguro

Abstract In recent years, the uncanny valley theory has been heavily investigated by

researchers from various fields. However, the videos and images used in these stud-

ies do not permit any human interaction with the uncanny objects. Therefore, in the

field of human–robot interaction, it is still unclear what impact, if any, an uncanny-

looking robot will have in the context of an interaction. In this paper, we describe an

exploratory empirical study using a live interaction paradigm that involves repeated

interactions with robots that differ in embodiment and their attitude toward humans.

We find that both components of uncanniness investigated here (likeability and eeri-

ness) can be affected by an interaction with a robot. The likeability of a robot is

mainly affected by its attitude, and this effect is especially prominent for a machine-

like robot. Merely repeating interactions is sufficient to reduce the degree of eeri-

ness, irrespective of a robot’s embodiment. As a result, we urge other researchers

to investigate the uncanny valley theory in studies that involve actual human–robot

interactions in order to fully understand the changing nature of this phenomenon.

Keywords Uncanny valley ⋅ Anthropomorphism ⋅ Human–robot interaction

Multiple interactions ⋅ Eeriness ⋅ Likeability ⋅ Dehumanization
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10.1 Introduction

The uncanny valley theory was originally presented by Mori [2] in relation to a

prosthetic arm. In recent years, it has gathered considerable attention in the fields

of robotics, virtual agents, and cognitive sciences, as well as in mass media. The

uncanny valley hypothesis suggests a nonlinear relationship between a robot’s anthro-

pomorphism and affinity. It proposes that, by increasing the humanlike appearance

of a robot, we can increase our affinity for it. However, when a robot’s appearance

becomes sufficiently humanlike, but still distinguishable, people’s emotional reac-

tion becomes strongly negative. Once the appearance of a robot becomes indistin-

guishable from a real human, the affinity reaches its optimum at the same level as

for human beings. Furthermore, Mori suggested that the movement of a prosthetic

arm compared with a static arm will amplify the emotional response.

The uncanny valley is often used to explain people’s rejection of anthropomorphic

robots and virtual agents both in science and popular media, where it was given as a

reason for the failure of the computer-animated movie The Polar Express. However,

despite its wide adoption, there is relatively little empirical proof supporting the

existence of the uncanny valley [3], e.g., the initial empirical work by [4] and [5]

indicated that humanlike-ness might not be the only factor influencing our perception

of an object as eerie. Rendering style could be related to the uncanny valley for virtual

agents [6]. Moreover, it might be necessary to consider the effects of not only realism,

but also the abnormality of artificial human appearance in investigating the uncanny

valley phenomenon [7, 8]. It has been found that a mismatch between appearance and

voice can result in the uncanny valley effect [9]. Furthermore, a mismatch between

the appearance and movement of an android leads to stronger brain activation in the

anterior portion of the intraparietal sulcus [10], which could provide a neurological

explanation for the uncanny valley. In contrast, [11] reported that realistic motion

can improve acceptability, especially of characters classified in the deepest point of

the valley. This goes against the original theory of [2], who suggested that motion

will increase the uncanny effect. The uncanny valley has been reported for other

primates, with monkeys looking at real faces and unrealistic synthetic faces longer

than at realistic synthetic monkey faces [12].

10.1.1 Related Work

Several potential explanations for the uncanny valley have been proposed. Apart

from the neurological explanation [10], other factors include empathy [13], percep-

tion of experience [14], threat avoidance [2], and terror management [15].

A mathematical model using a Bayesian representation of categorical perception

has been developed to explain how stimuli containing conflicting cues can give rise

to a perceptual tension at category boundaries that leads to the uncanny feeling

[16]. However, empirical investigations of these categorical boundaries suggest that
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ambiguous morphs close to the human endpoint induce a positive affect rather than

the negative reaction suggested by the uncanny valley hypothesis [17, 18]. Further-

more, [19] found that images of prosthetic hands with intermediate humanlike-ness

produced the strongest feelings of eeriness, whereas within different categories of

images, increased humanlike-ness was related with the lowest degree of eeriness.

Vast research efforts have been dedicated to studying the dimensions of the

uncanny valley. In particular, the original Japanese term used by [2]—Shinwankan—

is difficult to translate to English. Various studies have used different translations,

such as familiarity [5], likeability [20], affinity [21], eeriness [22], and empathy [23].

This variation in terms might affect the comparability of the results. Moreover, the

humanlike-ness axis of Mori’s graph has been the subject of empirical investigation

[24].

The shape of the graph representing the uncanny valley is disputed. In one study,

toy robots and humanoids were preferred over humans [25]. The authors proposed

that the relationship between humanlike-ness and likeability resembles a cliff rather

than a valley, where even perfectly realistic anthropomorphic robots are liked less

than toy robots or mechanoids. These results imply that building highly humanlike

androids might be futile, as their chances of acceptance are worse than for machine-

like robots. Another study [20] reported that a highly realistic robot (android) was

liked as much as a human. Furthermore, they reported that an android’s realistic

motion did not decrease its likeability and questioned the existence of the uncanny

valley. This result is in line with a study using virtual agents [11]. However, [22]

pointed out that the scales used by Bartneck and colleagues were correlated with

warmth and, as a result, with each other, which might have affected the results. Over-

all, there is a lack of agreement between different studies regarding the dimensions

and shape of the uncanny valley, with indications that Mori’s theory could be too

simplistic to accurately depict the relationship between humanlike-ness and percep-

tion of a robot or virtual agent. Moreover, it is not clear whether this theory has any

actual consequences for interaction.

10.1.2 Does the Uncanny Valley Affect Human–Robot
Interaction?

Despite being a common research theme, the effect of the uncanny valley hypothe-

sis on human–robot interaction (HRI) is unknown. Previous studies on the uncanny

valley used either images or videos of different targets that were supposed to induce

the uncomfortable, eerie feeling (the exception is the work of [20], which involved

short-term HRI). However, these studies did not permit any interaction between

participants and robots or virtual agents. To understand how the uncanny valley

affects HRI, it is necessary to involve physically collocated robots, as their physi-

cal presence could be an important mediating factor [26]. Previous work suggests
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that people’s attitudes toward robots change during interaction [27], but it has never

been empirically shown that the uncanny feeling will persist.

Little is known about the lasting effect of the uncanny valley. It is implicitly

assumed that this negative emotional response toward anthropomorphic technology

will have enduring consequences and lead people to reject androids that are distin-

guishable from humans. As this assumption has never been verified, it is important

to consider an alternative hypothesis in which the uncanny valley only leads to a

negative emotional response when the target is novel, and where the feeling of eeri-

ness disappears during the course of HRI. It is possible that the affective habitua-

tion caused by repeated interactions will allow people to become accustomed to a

machine that looks almost human, but is still not a perfect copy. Furthermore, the

uncanny valley effect might decrease when an android interacts with a human in a

friendly way. If this is the case, the effects of the uncanny valley on HRI might be

limited to the pre-interaction phase.

10.1.3 Research Questions

There is some empirical evidence suggesting only a short-term effect of the uncanny

valley. In a study conducted during the ARS Electronica festival, visitors who had

interacted with an android were interviewed afterward. The majority did not report

an uncanny feeling [28, 29]. As this study had the form of an open interview that

allowed people to talk freely about their experience, only a qualitative analysis was

possible. Therefore, it is important to quantitatively show whether the uncanny feel-

ing is experienced less during and after interaction with an android. Secondly, the

analysis of the uncanny valley phenomenon with virtual agents indicates that there

could be a relation between knowing an agent (previous exposure) and the uncanny

discomfort experienced by people exposed to it [30]. Lower levels of previous expo-

sure to an agent were related with higher discomfort.

Moreover, there are psychological theories that can suggest a relation between

repeated exposure to a stimuli and the uncanny valley hypothesis: mere exposure

effect and affective habituation. It has been shown that mere exposure to a neutral

stimulus leads to an increased positive affect toward it [31]. On the other hand, for

strongly positive or negative stimuli, the intensity of the reaction decreases after

multiple exposures. This process is called affective habituation [32].

The relationship between attraction and familiarity in interpersonal relations is

well documented. Positive relationships are a result of frequent face-to-face contact

[33]. However, if the person was initially disliked, greater familiarity would lead

to greater dislike of that person [33]. This finding is consistent with other studies

[34] that found repeated exposure to an unpleasant stimulus does not increase its

likeability. Moreover, people are rated more positively by those whom they see more

frequently [35] and express a stronger liking toward those whose ideas they have been

exposed to for longer [36].
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Four explanations have been proposed for the familiarity principle of attraction.

Firstly, repeated exposure leads to increased processing fluency [37], which on its

own is affectively positive [38]. Secondly, novel stimuli can produce uncertainty and

negative reactions that diminish after a stimulus is found to be harmless [39]. Thirdly,

as a result of classical conditioning, because most interactions are not aversive and

mildly positive, others with whom people interact more often become paired with

a positive affect [40, 41]. Fourthly, building on the previous explanation, repeated

exposure creates an opportunity for interaction, and these interactions are more likely

to lead to rewarding social experiences [41, 42].

The mere exposure effect does not require interaction, but exposure is sufficient

for it to occur and it has been reported for various types of stimuli [43]. Although

[44] proposed that familiarity leads to dislike in real interpersonal relations, because

additional information about others makes them less similar to oneself, a live inter-

action paradigm showed that two previously unacquainted people exhibit a positive

affect with increased familiarity [42].

In relation with the uncanny valley, it is possible that extreme stimuli weaken the

affective reaction as people become more familiar because of affective habituation.

However, for stimuli that are initially neutral, increased exposure could produce a

more positive affect as a result of the mere exposure effect.

This study is the first exploratory work to investigate the effect of a robot’s atti-

tude and multiple interactions on the uncanny valley phenomenon by applying a live

interaction paradigm in which actual HRI occurs. In particular, we focus on two

aspects of interaction that could affect the uncanniness of a robot: (i) the number of

interactions and (ii) the robot’s attitude toward humans. Moreover, we have chosen

two of the most common components representing the y-axis of the uncanny valley

graph, likeability and eeriness, as they could be differently influenced by different

aspects of HRI.

Likeability is an important factor affecting human–human relationships. For long-

term HRI, it is expected to play an equally important role. Multiple factors affect

human–human liking. One of the most important factors is a history of interaction

with a specific person. In particular, we tend to like those with whom we have posi-

tive rather than negative interactions [45]. Moreover, the perception of a robot can be

affected by its behavior [46]. Both positive and negative behavior have been anthro-

pomorphized in robots, but people had more mechanistic conceptions for an impolite

robot than for a positively behaving robot [27]. A robot that has a positive attitude

toward humans could increase its likeability, as the classical conditioning explana-

tion of the mere exposure effect would suggest. Similarly, an unfriendly robot could

be liked less than it was before an interaction began. However, it is possible that an

embodiment of a robot will play a role in affecting how strong an effect its behavior

will have on its likeability. Thus, we hypothesize that:

H1a: A friendly robot’s likeability will increase with repeated interactions.
H1b: An unfriendly robot’s likeability will decrease with repeated interactions.
We also believe that previous exposure to a robot, irrespective of its behavior, is

more important to its perceived eeriness. Eerie robots could produce affective habit-

uation, and the initial strong negative emotional response will weaken with increased



168 J. A. Złotowski et al.

exposure. Similarly, for a robot that was initially perceived as neutral, repeated inter-

actions may positively increase the affective perception according to the mere expo-

sure effect.

In addition to looking at explicit measures such as self-reports, we investigate

implicit attitudes toward humanlike robots. Implicit measures assess automatic reac-

tions that are not consciously controllable [47] and are incrementally valid [48]. In

addition, implicit measures complement rather than replace explicit measures, as

they measure different aspects of the investigated attitude [49, 50]. Therefore, we

also measured the perceived eeriness of the robots implicitly. Thus, our next hypothe-

ses are:

H2a: Repeated interactions with a robot will reduce its explicit perceived eeriness.
H2b: Repeated interactions with a robot will reduce its implicit perceived eeriness.
Recent work in HRI indicates that it might be necessary to consider anthropomor-

phism as a multidimensional rather than unidimensional phenomenon [51]. These

dimensions come from work on dehumanization—the process of depriving others of

human qualities. It has been proposed that there are two distinct senses of humanness

[52]: Human Uniqueness (HU) and Human Nature (HN). HU characteristics reflect

socialization and distinguish humans from animals, e.g., intelligence, intentionality,

or secondary emotions. HN covers inborn biological dispositions that distinguish

humans from automata, e.g., warmth, sociability, or primary emotions. Anthropo-

morphism of a robot is not fixed and changes during an interaction [27]. To date, it

has not been determined whether HU and HN dimensions of humanness attributed

to a robot are also affected by the number of interactions or remain constant. In addi-

tion, previous work has indicated that the dimensions of mind attribution might be

responsible for the uncanny valley phenomenon [14]. In particular, machines that are

perceived as capable of experience but not agency are more uncanny. The dimensions

of mind attribution and humanness are closely related [53]: agency reflects HU and

experience reflects HN. Thus, our final hypothesis is:

H3: HN traits, but not HU traits, are related to a robot’s perceived eeriness and
likeability.

10.2 Materials and Methods

Our study was conducted using a 2 × 2 × 3 mixed experimental design in which a

robot’s embodiment (humanlike vs. machinelike) and attitude (positive vs. negative)

were between-subjects factors and the number of interactions (Interaction I vs. Inter-

action II vs. Interaction III) was a within-subjects factor. We have explicitly mea-

sured a robot’s perceived eeriness, anthropomorphism, likeability, and HN and HU

dimensions of humanness. Furthermore, we used the Brief Implicit Association Test

(BIAT) [54] as an implicit measurement tool of eeriness. This is a computer-based

program that requires participants to classify a series of words into specified cat-

egories and measures the strength of the association between these concepts and

attributes using participants reaction times.
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10.2.1 Participants

Sixty native Japanese speakers were recruited by a recruitment agency for the study.

The recruitment agency for part- and full-time student jobs posted a message on its

website about the possibility of participating in a study involving a robot. Participants

were paid ¥2000 for their time. All participants were undergraduate students of vari-

ous universities and departments located in Kansai. Participants who had previously

participated in a study involving one of the robots were excluded from selection. A

software failure meant that the data from two participants were corrupted. Therefore,

we had to exclude these data from the analysis. Of the remaining 58 participants, 26

are female and 32 are male. Their ages ranged from 18–36 years with a mean of

21.47. The study took place at the Advanced Telecommunications Research (ATR)

Institute International. Adequate ethical approval was obtained from the ATR Ethics

Committee and informed consent forms were signed by the participants.

10.2.2 Materials and Apparatus

All the implicit and explicit measurements were conducted using PsychoPy v1.78

running on a laptop. Participants interacted either with Geminoid HI-2 or Robovie

R2. Geminoid HI-2 is the second generation of androids built as a copy of a real

human (see Fig. 10.1). Geminoid is indistinguishable from a human being for several

seconds. Once people realize its slight imperfections, they have a negative feeling

[55, 56]. Robovie R2 is a machinelike robot that has some human features, such as a

head and hands. Therefore, Geminoid HI-2 represents a robot that is near the deepest

point of the uncanny valley, whereas the humanlike features of Robovie R2 should

make it highly likeable [56]. Furthermore, as the uncanny valley can also be caused

by a mismatch between appearance and voice or movement (e.g., [9, 10]), we ensured

that the Geminoid HI-2 fell into the valley by using a synthetic childlike voice and

machinelike jerky movement that does not fit the appearance of a male adult. The

same movements and voice were used for Robovie R2, in which no mismatch occurs.

During HRI, both robots expressed idle motions that were added to increase their

degree of animation. Geminoid HI-2 exhibited movement resembling blinking and

breathing, as well as idle movements of its hands and synchronization of its lips to

its speech. As Robovie R2 does not have a mouth, identical idle behavior was not

possible. Therefore, we implemented slight head and hand motions during speech.

The experiment took place in a room that had been divided into two parts sep-

arated by a folding screen to block the view (see Fig. 10.2). A robot was placed in

the experimental space, and all HRIs occurred there. In the measurement space, par-

ticipants watched an introduction video that explained the order of the experiment

and filled out all the questionnaires on a laptop. This ensured that participants did

not need to judge the robot in its presence, which could have affected the results.
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Fig. 10.1 Geminoid HI-2 and a participant

Fig. 10.2 Diagram of the experimental and measurement spaces and Wizard-of-Oz room
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The experimental space was equipped with cameras and the robot’s behaviors were

controlled by a Wizard-of-Oz sitting in another room.

10.2.3 Procedure

We used a live interaction paradigm. Participants were first shown an introduc-

tion video that explained the experimental procedure. They were told that the study

involved creative and persuasive talking and that they would need to convince a robot

to give them a job based on a CV (an identical CV was given to all participants).

The experimenter ensured that participants understood the instructions and sat them

at a computer. During all HRIs and questionnaires, the experimenter left the partici-

pant alone in the room. The experiment was divided into four phases: pre-interaction

video, Interaction I, Interaction II, and Interaction III.

Although we ensured that none of the participants had previously interacted or

participated in an experiment with the specific robot to which they were assigned,

it was still possible that they had seen the robot elsewhere. In particular, in Japan, it

is common to see robots used in experiments on various TV programs. Therefore,

to minimize the differences in potential prior exposure, participants were asked to

watch a short video (∼15 s) in which a robot (either Robovie R2 or Geminoid HI-

2) introduced itself and its capabilities. The dialogue was identical for both robots.

After the video, participants performed the BIAT and filled out all a questionnaire.

During Interaction I, participants were taken to the experimental room and sat

1.5 m in front of a robot (see Fig. 10.3). They were told to have a small conversation

with the robot to become familiar before the actual job interview began. The robot

was introduced as Robo. During this conversation, the robot asked participants three

neutral questions (e.g., “Is it cold today?” or “Where do you come from?”). After

this short conversation, participants were asked to fill out the same questionnaire as

before.

In Interaction II, the experimenter provided a short job description for which the

participant was instructed to apply. Participants were asked to apply for positions as

an engineer and bank manager. The order of interviews was counterbalanced between

Interaction II and III. Furthermore, a participant received a CV of a person whom

she was supposed to imitate during the interview. The CVs were identical for all

participants, but the gender of the applicant was always the same as the real gen-

der of the participant. Participants were asked to use this CV as the basis for their

responses, but they could invent the information required to answer the questions.

To motivate participants to perform the task as well as possible, they were informed

by the experimenter that they would be paid an additional sum if they secured the

job. They were given 5 min to prepare for the interview, and then the experimenter

collected the CVs and job description sheets and brought the participant to the robot.

The interview began with the robot briefly describing the company and job posi-

tion for which the participant was applying. After the introduction, the participant

was asked three job interview questions. The questions were generic and common
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Fig. 10.3 Experimental setup. Participant sitting in front of Robovie R2 during interaction

for job interviews, e.g., “Please tell me about yourself” or “What is your biggest

weakness?” While the participant was responding, the robot provided feedback using

nonlexical conversation sounds and nonverbal communication. In the positive con-

dition, it either nodded or nodded and uttered “Un” (a Japanese expression signaling

agreement with the speaker). In the negative condition, it either shook its head or

nodded its head and uttered “Asso” (a Japanese expression indicating lack of interest

in what the speaker says that is rather rude). This feedback was initiated by the Wiz-

ard as appropriate in the natural flow of the conversation, e.g., when a participant

paused to think about her response.

After each question, the robot thanked the participant and asked the next question.

After the third question, the robot informed the participant that it would announce

its decision about whether to give the job to the participant later (in fact, the decision

was never announced). Although the outcome was not announced directly to the par-

ticipants, some hints were provided in each condition. In the positive condition, the

robot hinted approval of what the participant said during the interview. In the nega-

tive condition, it was not particularly pleased with a participant’s responses, suggest-

ing they consider applying elsewhere. At that point, participants were asked to fill

in a questionnaire for the third time. This time, multiple dummy questions regard-

ing the interview were included. Interaction III was identical to Interaction II, but

the CVs, job positions, and questions asked by the robot were different. participants

were permitted to answer each of the questions freely and we did not measure the

duration of the interactions. The whole procedure took approximately 1 h.
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10.2.4 Measurements

In the experiment, we used several questionnaires and BIAT [54] as dependent mea-

sures. We explicitly measured the robots’ perceived eeriness and anthropomorphism

on 5-point Likert scales derived from [22]. Moreover, their likeability was measured

using the corresponding Godspeed scale [57] (range 1–5). To establish the relation-

ship between multidimensional anthropomorphism and the uncanny valley, we mea-

sured two dimensions of anthropomorphism, HN and HU, on scales developed by

[58]. Both dimensions had 10 items and were measured on a scale from 1 (not at

all) to 7 (very much) (e.g., “The Robo is. . . shallow”). This experiment was part of

a bigger study that involved additional self-report scales that were collected at the

same time and are not reported here. We used a validated version of the likeability

scale in Japanese. Perceived eeriness, anthropomorphism, HN, and HU were only

available in English. Therefore, we conducted a back-translation process to obtain

their Japanese versions. We calculated the reliability of each scale separately for

each interaction round using Cronbach’s 𝛼. According to [59], Cronbach’s 𝛼 > 0.6
is acceptable for newly developed scales for research purposes. Based on this thresh-

old, all the scales (apart from HU) were adequately reliable. The lowest Cronbach’s

𝛼 values during any of the three measurements were as follows: likeability 𝛼 = 0.83,

perceived eeriness 𝛼 = 0.62, anthropomorphism 𝛼 = 0.88, HN 𝛼 = 0.65, and HU

𝛼 = 0.54. The low reliability of the HU scale indicates that the HU results should be

interpreted with great caution.

Furthermore, we used BIAT [54] as a computer-based implicit measurement tool

of eeriness. BIATs involve participants classifying a series of words into superordi-

nate categories. The task involved combining a concept classification (“Robo” vs.

“Human”) with an attribute classification (“Eeriness” vs. “Non-eeriness”). We were

interested in measuring the strength of association between “Robo” and “Eeriness.”

In the BIAT, only two categories at a time were displayed on the screen and a

total of three categories were evaluated (“Interview Robot Robo,” “Human,” and

“Eeriness”). The fourth category (“Non-eeriness”) is called non-focal and was used

as a distractor (attribute word that does not belong to the categories being evaluated

in a specific block) for “Eeriness.” The other two categories (“Interview Robot Robo”

and “Human”) were used as distractors for each other. There were two blocks of 16

trials each that were repeated four times. The following stimuli were used: “Interview

Robot Robo” (Automaton, Machine, Robot, Artificial), “Human” (Person, Natural,

Mankind, Real), “Eeriness” (Eerie, Freaky, Spine-tingling, Shocking), and “Non-

eeriness” (Reassuring, Numbing, Uninspiring, Boring).

At the beginning of BIAT, participants were presented with two of the cate-

gories being evaluated (e.g., “Interview Robot Robo” and “Eeriness”) and the words

that belong to each of these categories. During the actual classification task, these

categories were displayed in the top part of the screen. At the center of the screen,

a series of words were shown that either belong to these categories or do not (see

Fig. 10.4). Participants were asked to respond as quickly as possible by pressing “K”

if the word belongs to either of the categories or “D” if not. As an example, if the
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Fig. 10.4 Screenshot from the BIAT with English annotations. Two classification concepts

(“Interview Robot Robo” and “Eeriness”) and an attribute word (“Real”) are being classified by

a participant

categories were “Human” and “Eeriness,” a participant should press “K” if the tar-

get word is “Mankind” or “Freaky,” but should press “D” if the word is “Artificial”

or “Reassuring.” If a participant misclassified a word, a red cross appeared on the

screen until the correct key was pressed.

The total time from the word appearing until the correct key was pressed was cal-

culated with millisecond precision. These times were used to establish the strength

of association between the categories. When an association between two categories

is stronger, participants should be able to make their choices faster than for a pair of

categories that are implicitly not associated with each other. The order of the BIATs

was randomized and the order of the blocks was counterbalanced.

10.3 Results

In the first step of the analyses, we looked at the explicit and implicit measures.

We then looked at the relationship between these different dependent measures. To

analyze the data, we conducted a series of three-way ANOVAs with embodiment and

attitude as between-subjects factors and number of interactions as a within-subjects

factor. The assumptions of all statistical tests were met unless otherwise specified.
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10.3.1 Likeability

First, we looked at the likeability, and in particular how a robot’s attitude can affect

it during HRI (Fig. 10.5). Because the assumption of a normal distribution was vio-

lated for parametric testing for anthropomorphism, we employed a permutation test

with three factors using the aovp function with 1000 iterations from the lmPerm

package [60] in R [61]. Likeability was significantly affected by the robots’ attitude,

p = 0.001. Positively behaving robots (M = 3.82, 𝜎 = 0.67) were liked more than

negatively behaving robots (M = 3.24, 𝜎 = 0.9). Moreover, we found a statistically

significant effect of embodiment with probability p = 0.01. Robovie R2 (M = 3.7,

𝜎 = 0.88) was liked more than Geminoid HI-2 (M = 3.37, 𝜎 = 0.78). In addition, we

found a marginally significant interaction effect between embodiment and attitude,

p = 0.07. Robovie R2 was more liked when it behaved positively (M = 4.15, 𝜎 =

0.54) than negatively (M = 3.26, 𝜎 = 0.94), p < 0.001. However, the attitude of

Geminoid HI-2 did not significantly affect its perceived likeability.

Furthermore, we found a statistically significant interaction effect between the

robots’ attitude and number of interactions, p < 0.001. During Interaction I, a robot’s

attitude did not affect its likeability. However, during Interaction II, a robot’s positive

attitude (M = 3.86, 𝜎 = 0.66) increased its likeability compared with the negative

attitude (M = 2.93, 𝜎 = 0.98), p < 0.001. Similarly, during Interaction III, a robot’s

positive attitude (M = 3.97, 𝜎 = 0.69) resulted in higher likeability than a nega-

tively behaving robot (M = 3.2, 𝜎 = 0.94), p < 0.001. The interaction effect between

embodiment and measurement was significant with p < 0.001. The difference was

only observed during Interaction I, when Robovie R2 (M = 3.9, 𝜎 = 0.56) was liked

more than Geminoid HI-2 (M = 3.34, 𝜎 = 0.61).
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Fig. 10.6 Effect of three

factors on explicit eeriness.
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10.3.2 Eeriness

The second component of the uncanny valley—eeriness—was measured explicitly

and implicitly (Fig. 10.6). We are interested in establishing the effect of repeated

interactions on a robot’s perceived eeriness. The explicit measure of eeriness showed

the main effect of embodiment to be statistically significant, F(1,54) = 5.14, p = 0.03,

𝜂
2

G = 0.07. Geminoid HI-2 (M = 3.31, 𝜎 = 0.62) was perceived as significantly more

eerie than Robovie R2 (M = 3.01, 𝜎 = 0.51). Moreover, there was a significant main

effect relating to attitude, F(1,54) = 4.27, p = 0.04, 𝜂
2

G = 0.06. A robot behaving neg-

atively (M = 3.3, 𝜎 = 0.64) was perceived as more eerie than one behaving positively

(M = 3.03, 𝜎 = 0.49). In addition, there was a main effect relating to the number of

interactions, F(2,108) = 3.1, p = 0.05, 𝜂
2

G = 0.01. Post-hoc tests using the Bonferroni

correction revealed that, with marginal significance, participants rated the robots as

more eerie after Interaction I (M = 3.25, 𝜎 = 0.52) than after Interaction III (M =

3.11, 𝜎 = 0.6), p = 0.08.

Apart from the explicit eeriness, we also measured implicit eeriness. In the BIAT,

shorter response times indicate a stronger association between categories. Thus, an

increased time would indicate a weaker association between a robot and eeriness.

However, the reduced response time with the increased number of interactions could

also be due to participants improving at the task itself. Therefore, we have trans-

formed the reaction times to z-scores within each interaction round, enabling the

comparison of results between interactions. A three-way ANOVA with embodiment

and attitude as between-subjects factors and the number of interactions as a within-

subjects factor did not indicate any statistically significant main or interaction effects.
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10.3.3 Anthropomorphism

We then looked at one- and two-dimensional measures of anthropomorphism. It was

expected that there would be a main effect relating to a robot’s embodiment, and in

particular that Geminoid HI-2 would be perceived as more humanlike than Robovie

R2. As the assumption of a normal distribution was violated for parametric testing for

anthropomorphism, we employed a permutation test with three factors using the aovp

function with 1000 iterations from the lmPerm package [60] in R [61]. We found a

marginally statistically significant main effect of embodiment with probability p =

0.08 (see Fig. 10.7). Geminoid HI-2 (M = 2.47, 𝜎 = 1.1) was more anthropomorphic

than Robovie R2 (M = 2.17, 𝜎 = 0.92). Moreover, we found a significant interaction

effect between the robots’ attitude and number of interactions with probability p <

0.001. Only during Interaction III did a robot’s positive attitude (M = 2.63, 𝜎 = 1.07)

result in higher likeability compared with a negatively behaving robot (M = 2.11,

𝜎 = 1.02), p = 0.05.

We then proceeded to the two-dimensional measurement of anthropomorphism

to investigate its relation with the uncanny valley. The results related to the model of

anthropomorphism proposed by [51] will be discussed in another paper. In line with

previous research, we did not find statistically significant main or interaction effects

for the HU dimension (see Fig. 10.8).

However, we found a main effect relating to embodiment, with F(1,54) = 5.13,

p = 0.03, 𝜂
2

G = 0.07 on the HN dimension (see Fig. 10.9). Robovie R2 (M = 3.16, 𝜎 =

0.77) was attributed with more HN traits than Geminoid HI-2 (M = 2.74, 𝜎 = 0.85).

In addition, there was a significant main effect of attitude, F(1,54) = 8.46, p = 0.005,

𝜂
2

G = 0.12. Robots with positive attitude (M = 3.21, 𝜎 = 0.74) were attributed as

having more HN than those with a negative attitude (M = 2.67, 𝜎 = 0.85). There was

also a significant main effect relating to the number of interactions, F(2,108) = 7.39,

p = 0.001, 𝜂
2

G = 0.02. Post-hoc tests using the Bonferroni correction for the family-

wise error revealed that the robots were attributed more HN traits after Interaction

I (M = 3.4, 𝜎 = 0.77) than after Interactions II (M = 2.88, 𝜎 = 0.87), p = 0.02, or
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Fig. 10.8 Effect of three

factors on Human
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III (M = 2.86, 𝜎 = 0.86), p = 0.02. Furthermore, there was a significant interaction

effect between attitude and number of interactions, F(2,108) = 9.8, p < 0.001, 𝜂
2

G =

0.03. Attitude only produced a significant effect in Interactions II [F(1,56) = 15.82,

p < 0.001, 𝜂
2

G = 0.22] and III [F(1,56) = 7.75, p = 0.007, 𝜂
2

G = 0.12].

10.3.4 Relationship Between the Uncanny Valley and HRI
Factors

Next, we looked at the relationship between the different dependent variables used in

this study to establish how the uncanny valley is related to factors that are important

for HRI. The correlations between likeability, eeriness, one- and two-dimensional

anthropomorphism are presented in Table 10.1.

The following convention was used to determine the effect size of Pearson’s r

coefficient: small (0.1 ≤ ∣r∣ < 0.3), medium (0.3 ≤ ∣r∣ < 0.5), large (0.5 ≤ ∣r∣).
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Table 10.1 Correlation between dependent measures using Pearson’s r coefficient

Likeability Eeriness Anthropomorphism HU HN

Likeability −0.11 0.4
∗∗∗

0.31
∗∗∗

0.51
∗∗∗

Eeriness −0.11 0.05 0.15
∗

0.13

Anthropomorphism 0.4
∗∗∗

0.05 0.15
∗

0.15
∗

HU 0.31
∗∗∗

0.15
∗

0.15
∗

0.35
∗∗∗

HN 0.51
∗∗∗

0.13 0.15
∗

0.35
∗∗∗ ∙

∗p < 0.05,
∗∗∗p < 0.001

A correlation with a large effect size was observed between likeability and HN. Fur-

thermore, likeability had a medium effect size correlation with anthropomorphism

and HU. Eeriness and likeability were not correlated. Eeriness was significantly cor-

related with HU with a small effect size.

10.4 Discussion

In this study, we investigated the effect of repeated interactions and a robot’s attitude

on the uncanny valley phenomenon using a live interaction paradigm. In particular,

we investigated the impact of these factors on a robot’s likeability, as well as explicit

and implicit measures of perceived eeriness. Explicit eeriness and likeability were

not significantly correlated, which indicates that they measure different aspects of

the uncanny valley. Although that might initially seem like an unexpected and coun-

terintuitive finding, there are examples showing that a negative correlation between

eeriness and likeability is not necessary. People can dislike other people, but at the

same time do not perceive them as eerie. However, there are also cases when eeriness

is desirable, e.g., people who like to watch horror movies that might involve eerie

creatures. Therefore, measuring both of aspects offers a richer picture than consid-

ering only one.

The analysis of likeability showed that the more machinelike robot (Robovie R2)

was liked more than the highly humanlike Geminoid HI-2. Moreover, a robot’s atti-

tude toward a human interaction partner could be used to affect its likeability, with

friendly robots being liked more than unfriendly robots. However, the effect of a

robot’s attitude is not independent of its embodiment. The interaction effect between

embodiment and attitude is especially profound in the case of a more machinelike

robot. Although Robovie R2’s positive behavior resulted in a small increase in like-

ability, its negative attitude resulted in a drop in likeability to a level similar to that

observed for the negatively behaving Geminoid HI-2. In case of the latter robot, its

attitude did not significantly affect its likeability. Thus, H1a and H1b are not sup-

ported.

These results seem to indicate that a robot that is perceived as uncanny is not able

to affect its likeability through positive or negative interactions. In that sense, its
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Fig. 10.10 Hypothesized

effect of robots attitude on

the uncanny valley.

Likeability of a robot will

increase with its positive

attitude toward a human

interaction partner or

decrease with its negative

attitude. The less humanlike

the robot, the stronger the

effect

lower likeability is persistent. On the other hand, the impact of a machinelike robot’s

attitude is much greater, especially when it behaves negatively. The less humanlike

a robot is, the stronger that effect could be. A hypothetical relationship between

humanlike-ness and the effect of a robot’s attitude on its likeability is presented in

Fig. 10.10.

These findings on likeability provide a new perspective on the psychological theo-

ries related with the effect of familiarity. In particular, the results are more consistent

with the mere exposure effect than affective habituation. As suggested by the work of

[33, 34], greater familiarity with an unpleasant stimulus did not enhance the likeabil-

ity of Geminoid HI-2, which contradicts the affective habituation theory. However,

in the case of the more neutral stimulus (Robovie R2), its behavior during interac-

tions affected its likeability. This supports the explanation of the familiarity effect

proposed by [41, 42], in which repeated exposure creates opportunities for interac-

tion and those interactions that are positive will lead to a favorable impression of a

person, or in this case a robot. Therefore, in live HRI, mere exposure to a robot is

insufficient to induce a positive affect toward it, and a positively toned interaction is

required. However, in the case of a strongly unpleasant robot, even positive behavior

can be insufficient to enhance its likeability.

Looking at the eeriness aspect of the uncanny valley, we found that Geminoid

HI-2 was rated as more eerie than Robovie R2. However, more interestingly, we

observed that after the last interaction, both robots were perceived as being less eerie

than after the first interaction. This indicates that perceived eeriness decreases with

exposure to a robot. Moreover, this reduction is the same between robots that initially

had different levels of eeriness, thus supporting H2a. Therefore, although perceived

eeriness of a highly anthropomorphic robot can be decreased by merely increasing
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Fig. 10.11 Hypothesized

effect of repeated HRIs on

the uncanny valley. The

reduction of a robot’s

eeriness is relatively

constant, regardless of the

level of its humanlike-ness

the number of HRIs, the gap between machinelike and humanlike robots remains

relatively constant (see Fig. 10.11).

As both robots were perceived as less eerie after multiple interactions, it is pos-

sible that the mere exposure effect [31] and affective habituation [32] were both

involved. Geminoid HI-2 was initially perceived as an extremely eerie robot. In

this case, it is possible that affective habituation occurred and the affective reac-

tion became weaker with increased exposure. On the other hand, for an initially

neutral-looking robot (Robovie R2), additional exposure could not decrease its eeri-

ness, irrespective of behavior. Therefore, the effect of familiarity on the perceived

eeriness worked differently than for likeability, where a robot’s positive behavior led

to a favorable impression. If the familiarity effect of attraction also affects perceived

eeriness, the explanation that a positive interaction is required is not supported. The

more probable explanations for the results obtained for Robovie R2 are that a novel

stimulus that initially fosters wary reactions is found to be benign after repeated

interactions [39] or that additional exposure increases a robot’s processing fluency

[37] as its appearance becomes more familiar. As increased processing fluency has

a positive effect, it is possible that this processing affect is then transferred to the

robot, leading to a decrease in perceived eeriness. However, as the goal of this study

was not to investigate which processes are responsible for the familiarity impact on

attraction, future studies should verify whether any of these explanations are correct.

Our findings for both likeability and perceived eeriness are relevant for HRI

designers. The likeability of robot is affected by its behavior. However, the effect

is much stronger in the case of a more machinelike robot. In particular, a machine-

like robot can swiftly stop being liked, despite its appearance, by employing negative

behavior. It is much harder to increase the likeability of a robot that initially falls into

the uncanny valley, as a friendly attitude is not sufficient make it likeable.
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However, people quickly become used to the unfamiliar appearance of a robot.

In our study, three short interactions were sufficient to reduce its perceived eeri-

ness. However, this reduction was not found to be stronger for the more anthropo-

morphic robot. Therefore, the relative difference in perceived eeriness between the

robots remained at the same level. Nevertheless, in this study, we enhanced the eeri-

ness of Geminoid HI-2 by creating a mismatch between its appearance, speech, and

movement. If the only source of eeriness was its embodiment, it is possible that the

effect of multiple interactions with Geminoid HI-2 would be more profound. It is

also noteworthy that the perceived eeriness of Geminoid HI-2 after Interaction III

reached the level of Robovie R2 after Interaction I. Therefore, Geminoid HI-2 only

remained more eerie because the perceived eeriness of Robovie R2 had decreased.

It is possible that a higher number of interactions, after the machinelike robot had

reached its maximum familiarity, may allow a highly humanlike robot to reach the

same level.

We also found that a negatively behaving robot was rated as more eerie than a

positively behaving robot. However, this finding could be explained as a result of

the HRI context used in this experiment. In Japanese culture, it is not typical for an

interviewer to express lack of interest during a job interview in such an explicit and

rude way as the robot did in this experiment. Such an attitude could have led the

robot to be perceived as more eerie than if it had behaved in a way that is common

during human–human job interviews.

The analysis of implicit eeriness using BIAT did not show any significant differ-

ences. Thus, H2b is not supported. Therefore, in the current form, BIAT might not be

optimally suited to measuring eeriness. We speculate that this result could be due to

the weak association between a robot’s category (“Interview Robot Robo”) that was

displayed on a screen and the specific robot with which the participants interacted.

As implicit attitudes tend to change more slowly than explicit attitudes, it is possible

that our manipulation was too weak to modify attitudes toward a specific robot. As

a result, participants might have responded to the robot’s category as being merely a

representation of robots in general rather than their specific robotic interaction part-

ner. In future studies, it might be beneficial to use a picture of a robot instead of a

name as a representation of its category.

In line with previous research, the HU dimension of anthropomorphism was not

significantly affected by the embodiment of a robot. Furthermore, the attribution

of HN traits was affected by the embodiment and is therefore more relevant to the

uncanny valley. Thus, H3 is supported. However, in contrast with previous work

[14], it was the less uncanny robot (Robovie R2) that was attributed with more HN.

Despite this dimension having more impact on the uncanny valley, the relationship

looks to be more complex than initially proposed. The biggest difference between

the work of [14] and ours is the robots used in the experiments. In [14], a single

robot that either had the back of its head visible or a humanlike face cover was used.

The HN dimension is closely related with emotions, and a robot that has no face

is not capable of expressing emotions with facial expressions. Therefore, it will be

attributed with less capability to experience (HN). In our experiment, the default

and fixed appearance of Robovie R2’s face could be perceived as a smile. However,
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Geminoid HI-2 has a highly humanlike face that suggests that it can exhibit facial

expressions. As a result, participants might have had higher expectations, but the

robot’s facial expression remained the same (and was rather stern) during the inter-

actions. This could have been perceived as emotional coldness in the robot, leading

participants to attribute less HN to Geminoid HI-2. Nevertheless, more research is

needed to establish the relationship between HN and the uncanny valley. Further-

more, considering the inadequate reliability of the HU dimension, it is necessary to

interpret these results with special care. It is possible that HU is a different construct

in Japan than in Western cultures.

10.4.1 Limitations and Future Work

In our experiment, we used only two robots that differed in their level of anthro-

pomorphism. An alternative explanation for our results could be that it is a robot’s

friendliness in appearance that is more important than humanlike-ness in fostering

likeability. We cannot exclude the possibility that there are differences along some

other dimensions reflected by appearance. It is possible that the interaction between

embodiment and attitude would be reversed if we used a different pair of robots. In

particular, Geminoid HI-2 has a stern-looking facial expression, whereas the design

of Robovie R2 could be perceived as cute and friendly with its big, childlike head.

The appearance of Robovie R2 could invoke expectations for it to behave positively,

and the mismatch between these expectations and the actual behavior of the robot

could result in a strong decrease in likeability. If a friendlier-looking android, e.g.,

Geminoid F, was used in the experiment instead of Geminoid HI-2, it is possible that

we would have observed a similar pattern of reactions to its unfriendly behavior as

for Robovie R2. However, the question remains as to why the opposite trend was not

observed in the case of Geminoid HI-2’s mismatched positive attitude. Therefore,

future studies should also include qualitative data that could help to understand why

people perceive robots as eerie or likeable. Moreover, there could be demographic

factors such as age, gender, or educational background that work as moderators. The

role of these factors on the uncanny valley has not yet been explored in sufficient

detail.

The scale used for measuring anthropomorphism [22] in the uncanny valley

experiments was developed in a study that involved only static images of robots.

However, contrary to expectations, Robovie R2 and Geminoid HI-2 differ only

marginally in terms of perceived humanlike-ness. Because previous work indicates

that androids are perceived as more humanlike than machinelike robots (e.g., [22]),

the small difference between the two robots in this study must be due to other

factors than merely embodiment. To increase the uncanniness of Geminoid HI-2,

we used a voice and movements that did not match its embodiment. However, the

humanlike-ness scale may have been affected by this manipulation, as certain items

do not only apply to the embodiment, e.g., items rated by the participants include

“Artificial”-“Lifelike” or “Fake”-“Natural.” As a result, our manipulation not only
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made Geminoid HI-2 more eerie, but also less humanlike than if only its embodi-

ment was evaluated.

This finding also indicates that a robot’s behavior can be a more important factor

in anthropomorphism than its embodiment. A potential solution involves the devel-

opment of a new scale of anthropomorphism that is not affected by the potential

mismatch between a robot’s embodiment and speech or movement. Alternatively,

before investigating the uncanny valley in interactions, it would be possible to first

rate a robot’s humanlike-ness by presenting a static robot with no HRI.

Another limitation of this study is that participants were allowed to freely inter-

act with the robot for as long as they wanted. Therefore, we did not consider the

interaction duration in this study, but only the number of interactions. It is possible

that participants who interacted with a positively behaving robot were encouraged

by its positive feedback to provide more detailed answers for their questions, and

interacted for longer as a result. This extended interaction could have increased the

familiarity of the robot and reduced its eeriness. It is also possible that the duration of

interactions was insufficient to lead to the affective habituation effect of an uncanny

robot. The perceived eeriness of both robots was reduced as a result of repeated

interactions. However, it is still possible that, after a higher number of interactions,

the affective habituation effect would become stronger for the more eerie robot. A

long-term study with highly anthropomorphic robots could answer this question. In

particular, future experiments should involve longer interactions with a robot, with

sessions spread over multiple days.

Future work should also consider the dynamic nature of anthropomorphism. The

complexity and multifaceted nature of anthropomorphism highlights a potential chal-

lenge for investigating the uncanny valley in actual, long-term HRI, rather than using

images or videos that focus only on a robot’s embodiment. Previous work on the

uncanny valley treated it as a static feature of a robot or virtual agent. However, [27]

showed that a robot’s anthropomorphism changes during HRI. The results of this

study also illustrate that, at least in the case of Robovie R2, attitude affects perceived

humanlike-ness. Mori’s hypothesis does not accommodate for such a finding. Stud-

ies of the uncanny valley should recognize that both anthropomorphism and uncan-

niness can vary during HRI, and they might consider whether the uncanny valley

should be investigated using the pre-interaction level of anthropomorphism based

only on a robot’s appearance or the level of anthropomorphism measured in HRI at

the same point of time as measures of uncanniness.

This study was an exploratory work that, for the first time, investigated the

uncanny valley in repeated HRIs. Our results show the potential benefits of research-

ing the complexity of this phenomenon in studies that involve human interaction

with a collocated robot. Nevertheless, at the same time, our results indicate that, to

understand the impact of the uncanny valley on HRI, future research must go beyond

picture- and video-based studies and enable people to interact with robots. The great

majority of studies have tried to find the origin of this phenomenon. This is a worthy

goal. However, until we can show that Mori’s theory has any significant (long-term)

impact on HRI, we risk spending resources on research into an artificial problem.

In the end, it matters very little whether a picture of a robot is perceived as eerie or
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disliked if, during an actual interaction with the robot, this effect vanishes as a result

of behavior or interaction-context factors being more prominent.
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Chapter 11
Can a Teleoperated Android Represent
Personal Presence?—A Case Study
with Children

Shuichi Nishio, Hiroshi Ishiguro and Norihiro Hagita

Abstract Our purpose is to investigate the key elements for representing personal
presence, which is the sense of being with a certain individual. A case study is
reported in which children performed daily conversational tasks with a geminoid, a
teleoperated android robot that resembles a living individual. Different responses to
the geminoid and the original person are examined, with a special focus on the case
where the target child was the daughter of the geminoid source. Our results show
that children gradually adapt to conversation with the geminoid, but the operator’s
personal presence is not represented completely. Further research topics on the
adaptation process to androids and the key elements of personal presence are
discussed.

Keywords Personal presence ⋅ Android robot ⋅ Teleoperation

11.1 Introduction

What creates a person’s sense of presence? When we have a conversation or watch
a movie with somebody we know, we feel that particular person, rather than an
anonymous individual, beside us. Fluctuating moods or emotions are factors, and
personality traits are other consistent indicators of presence. These factors and how
they appear have been extensively studied, mainly in the field of psychology,
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through the analysis of various human behaviors. Is the combination of these
factors powerful enough to describe and capture the individual differences in each
person? Can current technology represent, record, and play back this individual
sense of presence? Many studies have grappled with this question, including how
well current transmission technologies such as telephones, TV conferencing sys-
tems, or newly developed computer-mediated communication (CMC) systems can
approximate face-to-face communication [4]. For the sense of presence, much of
the recent work has been based on classical studies [5]. Co-presence, the sense of
being with somebody else in a remote environment, has been extensively examined
in the field of virtual reality [6, 7]. These studies, however, have mainly focused on
the typical, anonymous nature of presence rather than the details specific to each
individual.

Another scheme, the constructive approach, builds a hypothesis and examines
the issue through implementation [8]. In the field of robotics, interest continues to
grow in the social aspects of human–robot interaction. One field of interest is the
use of robots as a communication interface device whose main purpose is not for
industry or as a carrier. These studies focus on robots as an informational interface
with a physical presence in the real world and attempt to enrich their humanlike
functionality, such as making gestures, eye contact, or even expressing personality
and emotion. Studies have shown the importance of humanlike nonverbal channels
and the superiority of the physical presence of robots to software agents or com-
puter terminals in everyday conversation [9, 10]. Appearance remains the one
difference between human beings. Recent manufacturing advances have produced
android robots whose appearance is quite similar to humans, and several studies on
what constitutes the remaining differences have begun [11].

Based on these studies, we seek to clarify the key elements required to represent
and perceive the sense of presence that each individual holds: personal presence.
We believe that such findings will lead to a deeper understanding of human nature
and, at the same time, provide a means for building a robot that can communicate
more effectively with human beings.

However, one serious issue exists when using traditional robots as a means to
study human nature: intelligence. Although actively studied, it is currently
impossible to build a robot that behaves and talks like a human being. This issue
prevents researchers from conducting effective examinations on the characteristics
of human nature that can only be seen through intelligent conversation. To over-
come this ‘intelligence’ issue, we have developed a new android system called a
geminoid, which is a teleoperated robotic system with an android robot that looks
and behaves similarly to a person.

As a first step toward inspecting the nature of personal presence, we conducted a
case study using the class of participants most sensitive to personal presence:
members of one’s family. As children, rather than adults, produce more direct
responses, we conducted this case study with two participants who possess a special
relation to the geminoid: the daughter of the human used to model the geminoid and
a 4-year-old boy who did not know the model. Previous studies with androids have
mainly focused on the very first impressions they make [12, 13]. In this study,
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we focus on two issues: (1) How the participants adapt to the geminoid, or how
their attitudes change through daily conversation experiences, and (2) how well
one’s personal presence can be represented through the geminoid system. Our
research includes an investigation of the elements that can effectively measure how
well personal presence is represented.

11.2 The Geminoid System

Here, we briefly describe an overview of the geminoid system [14]. A geminoid is a
robot that functions as a duplicate of a living person. It appears and behaves like
that person and is connected to the person by a computer network. Geminoids
extend the applicable field of android science. Androids are designed for studying
human nature in general. With geminoids, we can study such personal aspects as
presence or personality traits, tracing their origins and implementation into robots.
Figure 11.1 shows the robotic part of HI-1, the first geminoid prototype. The
geminoid’s appearance is based on a living person and does not depend on the
imagination of designers. Its movements can be constructed and evaluated by
simply referring to the original person. The existence of a real person analogous to
the robot simplifies comparison studies.

The robotic element has essentially an identical structure to previous androids
[11]. However, efforts concentrated on making a robot that appears to be a copy of
the original person, rather than simply resembling them. Silicone skin was molded
by a cast taken from the original person; shape adjustments and skin textures were
painted manually based on MRI scans and photographs. Fifty pneumatic actuators
drive the robot to generate smooth and quiet movements, which are important
attributes when interacting with humans. The allocation of actuators was deter-
mined so that the resulting robot can effectively show the necessary movements for

Fig. 11.1 Geminoid HI-1 and its original person
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human interaction and simultaneously express the original person’s personality
traits. Among the 50 actuators, 13 are embedded in the face, 15 in the torso, and the
remaining 22 move the arms and legs.

As geminoids are equipped with teleoperation functionality, they are driven by
more than just an autonomous program. By introducing manual control, the limi-
tations of current AI technologies can be avoided, enabling long-term, conversa-
tional human–robot interaction experiments. Figure 11.2 shows the teleoperation
interface. Two monitors show the controlled robot and its surroundings, and
microphones and a headphone are used to capture and transmit utterances. The
captured sounds are encoded and transmitted to the geminoid server by IP links
from the interface to the robot, and vice versa. The operator’s lip corner positions
are measured by an infrared motion capture system in real time, converted to
motion commands, and sent to the geminoid server by the network. This enables the
operator to implicitly generate suitable lip movements in the robot while speaking.

The geminoid server receives robot control commands and sound data from the
teleoperation interface, adjusts and merges the inputs, and sends and receives
primitive control commands between the robot hardware. Figure 11.3 shows the
major data flows in the geminoid system. As the robot’s features become more
humanlike, its behavior should also become suitably sophisticated to retain a nat-
ural look [13]. One thing that can be seen in every human being, and that most
robots lack, is the slight body movements caused by its autonomous system, such as
breathing or blinking. To increase the android’s naturalness, the geminoid server
emulates the human autonomous system and automatically generates these
micro-movements. Such automatic robot motions are merged with explicit opera-
tion commands sent from the remote console.

Fig. 11.2 Geminoid teleoperation console
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11.3 Methods

11.3.1 Participants

Two children joined the experiment, a girl (R) and a boy (K). Neither child had seen
or heard about the geminoid before the experiment, and they were not told that the
features of geminoid HI-1 were based on Dr. Ishiguro or that he was teleoperating it.

R is a 10-year-old elementary school student. She is also the daughter of the
geminoid model, Dr. Ishiguro. In the past, she modeled for a child android, Repliee
R1 [13], and had been involved in some humanoid robot experiments. Her parents
describe her as shy. K is a 4-year-old boy and the son of one of the authors. He is
outgoing and rarely becomes anxious even when meeting somebody for the first
time. On several occasions, K has seen and played with humanoid robots at
exhibitions, but had never seen androids of any kind before this experiment.

11.3.2 Procedures

After being led to the experimental room by the experimenter, the participants
engaged in conversational tasks with the other entity in the room. The participants
were seated in front of a 15″ LCD screen. The distance between the participants and
the entity was approximately 1.4 m. Figure 11.4 shows the seat alignment.

Two conditions were compared. In the first case, the entity was a person, the
original of the geminoid HI-1, Dr. Ishiguro (P condition). In the latter case, the
participants conversed with geminoid HI-1, which was remotely operated by
the same person as in the P condition (G condition). In the P condition, the entity

Fig. 11.3 Block diagram of the geminoid system
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was told to limit his movements, so that his motion would resemble HI-1 in the G
condition. Each condition was conducted twice for each participant. Thus, eight
sessions were held.

Several conversational tasks were chosen, based on their parents’ opinions and
from pretest observations. These tasks reflected the children’s interests and ages, so
they could participate without becoming bored during the sessions. For R espe-
cially, some chosen tasks required conversation about family memories. Thus, a
different set of tasks was chosen for each participant. R’s tasks were the following:

(1) Photo: Viewing a series of family photographs and talking about them.
(2) Shiritori: Playing a Japanese word game in which players are required to say a

word that begins with the last letter of the previous word.
(3) Video: Watching videos in which R or her father appears and talking about

them. Clips from TV programs were used.
(4) Math: Doing simple math problems. The entity asked questions and R

answered.

K’s tasks were the following:

(1) Video: Watching family videos and talking about them.
(2) Talk: Talking about some recent issues related to the participant. In the

experiment, several topics were chosen by K’s father (one of the
experimenters).

(3) Movie: Watching movie clips and talking about them.
(4) English: Counting or reciting the alphabet in English.

After these tasks, several additional tasks were performed as a trial for future
experiments. As these tasks were only conducted as a trial for future experiments,
they are not analyzed in this paper.

Because each task lasted until the entity decided that the participant was getting
bored with the task, the duration of each task was not strictly controlled.

Fig. 11.4 Experiment room setup
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The average duration of each task was approximately 3 min, and the average
session time, including the unanalyzed tasks, was approximately 20 min.

At the beginning of each task, the entity asked the LCD screen for the next task,
and then the name of each task was shown on the display. For the ‘talk’ task, a
conversation topic was also displayed. During the ‘photo,’ ‘video,’ and ‘movie’
tasks, images or movies were shown on the display. For example, in the ‘photo’
task, several photographs were shown. The displayed photograph was changed by
the experimenter in a separate room. In the G condition, the same contents were
also shown on the teleoperation console (Fig. 11.2).

After each session, the participants were asked about their impressions of the test
and the entity they were talking with. To relax the children, they were interviewed
by one of their parents. At the end of each experiment day, several additional
questions inquired about comparisons between the geminoid and the real person.

The main experiment was held over two days. On the first day, four sessions
were conducted in the following order: R-P (participant R in the P condition), K-P,
R-G, and K-G. Two weeks later, on the second day, another four sessions were
conducted in the order of K-G, R-G, R-P, and K-P. One week before the first day,
test sessions were conducted with identical participants, but only for the P condi-
tion, to determine the effectiveness of the tasks and help the participants become
habituated to the experimental environment. To help them relax, at the beginning of
the first day, the children spent some time in the experiment room with their
mothers reading or playing. During this first habituation period, the android was
hidden. At the beginning of the second day, the participants and their mothers spent
some time talking and playing with the HI-1 (Fig. 11.5).

Fig. 11.5 Habituation session on the second day
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11.3.3 Measures

Although various studies have been conducted to identify suitable measures for the
effect of CMC [4] or presence [15], no effective measure has been developed for
personal presence. Thus, we considered some measures for capturing the partici-
pants’ impression toward the entity in conversation. Each experimental session was
recorded by video cameras to measure the following data:

(1) Eloquence of conversation

The amount of conversational utterances is known to be influenced by the partic-
ipant’s emotional state and impression of who he/she is having a conversation with
[16, 17]. The conversations in each session were transcribed from the audio
recordings. As all conversations were in Japanese, we analyzed the transcripts to see
how actively participants spoke in each task, which is similar to counting the words
in English sentences. Here, the transcripts were morphologically analyzed and split
into tokens by the ChaSen tokenizer [18]. The numbers of extracted tokens were
counted for each participant or entity for each task. The following relative elo-
quence rate was derived to measure how actively each participant spoke:

reloquence =
total number of tokens in participant speech
total number of tokens in entity speech

(2) Gaze direction

Nonverbal behaviors, such as interpersonal distance, gestures, eye contact rate, and
body movements, are also influenced by the participant’s impression of who he/she
is talking with [19, 20]. Thus, we selected two measures: eye contact rate and body
movement. From image recordings, the gaze directions of both the entities and the
participants were observed and coded into two categories: watching one another
(eye contact) or not. From these data, we derived the relative eye contact rate,
defined as follows:

reye contact =
total duration of eye contact

total duration of the entity watching the participant

(3) Body movement

As a simple measure to evaluate how the attitude of the participants changed, we
calculated the amount of body movement of each participant from video images.
The aim was to identify the broad changes in participants’ nonverbal behaviors such
as interpersonal distance or the number of gestures. We took the sum of the motion
vector norm obtained by performing a block matching calculation between sub-
sequent frames for the image region in which the participant appeared. The block
size was set to 8 × 8 (pixel2). Restrictions in the experimental setting meant that
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the camera angles differed between sessions. Additionally, the body size of the two
participants differed. As the sum of the motion vector norms depends on the body
area size, the obtained values were normalized by the standard area of each par-
ticipant. This area was obtained from a video frame showing each participant in a
neutral pose. The amount of motion was first calculated frame-by-frame (29.97
frames/s) and then totaled over 1 s intervals.

11.4 Results

As stated before, this experiment is a case study with only two subjects and a
limited number of trials. Thus, we did not conduct any statistical analysis of the
measured values. Instead, in this section, we describe the subjective tendencies
observed from the results.

11.4.1 Eloquence of Conversation

Figure 11.6 shows the relative eloquence measures extracted from each task. In the
‘English’ task, K was asked to count or recite the alphabet in English. Thus, the
amount of speech is not a meaningful value, and so the results of the ‘English’ task
are omitted.

For both participants, the results in the G condition seem to be lower than in the
P condition. For R, the differences between each condition are rather weak. Relative
eloquence in the G condition only seems to be significantly lower than in the P
condition for the ‘shiritori’ task (R).

As for K, the overall rate is clearly lower in the G condition. In the first ‘video’
task of session G-1, in particular, where the participant met the geminoid for the
first time, the rate was around 1%, which indicates that the participant remained
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mostly quiet throughout the task. The high value of over 100% in the same task at
session P-1 shows the considerable contrast between the two conditions. In G-2,
however, we can see a tendency where the value is recovering, and the differences
between P-2 and G-2 have almost vanished. In the ‘movie’ task for K, the differ-
ences among conditions are much smaller, perhaps reflecting the nature of the task.
It seems that the participant’s attention was focused on the movie, and his overall
response was low, as can also be seen in other measures.

11.4.2 Eye Contact

The results are shown in Fig. 11.7. For R, the values of the G condition seem to be
lower, except in the ‘photo’ task. As for K, no clear difference between the two
conditions can be found.

11.4.3 Body Movement

Figure 11.8 shows the average body movements. The detailed temporal changes in
the first tasks for each participant are shown in Fig. 11.9. For R, the overall amount
is smaller in P-1 and G-1 compared with P-2 and G-2. The values for K seem to
show a clearer tendency. Obviously, the values in the G-1 session are much smaller
compared with those in the other sessions, except in the ‘English’ and ‘movie’ tasks.
This tendency matches impressions from the recorded video images. In the G-1
session, K stayed still throughout the task. In contrast, in the P condition tasks, K
kept moving, spoke a lot, and showed a rich variety of facial expressions. The only
exception is when he was watching movies; he concentrated on the movie and
remained still in his seat.
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In the G-1 session, K’s body motion average is largest in the ‘English’ task.
Watching the video, we found that K began to make large movements, frequently
looking at the room exit. He might have become tired from the anxiety of the
previous two tasks. In the G-2 session, the values seem to recover toward those of
the P condition.

11.4.4 Interviews

Even though both participants were scared by the geminoid, they turned out to have
quite different impressions. The answers on the first and second days were almost
identical for both participants.

R seemed to notice that the geminoid was a robot controlled by her father in a
different place. Most of her impressions were based on this finding. She described
the geminoid as scary, mainly because its features and movements were strange.
She said that the geminoid did not look like her farther, but she could not specify
which part was strange or different. She preferred her real father to his geminoid
because ‘this robot can’t play Wee (the name of a portable game player) with me,
and it can’t grab things.’

K had a different impression. After the first P session, K insisted that the entity
(the real Dr. Ishiguro) was a robot. He thought that it was alive and breathing, and
its (his) figure was normal, but he still felt that it was a robot. He described the
‘robot’ as very ‘serious’ and said that the entity listened well to his story and that he
would like to play with ‘it.’ However, after the first G session, K said that ‘I thought
the first one was a robot, but that was a mistake. This one must be a robot.’ K
believed that the entity (HI-1) kept wearing a mask and said ‘it was very scary,
because it had a very thin nose.’ He also mentioned that it was not breathing, and its
mouth was not moving well when it was speaking.

K seemed to be rather confused by his experience. He sometimes mentioned that
the ‘man’ (HI-1) was a robot, but later he thought it was ‘a person’ wearing a
strange mask. ‘He should take off his strange mask that he keeps wearing,’ K said.
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11.5 Discussion

11.5.1 Adaptation to the Geminoid

Although both participants described the geminoid as scary in both trials, the
measurement results seem to show that the participants gradually adapted to con-
versation through the geminoid. This was especially clear from the video recording
of K, where he remained silent and still in the first half of the first G condition, and
then gradually became active, as is his normal manner. The fact that the younger
4-year-old participant was scared by the geminoid seems to echo the results of a
previous study [13]. The results there suggest that even a younger, more sensitive
participant could adapt to the uncanny appearance of the geminoid through con-
versation with the entity. Although the responses of both participants toward the
geminoid became similar to their response toward the real person, some differences
remained, especially in the younger participant, K. One influencing factor might be
the expressiveness in facial expressions. As seen in K’s comment where he thought
the geminoid was wearing a mask, the facial expressiveness of the android must be
improved. Even if efforts are made to create a replica of an existing person, both in
their appearance and behavior, many differences will still exist in the geminoid.
However, even though issues remain for the geminoid before it attains the complex
functionality of human beings, we can see from the measured data that both chil-
dren gradually adapted to conversation with the geminoid. Indeed, even with real
human beings, we sometime experience an uncanny feeling that decreases or dis-
appears as we spend more time with that person. Similar to the developmental
process in infants, where perceptual functions become optimized to frequent stimuli
[21, 22], the classification function within ourselves might become ‘personalized’
or tuned to the behavior or expression that each specific person shows.

Does the same adaptation process work during conversations with the geminoid?
Further examination of this adaptation process will elicit an understanding of the
nature of human–robot interaction and may give rise to new findings in human
developmental processes.

11.5.2 Representing Personal Presence

As for the operator’s personal presence, it was not fully represented at identical
levels as the real person. In the case of the daughter, the voice and content of the
speech led to the quick conclusion that the geminoid was operated by her father.
This is the same phenomena as seen in many adult visitors to our laboratory. When
they first see the geminoid, they are surprised and experience a feeling of unease.
However, after conversing for a while, they get used to the geminoid and feel it is
just like talking with the real person [14]. However, even when R knew that the
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geminoid was operated by her father, the measurements still showed slight differ-
ences between talking with her father and with the operated geminoid.

This was much clearer in K, the participant unfamiliar with the geminoid source.
Here, even stating the identification of the operator seemed to fail. In the interview
after the first day, K said that the geminoid was definitely somebody that he had
never met before, although he had no problem in recognizing the real entity as the
same person in the two experiment days.

From K’s measurement values, we believe that he also gradually adapted to the
geminoid, and his attitudes became closer to those displayed toward the real person.
We also think that the behavior and appearance of the geminoid displayed a dif-
ferent sense of personal presence to K. In the case of R, who knew the source
person very well, her belief that the geminoid was operated by her father might
have overcome her impression of the geminoid. As K was not familiar with the
operator, what he saw for each entity might lead to a stronger impression than the
content of their speech. The results with the two participants, R and K, seem to
show that each focused on different aspects of the geminoid in forming their
impression of its presence.

The results of this study show that the geminoid is still not perfect in repre-
senting personal presence. Although the participants gradually adapted to con-
versing with the geminoid, the impression they felt in the presence of the geminoid
was not the same as when conversing with the original source. What are the main
factors that define an individual? And what further aspects do we need to represent
the presence of an individual? There are many elements that are believed to show
individuality. We can often identify a person from their appearance, voice, manner
of speaking, or even their gait. In the current geminoid, elements such as the voice,
speech content, and memories are identical to those of the original person, who is
controlling the teleoperation system. Other elements are quite close to the source,
such as its appearance, and some, such as facial expression, are still not close
enough, mainly because of engineering issues. Naively, it seems to be easy to
express individuality when the appearance of the entity is close to the original and
the speech content is exactly that of the original. However, the results of this study
show that these are not sufficient. The fact that no difference was seen in the eye
contact rate seems to show that the geminoid is in one aspect superior to telephone
or CMC systems [4]. Overall, the current geminoid is not as good as other systems
for correctly transmitting individuality. Further research is needed to identify the
measurements and elements from which personal presence can be described and
defined. By utilizing the function of the geminoid system, where various elements
that possibly form the personal presence of an individual can be added or sub-
tracted, further study will lead us to build robots that better represent humanlike
presence, and also to clarify the key elements that make a person an individual
being.
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Chapter 12
Cues that Trigger Social Transmission
of Disinhibition in Young Children

Yusuke Moriguchi, Takashi Minato, Hiroshi Ishiguro,
Ikuko Shinohara and Shoji Itakura

Abstract Previous studies have shown that observing the actions of a human
model, but not those of a robot, can induce perseverative behaviors in young
children, suggesting that children’s socio-cognitive abilities may lead to persever-
ative errors (“social transmission of disinhibition”). This study investigates how the
social transmission of disinhibition occurs. Specifically, the authors examine
whether a robot with human appearance (an android) triggers perseveration in
young children and compare the effects with those induced by a human model. The
results reveal that the android induces the social transmission of disinhibition.
Additionally, children are more likely to be affected by the human model than by
the android. The results suggest that behavioral cues (biological movement) may be
important for the social transmission of disinhibition.

This chapter is a modified version of a previously published paper [21], edited to be
comprehensive and fit with the context of this book.
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12.1 Introduction

In the last decade, there has been growing interest in the development of executive
function. A search of Psyc-INFO using the key words “executive function under
12 years of age” yielded 48 records for the period 1985–1995 and 458 records for
the period 1996–2005. This expansion of the literature includes advances in brain
research (e.g., [6]), research on the developmental relationship between executive
function and other cognitive abilities (e.g., [4]), and research on developmental
disorders (e.g., [1]).

The executive function refers to the ability to plan, execute, and monitor
appropriate and relevant actions and to inhibit irrelevant and inappropriate actions
for the attainment of a specific goal. This ability develops rapidly during the pre-
school years, with adult-level performance being achieved during adolescence,
which is subserved by the maturation of the prefrontal cortex [5, 16, 25].

Recent studies have shown that developing cognitive control may involve more
social processes than previously considered. For example, Moriguchi et al. [18]
showed that young children’s cognitive control may be affected by observing
another person’s actions. They used a social modification of the dimensional
change card sort (DCCS) task, which is used to assess the executive function in
children [26]. In the standard DCCS task, children are asked to sort cards that have
two dimensions such as color and shape (e.g., yellow flowers, green houses) into
trays with target cards (e.g., a yellow house, a green flower). First, the children are
asked to sort cards according to one dimension (e.g., color) for six trials. Then, they
are asked to sort the cards according to the other dimension (e.g., shape) for six
trials. Typically, most three-year-olds fail to switch the dimension, whereas four-
and five-year-old children make the dimension switch. In the modified social DCCS
task, instead of sorting the cards by themselves, preschoolers watched an adult
model sorting the cards according to one dimension (e.g., shape), after which they
were asked to sort according to a different dimension (e.g., color). The results
confirmed that most three-year-olds fail to sort the cards according to the different
dimension and persevere with sorting according to the observed dimension, as in
the standard DCCS task (see [17]).

Interestingly, the cognitive control process in children can be affected by a
human’s actions, but not by a robot’s actions. Moriguchi et al. [20] showed that
children who observed a robot sorting according to one dimension had no difficulty
in sorting the cards according to a different dimension. The authors explain the
results in terms of a socio-cognitive perspective whereby children persevere with
the human model’s rule because they mentally simulate the model’s actions while
watching. In fact, they use the first observed rule even when asked to choose the
second rule. In contrast, the children’s actions are not affected by a robot’s actions
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because the robot does not induce a simulative process in young children. Mor-
iguchi et al. [20] concluded that children’s socio-cognitive abilities can lead to
perseverative errors in the social DCCS task, and they labeled the perseverative
tendencies as the “social transmission of disinhibition.”

The social understanding literature suggests that observing human actions, but
not mechanical actions, may elicit young children’s and adults’ imitative behaviors
[9, 11, 14]. This is consistent with Moriguchi et al. [20] explanation. However, it is
still unclear why a human’s actions, but not those of a robot, may induce the social
transmission of disinhibition. The cues that trigger the social transmission of dis-
inhibition are unknown.

Recent research regarding infants’ perceptions of the goal-directed actions of
others are relevant to understanding the influence of human or robot actions: In this
field, some researchers have suggested that behavioral cues may be important for
infants’ perceptions of goal-directedness, whereas others have argued that featural
cues may be relatively important [3]. The former viewpoint emphasizes that infants
are sensitive to behavioral cues, such as self-propelledness and contingent
responses [7, 10, 13, 22, 23], whereas the latter stresses that the appearance of the
agents may play a significant role in infants’ perceptions of goal-directed actions
[14, 24]. Research evidence is presently inconclusive, providing some support for
each theory [3, 8, 24].

Both appearance and behavioral cues may be important for infants’ social per-
ceptions. The present study examines which cues may trigger young children’s
social transmission of disinhibition. We test the hypothesis that behavioral cues
(biological movement) may affect young children’s social transmission of disin-
hibition, and devise a new android condition for comparison with a human con-
dition in the social DCCS task. The android has a humanlike appearance

Fig. 12.1 Android’s actions in the android condition. Android Repliee Q2 was developed by
Osaka University and Kokoro Co., Ltd
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(Fig. 12.1); however, its movement is mechanical, similar to the robot used in a
previous study [20]. Thus, the android differs from a human in terms of its
movement, but not its appearance. Using the android, we evaluate the effect of the
physiological movement (as a behavioral cue) of the agents. Before the experiment,
we conducted a pilot study with adult participants to verify the validity of the
stimuli in the experiment.

12.2 Pilot Study

We conducted a pilot study to determine whether the android used in the experi-
ment was different from a human in terms of its appearance with two groups of
adult participants (N = 20 for each group, M = 19.0 years of age). The first group
(appearance group) judged whether the appearance of a human, an android, and a
mechanical robot varied significantly. The second group (movement group) rated
whether the movements of the three agents varied significantly.

To assess the differences in appearance and movement between agents, we used
a scale of animacy consisting of six items evaluated on a 10-point Likert scale
(Dead/Alive, Stagnant/Lively, Mechanical/Organic, Artificial/Lifelike, Inert/
Interactive, and Apathetic/Responsive). This scale was developed to assess the
lifelikeness of robots [2, 12]. The appearance group was asked to rate the animacy
of the agents when presented with static pictures of each agent. We used pictures of
the stimuli used in the present experiment (an android and a human) and a stimulus
used in the previous study (a robot; [20]). The movement group was asked to rate
the animacy of the agents when presented with video clips of each agent. We used
video clips of card sorting from the present experiment (an android and a human)
and the previous study (a robot; [20]).

The Cronbach’s Alpha for the animacy scale was 0.85. We used the composite
animacy scores of the six items to assess the difference in appearance and move-
ment between agents (0–9, inanimate–animate). For the appearance group, the
mean animacy scores (SD) were 4.34 (2.24) for the human, 3.97 (1.93) for the
android, and 2.51 (1.57) for the robot. For the movement group, the mean scores
were 6.51 (1.84) for the human, 3.89 (1.60) for the android, and 2.65 (1.46) for the
robot. We conducted a group (appearance versus movement) × agent (human
versus android versus robot) two-way analysis of variance (ANOVA) of the ani-
macy scores. The results showed a significant main effect with respect to the agent,
F(2, 76) = 32.945, p < 0.001, ή = 0.46, and a significant interaction between
group and agent, F(2, 76) = 6.213, p < 0.003, ή = 0.14, but did not find a sig-
nificant main effect with respect to the group, F(1, 38) = 3.493, p > 0.06,
ή = 0.08. We conducted separate ANOVAs for each group to further examine the
significant interactions between group and agent. We found a significant main effect
with respect to the agent for the appearance group, F(2, 38) = 7.262, p < 0.01,
ή = 0.28, and the movement group, F(2, 38) = 33.196, p < 0.001, ή = 0.63. Post
hoc comparisons using the Bonferroni method revealed that the participants in the
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appearance group rated the human and android as more animate than the robot,
whereas the participants in the movement group rated the human as more animate
than the android and the robot (p < 0.05). The results suggest that the adult par-
ticipants did not consider the android to be significantly different from the human in
terms of appearance, but did consider the two to be significantly different in terms
of movement.

12.3 Experiment

12.3.1 Participants

The participants were 75 three- and four-year-old children (M = 46.0 months,
SD = 5.2, range = 36–56 months; 45 boys and 30 girls). They were recruited from
nursery schools in Kyoto and Fukuoka, and were not reported to have develop-
mental abnormalities. All children were from Japanese middle-class families.
Informed consent was obtained from the parents of all the children prior to their
involvement in the study. The children were randomly assigned to one of the
following three conditions: human condition, android condition, or control condi-
tion. Mean ages (ranges) were 46.2 months (37–54 months) in the human condi-
tion, 45.9 months (39–54 months) in the android condition, and 45.8 months
(36–56 months) in the baseline condition. There were no significant age differences
between the conditions.

12.3.2 Materials

Laminated cards (9.0 × 7.5 cm) were used in the trials. Two trays (4.5 × 10.5
15 cm) were provided, one containing a target card depicting a red star and the
other containing a card depicting a blue cup. There were six sorting cards, each of
which depicted either a red cup or a blue star.

An android named Repliee Q2 was used as a model. Repliee Q2 was developed
by Osaka University and Kokoro Co., Ltd [15]. As shown in Fig. 12.1, the face of
Repliee Q2 is quite similar to that of a Japanese woman and the android wears
female clothing. However, the android’s movements are awkward compared to a
real human; its movements are very mechanical (for details, see the stimuli at http://
www.youtube.com/watch?v=JomR4cmy1-8). The android and a human female
were videotaped performing the sorting task in similar ways. In the human and
android conditions, the stimuli (video clips) were presented using a notebook
personal computer with a 15-inch display (Dell Latitude D610).
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12.3.3 Procedure

There were three phases in the human and android conditions: a warm-up phase, an
observation phase, and a sorting phase. The control condition included only a
warm-up phase and a sorting phase. In each condition, the children were tested
individually for about 5 min while seated on a chair next to an experimenter.

12.3.3.1 Human Condition

In the warm-up phase, the experimenter introduced the two trays with target cards
and sorting cards. The child was asked to name the shape and the color on each
card. Following this, the experimenter announced the general rule of the task
(“There are two ways to sort the cards, color and shape. I will tell you whether you
should sort the cards according to their color or shape.”).

In the observation phase, the child was asked to watch a video on the computer.
The video showed an adult female model and two trays and cards identical to those
used with the children. The child was told that the model would sort the cards into
the trays (“Now she [the model] is going to sort the cards first. Please watch
carefully.”). The model sorted the cards according to one dimension. Half of the
children saw the model sorting the cards according to the shape dimension, and the
other half saw the model sorting the cards according to the color dimension. During
the observation, the children were not given any explicit rules. Instead, they were
encouraged to watch the video. The model performed four trials (two blue star and
two red cup cards).

In the sorting phase, the experimenter introduced the trays and sorting cards to
the child again. The child was instructed to play a game (“Now, it is your turn. We
are going to play a game.”). In this game, the child was asked to sort the cards
according to the other dimension. For example, when the model sorted the cards
according to the shape dimension, the child was asked to sort the cards according to
the color dimension (“Your game is a color game. In the color game, all the red
ones go here and all the blue ones go there.”). The child performed six trials. In
each trial, the experimenter told the child the rules of the game and randomly
selected a sorting card for sorting (“Where does this card go in the color game?”).
The child was required to sort the cards into the two trays and was not given any
feedback about the correctness of their choices.

12.3.3.2 Android Condition

The android condition was identical to the human condition, except that an android
was shown on the video sorting the cards, rather than a human model. All other
aspects of the android’s actions were matched to the human model, including the
speed with which the actions were performed.
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In the observation phase, the instruction given in the android condition was the
same as in the human condition. The child was instructed: “Now she [the android]
is going to sort the cards first. Please watch carefully.” The experimenter did not
state that Repliee Q2 was a robot/android, and, therefore, the child did not know in
advance that Repliee Q2 was a robot.

12.3.3.3 Baseline Condition

The baseline condition was identical to the human condition, with the exception
that there was no observation phase. After the warm-up phase, the child was
instructed to sort the cards according to one dimension (e.g., “We are going to play
a game. The game is a color game. In the color game, all the red ones go here and
all the blue ones go there.”).

12.3.4 Results and Discussion

Children in the human condition and the android condition watched the video clip
during the observation phases and never looked away from it. This suggested that
children in both conditions attended equally to the stimuli. The children’s sort was
scored as “correct” if they sorted a card correctly according to the dimension
instructed by the experimenter in the sorting phase. As shown in previous studies
(e.g., [20]), most children (63 out of 75; 84.0%) are either correct or incorrect on all
six trials. Therefore, the children were classified as passing or failing the task
according to whether or not they sorted at least five of the six cards correctly.
Preliminary analyses using Fisher’s exact tests showed no significant differences in
children’s performance in the shape and color games, or related to the children’s
sex, p > 0.10. Therefore, the data for these variables were combined for the sub-
sequent analyses.

More than half of the children in the human condition failed to use the second
(instructed) rule, which is consistent with previous studies (e.g., [18]). They sorted
the cards according to the first rule presented by the human model. Only eight
children (32%) passed the task (Fig. 12.2). However, the children in the android
condition were more likely to sort the cards according to the second, instructed rule.
Sixteen children (64%) in the android condition were classified as passing. In
addition, as expected, almost all of the children (24 out of 25) in the baseline
condition sorted the cards according to the instructed rules (Fig. 12.2).

To examine the performance differences between the human, android, and
baseline conditions, we conducted chi-square tests and found a significant differ-
ence between conditions, χ2 (2, N = 75) = 22.222, p < 0.0001. Post hoc analyses
using Fisher’s exact test (two-tailed) showed significant differences between the
human and android conditions, p < 0.05, between the human and baseline condi-
tions, p < 0.0001, and between the android and baseline conditions, p < 0.02. The
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results show that the human and android actions have a different influence on the
young children’s cognitive control process.

Finally, we conducted an additional analysis to compare the effect of the android
to the effect of a mechanical robot in a previous study [20]. The participants in the
previous robot condition (robot condition) included three-year-old children. Thus,
we added six four-year-old children to the previous data (N = 26, M = 45.8
months, range = 38–56 months). In the robot condition, about 85% of the children
were classified as passing. We conducted chi-square tests and found a marginally
significant difference between conditions, χ2 (1, N = 51) = 2.851, p < 0.10.

The results are important in two aspects. First, the non-human agent with a
human appearance may trigger young children’s social transmission of disinhibi-
tion. Compared to the baseline condition, children in the android condition were
more likely to sort the cards according to the first (modeled) dimension even though
they were instructed to sort the cards according to the second dimension. These
results contrast with those in the previous study using a mechanical robot [20]. In
that study, the mechanical robot did not affect young children’s actions; the results
were as though the children had not observed any demonstrations and were not
significantly different from the baseline condition. Although the differences
between the android condition and the robot condition are marginally significant,
the results suggest that an android triggers the social transmission of disinhibition in
children. Second, the results of the present study reveal that the performance in the
android condition is significantly different from that in the human condition. This is
despite the fact that the participants in the android condition were told “She is going
to sort the cards first.” The children were not explicitly told that the android was a
robot. In our pilot study, adult participants did not consider the human and android
to be significantly different. The children may have detected that the android was a
robot from its movements. This is interesting, because Moriguchi et al. [19] showed
that a televised model triggered the social transmission of disinhibition in young
children as well as a live model did. Children may identify the televised model with
the live model, but discriminate the televised model from the android. The results
suggest that an agent’s physiological movement might play an important role in the
social transmission of disinhibition.

Fig. 12.2 Percentage of
children who correctly sorted
cards according to the second
dimension
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12.4 Conclusion

The present study investigated whether behavioral cues may affect young children’s
perseverative behaviors. The results show that the android’s movements did, to
some extent, trigger perseverative tendencies in young children. Moreover, their
performance in the android condition differed significantly from that in the human
condition. The results suggest that an agent’s movement (i.e., humanlike move-
ment) might play an important role in the social transmission of disinhibition.

The present study contributes to our understanding of why young children
engage in perseverative behaviors after observing another person’s actions. A pre-
vious study proposed that children perseverate with a human model’s actions
because they mentally simulate the model’s actions, and thus they execute these
(mentally rehearsed) actions even when asked to choose other actions [20]. Con-
sistent with this, we interpret the android’s effect on young children’s actions in
terms of the simulative processes. The children expected to observe a “woman”
who would demonstrate the card-sorting game, and thus initially observe the
android as if she were a woman. This may trigger mental simulation. However,
while watching the android’s actions, they may detect that its movements are
mechanical, and their simulative process may have been affected. Nevertheless, the
simulative process may, to some extent, affect young children’s performance in the
second phase.

Our results are consistent with social understanding research. There is evidence
that infants begin to detect goal-directedness in human or non-human agents during
the first years of life [3]. Although the nature and emergence of infants’ ability to
understand others’ goal-directed actions are now controversial, both appearance and
behavioral cues may be critical for detecting goal-directedness [8]. In the present
study, we were unable to address this controversy directly, because our research
paradigm was too different from the infant goal-detection studies. Nevertheless, we
believe that behavioral cues could be crucial in young children’s social cognition.
Further research is needed to examine whether the appearance may have a signif-
icant role in the social transmission of disinhibition and how these other cues
interact with the behavioral cues observed in the present study.
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Chapter 13
Effects of Observing Eye Contact
Between a Robot and Another Person

Michihiro Shimada, Yuichiro Yoshikawa, Mana Asada, Naoki Saiwaki
and Hiroshi Ishiguro

Abstract One of the common requirements for a communication robot is to be
accepted by humans. Previous work has examined the effects of nonverbal factors
on people’s perceptions of robots for such a purpose, but always with a focus on
dyadic human–robot interaction; in real human society, however, triadic interaction
also plays an important role and should be considered. This paper explores a potential
merit offered by the latter formof interaction; specifically, howone formof nonverbal
interaction occurring between a robot and humans, eye contact, can be utilized to
make the robot appear more acceptable to humans. Experiments are conducted with
groups of two humans and an android. One of the humans, the “subject,” is asked
to communicate with a second person, the “confederate,” who knows the purpose of
the experiment; the confederate’s role is to gaze in such a way that the subject either
observes or does not observe eye contact between the confederate and the android.
A post-interaction questionnaire reveals that subjects’ impressions toward the robot
are influenced by eye contact between the confederate and the robot. Finally, the
consistency of the experimental results is discussed in terms of Heider’s balance
theory, and future extensions of this research are proposed.

This chapter is a modified version of a previously published paper [1], edited to be comprehen-
sive and fit with the context of this book.
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13.1 Introduction

Unlike the industrial robots of the past, communicating robots are expected to com-
municate and work with humans in their daily life and have attracted widespread
attention because of their potential to act as an intuitive interface for humans [2],
therapeutic tools [3, 4], and mediators in communication [3]. A common require-
ment for such robots is to be accepted as members of society; by accept, we mean
that the robots must not be perceived negatively by the humans they are expected to
collaborate with on a daily basis. In previous work, researchers have often focused
on dyadic human–robot interaction and reported the effects of nonverbal factors on
how the robot is accepted by human users; these factors have included, for example,
appearance [5–7],movement [2], the balance between appearance andmovement [8],
and the robot’s responsiveness to the user [9–12]. However, communication among
more than two agents is another important consideration for communication robots,
as they may sometimes have to serve multiple users or mediate human–human com-
munication. What kinds of factors are effective in making a robot accepted in such
triadic interactions?

Takano et al. investigated the effect of a robot’s nonverbal behavior in a triadic
scenario at a real hospital [3]. They found that patients seemed more satisfied with
medical examinations when the robot appeared to smile or nod at them. However,
there have been no attempts to clarify how such nonverbal behavior could be effective
in making the robot accepted by humans in triadic interactions. Hayashi et al. [13]
found that humans receive more information from two robots that talk to each other
about a certain topic than from a single robot that speaks about the same topic. In a
triad, as implied in the previous work, how a robot is perceived by a person might
reflect that person’s observations of how the robot interacts not only with the target,
but also with another agent. If we extend this idea to a scenario in which a robot tries
to join in when two humans are interacting, we might assume that the familiarity
the robot builds with one person could be shaped by letting that person observe the
interaction between the robot and the other person.

Sakamoto et al. [14] found that a person’s perception in human–human–robot
communication could be influenced by whether the robot expresses positive or neg-
ative opinions of each person. Interestingly, the effects of such influence can be
predicted by Heider’s balance theory [15], which explains how a person balances
their own cognitions in a triad situation, namely about the relationships between the
person and another, the person and an object, and the second person and the object.
In this theory, triadic interactions are classified as either balanced or unbalanced
depending on the perceived valence of the relationships between each pair of agents.
That is to say, given persons A, B, and C, if the number of positive relationships
is even, the interaction is seen as unbalanced, whereas if the number is odd, the
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interaction is balanced. For example, if A has a positive opinion toward B and B
has a negative opinion toward C, then it seems reasonable to assume, in order to
balance the situation, that A will have a negative opinion toward C. In the same way,
we assume that if A has a positive opinion toward C when A has a positive opinion
toward B, then B is likely to have a positive opinion toward C. However, because of
the limitations of language processing, we cannot assume that a robot will be able
to converse with all participants. As a result, it seems difficult to utilize the effects
of a participant observing verbal interaction between a robot and another participant
in real situations.

In contrast, as nonverbal behavior is more easily exhibited even when another
participant is talking, this would appear to be a more feasible way for a robot to
give the illusion of interacting with another participant. In this paper, as one type of
such nonverbal behavior, we focus on eye contact, as such synchronized behavior
has been widely viewed as playing an important role in dyadic interaction [16, 17].
When a person is speaking, they avert their gaze for about 50% of the conversation
[18]. Therefore, we could induce someone to feel as if the robot were establishing
eye contact with another person by making it turn to the second person when that
person directs their gaze toward the robot. As a result, we might expect the positive
impression toward the robot to be strengthened. Once any participant’s impression
toward the robot has improved, the frequency with which that person looks at it,
i.e., the opportunities for others to observe its nonverbal interaction, will increase.
Consequently, we believe that an investigation of the effect of eye contact in triadic
situations could provide an alternative, interaction-based method of preparing robots
for acceptance in human society. In this paper, we construct an experiment based
on a possible scenario for human–human–robot interaction to examine the effect of
observing eye contact between a robot and another person in triad communication.
We start from the following hypothesis:

– One’s impression toward a robot can be influenced by whether another person
appears to be performing nonverbal communication with it.

In the experiment, we use the scenario of a virtual job interview as an example of
triadic communication, where two agents converse with each other and one other
agent listens to the conversation. Human participants, a subject and a confederate,
take turns playing the roles of main speaker and main listener; during this time, a
robot (an android called Repliee Q2) plays the role of sub-listener. The eye contact
between the confederate and the robot is controlled by operating the robot through a
Wizard-of-Oz (WOZ) technique and training the confederate where to look accord-
ing to two experimental conditions: the confederate establishes eye contact several
times in one condition, and never does so in the other condition. We examine how
the feelings of the subjects are affected by the existence of eye contact between the
other agents through a post-interaction questionnaire in two different situations. The
subject is biased to have a positive feeling toward the confederate in one situation
(experiment 1) and a negative feeling toward him in the other situation (experiment 2).
Furthermore, we examine whether Heider’s theory can predict how a subject’s obser-
vation of nonverbal interaction between others influences their social cognition
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toward them. Sakamoto et al. controlled a subject’s impression of the link between
others by changing the content of their verbal communication; however, we explore
this issue by analyzing the results of experiments where nonverbal behavior between
the interacting agents changes based on two different conditions in which the subject
has a different impression of the confederate (experiments 1 and 2).

13.2 Experiment 1: The Effect of a Person with Positive
Prepossession

In this section, we investigate how the behavior of another person (second person)
affects the subject’s impression of the third person (android) in the case where the
second person displays communicative gaze behavior toward the subject.

13.2.1 Subjects

Wehired thirty Japanese adults (ages:mean (M) = 21.2, standard deviation (SD) = 2.0
[y]) through a temporary employment agency.Condition 1was performedwithfifteen
subjects (eight males and seven females), and condition 2 with the remaining fifteen
subjects (eight males and seven females). Written informed consent was obtained
from all subjects.

13.2.2 Apparatus

13.2.2.1 Android, Repliee Q2

An android called Repliee Q2 was used in this experiment (Fig. 13.1). Repliee Q2
has a very humanlike appearance that resembles an actual Japanese woman. Features
as detailed as frown lines have been duplicated, and pneumatic actuators are used to
produce body movements in order to reduce motor-driving noise, which might make
subjects feel uncomfortable during interactions.

Its actions were designed in advance to resemble those of a store clerk and include
bowing and looking toward the person who is speaking (e.g., a customer at the store).
The actions were triggered with appropriate timing by an operator who monitored
the interaction from a remote room.
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Fig. 13.1 Android Repliee
Q2

13.2.2.2 Experimental Environment

A sample scene from the experiment is shown in Fig. 13.2. The room used for the
experiment was 3m wide and 3.7m long. It was surrounded by curtains and sound-
proof partitions to allow subjects to concentrate on the experiment. The room con-
tained the android (seated on a stool), a round table, and two chairs.

Two video cameras were used to record the experimental sessions. The recorded
images and sounds were used not only for post-experiment analysis, but also to assist
the operator, who used them during the sessions to determine when the android’s
actions should be executed. A microphone was placed by the confederate’s chair so
that the operator knew who was speaking. The distances between agents are shown
in Fig. 13.2.

13.2.2.3 Experimental Situation

The scene of a job interview was replicated as an example of a situation involving
interactionbetween three agents. The subjectwas asked toplay the role of interviewer,
the confederate played the role of interviewee, and the android was described to the
subject as being an “Intelligent Android” (IA) whose purpose was to record the
interview.
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Fig. 13.2 Experimental setup: An android plays the role of the “Intelligent Android” (IA) recorder
(left), the subject plays the role of an interviewer (middle), and the confederate plays the role of an
interviewee (right)

The situation of a job interview was adopted because it was considered that this
would allow us to design a structured interaction where the gaze movements among
subjects could be controlled to satisfy the experimental conditions. We expected the
subject (i.e., the interviewer) to focus on the confederate (i.e., the interviewee), and
we instructed the confederate to look not only at the interviewer, but also at the
android (in condition 1) or at the wall opposite the android (in condition 2). We
determined the directions in which the chairs faced and the orientation of the three
agents so that the subject would not directly communicate with the android but could
observe eye contact between the confederate and the android if it occurred.

13.2.3 Procedure

13.2.3.1 Task

All instructions for the experiment were given to the subject by an instructor before
the subject entered the experimental room where the android was waiting. Then, the
instructor asked the subject to sit on a chair next to the android. After the instructor
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left the experimental room, the interviewee entered the experimental room and sat
down on a chair in front of the subject. After the interviewee sat in the chair, the
subject started to ask questions that had been listed in a document placed on the
table. The subject listened to the interviewee’s answers and evaluated them on a
seven-point scale. (This was a dummy task). Eight questions that could appear in a
real job interview were prepared, such as “What kinds of things have you learned so
far?” and “What kind of work do you want to do?” After the subject had asked all of
the questions, they answered a post-interaction questionnaire designed to evaluate
their feelings about the interaction, including impressions of the interviewee and the
android.

13.2.3.2 Instruction

Before the subject entered the experimental room, the instructor told the subject
that the purpose of the experiment was to evaluate a mannequin-like device called
the IA recorder. The android was described as a next-generation Integrated Chip
(IC) recorder furnished with a human appearance in order to be perceived as more
acceptable by humans.

The subject was told to ask the questions listed in a document on the table to
another subject (the confederate) playing the role of interviewee. The subject was
also told to grade the answers from the interviewee on a scale fromone to seven. In this
experiment, we assumed that the relationship between the subject and the interviewee
was positive in both conditions. Moreover, the instructor told the subject to give the
answers from the interviewee high scores (dummy task) in order to positively bias
the attitude of the subject toward the interviewee. Accordingly, the subject was asked
to decide whether to give five, six, or seven points for each answer.

13.2.4 Stimulus

Under both conditions, the android nodded to greet the subject when they entered
the experimental room in order to make the subject feel as if the IA might be human.
During the interview, Repliee Q2 looked at the current speaker. These motions were
triggered by an operator who monitored the interview from a remote control station.

The interviewee gave the same answers to each subject. Between the two con-
ditions, only the gaze movements of the interviewee were different. In both con-
ditions, when the interviewee answered questions, he established eye contact with
the subject. However, in condition 1, the interviewee also established eye contact
with the android. The subject was assumed to feel as if a positive relationship had
been established between the interviewee and the android through such behavior.
The interviewee was trained to be able to establish eye contact at the same time for
all subjects.
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In condition 2, the interviewee looked away from the android (in the direction
opposite to where the android was situated) at the same times that he had looked
at the android in condition 1; this was done so that the subject would not feel a
positive relationship existed between the interviewee and the android. In this way,
we encouraged the subject not to conduct synchronized behavior, i.e., eye contact,
with the android. Note that the interviewee was trained to answer questions and look
like he was thinking in such a way that his gaze movement toward the side opposite
the android would not appear strange to the subject.

13.2.5 Measurement

13.2.5.1 Questionnaire

The questionnaire consisted of questions designed to guarantee that the sessions
matched the assumed experimental setting and questions used tomeasure the impres-
sion of the android, which was assumed to be influenced by the difference in con-
ditions. The items that confirmed the success of the experiment are as follows: a
question that asked about the relationship between the subject and the confederate,
and a question that asked about the relationship between the confederate and the
android based on establishing eye contact with the android.

Subjects provided a score of 1–7 for each item on the questionnaire. In the ques-
tionnaire, we used direct expressions such as “positive” and “good.” Generally, direct
expressions bias the results. However, we conducted a relative evaluation between
conditions in this experiment. Therefore, bias is not a problem, because the same
bias occurs in every condition.

13.2.5.2 Video Observation

We observed the behavior of the subject and the android using the recorded video.
In this experiment, we sought to investigate the impact of an agent’s interaction
with a second agent (communication target) on the agent’s impression of a third
agent. Therefore, we had to exclude (as far as possible) other factors that could have
influenced the formation of the impression. It is known that the amount of gaze
and synchronized behavior causes an impression to change [19, 20]. Therefore, we
measured the amount of time subjects spent looking at the android, the number of
times subjects looked at the android, the amount of time and the number of times for
which (mutual) eye contact occurred between the subject and the android, and the
number of synchronized nods that took place between the subject and the android.
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13.2.6 Results

13.2.6.1 Observation

An example of the experimental flow in condition 1 is shown in Fig. 13.3. The
transition of gaze directions of the subject, the interviewee, and the android, as well
as the transition between the interviewer and the interviewee speaking, are illustrated.
The interviewer almost always looks at the interviewee, except when looking at the
paper on the desk to write down the evaluation of the interviewee’s answer and to
check the next question. The interviewee almost always looks at the interviewer.
However, the interviewee sometimes looks at the android while giving his answer.
The android looks at the interviewer and the interviewee when each is speaking.

Using the recorded video (30 frames/s), we measured the time for which the
subjects looked at the android, the time and the number of times that the subject and
the android established eye contact, and the number of times that the subject nodded
while the android was nodding.We calculated the average Cohen’s kappa value from
the data the author measured and the data two other observers measured in order to
confirm the reliability of the author’s observations. As a result, we confirmed the
reliability of the measurements (κ = 0.97). Therefore, in the following test, we used
the data measured by the author.

We conducted two-tailed unpaired t tests and found there was no significant dif-
ference between condition 1 and condition 2 regarding the time that the subjects were
looking at the android (mean= 163.3 [frames], SD= 175.5 in condition 1, mean =
264.5[frames], SD= 322.2 in condition 2, t(26)= −1.00, non-significant (n.s.)), the
time and the number of times that the subject and the android established eye contact
(time: mean= 0.29, SD= 0.47 in condition 1, mean= 0.43, SD= 0.85 in condition
2, t(26) = −0.64, n.s; number of times: mean = 11.2, SD = 0.85 in condition 1,
mean = 18.9, SD = 40.2 in condition 2, t(26) = −0.54, n.s), and the number of

Fig. 13.3 Sample transition of the interaction in the experiment under condition 1: what the agents
were looking at is illustrated, along with who was saying what. The pictures below are the scenes
viewed by the operator
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times that the subjects nodded while the android was nodding (mean = 2.14, SD =
1.83 in condition 1, mean = 2.93, SD = 2.20 in condition 2, t(26) = −1.02, n.s.).

Thus, there is no significant difference between the conditions for the subject’s
behavior and synchronized behavior between the subjects and the android.

13.2.6.2 Checking Conditions for the Experiment

Before analyzing the effect of the interviewee’s gaze movement on the subjects’
feelings, we should confirm whether the experiments were actually administered as
intended: The confederate and the android should be regarded as establishing eye
contact and forming a positive relationship in condition 1, whereas they should not
be regarded in that way in condition 2. Moreover, it is important to confirm that the
relationship between the subject and the confederate was positive.
Perception of eye contact. In this experiment, we wanted to analyze the effect of
observing synchronized nonverbal behavior between other agents on the observer’s
feelings about either agent. Therefore, we removed the data for cases where the
confederate was not considered to have established eye contact with the android in
condition 1, as well as for cases where the confederate was not considered to have
done so in condition 2.

The items investigated by the experiment and their results are listed in Table13.1.
The data to be removed were selected based on the scores of the post-experiment
questionnaire. The table lists the questions of the post-experiment questionnaire, the
average score and standard deviation in each condition, and a p value for the dif-
ference between these conditions. For eye contact, we calculated the average score
for question (p), that is, “Did you feel that the interviewee established eye contact
with the IA recorder?” We removed the data if the score for this question was too far
from the average score of each condition, i.e., greater than M + 2× SD or less than
M − 2× SD. As a result, one case was judged as an outlier in each condition. We
conducted a two-tailed unpaired t test and found a significant difference between con-
ditions (t (26) = 3.65× 10−8, p < 0.01), while the assumption of equivalent vari-
ances was not violated (F(13, 13) = 1.38, p > 0.05). The score in condition 1 was
significantly higher than that in condition 2; therefore, we can regard the gaze move-
ments of the confederate (i.e., interviewee) as sufficiently distinguishable for the
subjects included in the analyzed data.
Impression toward the interviewee. In this experiment, for simplicity, we assumed
that subjects were led to regard their relationships with the confederate as being
positive. Therefore, the scores on question (e), i.e., “Did you have a good impression
toward the interviewee?,” were analyzed. Both average scores (5.79 for condition 1
and 5.21 for condition 2) were greater than 4, which corresponds to a neutral feeling
in the scale used in this experiment. Note that a two-tailed unpaired t test showed
no significant difference between conditions (t (26) = 0.12, p > 0.10), while the
assumption of equivalent variances was not violated (F(13, 13) = 2.57, p = 0.10).
Therefore, the instruction and the dummy task in which subjects had to evaluate the
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Table 13.1 List of questions on the post-interaction questionnaire (translated from Japanese) and
the statistics of their scores in condition 1 and condition 2.Main questions are (a), (c), (e), and (p): (a)
asking about the impression toward the android, (c) asking about the impression of the relationship
between the interviewee and the android, (e) asking about the impression of the interviewee, and (p)
asking about the perception of eye contact (n.s. in the table denotes a non-significant difference.)

Condition 1 Condition 2 p value

Mean SD Mean SD

(a) Did you have a positive
impression toward the IA
recorder?

5.50 0.94 4.14 1.51 p < 0.01

(b) Did the interviewee look at the
IA recorder?

6.50 0.65 2.71 0.61 p < 0.01

(c) Did the interviewee seem to
have a positive impression
toward the IA recorder?

5.29 1.07 3.71 0.61 p < 0.01

(d) Did you feel that the IA
recorder had a good impression
toward the interviewee?

5.43 1.50 4.50 1.56 n.s.

(e) Did you have a good
impression toward the
interviewee?

5.79 0.70 5.21 1.12 n.s.

(f) Was the answer given by the
interviewee suitable?

6.07 0.73 5.36 1.28 p < 0.10

(g) Was the attitude of the
interviewee good?

6.36 0.74 5.79 0.58 p < 0.05

(h) Were you irritated/attracted by
the IA recorder’s behavior
while the interviewee answered
questions?

5.07 1.27 5.07 1.69 n.s.

(i) Did the interviewee seem to be
respectful toward the IA
recorder?

5.93 1.27 3.50 1.29 p < 0.01

(j) Did the interviewee seem to be
respectful toward you?

5.86 0.95 5.43 0.65 n.s.

(k) Did the IA recorder seem to
nod when you spoke?

5.14 1.66 5.36 0.63 n.s.

(l) Did the IA recorder seem to nod
when the interviewee spoke?

6.29 1.07 5.71 0.83 n.s.

(m) Was the job interview made
easier by the IA recorder?

4.64 1.22 3.71 0.83 p < 0.05

(n) Could you understand the
interviewee well?

5.29 1.14 5.00 1.24 n.s.

(o) Was the performance of the IA
recorder good?

6.29 0.61 5.54 0.97 p < 0.05

(p) Did the interviewee seem to
establish eye contact with the
IA recorder?

6.36 1.08 2.93 1.27 p < 0.01
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interviewee positively seemed to work. Thus, we regarded the subjects as feeling a
positive relationship with the interviewee.
Impression toward the relationship between the interviewee and the android. For sim-
plicity, we also assumed that the subjects were controlled to regard the relationship
between the confederate and the android as positive or negative, depending on the
condition.We compared the average scores for question (c), that is, “Did you feel that
the interviewee had a good impression toward the IA recorder?,” between the differ-
ent conditions, and found a significant difference (t (26) = 6.09× 10−5, p < 0.01).
The score in condition 1 is significantly higher than that in condition 2; therefore,
we can conclude that the subjects’ feelings about the relationship between the inter-
viewee and the android was successfully affected by having both the android and the
confederate establish or not establish eye contact.
Evaluation of impression toward the android. We compared the average scores for
question (a), that is, “Did youhave a good impression toward the IA recorder?”A two-
tailed unpaired t-test revealed a significant difference between conditions (t (26) =
0.0008, p < 0.01), while the assumption of equivalent variances was not violated
(F(13, 13) = 2.58, p = 0.09). The score in condition 1 is significantly higher than
that in condition 2; therefore, it seems that subjects who observe eye contact between
the interviewee and the android form more positive impressions toward the android
than subjects who do not observe eye contact.

13.3 The Effect of a Person with Negative Prepossession

In the previous section, we found that the impression toward the third person is
influenced by the behavior of the conversational target when the relationship between
the conversational target and oneself is positive. In this section,we investigate the case
when the relationship between the conversational target and the subject is controlled
to be negative by letting the second person exhibit non-communicative gaze behavior
toward the subject.

13.3.1 Subjects

We hired 30 Japanese adults (ages: mean = 21.2, SD = 2.01 [y]) from a temporary
employment agency. Fifteen subjects were assigned to condition 1 (eight males and
seven females), and the remaining fifteen subjects were assigned to condition 2 (eight
males and seven females). Written informed consent was obtained from all subjects.

13.3.2 Apparatus

Apparatus including the android (Repliee-Q2), as well as the android’s behavior, the
positions of the cameras and chairs, and the size of the experimental room were the
same as in experiment 1.
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13.3.3 Procedure

13.3.3.1 Task and Instruction

There was no change from experiment 1 regarding the task that the subjects con-
ducted; only the initial instructions were different.

The subjects scored the answers given by the interviewee as described in exper-
iment 1. However, it was necessary to induce a negative bias in the relationship
between the interviewer and interviewee. Therefore, the instructor told the subject
to assign low scores to the answers given by the interviewee in order to negatively
bias the attitude of the subject toward the interviewee. Here, we asked the subject to
give 1 or 2 points on the seven-point scale for each answer.

13.3.4 Stimulus

The stimulus and the android’s behavior were also the same as in experiment 1.
Furthermore, the behavior of the confederate again varied according to the condition.
In condition 3, it was intended that the subject would recognize a positive relationship
between the confederate and the android; therefore, the confederate looked at the
android to establish eye contact, as in experiment 1. In condition 4, the subject was
meant to perceive a negative relationship between the confederate and the android;
therefore, the confederate did not look at the android, as in condition 2.

13.3.5 Measurement

The same questionnaires were administrated, and video footage was recorded as in
experiment 1.

13.3.6 Results

13.3.6.1 Observation

Three coders (one of the authors and two volunteers) analyzed the behavioral data
captured by the video cameras using the same coding rules as in experiment 1. We
calculated the average Cohen’s kappa value from eight arbitrary sets of data encoded
by two of the observers to investigate the reliability of the observation, as described
for experiment 1. As a result, we confirmed that the analysis was reliable (κ = 0.98).
Therefore, in the following tests, we used the data measured by the author.
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We conducted two-tailed unpaired t tests and found there was no significant differ-
ence between condition 3 and condition 4 regarding the time for which the subjects
looked at the android (mean = 11.5 [frame], SD= 25.1 in condition 3, mean= 3.14
[frame], SD = 8.33 in condition 4, t(27) = 1.19, n.s.), the time and the number of
times that the subject and the android established eye contact (time: mean = 1.93,
SD= 5.13 in condition 3, mean= 1.14, SD= 4.28 in condition 4, t(27)= 0.45, n.s.;
number of times: mean = 0.13, SD = 0.35 in condition 3, mean = 0.07, SD = 0.27
in condition 4, t(27) = 0.53, n.s.), or the number of times that the subjects nodded
while the android was nodding (mean = 1.13, SD = 1.46 in condition 3, mean =
0.43, SD = 0.65 in condition 4, t(27) = 1.66, n.s.).

There is no significant difference between the conditions with regard to the sub-
ject’s behavior and the synchronized behavior that occurred between the subjects
and the android.

13.3.6.2 Checking Conditions for the Experiment

Before analyzing the effect of the interviewee’s gaze movement on the subjects’
feelings, we should confirm whether the experiments were actually administered as
intended: eye contact between the confederate and the android should be observed
in order for a positive relationship to be perceived in condition 3, whereas it should
not be observed in condition 4. Moreover, we have to confirm that the relationship
between the subject and the confederate was negative.
Perception of eye contact. As in experiment 1, wewish to analyze the effect of observ-
ing synchronized nonverbal behavior between other agents on the observer’s feeling
about either agent. Therefore, we removed the data in cases where the confederate
was not observed to engage in eye contact with the android in condition 3, as well
as cases where the confederate was perceived as having made eye contact with the
android in condition 4.

The results are presented in Table13.2, which lists the questions in the post-
experiment questionnaire, the average score and standard deviation in each con-
dition, and a p value for the difference between these conditions. For eye con-
tact, we calculated the average score for question (p). We removed the data if
the score for this question was too far from the average score of each condition,
i.e., greater than M + 2× SD or less than M − 2× SD. As a result, one case in
condition 3 and two cases in condition 4 were judged as outliers. We conducted
a two-tailed unpaired t test and found a significant difference between conditions
(t (24) = 9.23, p < 10−8), while the assumption of equivalent variances was not vio-
lated (F(13, 11) = 2.56, p = 0.13). The score in condition 3 is significantly higher
than that in condition 4; therefore, we regard the gaze movements of the confed-
erate (i.e., interviewee) as sufficiently distinguishable for subjects whose data were
analyzed.
Impression toward the interviewee. We assumed that subjects were led to regard
their relationship with the confederate as negative. Therefore, the scores on ques-
tion (e) were analyzed. Both average scores (3.73 for condition 3 and 3.86 for
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Table 13.2 List of questions in the post-interaction questionnaire (translated from Japanese) and
the statistics of their scores in condition 3 and condition 4. Main questions are (a), (c), (e), and
(p): (a) asking about the impression toward the android, (c) asking about the impression toward the
relationship between the interviewee and the android, (e) asking about the impression toward the
interviewee, and (p) asking about the perception of eye contact

Condition 3 Condition 4 p value

Mean SD Mean SD

(a) Did you have a positive
impression toward the IA
recorder?

5.27 0.99 4.43 1.47 p < 0.05

(b) Did the interviewee look at the
IA recorder?

5.67 1.73 2.79 1.30 p < 10−5

(c) Did the interviewee seem to
have a positive impression
toward the IA recorder?

4.27 1.20 3.21 0.83 p < 0.05

(d) Did you feel that the IA
recorder had a good impression
toward the interviewee?

4.87 1.21 4.93 1.44 n.s.

(e) Did you have a good
impression toward the
interviewee?

3.73 1.64 3.86 1.34 n.s.

(f) Were the interviewee’s answers
suitable?

4.20 1.65 4.79 1.34 n.s.

(g) Was the attitude of the
interviewee good?

4.20 1.70 4.07 1.60 n.s.

(h) Were you irritated by/satisfied
with the IA recorder’s behavior
while the interviewee answered
questions?

4.53 1.63 4.86 1.90 n.s.

(i) Did the interviewee seem to be
respectful toward the IA
recorder?

4.60 1.74 3.07 1.64 p < 0.05

(j) Did the interviewee seem to be
respectful toward you?

4.93 1.41 4.79 1.67 n.s.

(k) Did the IA recorder seem to
nod when you spoke?

4.87 1.61 3.79 2.05 p < 0.10

(l) Did the IA recorder seem to nod
when the interviewee spoke?

5.73 0.92 5.64 1.24 n.s.

(m) Was the job interview made
easier by the IA recorder?

4.53 1.29 2.79 1.62 p < 0.05

(n) Could you understand the
interviewee well?

4.07 1.58 4.57 1.31 n.s.

(o) Was the performance of the IA
recorder good?

5.47 0.85 4.93 1.41 n.s.

(p) Did the interviewee seem to
establish eye contact with the
IA recorder?

5.40 1.07 2.93 0.67 p < 10−8
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condition 4) are less than 4, which corresponds to a neutral feeling. Note that
a two-tailed unpaired t test showed no significant difference between conditions
(t (24) = 0.20, p > 0.10), while the assumption of equivalent variances was not vio-
lated (F(13, 11) = 1.50, p > 0.10). Therefore, the instruction and the dummy task
where subjects had to evaluate the interviewee as negative seemed to work, and thus
we could regard subjects having a negative perception of the interviewee.
Impression toward the relationship between the interviewee and the android. We also
assumed that subjects were led to regard the relationship between the confederate
and the android as positive or negative depending on the condition. We compared the
average scores for question (c) between condition 3 and condition 4. We found a sig-
nificant difference (t (24) = 2.71, p < 0.05) between conditions, while the assump-
tion of equivalent variances was not violated (F(13, 11) = 2.08, p > 0.10). The
score in condition 3 is significantly higher than that in condition 4; therefore, we can
conclude that the subjects’ perception of the relationship between the confederate
and the android had been successfully affected by having both the android and the
confederate establish or not establish eye contact.
Evaluation of impression toward the android. We compared the average scores for
question (a). A two-tailed unpaired t test revealed a significant difference between
conditions (t (24) = 2.306, p < 0.05), while the assumption of equivalent variances
was not violated (F(11, 13) = 2.17, p > 0.10). The score in condition 3 is signifi-
cantly higher than that in condition 4; therefore, it appears that subjects who observed
eye contact between the interviewee and the android formed a more positive impres-
sion of the android than those who did not observe eye contact.

13.4 Discussion

Based on the results relating to the impression toward the android (question (a)),
regardless of whether subjects were directed to have a positive (experiment 1) or
negative (experiment 2) impression toward the interviewee, any positive impression
toward the android is enhancedwhen eye contact is observed between the interviewee
and the android. This is considered to support the hypothesis that one’s impression
toward a robot can be influenced by whether another person appears to be engaging
it in nonverbal communication.

It is not clear how we can lead people to establish eye contact with a robot.
However, the experimental results indicate that, even if the robot can establish eye
contact onlywith a limited number of people or looks like it is doing so, other people’s
positive impressions toward it will be strengthened. These changes lead people to
look at the robot more frequently and, in turn, affect yet more people’s impressions
in the same way. As a result, positive impressions and looking behavior toward the
robot are reinforced in such a way that the introduction of robots into human society
could be accelerated and facilitated.

Moreover, we believe that the difference between experiments 1 and 2, that is,
the difference in the subject’s impression toward the interviewee, might appear as
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a difference in effect size from observing the eye contact between the interviewee
and the android. The effect size of question (a) is 1.08 in experiment 1 and 0.67 in
experiment 2. According to Cohen’s criteria, the effect size in experiment 1 is large,
whereas that in experiment 2 is mid-range. Therefore, the strength of the effect of
nonverbal behavior between agents might be influenced by the impression toward
either agent.

In addition, we found significant differences in the scores for question (m), “Was
the job interviewmade easier by the IA recorder?,” in both experiments 1 and 2. These
scores seem to indicate the subjects’ evaluation of the android’s mediation abilities.
Therefore, we might assume that observing the android’s eye contact with another
person led subjects to evaluate the android’s mediation ability highly (i.e., its ability
to contribute toward establishing an atmosphere conducive to communication). This
resulted in positive feelings toward the android, as indicated in the score for question
(a). However, we cannot ignore an alternative interpretation, whereby a generally
positive impression toward the android induced a positive evaluation of its mediation
ability.

Here, we examine whether the current results are consistent with Heider’s balance
theory. We interpret the relationship between the subject and the confederate as
having been made to appear positive by the experimental instructions in conditions
1 and 2, but negative in conditions 3 and 4. The relationship between the confederate
and the android is directed to be positive by controlling the use of eye contact in
conditions 1 and 3, but negative in conditions 2 and 4. If Heider’s balance theory
applies in the case where the relationship between another person and a robot is
controlled by a nonverbal channel, then the relations between the subject and the
android would become positive in conditions 1 and 4, but negative in conditions
2 and 3. As the relationship between the subject and the android in condition 1 is
better than that in condition 2, Heider’s balance theory is supported by experiment
1. However, it is not supported by experiment 2, because the relationship between
the subject and the android in condition 3 is better than that in condition 4. For these
reasons, the results are only partially consistent with Heider’s balance theory.

Taken as a whole, the current results do not appear to support Heider’s theory.
However, we are cautious in concluding this, as there are other possible interpreta-
tions:

(a) The relationship between the subject and the confederate is insufficient in exper-
iment 2. The effect size on the score for question (a) in experiment 1 is smaller
than in experiment 2. This might imply that the instruction to bias the subjects’
impression toward the interviewee worked only to reduce the positive feeling
toward him, instead of making it negative as intended. Therefore, if the posi-
tive impression toward the interviewee could be further reduced, the effect size
might become small. Furthermore, if it reached a negative level, the inverse effect
predicted by Heider’s theory might appear. To investigate this possibility, one
possible direction would be to examine this effect in some real situations where
a robot mediates between persons in a “hostile” relationship, such as a debate
scenario.
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(b) Heider’s balance theory is satisfied in a limited layer of communication. If we
focus only on whether eye contact occurred between agents and regard this
to determine a positive or negative relationship, the relationships between the
subjects and the interviewee were all positive in the current experiments. The
android was evaluated as having better mediation ability in the condition where
it established eye contact with the interviewee. We could regard these scores as
being reflective of the subjects’ evaluation of the potential relationship at the
level of their eye contact with the android, which might be imagined through
its mediation ability. If this were true, the relationship between subjects and
the android could be regarded as positive in conditions 1 and 4, but negative in
conditions 2 and 3, which would appear to satisfy Heider’s theory at the level of
eye contact. To examine this hypothesis, it would be interesting to control only
the occurrence of eye contact among three agents.

In the experiments, it was assumed that subjects could recognize the gaze of
both the confederate and the robot. Therefore, we used an android whose humanlike
appearance allowed subjects to easily recognize when eye contact had been estab-
lished with the confederate. However, as we believe such a humanlike appearance
is not a necessary requirement for the balancing effect, experiments using robots
with mechanical appearances should utilize this effect in designing more accept-
able robots. In addition, only one type of eye contact was considered in the current
experiment, which was performed by training the confederate to look at the android
for a certain period while speaking. However, different forms, timing, or durations
of eye contact might enhance the impression of this effect, and should therefore be
investigated. Furthermore, factors like culture and gender also exert an influence
on one’s gaze pattern. Therefore, subjects with different cultural backgrounds or of
different genders would have different impressions of gaze and this effect. To make
our hypothesis more general and useful, various such factors should be investigated.

13.5 Conclusion

Experiments involving subject–confederate–android interaction were performed.
The gaze of the confederate was directed so as to allow the subject to observe or
not observe eye contact between the android and the confederate; the findings sup-
port the hypothesis that one’s impression toward a robot can be influenced bywhether
another person looks at the robot and engages in nonverbal communication.

In the experiments, the relationship between the subject and the conversational
target is biased by the instructions and the subject’s appraisal of the interviewee’s
answers. The results indicate that if the conversational target has a positive relation-
ship with the subject and establishes eye contact with the third person (i.e., if the
confederate establishes eye contact with the robot), the subject will accept the robot
more readily. Alternatively, if a robot moves to a position where it can establish eye
contact with someone (a conversational target), the impression of another person
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(the subject) toward the robot will be enhanced. Of course, in this situation, we have
to consider how the robot’s movement influences the impression it makes, and how
the robot should behave in order to establish eye contact.

Although the current results are not completely consistent with Heider’s theory,
it seems as if the current evidence is insufficient to make this conclusion, as other
interpretations are possible. To gain deeper insight into this issue, we need to conduct
other experiments and investigate the effects of controlling not just nonverbal aspects,
but also other factors of the triadic interaction.
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pany, Ltd.
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Chapter 14
Can an Android Persuade You?

Kohei Ogawa, Christoph Bartneck, Daisuke Sakamoto,
Takayuki Kanda, Tetsuo Ono and Hiroshi Ishiguro

Abstract The first robotic copies of real humans have become available. They
enable their users to be physically present in multiple locations simultaneously.
This study investigates the influence that the embodiment of an agent has on its
persuasiveness and its perceived personality. Is a robotic copy as persuasive as its
human counterpart? Does it have the same personality? We performed an experi-
ment in which the embodiment of the agent was the independent variable and the
persuasiveness and perceived personality were the dependent measurements. The
persuasive agent advertised a Bluetooth headset. The results show that an android is
perceived as being as persuasive as a real human or a video recording of a real
human. The personality of the participant had a considerable influence on the
measurements. Participants who were more open to new experiences rated the
persuasive agent lower on agreeableness and extroversion. They were also more
willing to spend money on the advertised product.

Keywords HRI ⋅ Android ⋅ Persuasion

This chapter is a modified version of a previously published paper [1], edited to be
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14.1 Introduction

A great advantage of having a robotic copy of yourself is that it allows you to be
physically present in two locations simultaneously. In particular, politicians may
appreciate the ability to give two speeches at the same time during an election
campaign. However, while the physical appearances of androids have become
almost indistinguishable from their human originals (see Fig. 14.1), it is not clear to
what degree androids are able to convey the same personality and persuasive power
as their human originals. Moreover, androids need to show a significant advantage
over screen characters to justify the extra costs. A simple video transmission is
currently easier and cheaper than using a robotic copy, but some situations require a
representation that is truly 3D. Human doppelgangers, for example, are frequently
used to confuse paparazzi and terrorists. A robotic doppelganger could take its
owner’s place and ease some of the ethical difficulties associated with this dan-
gerous business. It would be of considerably less consequence if a robotic dop-
pelganger took a bullet than if a human doppelganger did. In this study, we did not
want to focus on the pure appearance of a robotic doppelganger, but on the per-
suasive power and personality that androids may have. After all, it is desirable that
your robotic copy possesses the same persuasiveness and personality as yourself.
Persuasion can be defined as a social influence. It occurs when one person attempts
to induce change in the beliefs, attitudes, or behavior of another person or group of
people [2]. Previous studies showed that the success of persuasion depends on the

Fig. 14.1 Geminoid HI-1 and Hiroshi Ishiguro
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source of the message [3, 4], the strength of the argument [5], and the person being
influenced [3, 6].

The persuasiveness of technology has become an important research field [7],
and many robots are used in contexts where their main or primary purpose is to
change the attitude, behavior, or opinions of humans [8]. The first studies on the
persuasiveness of virtual characters and robots show promising results. Zanbaka
et al. [2] compared the persuasiveness of virtual characters with that of real humans
by communicating the benefits of comprehensive examinations to college students.
They concluded that virtual characters are perceived as being as persuasive as real
humans and that the realism of the character had no effect on its persuasive power.
Shinozawa et al. used either a screen character or a robot to give recommendations
to users. Their results showed that a robot’s recommendation was more effective
than that of a screen character [9]. Powers et al. compared people’s responses to a
screen agent and a robot in a health interview [10]. Their results showed only a few
behavioral differences, but considerable differences in attitude. The participants
spent more time with the co-located robots and had a more positive attitude. Kidd
and Breazeal studied users’ perceptions of a robot in the same room as compared
with that of a robot shown on a screen [11]. They hypothesized that when the robot
is physically present, it will be viewed as more persuasive than when it is telep-
resent. Their results showed that a robot is more engaging than an animated
character and is perceived as more credible and informative, as well as providing a
more enjoyable interaction.

However, it is not clear to what degree androids may compare to their human
originals in terms of persuasiveness and personality, in particular the influence of
the embodiment of a persuasive agent on its persuasiveness and perceived per-
sonality. It has been shown that when the personality of a computer voice matches
the users’ personality, (a) participants regarded the computer voice as more
attractive, credible, and informative and (b) participants were more likely to buy a
product from the computer [12]. It is therefore necessary to measure not only the
perceived personality of the persuasive agent, but also the personality of the par-
ticipants. In summary, we are interested in the following research questions:

1. What influence does the embodiment of an agent have on its persuasiveness and
perceived personality?

2. To what degree does the personality of the users influence their perception of the
persuasiveness and personality of a persuasive agent?

14.2 Method

We performed a between-participant experiment in which three conditions were
applied to the persuasive agent. In the human condition, Hiroshi Ishiguro presented
a persuasive message, in the video condition a recording of Ishiguro’s persuasive
message was presented, and in the android condition Geminoid HI-1 persuaded the
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audience. The appearance of all three persuasive agents was very similar, which
allowed us to focus on the embodiment of the agent, instead of its visual
attractiveness.

14.2.1 Measurements

The participants’ perceptions of the persuasive argument and message were
assessed through a semantic differential questionnaire developed by Zanbaka,
Goolkasian, and Hodges [2], which is based on the previous work of Mullennix
et al. [13].

Items related to the perception of the argument and the perception of the message
were measured on a Likert-type scale. The items for each were as follows: per-
ception of the argument (bad–good; foolish–wise; negative–positive; beneficial–
harmful; effective–ineffective; convincing–unconvincing); perception of the mes-
sage (stimulating–boring, vague–specific, unsupported–supported, complex–sim-
ple, convincing–unconvincing, uninteresting–interesting). Zanbaka et al. performed
a principle components analysis of both perceptions. The results of the factor
analysis of the items related to the argument showed only one factor with a high
reliability (Cronbach’s alpha = 0.90). The factor analysis of items related to the
message resulted in two factors. The interesting factor (stimulating, specific, sup-
ported, convincing, and interesting) accounted for 39% of the variance, and the
conservative factor explained 19% of the variance. The Cronbach’s alpha for the
interesting factor was 0.76. We translated all the items into Japanese using
the back-translation method.

In addition, we evaluated the persuasiveness of the speaker by asking the par-
ticipants before and after the persuasive speech how much they would be willing to
pay for the product. This repeated measure allowed us to compensate for individual
differences. A certain participant, for example, might simply not like a given
product. We calculated the variable price by subtracting the participant’s evaluation
before seeing the agent from that after seeing the agent. Hereafter, we refer to this
collection of questionnaires as the “persuasion questionnaire.”

Several models and measurement tools have been proposed for evaluating
personality, including the acknowledged Big Five Model [14], a brief version of the
Big Five Model [15], Mowen’s Personality Scale [16], and the established Myers–
Briggs Type Indicator [17]. Many of these instruments consist of more than 100
items, and their completion can require up to one hour. Since we intended to use
several measurement instruments, it seemed unreasonable to dedicate that much
attention to only one tool. We therefore used the NEO Five-Factor Inventory
(NEO-FFI) that contains only 60 items, which is designed to take only 15 min to fill
and is available in the Japanese language. This questionnaire is a short version of
the NEO PI-R instrument of the same author [18]. Despite its brevity, the validity
and reliability of this tool have been demonstrated. Ishiguro and the participants
filled this questionnaire about themselves.
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The five factors in this personality questionnaire are neuroticism, extraversion,
openness, agreeableness, and conscientiousness, each of which is measured on a
0–48 scale. A person with a high neuroticism score can be described as “sensitive,
emotional, and prone to experience feelings that are upsetting.” A person with a low
neuroticism score is “secure, hardy, and generally relaxed even under stressful
conditions.” A high extrovert score describes a person as “extrovert, outgoing,
active, and high-spirited, and preferring to be around people most of the time,”
while a low score refers to a person who is “introverted, reserved, and serious and
prefers to be alone or with a few close friends.” “Open to new experiences and
having broad interests and very imaginative” describes a person with a high
openness score, and “down-to-earth, practical, traditional, and pretty much set in
his/her ways” describes a person with a low openness score. A high agreeable score
refers to a person who is “compassionate, good-natured, and eager to cooperate and
avoid conflict,” and a low score to a person who is “hardheaded, skeptical, proud,
and competitive and tends to express anger directly.” People with a high consci-
entiousness score are described as “conscientious and well-organized. They have
high standards and always strive to achieve their goals,” while people with a low
score can be described as “easygoing, not very well-organized, and sometimes
careless. They prefer not to make plans.”

Unfortunately, the NEO-FFI version for rating another person has not yet been
translated into Japanese. We therefore used the Japanese Property-Based Adjective
Measurement questionnaire [19]. Its three components are highly correlated with
the extraversion, openness, and agreeableness components of the NEO-FFI
(Hayashi 1978).

The Geminoid HI-1 android has received a considerable amount of media
attention, and hence, it is possible that the participants had previously seen or
interacted with it. We therefore asked the participants whether they had previously
seen (e.g., on television) the android or Ishiguro (seen-agent), whether they had met
them (met-agent), or whether they knew them personally (know-agent). This
allowed us to take a possible bias into account in the statistical analysis.

In summary, we measured the persuasiveness of the presentation by its com-
ponents argument, interesting and conservative. In addition, we calculated the
change in the price estimation of the headset by subtracting the value before
the product presentation from the value after the presentation (price). We measured
the personality of the participants and of Hiroshi Ishiguro using the NEO-FFI
questionnaire. We measured the perceived personality of the persuasive agent using
the Japanese Property-Based Adjective Measurement questionnaire. Finally, we
measured the participants pre-knowledge of the android and Ishiguro.

14.2.2 Setup

We used the Geminoid HI-1 android for this experiment, since it allowed a direct
comparison with its human equivalent, Hiroshi Ishiguro. The android’s movement
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was based on motion data captured from Ishiguro performing the persuasive
speech. The recording also included Ishiguro’s voice, so that the lip movement of
the android matched the speech signal.

One limitation of the android is that it cannot grip and hold products or press
small buttons reliably. We therefore decided to advertise a Bluetooth headset, since
it can be demonstrated without the android being required to handle it. Moreover, it
may be assumed that a robot may be perceived as being more knowledgeable about
electronic products than, for example, food products. The expertise of a speaker
does have a considerable influence on his/her persuasiveness, which also holds true
for the persuasiveness of machines [20, 21]. The headset was placed over the ears of
the android and Ishiguro during the presentation.

A recording of Ishiguro performing the persuasive message was used in the
video condition. For the recording, we placed a large television behind the camera
that displayed the script of the persuasive message so that Ishiguro could more
easily remember it. The same screen was placed behind the participants in the
human condition. This procedure allowed Ishiguro to minimize the variations
between his presentations. The video was projected onto a 110 by 175 cm screen,
which approximates the actual size of Ishiguro and the android. The resolution of
the video was 720 by 480 pixels. Figure 14.2 shows the experimental setup for the
three conditions.

The advertised headset did not contain any label or brand icon, so that the
participants were not able to identify the headset. It was therefore impossible for the
participants to simply know the price of the product.

Fig. 14.2 Three experimental conditions: video (left), android (middle), and human (right)
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14.2.3 Procedure

The participants took part in the experiment in small groups. After welcoming the
participants in room A, the experimenter asked them to fill and sign an informed
consent form. Next, the experimenter asked the participants to fill a questionnaire
that contained demographic questions and the NEO-FFI personality questionnaire.
The participants were then asked how much they would pay for 30 products that
were presented to them in a custom-made catalog. The products included furniture,
electronic devices, and accessories (see Fig. 14.3).

The experimenter then guided the participants into room B, where the persuasive
agent (android, human, or the television screen) was located. The participants were
seated on chairs that were arranged in a circle, 1 m away from the persuasive agent
(see Fig. 14.2).

The experimenter left the room, and the persuasive agent presented a Bluetooth
headset. After the presentation was completed, the experimenter guided the par-
ticipants back into room A where they filled a questionnaire that contained the
question asking how much the participant would pay for the Bluetooth headset that
had just been presented, the persuasion questionnaire, and the Japanese
Property-Based Adjective Measurement questionnaire. In parallel to the experi-
ment, we asked Ishiguro to fill the personality questionnaire.

Fig. 14.3 Product catalog
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14.2.4 Participants

Twenty male and 12 female subjects participated in the study. They were between
19 and 25 years old (mean 21.1), and they received 3000 yen for their effort. The
participants were recruited from a temporary work placement company called
Arbeit Network, which specializes in the work placement of students. All of the
participants were students from a wide range of fields, including history, infor-
mation science, and psychology. Fifty-six percent of the participants had never seen
Ishiguro or the Geminoid HI-1 android (e.g., on television), 78% had never met
them, and 91% did not know them personally.

14.3 Results

A reliability analysis across the six arguments items resulted in a Cronbach’s alpha
of 0.684, which is below the value of 0.90 reported in Zanbaka, Goolkasian, and
Hodges’ original paper [2]. The reliability of the interesting factor was 0.861, which
is above Zanbaka’s value of 0.76. The Cronbach’s alpha for the three components
of the Property-Based Adjective Measurement was 0.57 for openness, 0.86 for
agreeableness, and 0.716 for extraversion. The reliability and validity estimations
for the NEO-FFI are available in McCrae and Costa’s paper [22].

We performed analysis of covariance (ANCOVA) in which the persuasive agent
(human, video, android) was the independent variable and seen-agent and gender
were the covariants. Price, argument, interesting, and conservative were the
dependent variables. Neither covariant had a significant influence on the mea-
surements. The persuasive agent also did not have a significant influence on the
measurements (see Table 14.1).

We performed a second ANCOVA in which the persuasive agent was the
independent variable and the seen-agent and the personality of the participant were
the covariants. The perceived extraversion, openness, and agreeableness of the
persuasive agent were the dependent variables. It should be noted that the Japanese
Property-Based Adjective Measurement questionnaire does not have scales for the
measurement of neuroticism or conscientiousness and therefore they do not appear
in the further analysis. Figure 14.4 shows the mean personality scores for all three
conditions.

Table 14.1 F and P values of
the ANCOVA on price,
argument, conservative, and
interesting

F(2, 27) P

Price 0.259 0.774
Argument 0.266 0.768
Conservative 0.040 0.961
Interesting 0.179 0.837
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The persuasive agent did not have a significant influence on any of the mea-
surements, although a significant level for openness was approached (F(2, 22) =
2.567, p = 0.100). Post hoc t-tests with Bonferroni-corrected alpha showed that the
human agent was rated almost significantly (p = 0.153) less open (3.590) than
the android agent (4.169). The covariant seen-agent and gender had no significant
influence on the measurements. The personality of the participant also significantly
influenced the measurements. The openness of the participants had a signifi-
cant influence on their rating on the extraversion of the agent (F(1, 22) = 8.700,
p = 0.07).

We performed a linear regression analysis to explore the relationship between
the openness of the participants and their personality ratings for the agent. The
openness of the participants was significantly correlated with the ratings for the
agent on neuroticism, extraversion, and openness (see Table 14.2). However,
the personality ratings for the agent accounted for only 23.2% of the variance in the
openness of the participant. Scatter plots revealed that the agreeableness and
extroversion ratings for the agent decreased with the rising openness of the
participant.

Fig. 14.4 Mean personality scores for the persuasive agents

Table 14.2 Pearson correlation between the openness of the participant and the personality
ratings for the agent (Italics indicate significant correlations at P < 0.005)

Openness participant Agreeableness agent Openness agent

Agreeableness agent −0.381
Extraversion agent −0.389 0.323
Openness agent −0.116 0.202 −0.089
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Next, we performed a linear regression analysis between the participants’
openness and the factors in the persuasive questionnaire (argument, interest, con-
servative, and price). Only the price was significantly correlated with the openness
of the participant (r = 3.57, p = 0.022). A box plot revealed that the more open
participants are to new experiences, the more they increase the amount they are
willing to pay for the headset.

Finally, we were interested in the degree to which the participants’ evaluation of
the agent’s personality matches the score that Ishiguro gave himself. We divided the
scores from the 48-point scale of NEO-FFI questionnaire by 48/7 = 6.85 to allow us
to compare the scores with those of the 7-point scale of the Property-Based
Adjective Measurement. Table 14.3 shows the mean scores of Ishiguro and the
participants. We then performed three one-sample t-tests against the corresponding
value from Ishiguro’s questionnaire. The ratings for extraversion and openness
were significantly different, and the mean scores from the Japanese Property-Based
Adjective Measurement questionnaire hovered closely around the center of the
scale.

14.4 Discussion and Conclusions

The focus of this study was on the effects of the embodiment of the persuasive
agent. Embodiment refers to the visual and haptic representation of the agent and
not to the agents’ voice. The same human voice was used in all conditions. Other
studies explicitly focused on the influence of the agents’ voice [13, 23].

Zanbaka et al. [2] had previously shown that college students found a virtual
character as persuasive as a real human being. Their results were in line with those
of other studies that showed that virtual characters are often treated similarly to real
humans [24, 25]. We extend their results by concluding that a robotic copy of a real
human is perceived as being as persuasive as its human original. Androids can
therefore be considered an alternative for presenting persuasive messages.

We also observed that the embodiment of the agent may influence its perceived
openness. The android was perceived as more open than its human or robotic
counterpart. This may give the android a slight advantage over the video agent and
justify the extra expense. We hope that if the number of participants was increased,
the effect would become significant.

Table 14.3 Mean scores for Ishiguro’s self evaluation, mean score for agent, T and P values for
extraversion, openness, and agreeableness

Mean self score Mean agent score T P

Extraversion 3.64 4.523 4.877 0.001
Openness 6.41 3.828 −26.194 0.001
Agreeableness 3.50 3.367 −0.945 0.352
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Despite the considerable media attention that Ishiguro and his android have
received, it did not seem to have influenced the participants. Seeing a report on
television may still be a different experience from standing in front of the “real
McCoy.” Overall, the results suggest that the openness of the participants may play
an important role in the participants’ perception of the personality of the agent. The
openness rating was negatively correlated with the agreeableness and extroversion
ratings for the agent. Participants who were open also showed an increased will-
ingness to spend money on the advertised headset.

However, the personality ratings that the agent received do not completely match
the rating that Ishiguro gave himself. The short interaction time with the agent may
not have been sufficient for the participants to understand the agent better. Ishig-
uro’s great openness to new experiences may not be communicated in the context
of an advertisement. To gradually get to know people and androids remains a
pleasant necessity.

In addition to the doppelganger scenario described in the introduction, we can
also envision another application domain for persuasive androids: advertisements.
The androids could be used as sales agents in supermarkets and many other stores.
Today, audio and video messages are already being used to persuade customers to
purchase certain goods, and the first studies on the effectiveness of virtual agents are
becoming available [26].

14.4.1 Limitations and Future Work

The results of our study are limited to the android used in this study and may not be
generalizable to other robots. Further research is necessary to determine in more
detail the aspects of the embodiment that contribute to the persuasiveness and
personality of an android. We were also limited by the physical limitation of the
Geminoid HI-1 android. It cannot move as smoothly as humans and is not yet able
to grasp objects. Future androids may have much better abilities and therefore
become even more persuasive.

Another drawback of this study was the limited number and diversity of the
participants. To achieve more generalizable results, this study should be extended
with a more diverse sample, in particular with more participants who are not
university students. All the participants were Japanese, and it has been shown that
the cultural background of the users influences their perception of a robot [27, 28].
It would therefore be interesting to repeat this experiment with users from other
cultures.
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Chapter 15
Attitude Change Induced by Different
Appearances of Interaction Agents

Shuichi Nishio and Hiroshi Ishiguro

Abstract Human–robot interaction studies have thus far been limited to simple

tasks, such as route guidance or playing simple games. However, with the advance in

robotic technologies, the stage has been reached where the requirements for highly

complicated tasks, such as conducting humanlike conversations, should be explored.

When robots start to play advanced roles in our lives, such as in health care, attributes

such as the trust and reliance of the person and the persuasiveness of the robot also

become important. In this study, we examined the effect of the appearance of robots

on people’s attitudes toward them. Past studies have shown that the appearance of

robots is one of the elements that influence people’s behavior. However, the effect

of the robots appearance on a person when conducting serious conversations that

require high-level activity remains unknown. Participants were asked to hold a dis-

cussion with teleoperated robots having various appearances, such as an android

with a high similarity to a human and a humanoid robot having humanlike body

parts. Through the discussion, the teleoperator attempted to persuade the partici-

pants. We examined the effect of the robots appearance on their persuasiveness, as

well as on people’s behavior and their impression of the robots. A possible contri-

bution to machine consciousness research is also discussed.
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15.1 Introduction

Recently, researchers have been pursuing the key elements for helping people feel

more comfortable with computers and creating an easier and more intuitive interface

for various information devices. This pursuit has also begun spreading in the field of

robotics, and human–robot interaction (HRI) is now one of the most actively studied

fields. A number of studies have investigated peoples responses to robot behaviors

and the manner in which robots should behave in order to improve interactions [2].

However, most studies on HRI were limited to simple tasks, such as guidance

or playing simple games. This is mainly because artificial intelligence is still imma-

ture. Despite active studies, using current technology it is impossible to build a robot

that behaves and talks like a human being. This issue prevents researchers from using

robots for effective examinations of the characteristics of human nature that can only

be seen through intelligent interactions or conversations. One such task is persuasion.

Persuasion is an attempt to induce a change in the beliefs, attitudes, or behavior of

another person or a group of people. Persuasion can be considered one of the most

humanlike activities and has long been studied in the field of social psychology [3].

Recently, with the spread of information systems and agent technologies in peoples

everyday life, the persuasiveness of various forms of agents is becoming one of the

research areas that receives the most attention [4]. Thus far, several studies have

examined the manner in which virtual agents or robots can persuade people. In the

study in [5], the effect of a virtual screen agent and a real robot making recommen-

dations to people was compared, and the results showed that the robot displayed a

stronger influence. Other studies also showed that people were considerably more

persuaded or influenced by robots in the real world than by agents in the virtual

world [6, 7]. On the other hand, in [8] the authors showed that virtual agents can be

as persuasive as real humans. They also showed that the realism of the agent had no

effect on its degree of persuasiveness.

In these studies, teleoperation, often referred to as the Wizard-of-Oz method, was

used to control various agents. Teleoperation is one possible solution for overcoming

the limitation of artificial intelligence, which is necessary for robots to acquire prac-

tical roles in the real world. In particular, semi-teleoperation systems will be useful in

simple situations where robots behave autonomously, and manual teleoperation will

be performed only when the interaction enters complex phases that machine logic

cannot handle. With the development of efficient teleoperation technology, robots

will be able to conduct interactions with people that are similar to those between

people.

Moreover, the studies on persuasion lead to the question of the manner in which

people are affected by the difference in the appearance of various agents or robots. In

human–human interaction, appearance or attractiveness is known to influence peo-

ple’s behaviors [9–11]. In addition, the results of recent neuroscience studies showed

evidence that there are primitive differences in our perception of features having
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different appearances [12–14]. However, thus far, not many studies have investi-

gated the manner in which the appearance of robots affects people’s behaviors or

impressions. In the study presented in [15], the authors compared the interaction of

children with autism with robotic dolls with different facial masks. In the study in

[16], the influence of variations in robotic head designs on people’s acceptance of

and cooperation with robots was examined. In the study report in [17], the authors

compared peoples perceptions of a mechanical robot with and without gloves and

a head cover and the results showed that the people perceived the robot’s personal-

ity differently. These studies concerned changes only in small parts of the robotic

body, and the interaction between people and robots was small. Another study using

a different approach was reported in [18], where the attitudes of children were com-

pared while they conversed with a teleoperated robot and with a person. In this study,

the robot was given the same features as the person in the comparison. That is, the

appearance of the robot and the person was almost the same. The results showed

that the children’s attitude toward the robot gradually became closer to their attitude

toward the person in the comparison. This study, however, was a case study involving

only two children, one of whom was the daughter of the comparison person.

In this study, we investigated the effect of changing the appearance of an agent

by comparing peoples interaction with teleoperated robots and a human. Partici-

pants held discussions with various agents, including a human, all of which in fact

were the same person in different guises, that tried to persuade the participants. Our

main interest here was not only in the effectiveness of the teleoperated robots persua-

sion, but also in how participants’ impressions were affected by the different appear-

ances. In the following sections, we first describe our experimental procedure and

the results, and then discuss the findings and refer to the possible contribution of the

results of the study to consciousness research.

15.2 Method

15.2.1 Participants

Fourteen Japanese participants were recruited from nearby universities (eight males

and six females). Each participant in the experiment was paid 3,000 yen. The exper-

imenter first gave the participants a briefing on the aim and procedures of the exper-

iment. Following the briefing, the participants signed an informed consent form and

filled the pre-experiment questionnaire.
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15.2.2 Procedure

The experiment consisted of five sessions in total: one initial habituation session and

four subsequent discussion sessions, each with a different conversation agent.

First, each participant joined a habituation session. In this session, participants

conversed with the Human agent for three minutes. The Human agent was instructed

to ask participants about their hobbies and daily life, in a friendly manner. This habit-

uation session was aimed at accustoming the participants to the experiment room

and familiarizing them with the person who performed as the Human agent. This

person also filled the teleoperator role for the other agents. By conversing with the

person behind the agents at the beginning, participants were expected to form an

initial impression of the teleoperator. This was important, as our aim was to observe

the changes in the participants attitude according to the different appearances of the

agents after forming a social relationship with the person.

After entering the experiment room, participants sat on a chair in front of each

agent (Fig. 15.1). The distance between the chair and the conversation agent was set

at 2.2 m. Then, through the agent, the teleoperator explained that the person behind

the agent was the same person as in previous sessions and announced the discussion

topic for the session, as follows: “Hello again. This time I have a different appear-

ance, but please don’t worry about that. Now, let’s discuss a new topic. The topic is

...” The duration of each session was 8 min. When the time limit was reached, the

experimenter entered the room, stopped the discussion, and led the participant to

another room. The participant then filled a post-session questionnaire. The combi-

nation of discussion topic and agent was determined randomly to achieve a coun-

terbalance. Every participant took part in discussions on all four topics, each with a

different agent.

Fig. 15.1 Scene from the

experiment (Android
condition)
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15.2.3 Conversation Agents

We compared four conversation agents, each with a different appearance: Object,
Humanoid, Android, and Human (Fig. 15.2). All the agents, except Human agent,

were teleoperated by a person who acted as the Human agent.

15.2.3.1 Object

We created the Object agent by placing two trash cans on a chair (Fig. 15.2a). A

speaker was positioned behind the agent to transmit the utterances of the teleoperator.

This was intended to be the most primitive type of robot; it has a physical body but

not an anthropomorphic appearance. The trash cans were stacked so that their height

was closer to that of the Android agent and the Human agent. In addition, the trash

cans were covered with a piece of black cloth so that participants would not become

preoccupied with them. The black color of the cloth was chosen so that the Object
agent would appear similar to the other agents.

15.2.3.2 Humanoid

We used “Robovie R2” as the Humanoid agent (Fig. 15.2b). Robovie R2 is a

humanoid robot manufactured by V-Stone Corporation, Japan. It is equipped with

body parts similar to those of humans, has 17 degrees of freedom in the whole body,

and is driven by electric motors. In this experiment, however, we used no robotic

motions; the robot stayed as motionless as the Object agent. This was to allow com-

parison with the Object agent, and was also necessary to avoid motor gear noise,

which would disturb the conversation. Moreover, we removed the cartoonlike head

cover with which the robot was equipped and exposed the naked mechanics of the

(a) Object (b) Humanoid (c) Android (d) Human

Fig. 15.2 Conversation agents
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robotic head. This was intended to eliminate any disturbing effect while still retaining

the anthropomorphic features, such as eye- and mouthlike parts.

15.2.3.3 Android

As the Android agent, we used “Geminoid HI-1” (Fig. 15.2c). Geminoid HI-1 is an

android robot developed by ATR Intelligent Robotics and Communication Laborato-

ries [19]. It resembles a human being and is modeled on a real person. It is covered by

silicone skin molded using a cast taken from the source person, and the frame struc-

ture is designed based on MRI scans of the source model. HI-1 has fifty pneumatic

actuators inside its head and body that enable it to generate smooth and quiet motions.

Further, when not receiving commands from the operator, HI-1 is designed such that

it continuously shows subtle, “unconscious” motions. Without these motions, HI-1

appears dead [20]. This agent was prepared as the robot with the most humanlike

appearance.

15.2.3.4 Human

The source person of Geminoid HI-1 served as the Human agent (Fig. 15.2d). This

person (male, age 44) joined the habituation session and also teleoperated the other

agents. As a Human agent, he was instructed not to make many gestures and to show

behavior as similar as possible to that of HI-1.

15.2.3.5 Teleoperation System

The Object, Humanoid, and Android agents were teleoperated by the person who

played the Human agent. For this purpose, a modified version of the Geminoid tele-

operation system was used [21]. This system was positioned in a different room suffi-

ciently far from the experiment room to prevent the teleoperators voice from reaching

the participants directly.

Two video cameras and two microphones were installed in the experiment room

and the captured signals were transmitted to the teleoperation console. One of the

cameras showed the agent in operation and the second showed the participant. Head-

phones were used to listen to the utterances of the participants. The operator also tele-

operated the robotic motion of the Android agent. This was achieved by two means:

∙ A simple graphical user interface was prepared to send commands for control-

ling the robots motions. The operator was able to select several motions, such as

nodding, shaking the head, or turning the head to the left/front/right with a single

mouse click.

∙ A motion capture system (Hawk, MotionAnalysis Corp.) was used to obtain the

operators lip/jaw position in real time. Using this measurement, control commands
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were issued to generate HI-1’s lip/jaw movements synchronously with its utter-

ances.

15.2.4 Discussion Topics

In each of the main sessions, participants discussed one of the four discussion topics:

∙ Should children be allowed to use cellular phones?

∙ Should elderly peoples ownership of a driving license be restricted?

∙ Should parents allow children to watch as many TV programs as they want?

∙ Are voting rights necessary for university students?

The topics were carefully chosen so that the participants could easily understand

them and conduct discussions. In the pre-experiment questionnaire, the participants

indicated their attitudes on each of the topics on a 7-point Likert scale (disagree = 1,

agree = 7). Based on their pre-experiment response, the teleoperator was instructed

to persuade the participants to change their opinion on the topic, that is, when they

were for something, to persuade participants to be against it, and vice versa. When

participants’ answers were neutral, the teleoperator was instructed to persuade them

into holding a strong opinion.

15.2.5 Questionnaire

In the pre-experiment and post-session questionnaires, the participants rated their

opinions on the discussion topics on a seven-point Likert scale. Additionally, in the

post-session questionnaire, the participants evaluated their impressions of the dis-

cussion in their responses to 14 questions, based on a 7-point Likert scale. In both

scales, “7” denoted strong agreement (or a positive opinion) and “1” denoted strong

disagreement (or a negative opinion). The original questionnaires were in Japanese.

After the experiment, we interviewed the participants about their impressions of the

agents.

15.3 Results

15.3.1 Attitude Change by Persuasion

We first examined the change in the participants attitudes after persuasion by differ-

ent agents. The measure for attitude change is defined as
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change score =

⎧
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎩

if (pre − exp.response) > 0 ∶
(pre − exp.response) − (post − exp.response)

if (pre − exp.response == 0) ∶
absolute(post − exp.response)

if (pre − exp.response) < 0 ∶
(post − exp.response) − (pre − exp.response)

For example, when the pre-experiment response was “2” (negative) and the post-

experiment response was “5” (positive), persuasion was deemed effective (change
score = +3) as there was a change in the participant’s opinion. However, if the post-

experiment response was “1,” it meant that the participant still held a negative opin-

ion, and that the persuasion was not effective (change score = −1).

Although the teleoperator believed that he was successful in persuading most

of the participants, the shift in opinion was determined to be quite small (M =
0.68, SD = 1.19) and a Kruskal–Wallis test showed no significant difference between

agents (𝜒
2 = 2.80, df = 3, p = 0.42).

15.3.2 Impressions Toward Different Agents

In the case of the post-session questionnaire, we first checked for multicollinearity

by examining the correlation matrix of the questionnaire results and removed items

with high correlations. The removed items were Q1: Do you like the agent? (r = 0.86
with Q2) and Q12: Can you touch the top of the agent? (r = 0.99 with Q8). With the

removal of these two items, the determinant recovered to 0.02. We then performed

factor analysis (principal component method accompanied by Promax rotation) and

obtained three major factors. Table 15.1 shows these factors and their loadings (fl).

These factors explained 66.2% of the variances in total before rotation (F1 = 44.50%,

F2 = 11.21%, F3 = 10.48%).

Next, we obtained the factor scores and analyzed the variances using a Kruskal–

Wallis test. The results showed that the difference between the agents was significant

in all three scores (F1: 𝜒
2 = 37.73, df = 3, p < 0.01, F2: 𝜒

2 = 20.59, df = 3, p <

0.01, F3: 𝜒
2 = 14.39, df = 3, p < 0.01). Following these results, we performed mul-

tiple comparisons using the Steel-Dwass method; the results showed significant dif-

ferences as follows: Object,Humanoid < Android < Human for F1, Object,
Humanoid,Android < Human for F2 and Humanoid,Android < Human for F3

(Fig. 15.3).

In F1, we can see the factor loadings of “presence” (Q14, fl = 0.88) and “eye con-

tact” (Q9, fl = 0.87) show high values (Table 15.1). We can also see the items related

to personality (Q13: dignity, fl = 0.75; Q3: ability, fl = 0.41) and those related to

human likeness (Q11: thing, fl = −0.74; Q10: human, fl = 0.60) hold a high weight

on this factor. Of the two major items, “presence” seems to be related to the former
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Table 15.1 Results of factorial analysis of the post-session questionnaire results. Q1 and Q12 were

removed to avoid multicollinearity. The values in columns headed F1 to F3 denote loadings for the

three major factors. Factor loadings smaller than 0.40 in absolute are omitted from the table

Question F1 F2 F3

Q2 Can you trust the agent? 0.84

Q3 Do you think the agent was an able man? 0.41 0.55

Q4 Was it easy to talk with the agent? 0.89

Q5 Was the agent calm? 0.80

Q6 Was the agent speaking naturally? 0.67

Q7 Was the agent moving naturally? 0.60

Q8 Was the agent weird? −0.79
Q9 Did you have eye contacts with the agent? 0.87

Q10 Did the agent look like a human being? 0.60

Q11 Did the agent look like a thing? −0.74
Q13 Did the agent show dignity? 0.75

Q14 Did the agent show presence? 0.88

-2.0 

-1.0 

0.0 

1.0 

2.0 

Object

Humanoid

Android

Human

**: p < 0.01
*: p < 0.05

F1 F2 F3

*

**

**

**
**

*

**

Fig. 15.3 Means and standard deviations of factor scores together with results of multiple

comparisons

group of items addressing personality, and “eye contact” to the latter group of items

addressing human likeness. Thus, we can see that this factor shows the extent to

which the agents expressed the presence of their personality and human likeness.

The result of the variance analysis showed that the synthesized score rises as the

agents appearance becomes closer to human. Thus, we can easily understand that

this factor is related to the “human likeness” of the agent. It is of interest here that

personality presence is also correlated with this likeness. That is, as agents appear-

ance becomes closer to human, the agent begins to show more personality, perhaps

better reflecting the original personality of the teleoperator. However, we can state
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that if the appearance of the agent is far from human, the agent is unlikely to show a

humanlike presence.

However, F2 shows a different trend. Although the factor is composed by items

related to personality such as “trust” (Q2, fl = 0.84), “ability” (Q3, fl = 0.55), and

“easy to talk with” (Q4, fl = 0.89), the factor score showed a clear difference between

human and artificial agents. In the post-experiment questionnaire, we also asked the

participants about their impression of the four agents in free-style questions. Some

of the participants reported that listening to a voice coming out of a “black object”

(Object agent) or from a “machine” (Humanoid agent) was a strange experience.

[22] showed the importance of matching appearance and voice. In their experiment,

the combination of neither a computer appearance with a human voice nor a human

appearance with a mechanical voice was successful. In our experiment, the mismatch

of agent appearance and human voice may have caused the weird feeling toward

the artificial agents, which resulted in the ease with which they could conduct a

conversation with them being low.

Another reason for the difference between an artificial agent and a human may

be the teleoperation. Every artificial agent was teleoperated, but only the Human
agent was facing the participant directly. This difference may have affected both the

participant side and the operator side. However, the fact that the “presence” (Q14,

fl < 0.40) item did not contribute strongly to this second factor seems not to support

this hypothesis. Further examination is required of the difference between face-to-

face conversation and teleoperation.

The last factor, F3, shows dependency on “calmness” (Q5, fl = 0.80) and “speak-

ing naturally” (Q6, fl = 0.67). This is difficult to interpret, but some participants

noticed that the Android agent was shaking, which might have distracted them, result-

ing in their impression that its speech was unnatural. It was determined that the shak-

ing of the geminoid was caused by small motions of the embedded air actuators. F3

also shows a significant difference between Humanoid agent and Human agent. As

some participants reported that the “small” motions of the Humanoid agent looked

strange, the lack of motion in the Humanoid agent may have caused this difference.

On the basis of these considerations, we can conclude that interlocutors tend to

form different impressions of agents having different appearances, even if the agents

are teleoperated by a single person. The results also showed that some aspects of

impression gradually change together with the agents likeness to humans, such as

that induced by the teleoperator’s presence, while others depend merely on whether

the agent is artificial or not. The latter finding may simply mean that researchers in

this field still have to wait for advances in robotics; that is, missing features remain to

be implemented. The results also showed that the effect of persuasion does not differ

among the different types of agents, including Human agent. We cannot, however,

determine on the basis of these experimental results whether this can be elaborated

upon or not.
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15.4 Contribution to Machine Consciousness

Embodiment is a key topic when considering consciousness [23]. Can conscious-

ness arise without a body? Does the shape of consciousness change when the body

changes? Teleoperated robots, including geminoids, can serve as tools for studying

how consciousness is deformed when the normally unseparated binding between the

mind and body is broken and the mind is reconnected to the body of another form, as

in this study. In particular, when the robotic body quite closely resembles a human

body, such as in the case of geminoids, it would be much easier for people to obtain

the sense of a remote presence, the feeling of “being out there.” Recent studies have

begun to show that this feeling or even transfer of body ownership does occur for

objects that do not belong to us. While the effects of visio-tactile coordination have

been studied through the “rubber-hand illusion” [24], recent studies have shown that

teleoperation of robots without tactile feedback, that is, mere visio-motor coordina-

tion, is sufficient for body ownership transfer and may even lead to the transfer of

tactile sensation [25]. This phenomenon is known to strongly depend on the outer

appearance of the target object and would be less likely to occur when the target does

not appear as a human body [26].

The acquisition of such a sense of presence remotely has long been studied in the

field of virtual reality. According to [27], “presence occurs when what is said about
consciousness occurs within the domain of a virtual reality.” The authors of this

study proposed that virtual reality can be utilized to study the internal mechanism of

consciousness, and with the future progress in technologies, virtual reality systems

will be an effective and controllable tool for forming a strong immersive effect.

However, one should recall that one important factor that forms human beings is

missing here: interaction. Interaction with others, in particular with caregivers, is a

crucial factor for the human developmental process, and thus, may also be an essen-

tial factor in forming our consciousness. An even more radical idea may be that con-

sciousness is a dynamic transition that is continuously updated through interaction

with others that appear to own consciousness or through simulations of interaction

with others. As interaction is a dynamic and continuous change of state between

multiple entities, not only a single side but all the sides of the interaction need to

be considered and examined as a single system with mutual feedback. That is, when

using teleoperated robots or virtual reality systems, the manner in which the operated

entity affects the interaction partner and the whole interaction should be considered.

In this context, teleoperated robots are much effective in the sense that they can

directly influence people in the physical world; not only does the operator feel the

sense of presence remotely, but the interlocutor also feels the presence of the operator

remotely. By examining interactions or conversations made through the medium of

teleoperated robots, it can be seen, at the same time, the manner in which the oper-

ators’ consciousness is affected by a remote presence, and the interlocutor or the

whole interaction system is affected by the presence of the teleoperator. Our study in

this paper showed that this presence and even the impression of the teleoperator are

easily affected by the outer appearance of the teleoperated entity. If presence is what
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people feel about others’ consciousness, the results here suggest that the feeling of

others’ consciousness may be affected by their appearance. The reason people do not

feel consciousness in a thermostat, for example, may not only be because it has no

consciousness; it is also because it looks like a thermostat.
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Chapter 16
Do Robot Appearance and Speech Affect
People’s Attitude? Evaluation Through
the Ultimatum Game

Shuichi Nishio, Kohei Ogawa, Yasuhiro Kanakogi, Shoji Itakura
and Hiroshi Ishiguro

Abstract In this study, we examined the factors that influence humans recognition

of robots as social beings. Participants took part in sessions of the Ultimatum Game,

a procedure frequently used in the fields of both economics and social psychology for

examining peoples’ attitudes toward others. In the experiment, several agents having

different appearances were used, and speech stimuli, which were expected to induce a

mentalizing effect on the participants’ attitude toward the agents, were utilized. The

results show that, while appearance per se did not elicit a significant difference in

the participants attitudes, the mentalizing stimuli affected their attitudes in different

fashions, depending on the robots’ appearance. These results showed that elements

such as a simple conversation with an agent and the agents’ appearance are important

factors that cause people to treat robots in a more humanlike fashion and as social

beings.

Keywords Appearance ⋅ Speech ⋅ Ultimatum game ⋅ Attitude change
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16.1 Introduction

In contrast to traditional industrial robots used in factory automation, service robots,

which are expected to form a new industry and become a next-generation communi-

cation medium after the Internet, perform services for people and are being actively

studied worldwide. In addition to the traditional research topics of robot navigation

and manipulation, for service robots new topics, such as how they will communicate

and exist among people, need to be studied. So that robots can closely associate with

and exist alongside people, communicate with them smoothly, and be trusted and

take responsible roles in society; they should elicit peoples positive impressions; that

is, people must feel that robots are reliable and trustworthy. One example can be seen

in banks. In Japan, every automated teller machine screen displays an avatar with a

humanlike appearance that greets customers. Machines with similar functionalities

already exist in daily environments. Are humanlike appearance and speech important

for creating a condition that allows humans to respect machines and rely on them?

Are these the keys characteristics of artificial agents that elicit trust?

Issues related to the manner in which people treat robots also exist. Robots, in par-

ticular humanlike models, have rather fragile mechanical parts and require careful

handling. Thus, people must “respect and treat them like people, using social polite-

ness.” How can we make people treat robots with the same (or nearly the same)

respect or morality as they would afford to humans?

Past research found that a robots’ appearance affects people’s behavior [2, 3].

This effect also operates at the unconsciousness level and tends to change people’s

behaviors and perceptions. Kilner compared the influence on a persons’ body motion

of watching the motions of other people and robots. Although the people and robots

performed the same motion, the participants were affected only by the human motion

[4]. Komatsu showed that different appearances of virtual agents change people’s

perception of sounds [5]. These findings suggest that the appearance of robots is one

of the factors that affects people’s behavior.

A further element that affects people’s behavior is mentalizing [6]. Mentalizing,

which is often referred to as a “theory of mind”, means attributing mental states to

other entities. Normally, this word describes the developmental process of recogniz-

ing minds in other people. However, this idea is also applicable to non-human agents.

People tend to anthropomorphize humanlike objects, and they tend to anthropomor-

phize even objects having appearances that are far from humanlike and treat them as

if they have mental states [7]. This process of mentalizing non-human objects occurs

as a result of simple triggers. For example, Gallagher measured participants’ brain

activity while playing a simple computer rock, scissors, and paper game and their

results showed that their activation patterns differed according to whether they were

told that their counterpart was a computer or a person [8]. In this case, it was merely

the description of the counterpart that changed the participants’ responses. Itakura

showed that people mentalized a robot simply by watching it make eye contact and

perform a simple task [9]. Would such induced mentalizing change people’s behavior

toward robots? If so, how?
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In this study, we used the Ultimatum Game (UG) for measuring behavior changes

toward robots. The UG has been used to measure behavior in the fields of economics

and sociology to determine how people accept others’ behaviors [10]. In this study,

we used this game to compare how people behave toward different non-human artifi-

cial agents, such as humanoid or android robots, having different appearances. At the

same time, to examine how mentalizing clues affect people’s behavior, we operated

the agents such that they showed simple stimuli that cause mentalizing.

16.2 Ultimatum Game

The UG is a bargaining game that is frequently used in the fields of both experimen-

tal economics and social psychology as a tool to quantitatively measure peoples’

attitudes, such as fairness and their behavior when they encounter unfairness [10].

The UG is a simple game played by two players: a proponent and a respondent.
The two players interact to decide how to divide a given amount of money. The

proponent decides how to distribute it between him/herself and the respondent and

proposes his/her decision to the respondent. If the respondent accepts the proposal,

the rewards are distributed based on the proposal. If the respondent rejects the pro-

posal, all the money is forfeited; neither receives any reward. When both participants

make reasonable judgments, the respondents’ optimal strategy is always to accept

any proposal having a distribution amount larger than zero. The optimal strategy for

the proponent is to propose the smallest possible nonzero amount to the respondent.

However, when playing the UG, people tend to behave in a non-optimal manner.

Proponents tend to make fair offers such as a 60/40 division, and when respondents

receive offers of less than 20%, they tend to reject them [11]. Proponents tend to

play fairly, and respondents receiving an unfair offer tend to show punishment behav-

ior, even at the cost of forfeiting their rewards. This tendency becomes particularly

clear when the respondent knows that this unfair offer was intentionally made by

the proponent and then his/her rejection rates increase significantly [11]. When the

respondent learns that the unfair offer was deliberate, he/she frequently feels anger

toward the proponent and is satisfied with the decision to reject the proposal. How-

ever, if he/she learns that the unfair offer was made unintentionally, e.g., randomly,

he/she tends to feel guilty [12]. When the opponent is not a social entity, but only

a machine without intention, we assume that proponents will be less likely to make

fair proposals and respondents will be unlikely to reject them, even when they are

unfair.

The UG can be used as a powerful tool for studying people’s attitudes toward oth-

ers and how they accept them. By examining the scores of the UG sessions between

people and artificial agents, we can observe whether people treat the agent as an arti-

fact having no intentions or as an existence that does have intentions. In this study, we

used the UG to examine how people’s attitudes are affected by changing the appear-

ance and the behavior of agents. We used the truncated Ultimatum Game (tUG), a

variation of the UG [13]. In the tUG, participants cannot freely decide the division of
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the amount; instead, they choose from a set of predefined division rates. We prepared

the following three choices, following Falk [11]:

∙ 80/20 (proponent takes 80%),

∙ 50/50 (both take 50%),

∙ 20/80 (respondent takes 80%).

Because the possible rates are limited, the proponent has to decide whether to divide

fairly or unfairly, and the respondent can clearly see the proposer’s intention.

In the UG, normally each participant encounters the same opponent only once

to eliminate revenge feelings. However, we pitted each participant against the same

opponent multiple times and each participant played the UG with a limited number of

agents to reflect the nature of our study. This UG variation is called the multiperiod
Ultimatum Game (mUG) [14]. In the mUG, the amount to be divided is usually

increased or decreased in each game to maintain the equilibrium point. However,

we fixed the total amount in each game to simplify the rules and because we were

not focusing on the equilibrium itself. As in the normal UG, the mUG proponents

tend to show fair behavior [14, 15]. Slembeck reported that, in a study similar to

ours addressing a case where the total distributed amount did not change [16], the

behavior of the proponents showed the same tendency as in the normal UG, while the

number of rejections by respondents gradually decreased with the number of trials.

This trend suggests that the respondents gradually learned their opponents’ strategies

and shows that they acted in a coordinated manner while continuing to punish unfair

proposals.

In the experiment in this study, participants played games with multiple types

of artificial agents that had different appearances. During the game, the agents also

had a short conversation with the participants to change the “human likeness of the

agent.” Our hypotheses were as follows:

H1 When the agent resembles a human, the fairness of the proposals and the

refusal rate of the participants will become closer to those that a human would

apply to another human

H2 After the conversation, the fairness of the proposals and the refusal rate of the

participants will become closer to those that a human would apply to another

human.

16.3 Methods

16.3.1 Participants

Twenty-one university students participated in the experiment (12 males, 9 females)

whose average age was 21.2 years (S.D. = 2.56). All participants received an expla-

nation about the procedure, the measurement items, and the equipment. They gave

their written consent. To raise their incentive, participants were told that their com-

pensation would be based on the game’s outcome. The actual amount of compensa-

tion was in fact fixed for every participant and explained after all the experimental

procedures were completed.
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16.3.2 Overview of Experiment Procedure

Participants first participated in a practice session, where an experimenter other than

the person for the Human condition (described below) took the role of the oppo-

nent. During the session, the steps of the UG were described and 10 games were

played. The experimenter as an opponent made the same predetermined proposals

and responses for all the participants.

After the practice session, participants completed the following steps for each

agent:

Session 1 (S1) Performed the first session,

Question 1 (Q1) Moved to a different room and took a short break,

[S2] Returned to the experiment room and performed the second session,

[Q2] Moved again to a different room.

The participants repeated these steps for the four artificial agents in random order.

After they finished the sessions with all the agents, they filled post-experiment ques-

tionnaires.

16.3.3 Equipment and Agents

In the experiment room, the participants sat facing their opponent and a judge sat

beside the desk (Fig. 16.1). In front of the participant and the opponent, three cards

were placed that indicated the possible choices. Between the participant and the

opponent, a partition was positioned that allowed the players to see each other while

hiding their selection from the other player (Fig. 16.2).

Fig. 16.1 Equipment

alignment
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Fig. 16.2 Experimental

scene

Fig. 16.3 Computer

condition

As the opponents, we used the following four artificial agents with different

degrees of similarity to humans:

∙ Computer terminal (Computer condition),

∙ Humanoid robot (Humanoid condition),

∙ Android robot (Android condition),

∙ Human (Human condition).

We used a laptop computer in the Computer condition (Fig. 16.3). Unlike in the

other conditions, we placed the computer on a box on the desk where the opponent
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Fig. 16.4 Humanoid

condition

was seated to allow the participants on the opponent side to see it; however, the

participants could not see the display on the screen. This allowed the setting in the

Computer condition to resemble the other conditions more closely. In the Humanoid

condition (Fig. 16.4), we used a humanoid robot named “Robovie R2,” which has a

face and arms and 17 degrees of freedom driven by electric motors. In the Android

condition, we used “Geminoid HI-1” (Fig. 16.5), which is a teleoperated android,

the appearance of which resembles that of a living man [17]. It has 50 degrees of

freedom driven by pneumatic actuators. Finally, in the Human condition (Fig. 16.6),

an experimenter (male graduate student) took the role of the opponent.

Before starting S1 with each agent, the participants received a brief description

of the agent. This description included such concise hardware specifications as the

agents’ name and degrees of freedom. No information was mentioned about whether

the agent was moving autonomously or was teleoperated. The judge also warned the

participants not to talk to the opponent agent.

16.3.4 Mentalizing Stimulus

In S2, when the participants returned to the experiment room, the agent started a

short conversation. The agent lifted its face (except in the Computer condition),

looked at the participant, and said “Hello.” The agent continued to make small talk

by randomly choosing one of the following four short sentences: “How are things
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Fig. 16.5 Android

condition

Fig. 16.6 Human condition
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going?”; “Nice weather, isn’t it?”; “You look tired?”; and “It’s cold today, isn’t it?”

When the participant responded, the agent gave a short answer. All the subsequent

utterances of the participants were ignored. These utterances were chosen and acti-

vated by a teleoperator in another room. All the agent utterances had been prere-

corded in his own voice by the same person who performed the Human condition.

16.3.5 Details of Each Session

In both sessions (S1 and S2), participants played 10 games. In the first game of each

session, the agent always played the role of the proponent and the participant played

the respondent. After each game, they exchanged roles; thus, the participants played

each of the two roles five times.

At the beginning of each game, the judge looked at the proponent (either the

participant or the agent) and said, “You are the proponent. Please select a distribution

rate.” After the proponent made the selection, the judge typed the result into his

laptop PC and announced the result by pointing at each player: “You have xx yen

and you have xx yen.” Next, the judge looked at the respondent: “Please accept or

reject.” Then, the judge typed the respondent’s choice into his PC, nodded to the

proponent, and announced whether it was rejected or accepted. When the proposal

was accepted, the judge placed the allocated amount of 10-yen coins on the desk of

each player.

The proponents and respondents indicated their decisions by pointing at the three

cards that were placed in front of each player, on which the three proposal choices

(80/20, 50/50, 20/80) and two responses (accept or reject) were written (Fig. 16.7).

If the agents had spoken their choices aloud, this utterance might have invoked a

mentalizing effect in the participants. To avoid this effect, the judge looked at the card

to which the proponent or respondent pointed and announced the selection results.

When making a selection, except in the Computer condition, the agents moved

their right arm and pointed at the card of their choice. At the same time, the agents

nodded and looked at the card. After the judge had input the result into his PC, the

agents returned to their initial pose. These motions were controlled by the teleoper-

ator in the other room.

Fig. 16.7 Proposal/response choice cards
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Each selection of the agent was determined by the following algorithm. When

the agent played the proponent role, 80/20 (agent benefits) and 50/50 (fair) were

chosen with a probability of 6:4 to observe the participants’ response when the

agent made an unfair offer. We supposed that, if we created the impression that the

agents behaved selfishly, the participants’ behavior would show significant differ-

ences. When the agents took the role of respondent, they always accepted a 20/80

division (agent benefits) and accepted the other offers (50/50 and 80/20) at a 50%

chance level to create the impression that they were neither responding randomly nor

using the optimal strategy.

While playing each game, the agents always kept their heads turned downward

to avoid eye contact with the participants and any mentalizing effect, which occurs

when a robot makes eye contact and performs a meaningful motion [9]. The agents

raised their heads and looked at the participants only when talking at the beginning

of S2.

However, in the Computer condition, the agent could not point at the card like

the other agents. Therefore, the judge looked at the computer screen. In fact, noth-

ing was shown on the screen; the proposals and responses for the computer agent

were listed on the judge’s laptop computer, and the judge made his announcements

based on this predefined list. To validate this action of looking at his laptop, in all

conditions, the judge performed the act of inputting the results to his laptop before

the announcements.

Note that another important role for the judge is to allocate the actual money. This

allocation is important when playing the UG, as noted in personal communication

with Prof. Güth. In this experiment, we fixed the amount of money at 100-yen per

trial and the allocated money consisted of ten 10-yen coins. This maintained the

incentives of the participants to obtain good results. Except in the Human condition,

since the agents did not have the ability to hold coins, the judge distributed them to

both players.

16.4 Results

Next, we show the results of the games and questionnaire responses. Since we found

no gender differences in the results, we omitted them in the following.

16.4.1 UG

We examined the following two measures: (a) the number of rejections of agent pro-

posals and (b) the number of fair proposals made to agents. In (a), we examined both

the fair and unfair proposals made by the agents. As described in the introduction,

these values can be used as indicators of whether the participants accepted the agents

as social entities.
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Fig. 16.8 Number of

rejections of unfair proposals

Fig. 16.9 Number of fair

proposals to agents

We performed a two-factor (agent, session) ANOVA test, where the sessions were

treated as a repeated factor. For the number of rejections, the results showed the only

significance was in the number of rejections of unfair proposals in the interaction

between agents and sessions (F(3, 80) = 2.55,MSe = 0.41, p < 0.01, Fig. 16.8). A

simple main effect test showed significance in the Android condition (F(1, 160) =
4.04,MSe = 1.00, p < 0.05) and marginal significance in the Computer condition

(F(1, 160) = 2.90, p = 0.091).

Only a marginal significance for the number of fair proposals was found in

the interaction between agent and sessions (F(3, 80) = 2.63,MSe = 0.64, p = 0.056,

Fig. 16.9). A simple main effect test showed significance in the Computer condition

(F(1, 160) = 3, 98,MSe = 0.86, p < 0.05).
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16.4.2 Post-experiment Questionnaires

After the experiment, the participants answered the following questions:

QE1 Did you feel as if you were playing a person?

QE2 Was your impression the same before and after the break?

QE3 Was the opponent like a human?

QE4 Was the opponent like a living creature?

QE5 Was the opponent like a machine?

The participants gave their responses on a seven-point Likert scale (−3: Disagree

to +3: Agree). A single-factor (agent) ANOVA test showed significance for these

questions, except for QE2.

QE1 F(3, 80) = 41.85,MSe = 1.57, p < 0.01
QE2 F(3, 80) = 0.61,MSe = 2.74, p = 0.61
QE3 F(3, 80) = 36.79,MSe = 1.38, p < 0.01
QE4 F(3, 80) = 32.21,MSe = 1.72, p < 0.01
QE5 F(3, 80) = 38.55,MSe = 1.70, p < 0.01

The results of multiple comparisons using the Bonferroni method are shown in

Fig. 16.10.

Fig. 16.10 Results of post-experiment questionnaires: multiple comparison by agent (mean with

standard deviation, *: p < 0.05, **: p < 0.01)
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16.5 Discussion

First, according to the results for the post-experiment questionnaire (QE3), the par-

ticipants perceived the degree of human likeness of the agents in the following order:

Computer condition < Humanoid condition < Android condition. The results for

the android agent were particularly close to those for a human. At the same time,

their responses to QE5 showed that participants correctly recognized that the android

agent was a machine.

Next, we examined whether our hypotheses were supported. The participants’

attitudes toward each agent in the first session validated H1, “When the agent looks

like a human, the fairness of the proposals and the refusal rate of the participants

will become closer to those that a human would apply toward a human.” However,

no differences between these and the UG results could be discerned. Therefore, the

first hypothesis is not supported by the results. This corresponds with the “Media

Equation” theory [7]. Since this may be a result of the nature of the game and our

experimental procedure, further investigation is required.

In the case of H2, “After the conversation, the fairness of the proposals and the

refusal rate of the participants will becomes closer to those applied to a human,” the

results for the interaction between sessions and agents were interesting and signifi-

cant. Before and after conversations with the agents, the participants showed differ-

ent types of attitude changes that depended on the agents’ appearance. In particular,

the number of rejections in the second session for the Android condition decreased

and became closer to those for the Human condition. Thus, the number of rejections

in the second session corresponded to the human likeness of the agents. Fewer rejec-

tions in the second session may reflect the repetition effect of UG [16]. However, the

results showed significant changes only in the Computer and Android conditions.

Therefore, we conclude that, in these two conditions, the mentalizing effect caused

by the utterances exceeded the repetition effect. In other words, since the appearance

of the android agent was not sufficiently close to that of a human, the number of

rejections in the first session was rather high. However, through the conversations

between the sessions, the participants received a strong mentalizing effect, and thus,

the number of rejections decreased and became closer to those for the human agent.

The same tendency was seen for the humanoid agent as for the android agent in the

first session. However, because of the androids’ mechanical appearance, the mental-

izing effect was weak and no significant change occurred between the two sessions.

A different interpretation regarding the participants’ attitude to the android agent

is also possible. Although the android agents appeared to resemble people, through

the conversations the participants may have strongly felt the differences between

them and the real human, which decreased their sense of intentionality in the android

agent. That is, the utterances strengthened the machine likeness of the android, which

strengthened the participants’ attitudes toward “unintended proposals.” Although

this interpretation matches the “uncanny valley effect,” in the post-experiment ques-

tionnaires, the responses of most participants to QE1 (it felt like playing with a

person), QE3 (opponent was like a human), and QE4 (opponent was like a living
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creature) for the Android condition were similar to those for the Human condition.

At the same time, the responses to these questionnaires for the Android condition

were significantly different from those for the Computer and Humanoid conditions.

Therefore, this interpretation is not supported.

Why did the participant attitudes change toward the computer agent? In the first

session, the number of rejections was low, and after the conversations, it became

higher. In general, two attitudes seemed to prevail in the UG: reciprocity, a tendency

to be fair and to punish intentional unfairness, and generosity toward unintended

unfairness. In the first session, participants may have had the impression that the

computer agent responded according to an automatic program. Thus, even when the

proposal was unfair, participants may have thought that it was “unintended, and so

they forgave it.” The conversations, however, strongly affected them and helped them

to recognize the computer agent’s human likeness. Thus, in proportion to the gap in

human likeness, the tendency toward reciprocity operated strongly, leading to a large

increase in the number of rejections. Through conversations with the agent, partici-

pants attempted to correct their incorrect impressions about the agent and increased

their rejections, as well as their fair offers.

16.6 Conclusion

Using the UG, we examined how appearance affects the behavior of people and

how the effect of mentalizing stimuli changes depending on an agent’s appearance.

Although our results showed no differences in behavior when we investigated only

the agents’ appearances, they did show that the effect of mentalizing stimuli depends

on the appearance of agents. Such simple stimuli as having a short conversation

changed people’s behavior toward artificial agents, and it then more closely resem-

bled that toward others. This insight is useful for designing both a robots’ appearance

and its functionality. However, since we failed to identify the reasons for this change,

further investigation is required.

These results raise the concern that utilizing humanlike factors in computers, such

as conversation, may lead to a strong mentalizing effect that causes people to think of

machines as humanlike and “selfish and thus decreases their trust in them.” There-

fore, humanlike avatars and utterances may not constitute good designs for equip-

ment and robots where precise and accurate operation is expected, such as automated

teller machines. We need to further consider the appropriateness of human likeness

and how it depends on social roles.
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Chapter 17
Isolation of Physical Traits and
Conversational Content for Personality
Design

Hidenobu Sumioka, Shuichi Nishio, Erina Okamoto and Hiroshi Ishiguro

Abstract In this paper, we propose the “Doppel teleoperation system,” which

isolates several physical traits of a speaker, for investigating the manner in which

personal information is conveyed to others during conversation. An underlying prob-

lem related to designing a personality for a social robot is that the manner in which

humans judge the personalities of conversation partners remains unclear. The Dop-

pel system allows each of the communication channels to be transferred, so that the

channel can be chosen in its original form or in that generated by the system. For

example, voice and body motions can be replaced by the Doppel system, while the

speech content is preserved. This allows the individual effects of the physical traits

of the speaker and the content of the speaker’s speech on the identification of person-

ality to be identified. This selectivity of personal traits provides a useful approach

for investigating which information conveys our personality through conversation.

To show the potential of our system, we experimentally tested the extent to which

the conversation content conveys the personality of speakers to interlocutors when

their physical traits are eliminated. The preliminary results show that, although inter-

locutors experience difficulty identifying speakers using only conversational content,

when their acquaintances are the speakers, they can recognize them. We indicate sev-

eral potential physical traits that convey personality.
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17.1 Introduction

An individual’s personality traits are fundamental information for deciding other

people’s behavior when communicating with her/him. Recent studies on human–

robot communication have revealed that people attribute human characteristics to a

robot, and their emotions and behavior are affected by the robot’s personality traits,

including its appearance [2, 3]. It has also been reported that a robot’s personality

traits can negatively or positively affect task performance [4]. Therefore, the design

of a robot’s personality is a crucial issue for enabling it to smoothly assist human

people.

To design a robot personality that is task-appropriate, it is reasonable to draw

inspiration from the manner in which humans judge the personality traits of others.

Such individual judgments have long been studied in cognitive science and psychol-

ogy. Recent progress in studies on personality has provided the dimensions of per-

sonality called the “Big Five,” which can be used to describe human personalities [5].

This model allows personality to be measured not only according to the targets’ self-

ratings but also according to informants’ ratings of them in order to clarify what

information conveys the personality traits of the targets. Many studies now suggest

that there exists a strong relationship between physical traits and personality. For

example, studies that used criterion measures based on self and peer ratings showed

that a person’s appearance, including facial expressions [6–8] and clothing style [9],

enables others to accurately judge his/her personality. While these studies were based

on photographs of the face or the full body, the authors of other studies have argued

that body movements [10] and voice [11, 12] also provide useful information for

judging personality traits, in particular extraversion.

Although the results of these studies indicated several communication channels

in which personal traits are presented, the experimental setting was limited to a case

where an evaluator observed a person; that is, there was no conversation between

them, although it is likely that the content of a conversation would provide the most

information for judging her/him. A crucial difficulty in examining the relationship

between personality and the physical traits that provide the personality during a con-

versation is to isolate the physical traits of an individual person from the conversation

and to control their effects. Such isolation and control would allow the investigation

not only of the independent effects of physical traits and personal thoughts but also

of the mutual interaction among them as they pertain to the identification of person-

ality. This investigation would provide new insight for designing the personality of

social robots that communicate with people through multiple channels.

Interactive artificial agents may help us overcome the difficulty mentioned above,

since they have been utilized as controllable “humans” to facilitate the understanding

of the cognitive mechanism of human adults or infants [13, 14]. In this context, in

their studies researchers have addressed the problems of the behavior and appearance

of agents by using a robot called an android that has a very human-like appearance

and have thus contributed to both cognitive science and robotics [15]. While typ-

ical androids are controlled as stand-alone agents, a teleoperated android called a
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“geminoid,” which closely resembles a living individual [16, 17], has been devel-

oped as a telecommunication medium to address several telepresence and self-

representation issues [18, 19]. It has been shown that it can convey personality traits,

as well the presence of an operator, which a virtual agent may not provide in the

real world. This system enables an operator to conduct nonverbal and physical inter-

actions, including body touches, gestures, and facial expressions, as well as verbal

interactions with others, by remotely operating an android having an appearance that

may differ from that of the operator.

Although the geminoid system provides a means of isolating physical appear-

ance from personality traits, it still transfers not only conversational content but also

many of its operator’s physical traits, such as body movements, facial expressions,

and speech features. We solved this problem by assuming a speaker who provides the

content of the conversation and an operator who acts as a “mediator,” which might

distort the speech features of the speaker, as well as controlling the geminoid’s move-

ment. The assumption of a mediator allows the separation of personal information

in the conversation into physical traits (appearance, body movements, and paralan-

guage) and speech content (personal thought). The isolation of physical traits allows

the speakers’ physical traits to be selectively replaced with ones belonging to the

geminoid and its operator, while the content of the speakers utterances and the phys-

ical traits of the mediator and the geminoid are conveyed to the interlocutors.

In this paper, we propose a teleoperation system called “Doppel,” which isolates

several physical traits from the content of conversations. By controlling the physical

traits conveyed to an interlocutor, this system allows the researcher to analyze the

individual effects of a speaker’s physical traits and the content of the speaker’s utter-

ances on the identification of the personality. To show the potential of our system

for investigating the manner in which the personalities of speakers are conveyed to

interlocutors, we examined the interlocutors’ identification of the speakers during

conversations.

In the rest of this paper, we first describe our proposed system. Next, we report an

experiment for evaluating the extent to which conversation content provides the per-

sonalities of speakers to their interlocutors. Preliminary results show that, although

interlocutors experience difficulty identifying speakers using only conversational

content, they can recognize whether they are talking with strangers or with their

acquaintances. Finally, we discuss what information may provide the personalities

of speakers to their interlocutors during conversations.

17.2 Doppel Teleoperation System

Figure 17.1 shows an overview of our proposed “Doppel Teleoperation System,”

which is based on a telecommunication system for a teleoperated android and uses a

“geminoid,” which resembles a living individual [16, 17]. In the existing system, an

operator communicates with people at a remote location. Unlike a video conference

system, where only visual and vocal information is provided, our system conveys
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Fig. 17.1 Overview of Doppel teleoperation system. Large arrows show communication channels

to be conveyed to the operator or interlocutor and their sources

the operator’s presence. We extended this system such that it can isolate individual

communication channels by separating the teleoperation system into two subsys-

tems: one that allows a speaker to conduct a conversation with an interlocutor and a

second that allows an operator to control the geminoid’s voice and motions. In the

proposed system, the speaker communicates with the interlocutor through the gemi-

noid, listens to the interlocutor, and talks into a microphone in another room. The

operator listens to the speaker and repeats the speaker’s words in her/his speaking

manner in another teleoperation room. Therefore, the system conveys the conversa-

tion content from a speaker to an interlocutor during conversations and replaces the

speaker’s physical traits, which indicate the speaker’s appearance, vocal information

including paralanguage, and body movement, with those belonging to the geminoid

or its operator: The appearance is that of the geminoid, and the vocal information and

motion information are those of the operator. In the following section, we describe

more detailed information about the system.

17.2.1 Appearance: Geminoid

A speaker’s appearance is replaced with that of another physical entity that has a

human-like appearance. The influence of appearance on personality identification

should be investigated not only when human characteristics are modulated but also

when they are eliminated. In the study, we used a geminoid (Fig. 17.2) that resem-

bles an actual individual. One can also use a telenoid [20] to remove the influence
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Fig. 17.2 Geminoids: a Geminoid HI-1 (right) and model (left); b Geminoid F (left) and model

(right)

of individual characteristics on the identification. Geminoid HI-1 resembles a living

male (Fig. 17.2a). It has 50 degrees of freedom (DoFs) including 13 for facial expres-

sions. The appearance of Geminoid F is similar to that of a living female (Fig. 17.2b).

Most of its 12 DoFs are used for facial expressions.

Both geminoids have two different controllers: a conscious behavior controller

and an unconscious one [16]. While the conscious behavior controller drives the

geminoid’s behavior under an operator’s direction, such subtle expressed motions as

breathing, blinking, and trembling are added by the unconscious behavior controller

to maintain natural behavior. In addition to this semi-automatic control, the gemi-

noid’s lip movements are synchronized with those of its operator by applying facial

feature tracking software that uses a camera placed in front of the operator.

17.2.2 Content of Conversation: Speaker

A speaker decides the geminoid utterances by monitoring the conversation between

the geminoid and the interlocutor. The speaker’s words to the interlocutor are

conveyed—not to the interlocutor—to the operator, who hears them in another oper-

ation room through headphones.

17.2.3 Voice and Motion: Operator

The operator controls the geminoid to convey verbal and nonverbal information

about the speaker and the operator him/herself to an interlocutor. Ideally, the ver-

bal and nonverbal information presented by the geminoid should be generated by
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systems for speech information processing and motion generation instead of by a

human operator. Because of the limitations of current technology, we decided to use

a human operator.

The utterances of the speaker are repeated by the operator in his/her manner of

speaking in front of a microphone, which is connected to the sound system behind the

geminoid, following instructions from the experimenter. In addition to conveying the

speaker’s words, the operator controls the number of the speaker’s physical traits that

she or he provides to the interlocutor in paralanguage and movements. For example,

if the operator repeated the speaker’s words and mimicked the speaker’s manner

of speaking, the speaker’s speech features would help the interlocutor identify the

speaker. Thus, the geminoid’s voice and movements presented to an interlocutor are

a mixture of verbal and nonverbal information from a speaker and an operator.

17.3 Experiment: Personal Identification Based
on Conversational Content

Our proposed system allows us to isolate the communication channels of a speaker

and to design a new experimental setting that existing methodologies cannot easily

achieve. As a first step toward examining the manner in which people identify the

personality traits of others during conversation, we investigated whether people can

identify a person using only conversational content and the extent to which physical

traits affect the identification.

In the following experiments, we used Geminoid F. So that the speaker would

be identified through conversational content, not through personal information, an

operator replaced the speaker’s dialect and specific words that might identify the

speaker (e.g., the speaker’s nickname) with standard dialect and general words (e.g.,

you), although the content of the speaker’s utterances was preserved.

Since ordinary people may have difficulty making such replacements and con-

trolling their behavior, we assigned an actor to be the operator. A female actor was

assigned in coordination to the Geminoid F’s appearance. Geminoid F’s lip and head

movements were synchronized with those of the operator, and other body movements

and facial expressions were ignored, except for blinking, which was realized by the

unconscious controller. The communication channels and their sources are summa-

rized in Table 17.1.

17.3.1 Working Hypothesis and Prediction

Although physical appearance, motions, and voice reflect personality traits,

the conversation content should also provide considerable information for identifying

personality traits, because it includes a person’s thoughts, opinions, and feelings. It
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Table 17.1 Sources of communication channels during conversation in experiments

Channel Source

Appearance Geminoid F

Lip motion Operator

Voice sound Operator

Speaking speed Operator

Accent Operator

Conversation content Speaker

conveys more personal information if the speakers are acquaintances. Therefore, our

objective was to verify the following hypotheses.

Hypothesis 1 (H1) People can identify a speaker using only conversation content.

Hypothesis 2 (H2) People can more correctly identify speakers using only conver-

sation content when the speaker is an acquaintance than when

the speaker is a stranger.

We conducted experiments with two different conditions to verify these hypothe-

ses: the no-acquaintance condition (NAc), where the speaker and the interlocutor

did not know each other, and the acquaintance condition (Ac), where the speaker

was a friend of the interlocutor and they knew each other well. We examined H1

by evaluating the accuracy with which the interlocutors guessed the identity of the

speakers from among four candidates. H2 was tested by comparing the accuracy of

the identification in the NAc and Ac conditions.

17.3.2 Participants

Since Geminoid F has a female physical appearance, only female participants were

recruited in order to eliminate the possibility that gender differences simplify

the identification of the actual speaker. Seventy-six Japanese females participated

in the experiment. We formed 19 pairs of participants who did not know each other

for the NAc condition and 19 pairs of friends for the Ac condition. We assigned one

of each pair to be the speaker and the other to be the interlocutor. The average age

of the participants was 25.3 years (SD = 6.7).

17.3.3 Procedure

The subjects playing the role of interlocutors chatted with the speakers about given

topics in order to identify the speaker from among four possible candidates:
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the subject assigned to be a speaker (Ss), the model of the geminoid F (Sm), the

geminoids operator (So), and the experimenter’s assistant (Se). The last three persons

remained the same throughout the experiments, and we confirmed that the interlocu-

tor did not know them. The model and operator of Geminoid F were never selected

as actual speakers in the experiment. Therefore, the selection of Sm or So by the

interlocutor is assumed to be caused not by the conversational content but by other

physical traits of Geminoid F and the operator. It is implied that, while the interlocu-

tor’s identification was based on the appearance of Geminoid F if she selected Sm, it

was based on the operator’s movements and voice if she selected So.

Each experiment consisted of six 3-min sessions. An experimenter selected a dis-

cussion topic and an actual speaker from Ss and Se before each session. The topic was

chosen from two different types of topic: common and controversial (see Table 17.2

for examples). The common topics were those that people frequently introduce in

conversation. Some topics were related to personal history items, such as a memory

of a Christmas gift in childhood or a favorite type of man. The controversial top-

ics addressed matters that people rarely introduce. The selected speaker was told to

discuss the given topic through the geminoid with the interlocutor while the person

who was not selected listened to music on headphones so that he/she would not hear

the conversation between the actual speaker and the interlocutor. Three consecutive

selections of the same speaker were avoided so that the interlocutor would not rec-

ognize the speaker because of the conversation length.

Before each experiment, each possible speaker was asked to talk about two dif-

ferent topics provided by the experimenter. Each talk was videotaped for 2 min. The

interlocutors watched the videos of all the talks to discern the personalities of all the

speakers. Then, they rated their personalities on the Japanese Property-Based Adjec-

tive Measurement questionnaire [21], which consists of 20 items, the responses to

which are given on a seven-point scale for pairs of antonyms. The questionnaire has

Table 17.2 Examples of conversation topics

Common topics
Have you ever dreamed in color?

What do you plan to do after you retire?

Do you remember any special Christmas gifts in your childhood?

Tell each other about a time you were really sick

What type of man do you like?

Controversial topics
Should all college students have the right to vote?

Should we revoke the driving licenses of senior citizens

to reduce traffic accidents?

What do you think about the whaling issue?

How can we prevent child abuse?

What do you think about World War II?
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high correlation with the extraversion, openness, and agreeableness components of

the Big Five Model [5].

After rating the personalities of all the speakers, each interlocutor in turn was led

to the experiment room where Geminoid F was located. The operator (So) and speak-

ers (Ss and Se) were located in different rooms. The operator was told to replace the

speaker’s dialect and specific words that might identify the speaker with the standard

dialect and general words. She was also asked to use her own tone and rephrase the

speaker’s words, while preserving the speaker’s content. The speakers were informed

that their words might be changed by the geminoid’s operator. After briefly explain-

ing the specifications of Geminoid F and the number of sessions and their duration to

the interlocutor, the experimenter informed her that the actual speaker might change

for each session. The participants were also told that the geminoid was controlled

by the operator (So) whom they saw in the video and that they would talk with this

operator, expressing their own thoughts or according to what one of the other speak-

ers was saying. During a session, the actual speaker and the interlocutor asked each

other questions about a given topic and responded to each other. After each session,

the interlocutor guessed the identity of the speaker and explained her guess. She also

rated the speaker’s personality on the questionnaire [21]. After all the sessions were

completed, the interlocutor was debriefed about the experiment.

17.3.4 Evaluation

The interlocutor’s performance was evaluated by the accuracy rate that indicates the

frequency with which she correctly identified the actual speaker. To examine the

effect of the differences in the personality of the possible speakers on the interlocu-

tors’ guesses, we also calculated the difference between the scores of the Japanese

Property-Based Adjective Measurement questionnaire on which each interlocutor

rated the speakers before the experiment.

17.4 Results

The average accuracy rate of identifying the actual speaker for the NAc and Ac con-

ditions and the total average across subjects were 0.28, 0.31, and 0.29, respectively.

No significant difference was found between conditions (p = 0.13 > .05 by binomial

test). This result indicates that the participants experienced difficulty identifying the

speaker from conventional content, refuting our first hypothesis. We also tested the

second hypothesis by comparing the average accuracy rates of the two conditions.

However, the results showed no significant difference between them (p = 0.85 > .05
by Wilcoxon test). This suggests that the difference between the two conditions does

not support our second hypothesis.
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We calculated the accuracy rates per type of topic to determine whether the partic-

ipant’s identification of the actual speaker depended on the type of topic. The average

accuracy rates for the common and the controversial topic were 0.32 and 0.30 in the

Ac condition and 0.26 and 0.30 in the NAc condition, respectively. There was no sig-

nificant difference between different types of topic (p = 0.8 in the Ac condition and

p = 0.62 in the NAc condition according to a Wilcoxon signed rank test), suggesting

that the identification performance of the interlocutors was not biased by the type of

topic.

One might think that the difficulty in identifying the actual speakers was caused

by similar personality traits among the possible speakers. However, as shown in

Table 17.3, we found no positive correlation between the accuracy rate and the dis-

tances of the personality scores of the possible speakers, which were measured prior

to the experiments. The results showed rather weak negative tendencies. Therefore,

our results do not support the possibility that similarity in personality traits compli-

cated the judgment of the speakers.

In the Ac condition, the interlocutor talked not only with her friend but also with

a stranger Se. If she more frequently identified the friend correctly than the stranger,

the second hypothesis was supported within the Ac condition, where the interlocu-

tors were aware that friends existed among the possible speakers. Therefore, we com-

pared the performances of identifying the actual speaker for the condition where the

friend was the speaker with that for the condition where a stranger was the speaker

in the Ac condition.

Figure 17.3 shows the rate of identifying each speaker across the interlocutors in

the Ac condition. As can be seen, the interlocutors seem to frequently identify the

actual speaker as a candidate other than their friends. This may have been caused by

the strong conservative bias of the interlocutors when identifying the actual speaker

as a friend. To distinguish the accuracy from the bias effects, we therefore computed

the A′
and B′′

scores [22] of the hit rate (i.e., the rate of correctly identifying that a

friend was the actual speaker) and the false alarm rate (i.e., the rate of incorrectly

identifying that a friend was the speaker). The scores showed that the interlocutors

were sensitive to friends (A′ = 0.80), although they showed a strong conservative

bias against identifying them as the speaker (B′′ = 0.70). Both scores were higher

than those when identifying a stranger (Se) as the actual speaker (A′ = 0.54, B′′ =
0.036). In fact, when the accuracy rate of the interlocutors identifying the speakers

as their friends is calculated, it can be seen that this rate is significant. Figure 17.4

shows the accuracy rates of the interlocutors identifying the actual speakers in the

Table 17.3 Coefficients of correlation between accuracy rate and differences in personality mea-

sures among possible speakers

Condition Sm versus Se Sm versus Ss So versus Se So versus Ss Se versus Ss
No-

acquaintance

−0.30 −0.08 −0.35 −0.55 −0.45

Acquaintance −0.37 −0.39 −0.38 −0.21 −0.24
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Fig. 17.3 Rate of each

possible speaker identified

by interlocutors in

acquaintance condition (Ac)

0 

0.05 

0.1 

0.15 

0.2 

0.25 

0.3 

Sm So Sa Ss 

R
at

e 
of

 g
ue

ss
ed

 sp
ea

ke
rs

Possible speakers

Fig. 17.4 Accuracy rates of

identifying different actual

speakers in the acquaintance
(Ac) condition

Ac condition. The rate at which the interlocutors accurately identified their friends

as the actual speakers is considerably higher than the rate that would be expected by

chance. In fact, the difference between the rates is significantly different (p = 0.00 <

0.001 by binomial test). A difference such as this is not seen in the accuracy rates

for identifying the assistant as the actual speaker (see the middle bar in Fig. 17.4).

These results indicate that the interlocutors correctly identified their friends as the

actual speakers, supporting the second hypothesis in the Ac condition.

We also calculated the probabilities of identifying each possible speaker as the

actual speaker in order to examine the extent to which physical traits affect the iden-

tification of speakers (Table 17.4). Although the probability of selecting the gemi-

noid model or the operator is slightly higher than that of selecting the participants

as the speaker, we found no significant difference among them. This implies that no

specific physical trait is stronger than any other when several traits are presented.

17.5 Discussion

Our results revealed that it is difficult for people to identify a person without physical

traits, such as physical appearance, body movements, and speech features. In fact,

after the experiments, some interlocutors reported that they felt that the geminoid
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Table 17.4 Selection probability of possible speakers

Speakers Selection probability

Model of Geminoid F 0.285

Operator 0.241

Assistant 0.263

Subject as a speaker 0.206

had another new personality, and not that of one of the possible speakers. Although

some results did not support our hypotheses, they did provide fruitful insights.

The accuracy and response bias scores suggested that the interlocutors low accu-

racy rate of identifying their friends may have been caused by their conservative

bias. This finding was supported by the high accuracy rate when the interlocutors

identified their friends as the actual speakers (Fig. 17.4). Since our second hypothe-

sis was partially supported, not between conditions but in the Ac condition, further

verification is needed.

The accuracy rates shown in Table 17.4 suggest that no physical traits exist that

have significant effects on personal identification. This implies that the identification

of personality during conversation results from mutual interaction between the peo-

ple conversing. Although transmission of personality traits has been studied with a

focus on one aspect of conversation (see [23] as an example about linguistic style),

the mutual interaction during conversation should also be investigated to design the

personality of social robots that communicate with people through multiple chan-

nels, because mismatches between physical traits may lead to people misunderstand-

ing a robots behavior and then failing to communicate with it. However, this investi-

gation seems difficult in the case of existing approaches that need to extract a single

modality from all the modalities and exclude the others. Our system allows not only

the single effect of the physical traits but also the mutual interaction among them

to be examined by selectively controlling the presented information. In future stud-

ies, we will conduct experiments with different combinations of physical traits to

investigate how physical traits and conversational content interact with other traits.

One concern about this system is the influence of the geminoid on the interlocu-

tors judgments. Previous studies reported that people respond to an android as they

respond to a human when it shows human-like behavior [3]. Since we designed the

geminoid to resemble a human in appearance and movement, we expected the sub-

jects to consider it “human.” However, the well-known uncanny valley [24] theory

argues that even small flaws in human likeness affect humans perception of androids.

Therefore, the manner in which the human likeness of an android affects the human

judgmental process must be addressed in the future.

We should note that the interlocutors still extracted some physical traits of their

speakers through conversations, although we attempted to eliminate this possibility.

More precisely, they used some speech features to guess the actual speakers: timing

and duration of speech, and feedback expressions to the interlocutors’ comments
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such as “Really?,” “Exactly,” and “No way!”. In addition, it was determined that the

interlocutors may have used the speed of speech and the accent to guess the actual

speakers in the preparatory experiments. A detailed investigation of the physical

traits including these speech features will also be valuable future work.

17.6 Conclusion

In this paper, we proposed the Doppel teleoperation system, which isolates several

physical traits from conversations, to investigate how personal information is con-

veyed to others during conversation. The Doppel system allows the user to choose to

transfer each communication channel either in its original form or in the form gener-

ated by the system. This allows the user to analyze the individual effects of the phys-

ical traits of the speaker and the content in the speaker’s speech on the identification

of personality. We examined the extent to which the conversation content conveyed

the personality of the speakers to the interlocutors, when all the physical traits of the

speakers were eliminated. The results showed that, although the interlocutors expe-

rienced difficulty identifying the speakers using only conversational content, when

they were talking with their friends they were able to identify them. The indepen-

dent effects of physical traits and their interaction will be explored in more detail. We

believe that this system will help researchers understand the cognitive mechanism

of human personalities and establish a design basis for robot personality.
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Chapter 18
Body Ownership Transfer
to a Teleoperated Android

Shuichi Nishio, Tetsuya Watanabe, Kohei Ogawa and Hiroshi Ishiguro

Abstract Teleoperators of android robots occasionally feel as if the robotic bodies

are extensions of their own bodies. When others touch the android that they are tele-

operating, even without tactile feedback, some operators feel as if they themselves

have been touched. In the past, a similar phenomenon named the “Rubber Hand Illu-

sion” was studied because it reflects the three-way interaction between vision, touch,

and proprioception. In this study, we examined whether a similar three-way interac-

tion occurs when the tactile sensation is replaced with android robot teleoperation.

The results show that when the operator and the android motions are synchronized,

operators feel as if their sense of body ownership is transferred to the android robot.

Keywords Body ownership ⋅ Teleoperation ⋅ Android robot

18.1 Introduction

Recently, we developed a teleoperated android robot named “Geminoid” [2], the

appearance of which is designed such that it is similar to that of a real person

(Fig. 18.1). Geminoid was made as a research tool to examine how the appearance

and behavior of a robot affect people’s communication. During various studies, we

found that conversations conducted through the geminoid affect not only the people

in front of it but also its operators. Soon after starting to operate the geminoid, the

operators tend to adjust their body movements to the movements of the geminoid.

This chapter is a modified version of a previously published paper [1], edited to be

comprehensive and fit with the context of this book.
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Fig. 18.1 Geminoid HI-1

(left) with its source person

(right)

For example, they talk slowly in order to synchronize their utterances with the gemi-

noid’s lip motion and move slightly when the robot does. Some operators even feel as

if they themselves have been touched when others touch the teleoperated android [2].

For example, when someone pokes the geminoid’s cheek, operators feel as if their

own cheek is being poked, despite the lack of tactile feedback. This illusion occurs

even when a person who is not the source model of the geminoid is operating it. How-

ever, this illusion does not always occur, and it is difficult to cause it intentionally.

A similar illusion, named the “Rubber Hand Illusion” (RHI) [3], exists. In the RHI

procedure, an experimenter repeatedly strokes a participant’s hand and a rubber hand

at the same time. The participant can see only the rubber hand and not his/her own

hand. After performing this procedure for a while, participants begin to experience

an illusion; that is, they feel as if the rubber hand is their own hand. Although only

the rubber hand is stroked, the participants feel as if their own hand is being stroked.

This illusion, the RHI, is considered to occur as a result of synchronization between

the visual stimulus (watching the rubber hand being stroked) and the tactile stimulus

(feeling that his/her hand is stroked) experienced by the participant [4]. The resulting

illusionary effect is quite similar to that which occurs in the case of our teleoperated

android, the geminoid. However, in the case of the geminoid, the illusion occurs

without any tactile stimulus; the operator only teleoperates the geminoid and watches

it moving and being poked.

Our hypothesis is that this illusion, body ownership transfer toward a teleoper-

ated android, occurs because the operation of the geminoid and the visual feedback

of seeing the geminoid’s motion are synchronized. That is, body ownership is trans-

ferred by seeing the geminoid moving in synchrony with the operator. If body owner-

ship transfer can be induced merely by operating the robot without haptic feedback,

this could lead to a number of applications, such as realizing a highly immersive

teleoperation interface and developing prosthetic hands/body parts that can be used

as a person’s real body parts.
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We attempted to verify this by comparing cases where the participants in an exper-

iment watch the robot moving in synchrony and not moving in synchrony with their

motion. Thus, our first hypothesis is

Hypothesis 1 Body ownership transfer toward the geminoid body occurs through

synchronized geminoid teleoperation with visual feedback.

The RHI requires the synchronization of visual and tactile senses. However, the

geminoid cannot move without delays, because the sensing and the actuators reac-

tion are limited. In fact, the geminoid usually moves with a 200–800 ms delay. We

make adjustments during a conversation by delaying the voice such that the gemi-

noid produces the voice in synchronization with its mouth movements and speech

[2]. According to related work, these delays during teleoperation reduce the extent

of body ownership transfer. For example, Shimada et al. showed that the RHI effect

was significantly decreased when the delay between the visual and tactile stimuli was

more than 300 ms [5]. If this applies also to the geminoid’s body ownership trans-

fer, we cannot explain why body ownership is transferred to the geminoid during its

operation. Therefore, the mechanism of the geminoid’s body ownership transfer may

differ from the mechanism of the RHI’s body ownership transfer. Thus, our second

hypothesis is

Hypothesis 2 In geminoid teleoperation, body ownership is transferred also when

the geminoid moves with delays.

18.2 Methods

Based on the hypotheses in the previous section and knowledge culled from related

studies, our objective was to experimentally verify that body ownership is transferred

by the geminoid operation and its visual feedback. When the geminoid is operated,

during a conversation its mouth and head are synchronized with those of the operator.

However, it is difficult to maintain control when conversation is used as a task. For

this reason, we used the operation of the geminoid’s arm as the task in our study.

The participants consisted of 19 university students, 12 males and 7 females,

whose average of age was 21.1 years (standard variation, 1.6 years). All were right-

handed. They received explanations about the experiment and signed consent forms.
1

18.2.1 Procedure

First, the participants operated the geminoid’s arm and watched the scene for a con-

stant time. During this part of the experiment, the geminoid’s arm was synchronized

1
This experiment was approved by the ethical committee of Advanced Telecommunications

Research International Institute (No. 08-506-1).
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with the operator’s arm. This is the same as asking subjects to watch a scene where a

rubber hand is being stroked by a brush in an RHI procedure. Next, we applied only

painful stimuli to the geminoid’s arm. The skin conductance response (SCR) was

measured and the participants filled a self-report questionnaire to measure their sub-

jective experience. We predicted that both the participants responses and the SCR

measurements would be affected if body ownership was transferred.

The SCR shows significant values when the autonomic nervous system is aroused,

such as when people feel pain [6]. Armel et al. verified body ownership transfer by

measuring the SCR [7]. Their idea was that if the RHI occurs, the skin conductance of

the subject will be effected when the target object (rubber hand) receives a painful

stimulus. The participants in the experiment watched a scene in which the rubber

hand was bent strongly after the RHI procedure (synchronized/delayed condition).

The results confirmed that the SCR value in the synchronized condition is higher

than in the delayed condition.

People looking at the geminoid may believe that it is a real human, because it

has a very human-like appearance. For this reason, the participants were asked to

examine it before the experiment to clarify that the geminoid is in fact an object.

Then, they learned how to operate the robot. At this time, they were also asked to

examine the camera that was located above the robot and were informed that they

would watch the geminoid by means of this camera. However, this camera was not

used, as discussed below.

The participants then entered the experiment room. One marker for motion cap-

ture system was affixed to their right arm and electrodes were affixed to the left hand.

The marker was positioned 19 cm from their elbow to maintain their arm movement

radius. The electrodes were affixed to the ball of the hand and the hypothenar. Then,

they were instructed to grasp the hand to which the marker was attached and to turn

their palm down, and to turn the other palm up, and to avoid moving both their fingers

and wrists. An identical procedure was followed in the main trials. After practicing,

they were informed about the main trial procedure and the questionnaire. They were

also informed about this experiment’s purpose and received instructions for operat-

ing the geminoid. They were then instructed to wear a head-mounted display (HMD;

Vuzix iWear VR920) and to watch two stimulus images: the geminoid’s right little

finger being bent (Fig. 18.2, center) and an experimenter injecting the top of the

geminoid’s right hand (Fig. 18.2, right). The participants watched these images sev-

eral times, as in Armel et al.s study [7]. They, then practiced again using the HMD .

After this preparation, the main trials were conducted. After all the trials were com-

pleted, the participants filled the questionnaire.

18.2.2 Main Trial

In the main trials, we repeated the following procedure six times. First, the partic-

ipants operated the geminoid’s right arm by moving their right arm in a horizontal

direction at 3 s intervals. They watched the geminoid’s arm movement through the
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Fig. 18.2 Simulated views

shown to participants: (left)

normal view showing arm

movement range; (center)

“finger bending stimulus”;

(right) “injection stimulus”

HMD. At this time, they were instructed to look downward so that their posture

would be synchronized with that of the geminoid on the HMD, because posture syn-

chronization is important for body ownership transfer. We covered the HMD with a

black cloth so that participants could see only the display, because we believed that

the extent of body ownership transfer would decrease if participants could see the

scene of the experiment room and their own body. Moreover, both the participants

and the geminoid wore a blanket to prevent differences in clothing from influencing

the body ownership transfer. Figure 18.3 shows the participants during the experi-

ment.

After 1 min of operation, the experimenters signaled to the participants that the

test had ended and waited until their SCR returned to normal. The participants were

then shown one of the two stimulus images.

18.2.3 Experimental System

In this experiment, we required a system for controlling the extent of the delay of the

geminoids movement. However, we could not operate the geminoid without delays

because of its limitations. We therefore employed a simulation system. That is, we

employed a method that allowed us to select and display pictures created by splitting
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Fig. 18.3 Participant setting

Head Mounted
Display
(wrapped by cloth)

Electrodes for 
measuring SCR

Motion capture 
marker for tracking 
hand motion

Blanket

images that had been captured previously, based on the position tracked by a motion

capture system (the Motion Analysis HAWK-I camera and control system). Using

this system, we implemented a condition where the movement of the geminoid was

arbitrarily delayed, as well as a condition where its movements were mostly syn-

chronized with those of the operator. We captured pictures using a high-speed cam-

era (Casio EXILIM EX-F1) at 300 fps and used 5,000 pictures (Fig. 18.2, left). We

showed the stimulus images after the operation images, switching to these images

from the operation image.

18.2.4 Measurement

We collected data using a self-report questionnaire and SCR to evaluate the extent

of the participant’s body ownership transfer. First, the self-report questionnaire

included the following questions:

∙ (Finger bending) Did it feel as if your finger was being bent?

∙ (Injection) Did it feel as if your hand was being injected?

Participants filled the questionnaire orally because they were wearing an HMD

and therefore could not see to write. They gave their responses on a 7-point Likert

scale (1: not strong, 7: very strong) for both questions.
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We used a Coulbourn Instruments V71-23 Isolated Skin Conductance Coupler as

the biological amplifier; the sensitivity was set to 100 mV/microS, and measurements

were taken using a direct current power distribution method. We used a KEYENCE

NR-2000 as the A/D converter and set the sampling period to 20 ms (50 Hz).

18.2.5 Conditions and Predictions

According to our hypotheses stated in Sect. 18.1, we applied the following three con-

ditions:

Sync condition: The geminoids movement was synchronized with the operators

movement without a delay.

Delay condition: The geminoids movement was synchronized with the operators

movement with a certain delay.

Still condition: The geminoid remained motionless, although the operator

moved.

In the delay condition, the delay was set to 1 s, following Armel et al. study in [7].

On the basis of our hypotheses, we predicted the following.

Prediction 1: The participants would show larger responses in the sync condition

than in the still condition.

Prediction 2: The participants would show larger responses in the delay condition

than in the still condition.

To verify the above predictions, each participant took part in a total of six trials

consisting of the above three conditions for each of the two stimuli, and we examined

whether body ownership transfer occurred. The order of the conditions and stimuli

was counterbalanced among participants.

18.3 Results

In general, skin conductance reacts with a 1–2 s delay to a stimulus [8]. Therefore,

usually the maximum value between the point at which the stimulus is applied and

the point at which the SCR returns to normal is measured to verify the reaction to

the stimulus. However, we confirmed that skin conductance frequently shows a reac-

tion before the stimuli is given. The participants responded in post-trial interviews

that they felt as if they received the injection stimuli in their own hands, and it felt

unpleasant when the experimenter’s hand approached the geminoid’s hand after the

teleoperation. This suggests that both the reaction to the injection stimulus as well

as those before the injection were caused by the body ownership transfer. In these

stimulus images, the time between the appearance of the experimenters hand and the

application of the stimulus was 3 s. Thus, in this study, we set the starting time of
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the range for obtaining the maximum value to 2 s after the stimulus image started

(1 s before the stimulus was applied) and the end time to 5 s after the stimulus was

applied, as in Armel et al. study [7]. Thus, we used a range for obtaining the maxi-

mum value from 1 s before the stimulus was applied to 5 s after it was applied.

We now describe the data that were excluded from the evaluations. First, the data

of 2 of the 19 participants were excluded because in their case the electrode for the

SCR failed. Second, we excluded data that were identified as outliers by the Smirnov-

Grubbs test using a significance level of 5%. We excluded one bit in both the delay

and still conditions under the injection stimulus and four bits in the still condition

under the injection stimulus. Finally, we analyzed 17 bits of the sync condition data,

16 bits of the delay condition data, and 16 bits of the still condition data under the

finger bending stimulus, and 17 bits of the sync condition data, 17 bits of the delay

condition data, and 13 bits of the still condition data under the injection stimulus.

The SCR value is normalized by a logarithmic transformation [8]. Therefore, we

logarithmically transformed the SCR value and conducted a parametric test. The

results of a one-way ANOVA confirmed that no significant difference was caused by

the finger bending stimulus (F(2) = 0.66, p = 0.52), but that a significant difference

was caused by the injection stimulus (F(2) = 3.36, p < 0.05). The results of a Tukey

HSD multiple comparison test confirmed that a significant difference existed only

between the sync and still conditions under the injection stimulus (sync condition >

still condition, p < 0.05). Figure 18.4 shows the average with standard error and the

results of the Tukey HSD multiple comparison test.

We also performed a statistical analysis of the data collected from the responses

to the self-report questionnaire. The results of a one-way ANOVA confirmed that

there was no significant difference under the finger bending stimulus (F(2) = 2.88,

p = 0.06), but a significant difference under the injection stimulus (F(2) = 5.25, p <

0.01). The results of the Tukey HSD multiple comparison test confirmed a significant

difference only between the sync and still conditions under the injection stimulus

(sync condition > still condition, p < 0.01). Figure 18.5 shows the average with the

standard error and the results of the multiple comparison Tukey HSD test.

Fig. 18.4 Average with

standard error of SCR
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Fig. 18.5 Average with

standard error of

questionnaire analysis (left:

did it feel as if your finger
was being bent?, right: did it
feel as if your hand was
being injected?)
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18.4 Discussion

According to the results, we now evaluate our predictions and hypotheses. First, the

results verified Prediction 1 (participants would show larger responses in the sync

condition than in the still condition). In the case of the injection stimulus, the results

of both the self-report questionnaire and the SCR showed a significant difference

between the sync and still conditions. In both measures, the responses for the sync

condition were significantly larger than for the still condition. Thus, Prediction 1

was verified and the corresponding Hypothesis 1 (body ownership is transferred by

watching scenes where the geminoid is synchronized with an operator) was sup-

ported. That is, we confirmed that geminoid teleoperation induces body ownership

transfer toward the geminoid body.

Second, the results did not verify Prediction 2 (participants would show larger

responses in the delay condition than in the still condition), since no significant dif-

ference was shown between the delay and still conditions. Consequently, we cannot

verify Hypothesis 2 (in geminoid teleoperation, body ownership is also transferred

when the geminoid moves with delays). However, there was no significant differ-

ence between the sync and delay conditions. In past studies on the RHI, the degree of

body ownership transfer was reduced by delays between the tactile and visual stimuli

[3, 7]. Shimada et al. also showed that when the delay becomes larger than 300 ms,

participants reported a significantly low degree of the RHI effect [5]. The result that

there was no significant difference between the sync and delay (1 s) conditions in

this study may suggest that the mechanism of the geminoid body ownership transfer

is different from that of the RHI body ownership transfer. In this experiment, the

delay was longer than during a usual teleoperation, because we set the same delay

time as in related studies. Since this delay may have influenced our results, further

verification is required.

A significant difference was confirmed for the injection stimulus. However, no

significant difference was confirmed by the self-report and SCR data for the finger

bending stimulus. In our opinion, the reasons for this are twofold, as follows. First,

the body part that the participants operated differed from the body part in which

they received the stimulus. Because the participants operated the geminoid’s arm by
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moving their own arm, body ownership may have been transferred to the geminoid’s

hand and arm, but not to its fingers. As a result, the participants did not react to the fin-

ger bending stimulus. Second, our finger bending images were defective. Because the

arm position in the first image showing finger bending differed from that in the last

image, the participants watched scenes where the arm position was shifted instanta-

neously when the image was switched to the stimulus image. This may have had an

unintended influence on the participants. None of the injection images was defective.

The first reason raises two interesting questions: Is body ownership transferred

only to the body part operated by the participant? Is body ownership transferred to

more widespread body parts? If we could extend body ownership to another body

part by operating one part of the body, we could improve operability. Human somatic

sensation systems are known to have non-uniform distribution throughout the body;

some body parts are more sensitive and others less sensitive. In our opinion, it is

difficult to transfer body ownership to a sensitive part. Therefore, we predict that it

is difficult to extend body ownership to sensitive parts, whereas it is easy to extend

it to insensitive parts. Further examination is required to verify this idea.

In previous RHI research studies, the objective measurements and the self-report

data showed a high correlation, as in this study. Moreover, participants indicated high

values (5–7 on the 7-point scale) in their self-reports [3]. However, in this study, the

self-report average was about 3 on the 7-point Likert scale, which was relatively low.

Participants, at least subjectively, did not feel as if part of the geminoid’s body had

become part of their body. As the participants task in this experiment involved simply

moving the arm, participants were very conscious of their own body. This concen-

trated attention to their own body may have been the reason for the low scores in the

self-report evaluation. In their daily life, people are rarely aware of their body move-

ments for fulfilling everyday tasks, such as walking or grasping. It is easier to cause

body ownership transfer when the operator waits 5 min after the teleconversation to

start adjusting the operation than when the operator starts sooner. We believe that we

can increase the extent of body ownership transfer by ensuring that the participants

do not experience feelings in their body after they have started concentrating on their

task.

The appearance of the object may also influence the extent of the body ownership

transfer, as reported by Armel et al. [7] and Pavani [9]. Is it possible to cause body

ownership transfer during teleoperation only when the android robots appearance is

very humanlike? Will it occur when humanoid robots with robotic appearances or

industrial robots are teleoperated? Future studies will answer these questions.

18.5 Conclusion

In this study, we examined whether body ownership transfer occurs through the tele-

operation of an android robot. We showed, by synchronizing the operation of the

robot and its visual feedback, that operators can be caused to feel as if a part of the

robot has become a part of their own body. We believe that clarifying the mechanism
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of body ownership transfer is important for resolving fundamental issues such as how

body contributes to organizing our self and how our sense of self-other boundaries

are formed and recognized. Future work may investigate further why this body own-

ership transfer occurs and finds the necessary conditions for causing the sense of

body ownership transfer to occur intentionally.
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Chapter 19
Effect of Perspective Change on Body
Ownership Transfer

Kohei Ogawa, Koichi Taura, Shuichi Nishio and Hiroshi Ishiguro

Abstract We previously investigated body ownership transfer to a teleoperated
android body caused by motion synchronization between the robot and its operator.
Although visual feedback is the only information provided from the robot side, as a
result of body ownership transfer, some operators feel as if they are touched when
the robot’s body is touched. This illusion can help operators transfer their presence
to the robotic body during teleoperation. By enhancing this phenomenon, we can
improve the communication interface and the quality of the interaction between the
operator and interlocutor. In this study, we examined the effect of a change in the
operator’s perspective on the body ownership transfer during teleoperation.
According to the results of past studies on the rubber hand illusion (RHI), we
hypothesized that a perspective change would suppress the body owner transfer.
Our results, however, showed that under any perspective condition, the participants
felt the body ownership transfer. This shows that its generation process differs for
teleoperated androids and the RHI.

Keywords HRI ⋅ Android ⋅ Body ownership transfer

This chapter is a modified version of a previously published paper [1], edited to be
comprehensive and fit with the context of this book.
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19.1 Introduction

Over the past few years, a very human-like teleoperated android called Geminoid
has been developed. Geminoid resembles the particular person on whom it was
modeled (Fig. 19.1). Research using Geminoids is expected to contribute to the
scientific fields of psychology and cognitive science [2].

Geminoid HI-1, which was used in this study (Fig. 19.1, center) has fifty
pneumatic actuators in its face and body to provide very human-like movements.
A conversation through Geminoid has the potential to improve human telecom-
munication as compared with such traditional telecommunication media as phones
and TV conference systems [3]. When people converse with a Geminoid, initially
they are usually distracted by the robot’s appearance. However, after conversing for
a few minutes, they start interacting with it naturally as if they are talking to the real
person. When they feel as if the real person is in front of them, the operator’s
presence has been transferred to Geminoid.

A Geminoid operator uses intuitive applications. Using a face recognition sys-
tem, Geminoid can mimic the operator’s face direction and facial expressions.
Using voice analysis, the operator’s utterances and Geminoid’s mouth movements
can be synchronized in real time. The operator can also observe scenes through
Geminoid.

After a period of operation during which operators become adapted to the
teleoperation system, they sometimes experience realistic sensations such that they
actually feel in possession of Geminoid’s body [4]. When operators participate in a
conversation, some may even feel a poke on the robot’s face as if they themselves
had been touched instead of the robot. This situation means that the Geminoid
operator feels as if his/her body is extended to Geminoid in a distant place through
operating and observing it. This phenomenon is called “body ownership transfer”
and occurs when an external object is recognized as part of one’s body.

Botvinick and Cohen [4] experimentally investigated the “rubber hand illusion”
(RHI). When a participant’s hand was placed out of view and a life-size rubber
hand model was placed in front of a subject, simultaneous paintbrush strokes on

Fig. 19.1 Three Geminoids and their originals
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both the rubber and participant’s hands evoked a cross-modal perceptual illusion of
possession of the rubber hand.

Watanabe et al. [5] investigated whether the body ownership transfer illusion in
fact happens during the operation of Geminoid’s hands using only visual and
movement synchronization. Their results showed that when the hand movements of
Geminoid and participants were synchronized, a sense of ownership caused the
subject to react when the robot’s hand was threatened with a pain-causing stimulus
such as a needle.

In Geminoid teleoperation, this illusion causes the operators to feel both kinetic
(sense of moving their hands) and visual sensations (video stream taken by video
camera). However, the body ownership transfer in Geminoid teleoperation remains
unclarified, in particular from the perspective of visual sensations. In this study, we
focused on the operator’s visual sensation to clarify the relationship between body
ownership transfer and visual feedback to operators.

We humans usually use “first-person view” in our daily life because our eyes are
located toward the top of our face. In related RHI research, the first-person view
was used. However, in Geminoid teleoperation, we have empirically employed the
“third-” and “second-person views (views from the other person),” because oper-
ators sometimes claimed that it is difficult to conduct natural conversations with an
interlocutor through Geminoid using only the first-person view, since they could
not observe themselves. However, they felt as if Geminoid was their own body
even if they did not use the first-person view.

In this paper, we report an effect of a perspective change on body ownership
transfer during Geminoid teleoperation, since such knowledge may help researchers
in their development of teleoperated robots. If body ownership transfer can be
controlled, it can be applied to a broad range of fields, for example, prosthetic arms
or telecommunication media.

19.2 Related Studies

Research on the transfer of bodily sensation and ownership has been widely con-
ducted in recent years. Researchers have applied different methods (e.g.,
out-of-body experiences induced by the visual and multisensory input [6],
visual-somatosensory input in virtual reality [7], body swapping experience by
manipulating the visual and the multisensory input [8], and body representation in
the brain using fMRI [9]) to induce and evaluate the illusion of bodily feeling
extension to an object.

Botvinick and Cohen [5] provided the first description of the RHI using paint-
brush strokes on both rubber and participants’ hands. Using the skin conductance
response (SCR), which measures autonomic nervous system arousal in the antici-
pation of pain, Armel and Ramachandran [10] investigated the transfer of body
sensations to a rubber hand. They performed an RHI procedure in two cases used
by Botvinic et al. and Armel et al., where they bent a finger of the rubber hand
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backwards, which obviously appeared painful. The results showed a high SCR
value at the time when the finger was bent when the strokes on the two hands were
synchronized. Slater et al. [11] conducted similar experiments using a
computer-simulated environment. They reported the illusion of ownership dis-
placement through tactile stimulation on a person’s hidden real hand synchronized
with virtual visual stimulation on a virtual arm projected from the person’s
shoulder.

In all the above studies and similar rubber hand experiments, the illusion is
evoked by multisensory input of synchronous tactile stimulation and visual feed-
back. However, the transfer of ownership for other perceptual correlations should
be confirmed.

Pavani investigated the effect of variance between a participant’s hand and a
rubber hand [12]. They compared a case where the rubber hand faced the same
direction as the participant’s hand and another where the rubber hand was rotated
90°. Their results showed that if the direction of the rubber hand is not the same as
that of the participant’s hand, it interferes with the body ownership transfer. Con-
sistency between the human’s own posture and that of the rubber hand is one
important factor for body ownership transfer.

19.3 Experiment

Through the results of an experiment, we demonstrate an effect of perspective
differences for body ownership transfer during Geminoid teleoperation.

19.3.1 Hypotheses and Predictions

We conducted the experiment according to the following hypothesis.
Hypothesis: The body ownership transfer is observed not only in the first-person

perspective (1PP) condition, which is the highly synchronized condition, but also in
other conditions: the second-person perspective (2PP) condition and mirror
condition.

19.3.2 Conditions

This experiment examines the effect of a perspective change on the body ownership
transfer in teleoperation situations using Geminoid. We prepared the following
three perspective conditions:
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• 1PP: Geminoid’s own perspective (Fig. 19.2)
• 2PP: perspective from Geminoid’s opposite side (Fig. 19.3)
• Mirror: inverse perspective that resembles a mirror (Fig. 19.4).

We expected that body ownership transfer would occur under the 1PP condition
because this has already been investigated in related studies. We found empirically
that the 2PP view is sometimes appropriate for teleoperation and that the operator
felt the body ownership transfer under the 2PP condition. Therefore, we employed

Fig. 19.2 First-person
perspective (1PP)

Fig. 19.3 Second-person
perspective (2PP)

Fig. 19.4 Inverse
perspective like a mirror
(mirror)
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this condition in our experiment. Under 2PP, when a participant moves his/her right
hand, the left side hand moves for the participant. This perspective is not usual in
daily life. Therefore, we added the mirror condition, which is the inverse per-
spective of the 2PP condition.

To investigate the body ownership transfer, we observed the differences in
movement synchronization of a participant and Geminoid under three conditions.
Each participant experienced three different movement synchronizations under one
point of view: 1PP, 2PP, or mirror.

The following were the movement synchronization conditions:

• Sync: the participant and Geminoid’s hand moved in synchronization.
• Delay: the participant and Geminoid’s hand moved in synchronization with a

500-ms delay.
• Still: Geminoid’s hand never moved even if the participant moved his/her hand.

After they experienced each trial, the participants controlled Geminoid’s hand by
using their own hand movements. The stimulus image, which is a movie that shows
Geminoid’s hand being injected with a needle, was presented after each trial. When
the stimulus is presented, some participants may react only to the “threat” of the
needle. Therefore, the movement of the needle was stopped 3 s after its appearance
on the screen and it was then inserted into Geminoid’s hand. To avoid the par-
ticipant’s being unaware of the injection, the needle was injected for 3 s and
removed from sight.

19.3.3 Procedures

The experiment consisted of two stages: training and testing. Forty-three healthy,
right-handed participants (25 men, 18 women) whose ages ranged from 18 to
25 years (M = 20.7, SD = 1.7) were selected. All the participants learned that
Geminoid is a robot by watching the real Geminoid in the experiment room before
the experiment started. Then, the experimenter explained the experiment. All the
participants signed consent forms. This experiment was approved by ethical com-
mittee of Advanced Telecommunications Research International Institute
(11-506-1).

Participants wore infrared markers on their wrists and electrodes on their palms.
The infrared marker was part of the motion capture system for controlling the
Geminoid. The electrodes measured the skin conductance response (SCR) values.
The participants then wore a head-mounted display (HMD) (Vusic iWear VR920)
on which they watched the stimulus movie.

Next, they watched the entire stimulus movie several times to habituate them to
the injection. Then, they practiced controlling Geminoid using their own hands for
the testing trial. After the testing trial, they answered questionnaires.
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19.3.4 Geminoid Teleoperation System for the Experiment

In our experiment, it was necessary to control Geminoid’s movement delay very
precisely. However, such precise control was very difficult, because Geminoid’s
actuators are driven by pneumatic cylinders. Therefore, we filmed Geminoid’s hand
movements at 300 frames per second using a high-speed camera and divided the
movie into still pictures frame by frame and obtained over 1000 still pictures. To
maintain the fixed delay time, the still pictures were displayed in accordance with
the participant’s hand movements captured by the motion capture system so that
smooth visual feedback was achieved with and without a fixed delay.

The participant’s hand movements were captured by two infrared markers, one
installed on the wrist and the other on the chair’s armrest. The armrest marker was
positioned 19 cm from the participants’ elbow to absorb the size differences of each
participant. To avoid biases caused by the experiment room environment and the
participants’ bodies, the HMD was surrounded by a black cloth to help the par-
ticipants concentrate on the stimulus movie.

19.3.5 Testing Trial

In the test trial, we repeated the following procedures three times. Participants
observed the stimulus movie from the perspectives shown in Figs. 19.2, 19.3 and
19.4. Three small, red, blue, and white circles were superimposed on the stimulus
movie. The participants controlled Geminoid’s hand into the indicated color posi-
tion for 3 s by sound. To provide consistency between the presented perspective
and their posture, the participants bent their heads to see their own arms under the
1PP condition. Under the 2PP and mirror conditions, they looked toward the front.
To avoid any clothing bias caused by the difference between the participants and
Geminoid’s clothing, the laps of both were covered by identical blankets

Fig. 19.5 Experimental
setup
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(Fig. 19.5). After a 1-min trial, the experimenter signaled that the trial was com-
plete, and the participants took a short break until their SCR values returned to
normal. Then, we presented the stimulus movie.

19.3.6 Measure

We employed two measures to verify the body ownership transfer. One was SCR,
and the other was subjective evaluations of the participants who indicated their
sense of body ownership transfer by answering the following questions:

• Question 1 (Q1). Did you feel that your hand was also the robot’s hand?
• Question 2 (Q2). Did you feel as if your own hand was receiving an injection?

Participants answered the questionnaires orally because their sight was blocked
by the HMD.

The responses to the questions in the questionnaires were given on a seven-point
Likert scale, where three denotes the most positive point. To measure the SCR, the
main unit we used was a Polymate AP-216 and the amplifier was an AP-U030.
Electrodes were affixed to the participants’ thenar and hypothenar eminences.

19.4 Results

19.4.1 Subject Evaluation

The participants’ subjective impressions of the body ownership transfer in the
movement synchronization for each perspective were evaluated with an ANOVA.
The results for Q1, “Did you feel that your hand was also the robot’s hand?”
showed a significant difference among the three movement synchronization con-
ditions: (1PP condition: F(2, 28) = 16.40, p < 0.001; 2PP condition: F(2,
26) = 30.47, p < 0.001; mirror condition: F(2, 26) = 21.17, p < 0.001). We
conducted multiple comparisons of all the movement synchronization conditions
for each perspective condition using the Sidak method. The mean values, standard
deviations, and significant differences are shown in the left and center graphs of
Fig. 19.6. The 1PP condition results showed that the sync condition score exceeded
the delay and the still condition scores with significant differences (p < 0.01).
Hereafter, we write these results as (Sync > Delay**, Sync > Still**). The 2PP
results were Sync > Delay**, Sync > Still**, Delay > Still**. The mirror results
were Sync > Delay**, Sync > Still**, Delay > Still**.

The results showed a significant difference only in the 2PP conditions for Q2:
“Did you feel as if your own hand was receiving an injection?” (1PP condition: F(2,
28) = 1.60, p = 0.22; 2PP condition: F(2, 26) = 15.27, p < 0.001; mirror
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condition: F(2, 24) = 5.16, p = 0.001). We conducted multiple comparisons
among all movement synchronization conditions for each perspective condition
with the Sidak method. The mean values, standard deviations, and significant
differences are shown in the left and center of Fig. 19.6. The 2PP results were
Sync > Delay**. We found no significant differences in the other conditions.

19.4.1.1 Comparisons Between Perspective Conditions

The participants’ subjective impressions of the body ownership transfer under the
perspective differences for each movement synchronization condition were evalu-
ated with an ANOVA. The results showed no significant difference for either Q1
(sync condition: F(2, 40) = 2.11, p = 0.13, delay condition: F(2, 40) = 1.56,
p = 0.22, still condition: F(2, 40) = 2.00, p = 0.15) or Q2 (sync condition: (2,
40) = 1.56, p = 0.22, delay condition: F(2,40) = 0.30, p = 0.74, still condition:
F(2, 40) = 1.18, p = 0.32). The mean values, standard deviations, and significant
differences are shown in the left and center of Fig. 19.7.

Fig. 19.6 Results of multiple comparisons among movement synchronization condition for each
perspective: left: Q1, center: Q2, right: SCR

Fig. 19.7 Results of multiple comparisons among aspects for each movement synchronization:
left: Q1, center: Q2, right: SCR. (*p < 0.05, **p < 0.01, ***p < 0.001)
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19.4.2 SCR Evaluation

Before the evaluation, the SCR results of 9 of 43 participants whose SCR showed
no response were eliminated from the evaluation target. SCR data, which are
basically detected 1–2 s after the stimulus is applied, are commonly analyzed by the
peak value from 1 to 2 s after the stimulus to the end of the SCR activation. Thus,
to analyze them, we have to use the data from 1 s after the stimulus. However, the
experimental results showed that the participants’ SCR sometimes responded before
the stimulus. In interviews after the experiment, some participants admitted that
they felt anxious as the needle approached Geminoid’s hand, because they felt as if
Geminoid’s hand was their own. Hence, we treated the pre-stimulus SCR data as
caused by the stimulus.

The time that elapses between the needle’s first appearance and its injection into
Geminoid’s hand is about 3 s. We selected the peak value in the duration from 2 s
after the needle’s appearance until 5 s after its injection into Geminoid’s hand
(Fig. 19.8).

The participants’ SCR values in the movement synchronization for each per-
spective condition were evaluated by an ANOVA. The mean values and standard
deviations are shown on the right of Fig. 19.6. The SCR values of 11 participants in
1PP, 11 participants in 2PP, and 10 participants in the mirror condition were
evaluated. The results showed no significant differences between the three move-
ment synchronization conditions in each perspective condition: 1PP condition: F(2,
20) = 1.30, p = 0.30; 2PP condition: F(2, 20) = 1.57, p = 0.23; mirror condition:
F(2, 18) = 3.40, p = 0.06.

The participants’ SCR values in the perspective conditions for each movement
synchronization condition were evaluated by an ANOVA. The mean values and the
standard deviations are shown on the right of Fig. 19.7. The number of evaluated
participants was the same as in the previous analysis. The results showed no sig-
nificant differences between the perspective conditions: sync condition: F(2,
29) = 0.84, p = 0.44; delay condition: F(2, 29) = 1.60, p = 0.22; still condition: F
(2, 29) = 0.75, p = 0.48.

Fig. 19.8 SCR evaluation
range
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As a further evaluation, we focused only on the movement synchronization
based on the perspective conditions. The value of the three perspective conditions
was summed for each movement synchronization condition and evaluated by an
ANOVA. The results showed a significant difference between the three movement
synchronization conditions: F(2, 72) = 6.135, p < 0.01. We conducted multiple
comparisons of all movement synchronization conditions for each perspective
condition with the Sidak method. The results show that the sync condition score
exceeded the delay and still condition scores with significant differences (p < 0.05).

19.5 Discussion

In this paper, we investigated the relationship between the perspective of the visual
feedback to Geminoid operators and body ownership transfer. We expected that the
conditions not only of the first-person view but also of the third-person view would
evoke the body ownership transfer illusion. However, the experimental results did
not clearly support our hypothesis.

The results for Q1 indicated that, even if the perspective was changed from 1PP
to 2PP or mirror, the participants felt as if Geminoid’s hand was their own hand.
However, the results for Q2 show that they did not actually feel that their own hand
was being injected. The differences between the results for Q1 and Q2 showed that
the participants may have felt the body ownership transfer, but they thought the
needle was actually being injected, not into their own hand, but into Geminoid’s
hand. We expected the body ownership transfer to occur, but its intensity was not in
fact sufficient to make them feel the injection on their own hand.

The SCR results, however, demonstrated that the participants’ SCR measures
responded to the stimulus under each perspective condition. Although their sub-
jective impressions were that the needle was in fact being injected, not into their
own hand, but into Geminoid, they unconsciously responded to the injection
stimulus under all perspective conditions. We believe that the 2PP and mirror
perspectives may also arouse the body ownership transfer illusion.

The participants felt the body ownership transfer in the mirror perspective
because they recognized their own reflections in the mirror, where people are used
to seeing themselves. Gonzalez et al. described a similar phenomenon where body
ownership was transferred to agents seeing themselves in mirrors [13]. The par-
ticipants felt the body transfer ownership in the mirror aspect. The 2PP perspective
is less commonly experienced, because people do not get the chance to experience
it in their daily life. In this perspective, the participants seemed to experience
difficulty controlling Geminoid’s hand. However, perhaps this difficulty in the 2PP
perspective increased their concentration so that they felt the body ownership
transfer. The Q2 results suggest that there was a significant difference only in the
2PP condition (Fig. 19.5, center). In our opinion, the 2PP and mirror perspectives
can also arouse the body ownership transfer illusion.
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19.6 Conclusion

In this paper, we investigated the relationship between the body ownership transfer
illusion and alterations in perspective. To demonstrate the relationship, we focused
on the illusion that the Geminoid teleoperator sensed as a result of the synchro-
nization of the kinetics and the visual sensation. We described an experiment to
clarify the effect of perspective difference, which had not been previously inves-
tigated in relation to the body ownership transfer illusion in Geminoid teleopera-
tion. We employed two measures to verify the body ownership transfer: SCR and a
subjective evaluation. The results showed that not only the first-person view but
also the third-person and the mirror views may cause body ownership transfer.
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Chapter 20
Body Ownership Transfer by Social
Interaction

Shuichi Nishio, Koichi Taura, Hidenobu Sumioka
and Hiroshi Ishiguro

Abstract Body ownership transfer (BOT) comprises the illusion that we feel

external objects as parts of our own body, which occurs when teleoperating android

robots. In past studies, we investigated the conditions under which this illusion

occurs. However, these studies were conducted using only simple operation tasks,

such as moving only the robot’s hand. Does this illusion occur during more com-

plex tasks, such as conducting a conversation? What kind of conversation setting

is required to invoke this illusion? In this study, we examined the manner in which

factors in social interaction affect the occurrence of BOT. Participants conversed

using the teleoperated robot under different conditions and teleoperation settings.

The results revealed that BOT does occur during the task of conducting a conver-

sation, and that the conversation partner’s presence and appropriate responses are

necessary to enhance BOT.

Keywords Body ownership ⋅ Teleoperation ⋅ Android robot

Social interaction

20.1 Introduction

When people use a tool, they often feel as if the tool has become a part of their body.

When holding a stick, they can “feel” whether the stick is hitting a hard or soft object

or which part of the stick has hit an object. When driving a car, people gradually learn

This chapter is a modified version of a previously published paper [1], edited to be

comprehensive and fit with the context of this book.
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the dimensions of the car and how the car moves when they steer it. That is, the act

of manipulating the object and the visual and/or tactile feedback evokes this illusion.

This phenomenon is described as an extension of the body schema; it is known also

to occur in monkeys [2] and even in hermit crabs [3]. This phenomenon not only

provides clues for investigating the manner in which people recognize their own

body, but is also important for obtaining finer tool skills. Good baseball or tennis

players who use bats and rackets, respectively, have a strong sense of body schema

extension to their tools. Good car drivers can feel the size of the car.

There is one common factor in all of these examples: the user always drives or

manipulates the tools and always touches them. That is, the user has control of the

tool and always receives tactile feedback, frequently accompanied by visual feed-

back. This “restriction” can also be understood from the notion of eccentric projec-
tion [4]. Eccentric projection is a localization of a sensation at the position in space

of the stimulus object rather than at the point where the sense organ is stimulated

[5]. When people see a red apple, they feel that it is the apple that is red, and do

not feel that their retina has been painted red. It is said that visual sensations are

projected eccentrically in most cases, but touch sensations are projected only when

people have tactile feedback, such as when they are holding the target object [5]. This

redirection is possible, as all of the senses that people “feel” are in fact projected sen-

sations based on the activity in the cerebral cortex. However, this redirection does

not always operate “correctly,” and may result in strange phenomena, such as the

phantom limb phenomenon [6]. The body schema extension may be recognized as

one of these results.

Another interesting example of this phenomenon is the rubber hand illusion (RHI)

[7]. An experimenter repeatedly strokes a participant’s hand and a rubber hand simul-

taneously, while the participant can see only the rubber hand and not his/her own

hand. After some time has passed, the participant begins to feel as if the rubber hand

is his/her own hand. This illusion, the RHI, is considered to occur as a result of

synchronization between the participants visual stimulus (watching the rubber hand

being stroked) and tactile stimulus (feeling that his/her hand is being stroked) [8]. In

the RHI, the external object onto which the sensation is projected is not touched by

the participant; however, the tactile stimulus is provided simultaneously to both the

object and the body. Therefore, this can be considered a variation of body schema

extension.

Now, is it possible to project a persons tactile sensation to an external object

without such real tactile stimuli being applied to his/her body? If such a projection

is possible, this may be a strong factor in achieving skillful teleoperation of robots

where the target object (robot) is located at a remote location, and therefore, no tac-

tile feedback is possible without an expensive and complicated system. There is an

emerging necessity for teleoperated robots in many fields, for example telesurgery

and work in dangerous areas such as nuclear plants, or as an intimate communication

device. The realization of the projection of sensation to these robotic devices would

lead to an improved operation experience and a stronger sense of a remote presence.

The results of our previous study showed that operators of teleoperated android

robots (Geminoids) felt as if they were being touched when the remotely

located robot was touched, even without tactile feedback [9]. This illusion, the
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Body Ownership Transfer (BOT) illusion, occurs as a result of the synchronization

between the act of teleoperating the robot and the visual feedback of the robot’s

motion [10, 11]. Since our previous study, many studies on BOT have been con-

ducted, and it was also found that BOT has stronger persistence under temporal

delays as compared to RHI [11], BOT occurs when various teleoperation interfaces

are used [12], and that the will to control the robot (agency) and seeing the robot in

motion (visual feedback) are alone sufficient to cause BOT, and thus, the operator’s

sense of proprioception is not required [13]. However, BOT has been examined only

in manipulation tasks where a teleoperator controlled the arm of the robot, either

by motion mapping or through a brain–machine interface. Originally, we found that

interaction through the geminoid caused BOT. There may be elements in social inter-

action with others that affect the teleoperator’s sense of body ownership of the robot

that has not been examined in previous studies of RHI and BOT. The likelihood of

this is quite high, as there were no means for performing such investigations before

teleoperated androids were created.

In this study, we investigated which elements of social interaction evoke the BOT

illusion. Social interaction includes many elements that are not seen in manipulation

tasks and is in general believed to require more abstract, higher-level processing than

simple tasks. In this study, we initially examined two factors of interaction:

(1) Existence of conversation partner

Although it is possible for a person to conduct a conversation without seeing

his/her partner (as in phone calls), the conversation is enhanced when the partner

is in sight. However, the partner can also be considered a “target for the act of

interaction. Thus, in this study, we employed the visibility of the partner as one

factor of interaction.

(2) Degree of interaction

The appropriate response reactions of the partner constitute the second crucial

factor for enhancing interaction. In the case of a simple manipulation task, the

expected response is a physical change in the target object (such as in its shape

or location). In interaction, when people speak, they expect others to show some

reaction, which can be considered the “feedback for the teleoperation act.

In addition, we included in our investigation whether the participants have control

of the robot in a remote location as another factor in the testing. By including this

teleoperation factor, we can observe the interaction effect between the above factors

and the teleoperation. In addition, our objective was to confirm whether the teleop-

eration performed in this experiment was sufficient to induce BOT, given that the

amount of motion of the robot resulting from teleoperation was much smaller than

in previous studies; in previous studies, the robot’s arm was moved, which resulted

in a rather large amount of motion, whereas in this study, only the head movement

was visible, which was a relatively small motion.
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20.2 Methods

20.2.1 Apparatus

In this experiment, we used a teleoperated android named “Geminoid F.” Geminoids

are a series of android robots with an appearance that resembles existing persons

[9]. Geminoid F (Fig. 20.1, left) is a geminoid that was created to resemble a female

person. It has twelve pneumatic actuators, installed mainly in its face for generating

humanlike facial expressions. In our previous studies of BOT, we used Geminoid HI-

1, a geminoid created to resemble a male person, as more actuators are installed in the

whole body and it is suitable for manipulation tasks. In this experiment, however, we

used Geminoid F, as this geminoid is better suited for the conversation task because

of its ability to show more natural facial expressions.

Geminoids are teleoperated robots, and they do not move autonomously. A tele-

operator controls the geminoid through its teleoperation interface from a remote

room (Fig. 20.1 right, and Fig. 20.2). The voices on both sides are transmitted to each

side and the teleoperator can see video images of the remote location. The operator

can see both the interlocutor (near first-person view) and the face of the geminoid

(second-person view). This dual display allows the operator to perform the conver-

sation task and simultaneously recognize the operation results by seeing the robot’s

motions.

Fig. 20.1 Teleoperated android robot Geminoid F (left) and its teleoperation interface (right). In

the teleoperation monitor, the operator can see both the interlocutor (near first-person view, main

screen) and the face of the geminoid (second-person view, subscreen)



20 Body Ownership Transfer by Social Interaction 321

Speech-driven lip motion generator

InterlocutorGeminoidTeleoperator

Motion capturing system

Speech-driven lip motion generator

Motion capturing system

Autonomous behavior generator Teleoperation
System

Fig. 20.2 Geminoid teleoperation system

The teleoperation system provides three means of controlling the robot: (1) the

operator’s head motions are captured and regenerated as the robots motions, (2) the

operator’s voice is processed and regenerated to provide the robot’s lip/jaw motions

[14], and (3) operators can press buttons to play pre-defined robot motions, such as

smiling or bowing. As the pneumatic actuators of the geminoid take approximately

300 ms to move, the audio transmitted from the operator side is delayed to achieve

synchronicity with the motion, in particular for lip synchronization.

In this experiment, however, we used only (1) head motion synchronization and

(2) lip motion generation, and did not use (3) pre-defined motion, in order to have

more control of the participants’ teleoperation actions.

20.2.2 Conditions

As mentioned previously, we designed the experiment to include three factors: oper-

ation, partner presence, and response reaction, as described below. Hereafter, we rep-

resent a condition as
Ops1CPres2

Ress3 , where s1, s2, and s3 (s1, s2, s3 = {+(ON)| − (OFF)})

indicate the existence of the operation (Op), partner presence (Pre), and response

reaction (Res) factors, respectively. For example,
Op+CPre−

Res+ denotes a condition where

the operation is performed, the partner is not present (not visible), and conversation

responses were provided. In addition, we use “∗” (asterisk) as a do not care symbol

to show that we do not consider a certain factor.

(a) Operation (Op): We investigated the influence of teleoperating the geminoid

on the operators sense of body ownership using two levels of the partner presence

factor: Whether the teleoperator controls the geminoid’s movements or not. In the

control condition (
Op+C∗

∗), the participants’ movements were reflected in the gemi-

noid. In the without-control condition (
Op−C∗

∗), the geminoid was motionless.
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with reaction (Res+) without reaction (Res-)

(a)

(d)

(b)

(c)

Fig. 20.3 Experimental conditions. The rows indicate the partner presence factor and the columns

show the response reaction factor. These two factors were within-participant factors. In addition,

another between-participant factor was used, the operation factor

(b) Partner presence (Pre): We prepared two levels of the partner presence factor

to examine whether a sense of body ownership is enhanced when teleoperators can

see their interaction partners. One level indicates that the teleoperators could see

their interaction partner,
∗CPre+

∗ , and the second that they could not,
∗CPre−

∗ .

(c) Response reaction (Res): We examined the influence of the partner’s reaction

by creating two conditions: conversing with a partner (
∗C∗

Res+ ), and speaking without

any interaction (
∗C∗

Res− ). In the former condition, a teleoperator and a partner dis-

cussed given topics. If the teleoperator could see the partner (
∗CPre+

Res+ ), he/she could

also observe the partner’s nonverbal information, such as body gestures, head nod-

ding, and facial expressions (Fig. 20.3a). When the partner was not visible (
∗CPre−

Res+ ),

the participants could only hear the voice of the partner (Fig. 20.3c).

In the latter condition, a teleoperator talked without receiving any response reac-

tions from his/her partner. When the partner was visible (
∗CPre+

Res− ), we asked the part-

ner to look down, read a book, and wear headphones so that he/she could not hear

the participant’s speech, and so that the partner would not show any reactions to the

speech (Fig. 20.3b). When the partner was not visible (
∗CPre−

Res− ), the participants could

neither see the partner nor hear any voice (Fig. 20.3d).

20.2.3 Procedure

Participants completed a consent form. They were given written instructions that

explained that their task was to talk with/without another participant as a partner who
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Fig. 20.4 Images and stimuli displayed during practice and test phases. Participants watched

Geminoid F’s frontal face to ensure that their movements were or were not reflected by those of

Geminoid F during the practice phase (a) and (b). They also watched an experimenter a poking

and b stroking the geminoid. In the test phase, participants watched the geminoid and their partner

from behind Geminoid F (c) and (d). They also watched an experimenter c poking and d stroking

the geminoid in the same manner as in the practice phase

was in fact involved in the experiment. The participants were also given explanations

about Geminoid F and its control.

From the teleoperation room, the participants assigned to the operation condi-

tion (
Op+C∗

∗) ensured that their movements were reflected by those of the geminoid

by slowly shaking their heads and counting to thirty. The participants in the no-

operation condition (
Op−C∗

∗) ensured that the geminoid was motionless by following

the same procedure. In this phase, they watched the geminoid’s face in their dis-

play monitor to ensure that their movements were or were not reflected by those of

the geminoid. After they finished counting, an experimenter, who was out of their

sight in the experiment room, raised his hand for 5 s to display it in the monitor,

poked the geminoid’s cheek three times, and stroked its neck three times (Fig. 20.4).

These stimuli were presented for about 20 s. The participants then responded to the

following questions on a 7-point Likert scale:

Question 1 (Q1) Did you feel that you were controlling the robot?

Question 2 (Q2) Did you feel as if the robot was yourself while talking?

Question 3 (Q3) Did you feel as if you were touched when the robot was touched?

Question 4 (Q4) Did you feel as if you were in the remote room?

After the practice phase, the participants were asked to talk about the given top-

ics under four different conditions (
∗CPre+

Res+ ,
∗CPre+

Res−
∗CPre−

Res+ , and
∗CPre−

Res− ) the order of
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which was counter balanced. Topics were chosen from two different types: common

and controversial. Common topics included those that people frequently introduce

in conversation, e.g., “How do you spend your holidays?”; others were related to

favorite TV programs or animals. The controversial topics included capital punish-

ment and the one thing the participant would take to a desert island. The interac-

tion with a partner depended on the assigned condition. For example, in condition

Op+CPre+
Res+ , the participants conversed with the partner, while in condition

Op+CPre−
Res− ,

the participants gave a speech about a topic.

After they talked for 4 min and 50 s, an experimenter out of the participant’s sight

in the experiment room raised his hand and displayed it for 5 s in the monitor and

started touching the geminoid for about 20 s in the same manner as in the practice

phase. The participants then filled the same questionnaire for the the condition as

in the practice phase, and then they continued to the next condition. After all the

conditions were completed, the participants were debriefed.

20.2.4 Participants

We recruited 36 Japanese university students (20 males and 16 females) and divided

them into two groups: one for the operation condition (
Op+C∗

∗) and the second for the

no-operation condition (
Op−C∗

∗). The average age of the participants was 20.2 years

(S.D. = 1.9).

We used a between-participants design for the operation factor (Op), and within-

participants design for the partner presence (Pre) and the response reaction (Res)

factors. We ensured that this design avoided the operation condition (
Op+C∗

∗) influ-

encing the no-operation condition (
Op−C∗

∗). Moreover, performing every condition

for the three factors took a considerable amount of time and degraded the concen-

tration of the participants.

20.3 Results

Since the experiment was designed with three factors (operation as between-

participant factor and partner presence and response reaction as within-participant

factors), we used a three-way ANOVA to investigate the differences in the responses

to the questions between the conditions.

20.3.1 Effect of the Operation Factor

The results showed that the main effect of the operation factor was significant in

the responses to Q1, Q2, and Q3 (Fig. 20.5a). The participants felt more strongly
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Fig. 20.5 Results of responses to questions. The graphs show averages and standard deviations.

Differences having a statistical significance are marked as follows: *: p < 0.05, **: p < 0.01, ***:

p < 0.001

as if they were managing the robot’s movements in the operation condition than

in the no-operation condition (F(1, 34) = 20.68, p < 0.001 for Q1). They strongly

felt as if they were the geminoid while talking about the given topics (F(1, 34) =
10.60, p < 0.01 for Q2). They also strongly felt as if they were being touched when

the geminoid was touched (F(1, 34) = 5.61, p < 0.05 for Q3). These results indicate

that the operation of the geminoid caused the participants to feel a strong sense of

body ownership of it, as found in previous studies.

20.3.2 Effect of the Partner Presence Factor

The results for Q1, Q2, and Q4 (Fig. 20.5b) showed that the main effect of the part-

ner presence factor was significant. The participants felt more strongly as if they

were managing the robot’s movements when they could see their partner than when

they could not (F(1, 34) = 6.95, p < .05 for Q1). They strongly felt as if they were

the geminoid while talking when they could not see their partner (F(1, 34) = 9.21,
p < .01 for Q2). They also strongly felt as if they were in the same room as the

geminoid while talking (F(1, 34) = 9.67, p < .01 for Q4). These results, in partic-

ular those for Q2, show that people have a strong sense of body ownership of the
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geminoid when they see their partner with it. The results for Q4 also showed that

participants experienced a strong feeling of telepresence when they could see their

interaction partners.

20.3.3 Effect of the Response Reaction Factor

The responses to the questions showed no significance in the main effect of the

response reaction factor. However, they showed interaction effects between this fac-

tor and the other factors.

20.3.4 Interaction Effects

The responses to Q2 showed a significant interaction effect between the partner pres-

ence and response reaction factors (F(1, 34) = 8.127, p < 0.01). Further analysis of

the simple main effects showed that the participants strongly felt as if they were the

robot when they conversed with a partner whom they could see (
∗CPre+

Res+ >

∗CPre−
Res+ ,

F(1, 68) = 16.87, p < 0.01) or when they spoke without any interaction with the

partner (
∗CPre−

Res− >
∗CPre−

Res+ , F(1, 68) = 4.12, p < 0.05) (Fig. 20.5c). These results indi-

cate that the response reaction factor alone is not sufficient to enhance the sense of

body ownership.

The results for Q2 also showed a weak effect between the three factors (F(1, 34) =
3.22, p < 0.10). The analysis of the simple main effect revealed that the participants

felt as if they were the robot when they performed the operation with a visible partic-

ipant more strongly when the partner reacted (
Op+CPre+

Res+ >
Op+CPre+

Res− , F(1, 34) = 5.19,

p < 0.05).

In addition, the responses to Q4 showed significant interaction effects between

the operation and partner presence factors (F(1, 34) = 6.25, p < 0.05). Analysis of

the simple main effect revealed that the participants felt more strongly as if they

were in the remote room when the partner was not visible, if they were operating the

geminoid (
Op+CPre−

∗ >

Op−CPre−
∗ , F(1, 34) = 8.25, p < 0.05). Further, even when they

were not operating the geminoid, they had a stronger sense of being in the remote

location because of the existence of the partner (
Op−CPre+

∗ >

Op−CPre−
∗ , F(1, 68) =

8.16, p < 0.01).

20.4 Discussion

The results showed that the partner’s presence, as well as the act of teleoperation,

enhances the sense of body ownership transfer of the android robot. This tendency

was stronger when the partner reacted (interactivity of the conversation), in particular
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when the teleoperation was performed. In addition, the partner’s presence factor also

showed a tendency to enhance the feeling of remote presence. Although we could

not observe a significant effect of the single factor of the partner’s reaction, the result

that the mere presence of the partner enhances the body ownership transfer illusion,

regardless of whether the participant operated the robot, suggests that social factors

have a strong influence on BOT. The finding that the partner’s reaction showed a

stronger effect with the presence of the partner or with the act of teleoperation seems

to show that the naturalness of the situation also affects the feeling of BOT.

These findings imply that the current model of eccentric projection and body

schema, including the BOT and RHI, should be reconsidered. That is, top-down

factors, such as social interaction, which have been considered a rather low-level,

built-in functionality in the cortex, may have a strong influence on the body schema

construction. Moreover, by changing the conditions of the teleoperation task, it is

possible that we can improve the efficiency of the teleoperation. However, we should

note that this study had some limitations. Only the performances of the conversation

tasks were tested using evaluation by subjective questionnaires. The factors for social

interaction were limited. Only a single robot was used for teleoperation. By extending

our study to obviate these limitations, we should be able to obtain a considerably

clearer general view of the manner in which people recognize their own body and

practical methods for enhancing teleoperation performance.

The result that the partner’s presence enhanced BOT may also be explained from

another viewpoint. In previous studies, we attempted to realize various teleoperated

conversations in various situations. In some cases, we attempted to realize a con-

versation between two or more teleoperated androids; that is, a situation where two

or more operators each operate their own android, and the androids are collected to

converse in a single location. The results show that they had no difficulty talking

with each other. However, some operators recalled that the situation “lacked reality.”

One operator said, “sometimes I felt like I was watching a computer graphics scene

and that the robots were talking by themselves, not being teleoperated by someone.”

When we added another person to the group of androids, this feeling seemed to dis-

appear. This past observation may also be explained by the results of this experiment

that show that remote presence was enhanced by the partner’s presence.

20.5 Conclusion

This study examined the influence of social interaction on the sense of BOT of a

teleoperated android. We found that the presence of an interaction partner enhances

the sense of BOT, in particular in combination with the act of teleoperation and the

partner’s appropriate reaction. The results suggest that human higher-level behav-

ior may operate as a factor in establishing and transfiguring how we perceive our

bodies. In addition, our findings may lead to a new methodology for performing the

teleoperation of robots in remote locations more effectively.
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In future work, we will verify whether a strong sense of body ownership increases

a feeling of telepresence at a remote location. We will also investigate how a strong

sense of body ownership of a telerobot facilitates human–human telecommunication

and how this will result in better quality communication.
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Chapter 21
Exploring Minimal Requirement
for Body Ownership Transfer
by Brain–Computer Interface

Maryam Alimardani, Shuichi Nishio and Hiroshi Ishiguro

Abstract Operators of a pair of robotic hands report ownership of those hands
when they hold an image in their mind of a grasp motion and watch the robot
perform it. We present a novel body ownership illusion that is induced by merely
watching and controlling a robot’s motions through a brain–machine interface. In
past studies, body ownership illusions were induced by the correlation of sensory
inputs, such as vision, touch, and proprioception. However, in the presented illusion
none of these sensations was integrated, except vision. Our results show that the
interaction between the motor commands and visual feedback of an intended
motion is sufficient to evoke the illusion that non-body limbs are incorporated into a
person’s own body. In particular, this work discusses the role of proprioceptive
information in the mechanism of agency-driven illusions. We believe that our
findings can contribute to the improvement of tele-presence systems in which
operators perceive tele-operated robots as themselves.
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21.1 Introduction

The mind–body relationship has always been an appealing subject for human
beings. How we identify our body and how we use it to perceive our “self” are
questions that have fascinated many philosophers and psychologists throughout
history. However, only in the last few decades has it become possible to investigate
the mechanism of self-perception by using empirical approaches.

Our recently developed human-like androids have become new tools for
investigating the question of how humans perceive their own “body” and correlate
it to their “self.” Operators of these tele-operated androids report unusual feelings of
transforming into the robot’s body [2]. This sensation of owning a non-body object,
in general termed the “illusion of body ownership transfer,” was first scientifically
reported as the “rubber hand illusion” (RHI) [3]. Following the introduction of the
RHI, many researchers studied the conditions under which the illusion of body
ownership transfer can be induced [4, 5]. In these studies, the feeling of owning a
non-body object was examined mainly through the manipulation of sensory inputs
(vision, touch, and proprioception) supplied to the subject by his own body and the
fake body in a congruent manner. In previously reported studies on illusions, the
correlation of at least two channels of sensory information was found to be
indispensable. The illusion was either passively evoked by synchronized
visuo-tactile [3] or tactile-proprioceptive [6] stimulation or by synchronized
visuo-proprioceptive [7] stimulation in voluntarily performed actions.

However, the question that remained was whether it is possible to induce body
ownership illusions without the correlation of sensory modalities. We were
specifically interested in the role of sensory inputs in evoking motion-involved
illusions. In these illusions that are aroused by triggering a sense of agency toward
the actions of a fake body, afferent signals, such as vision and proprioception, need
to be integrated with efferent signals in order to generate a coherent
self-presentation. A recent study addressed the contribution of proprioceptive
feedback in the inducement of the ownership illusion for an anesthetized moving
finger [7]. In contrast to that study, in the current study we hypothesized that, even
in the absence of proprioceptive feedback, the match between efferent signals and
visual feedback is alone sufficient to trigger a sense of agency toward the robot’s
motion and therefore induce the illusion of ownership of the robot’s body.

The challenging part of this work was the removal of proprioceptive feedback
from the operators’ sensations. Since proprioception is an internal sense of body
posture that is constantly updated with movement, we employed a brain–computer
interface (BCI) system for translating the operator’s thoughts into the robot’s
motions and removed real motions during operation. The subjects conducted a set
of motor imagery tasks of grasping with the right or left hand, and their online
encephalography (EEG) signals were classified into two classes corresponding to
the right- and left-hand motions performed by the robot. During tele-operation, the
subjects wore a head-mounted display (HMD) and watched real-time
first-perspective images of the robot’s hands (Fig. 21.1).
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The operators’ aroused sense of body ownership was evaluated in terms of their
subjective assessment and physiological reaction to an injection applied to robot’s
body at the end of each test session.

21.2 Results

Forty subjects participated in the BCI-operation experiment. They operated the
robot’s hands while watching them through an HMD. Each participant performed
two randomly conditioned sessions as follows.

1. Still condition: The robot’s hands were motionless, although the subject
attempted to perform the imagery task and operate the hands. (Control)

2. Match condition: The robot’s hands performed the grasp motion according to
the classification results and only when the results were correct. If the subject
failed the trial, the hands did not move.

To facilitate the participants’ imagination and give a visual cue for the motor
imagery task, two balls were installed in front of the robot’s hands that lit up
randomly and indicated the hand that the subjects were required to move
(Fig. 21.2a). At the end of each test session, an injection syringe was inserted into

AmplifierClassifier

 Visual 
 Feedback HMD

Blanket
SCR Electrodes

Covered by cloth

 Electrode cap for 
EEG recordingsFirst &person

view camera

Lightening balls
attached to

robot’s hands Blanket

Fig. 21.1 Experiment setup. EEG electrodes installed on the subject’s sensorimotor cortex
recorded brain activities during a motor imagery task. The subjects wore a head-mounted display
(HMD) through which they had a first-person view of the robot’s hands. They received a cue from
a lighted ball in front of the robot’s hands and held images in their mind of a grasp for their own
corresponding hand. The classifier detected two classes of results (right or left) and sent a motion
command to the robot’s hand. Skin conductance response (SCR) electrodes, attached to the
subject’s left hand, measured physiological arousal during the session. Identical blankets were laid
on both the robot and the subject’s legs to match the background view
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the thenar muscle of the robot’s left hand (Fig. 21.2b). Immediately after the
injection, the session was terminated and the participants were orally asked the
following questions. Question 1 (Q1): When the robot’s hand was injected, did you
feel as if you own hand was being injected? Question 2 (Q2): Throughout the
session, while you were operating the robot’s hands, did you feel as if they were
your own hands? Participants scored their responses to Q1 and Q2 based on a
seven-point Likert scale, where 1 meant “Did not feel at all” and 7 meant “Felt very
strongly.”

The scores acquired for each condition were averaged and compared within
subjects by a paired t-test (Fig. 21.3a). The results for Q1 showed a significant
difference between the Match (M = 4.38, SD = 1.51) and Still (M = 2.83,
SD = 1.43) conditions; [Match > Still, p < 0.001, t(39) = −4.33]. Similarly, there
was a significant difference in Q2 scores between the Match (M = 5.15, SD = 1.10) and
Still (M = 2.93, SD = 1.25) conditions; [Match > Still, p < 0.001, t(39) = −9.97].

In addition to the self-assessment measurement, the body ownership illusion was
physiologically measured by recording skin conductance responses (SCR). The SCR
recordings of the responses of only 34 participants were evaluated, as six participants
showed unchanged responses during the experiment, and therefore, their data were
excluded from the analysis. The peak response value within a 6-sec interval
post-injection [8] was selected as the SCR reaction value. The difference in the SCR
results was significant between the Match (M = 1.68, SD = 1.98) and Still
(M = 0.90, SD = 1.42) conditions ([Match > Still, p < 0.01, t(33) = −3.29]),
although the subjects’ responses were spread over a large range of values
(Fig. 21.3b).

Fig. 21.2 Participant’s view in HMD. a The robot’s right hand grasps the lighted ball according
to the classification results of the subject’s EEG patterns. b The robot’s left hand receives an
injection at the end of each test session. The subject’s reaction to this painful stimulus was
subjectively and physiologically evaluated
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21.3 Discussion

From both the questionnaire and SCR results, we can conclude that the operators’
reaction to a painful stimulus (injection) was significantly stronger in the Match
condition in which the robot’s hands followed the operators’ intentions. This
reaction constitutes evidence that the body ownership illusion was evoked, and
therefore, our hypothesis in this study was supported. We showed that body
ownership transfer to a robot’s moving hand can be induced when proprioceptive
feedback from the operator’s actual movements is excluded. This is the first report
of body ownership transfer to a non-body object that is induced in the absence of
integration between multiple afferent inputs. In the presented illusion, the correla-
tion between efferent information (operator’s plan of motion) and a single channel
of sensory input (visual feedback of intended motion) was sufficient to trigger the
illusion of body ownership. Since this illusion occurs in the context of action, we
estimate that the sense of ownership of the robot’s hand here is modulated by the
sense of agency generated for the robot’s hand motions. Although all participants
were completely aware that the congruently placed hands they watched through the
HMD were non-body human-like objects, the explicit sense that it was they who
were causing these hands’ motions, together with a lifelong experience of per-
forming their own body’s motions, modulated the sense of body ownership toward
the robot’s hands and evoked the illusion.

The original ownership illusion for tele-operated androids [2] (mentioned at the
beginning of this paper) was a visuo-proprioceptive illusion evoked by the motion
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Fig. 21.3 Evaluation results. a Participants responded to Q1 and Q2 immediately after watching
the injection. Q1: When the robot’s hand was injected, did you feel as if your own hand was being
injected? Q2: Throughout the session while you were performing the task, did you feel as if the
robot’s hands were your own hands? The mean score value and standard deviation for each
condition is plotted. A significant difference between conditions (p < 0.001; paired t-test) was
confirmed. b The skin conductance response (SCR) peak value after injection was assigned as the
reaction value. The mean reaction value and standard deviation are plotted; the results show a
significant difference between conditions (p < 0.01; paired t-test)
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synchronization between the operator and the robot’s body [8]. The mechanism
behind this illusion can be explained based on the cognitive model according to
which a person’s body is integrated in him/her self in a self-generated action [9].
When operators move their body and watch a robot copying them, the match
between motion commands (efferent signals carrying both raw and processed
predictive information) and sensory feedback from the motion (visual afference
from the robot’s body and proprioceptive afference from the operator’s body)
modulated a sense of agency over the robot’s actions and ultimately resulted in the
integration of the robot’s body into the operator’s sense of self-body (Fig. 21.4). In
this paper, we targeted in particular the role of proprioception in this model and
showed that the presented mechanism remains valid even when the updating of the
proprioceptive feedback channel is blocked.

Finally, the authors conclude from the results of the present study that in inducing
illusions of body transfer, congruency between only two channels of information, either
efferent or afferent, is sufficient to integrate a non-body part into one’s own body,
regardless of the context in which the experience of body transfer occurs. In passive or

Visual afference 

Proprioceptive afference Comparator Body Ownership
Illusion

Motor 
command 

Motor 
plan Limb 

displacement  

Limb
displacement  

Efference copy 

Forward
model

Fig. 21.4 Body recognition mechanism. The mechanism of the body ownership illusion for an
operated robotic body is explained based on Tsakiris’ cognitive model of self-recognition. During
tele-operation of a very human-like android, the match between the efferent signals of a motor
intention and afferent feedback of the performed motion (proprioceptive feedback from the
operator’s body and visual feedback from the robot’s body) evokes the illusion that the robot’s
body belongs to the operator. However, the role of proprioceptive feedback in modulation of this
feeling has remained unclear. This work confirmed that the body ownership illusion is elicited in
the absence of proprioceptive feedback and by modulation of only motor commands and visual
inputs
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externally generated experiences, the integration of two sensory modalities from both
non-body and body parts is indispensable. However in voluntary actions, efferent
signals play a critical role in the recognition of one’s own motions and therefore their
congruency with only a single channel of visual feedback from non-body part motions
is adequate to override the internal mechanism of body ownership.

21.4 Methods

Subjects: Forty healthy participants (26 male and 14 female) in the age range of
18–28 years (M = 21.13, SD = 1.92), most of whom were university students,
were selected for the experiment. Thirty-eight participants were right-handed and
two left-handed. All the participants were naïve to the research topic and received
an explanation prior to the experiment. Subsequently, they signed a consent form in
accordance with the guidelines of the ATR ethical committee. At the end of the
experiment, all participants received payment for their participation.

EEG recording: Cerebral activities were recorded by g.USBamp biosignal
amplifiers developed by Guger Technologies, Graz, Austria. The subjects wore an
electrode cap, and 27 EEG electrodes were installed over their primary sensori-
motor cortex. Electrode placement was according to the 10–20 system. A reference
electrode was placed on the right ear and a ground electrode on the forehead.

Classification: The data that were obtained were processed online using
Simulink/MATLAB (Mathworks) for real-time parameter extraction. This process
included band-pass filtering between 0.5 and 30 Hz, sampling at 128 Hz, removing
artifacts by using a notch filter at 60 Hz, and adopting a common spatial pattern
(CSP) algorithm for discriminating event-related desynchronization (ERD) and
event-related synchronization (ERS) patterns associated with motor imagery tasks
[10]. The results were classified using weight vectors that weighted each electrode
according to its importance for the discrimination task and suppressed noise in
individual channels by using the correlations between neighboring electrodes.
During each right or left imagery movement, the decomposition of the associated
EEG led to a new time series, which was optimal for the discrimination of the two
populations. The patterns were designed such that the signal that resulted from the
EEG filtering with the CSP had maximum variance for left trials and minimum
variance for right trials and vice versa. Thus, the difference between the left and
right populations was maximized and the only information contained in these
patterns was where the variance in the EEG was greatest in the course of the
comparison of the two conditions. Finally, the left and right imagery were dis-
criminated, and the classification block outputs a linear array signal in the range of
[−1, 1], where −1 means the extreme left and 1 means the extreme right.

Motor imagery task: The participants were asked to imagine their own hand
performing a grasping or squeezing motion. In both the training and experiment
sessions, a visual cue specified the timing and the hand that they should imagine
moving.
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Training: Participants practiced the motor imagery task of controlling a feed-
back bar on a computer screen to the left or right side. They sat in a comfortable
chair in front of a 15-in. laptop computer and were asked to remain motionless. The
first run consisted of 40 trials conducted without feedback. The subjects were
required to watch a cue in the form of an arrow pointing to the left or right side of
the bar randomly, and imagine gripping or squeezing the corresponding hand. The
duration of each trial was 7.5 s and started with the presentation of a fixation cross
on the display. After 2 s, an acoustic warning was given in the form of a “beep.”
From second 3 to second 4.25, an arrow pointing to the left or right side was shown.
Depending on the arrow’s direction, the participants were instructed to perform the
motor imagery. They continued the imagery task until the screen content was erased
(at second 7.5). After a short pause, the next trial started. The recorded brain
activities in this non-feedback run were used to set up a subject-specific classifier
for the classification in the following feedback runs. In the feedback runs, partic-
ipants performed similar trials; however, this time, after the appearance of the arrow
and execution of the motor imagery task, the classification results were shown in
the form of a horizontal feedback bar on the screen. The subject’s task was to hold
the imagery immediately after the arrow and extend the feedback bar as far as
possible in the same direction. The feedback runs, as well as the non-feedback runs,
consisted of 40 trials with 20 trials per class (left/right) presented in a randomized
order.

Participants performed two sessions of training with feedback until they became
familiar with the motor imagery task. The subjects’ performance during each ses-
sion was recorded to evaluate their improvement. At the end of the training ses-
sions, most participants could reach a performance level of 60–100%.

Experimental setup: The subjects wore an HMD (Vuzix iWear VR920)
through which they had a first-person view of the robot’s hands. Since this HMD
design is not protected from environmental light, we wrapped a piece of cloth
around the HMD frame to block the surrounding light. Two balls with lights were
installed in front of the robot’s hands to facilitate the imagery task during the
experiment sessions. The participants received visual cues when the balls lit up
randomly and they then imagined grasping with their own corresponding hand. The
classifier detected two classes of results (right or left) from the EEG patterns and
sent a motion command to the robot’s hand. Identical blankets were laid on both the
robot and the subject’s legs to match the background view of the robot’s body with
that of the subject’s own body.

SCR electrodes were attached to each subject’s hand to measure the physio-
logical arousal during each session. A bio-amplifier recording device (Polymate II
AP216, TEAC, Japan) with a sampling rate of 1000 Hz was used for the SCR
measurements. The participants were asked to rest their hands with their palms
upward on the chair arms, and SCR electrodes were attached to the thenar and
hypothenar eminences of their left palm. As the robot’s hands were configured in an
inward position for the grasping motion, there was a tendency among participants to
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alter their hands’ position to an inward configuration similar to that of the robot’s
hands. However, this could have caused difficulties in reading the SCR electrodes
and moreover could have given the participants the space and comfort to perform
unconscious grasping motions during the task. Therefore, we asked participants to
keep their hands and elbows motionless on the chair arms with their palms upward.

Testing: The participants practiced operating the robot’s hand by motor imagery
in one session and then performed two test sessions. All the sessions consisted of 20
imagery trials. Test sessions were randomly given the condition “Still” or “Match.”
In the Still condition, the robot’s hands remained motionless, although the subjects
performed the imagery task according to the cue stimulus. In the Match condition,
the robot’s hands performed the grasping motion but only in those trials in which
the classification result was correct and the same as the cue. If the subject failed the
trial, the robot’s hands did not move.

At the end of each test session, an injection syringe was inserted into the thenar
muscle of the robot’s left hand, the same hand on which the subject wore the SCR
electrodes. Immediately after the injection, the session was terminated and the
participants were orally asked: (Q1) When the robot’s hand was injected, did you
feel as if your own hand was being injected? (Q2) Throughout the session, while
you were performing the task, did you feel as if robot’s hands were your own
hands? They scored their response to each question based on a seven-point Likert
scale, where 1 meant “did not feel at all” and 7 meant “felt very strongly.”

SCR measurements: The peak value of the SCR responses was selected as the
reaction value. In general, the SCR value starts to rise 1–2 s following a stimulus
and returns to normal 5 s after that [11]. The moment at which the injection syringe
appeared in the participant’s view was selected as the start point for the evaluation,
because some participants showed a reaction to the syringe itself, even before it was
inserted into the robot’s hand, as a result of the body ownership illusion [11].
Therefore, SCR peak values were sought in the range from 1 s after the syringe
appeared in the participant’s view to 5 s after the injection was in fact applied.

Data analysis: The scores that were obtained in the questionnaire and the SCR
peak values for each condition were averaged and compared within subjects.
A statistical analysis was performed using a paired t-test. A significant difference
between the two conditions was revealed in the responses to Q1 and Q2
(Match > Still, p < 0.001) and the SCR values (Match > Still, p < 0.01).
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Chapter 22
Regulating Emotion with Body
Ownership Transfer

Shuichi Nishio, Koichi Taura, Hidenobu Sumioka and Hiroshi Ishiguro

Abstract In this study, we experimentally examined whether changes in the facial

expressions of teleoperated androids can affect and regulate their operators’ emo-

tion, based on the facial feedback theory of emotion and the phenomenon of body

ownership transfer to the robot. Twenty-six Japanese participants conversed with an

experimenter through a robot in a situation where the participants were induced to

feel anger, and during the conversation, the android’s facial expression was changed

according to a pre-programmed scheme. The results showed that facial feedback

from the android did occur. Moreover, a comparison of the results of two groups

of participants, one of which operated the robot and the second did not, showed that

this facial feedback from the android robot occurred only when the participants oper-

ated the robot, and that when an operator could effectively operate the robot, his/her

emotional states were more affected by the facial expression change of the robot.

Keywords Emotion ⋅ Teleoperation ⋅ Android robot ⋅ Facial feedback

hypothesis

22.1 Introduction

Emotion regulation, which is the process through which people control, as well

experience and express, their emotions, is a critical skill in our social lives [2].

The importance of this skill is growing with the rapid development of telecom-

munications technology that increases the opportunities for non-direct conversation

This chapter is a modified version of a previously published paper [1], edited to be comprehen-

sive and fit with the context of this book.
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(e.g., [3]). When people do not meet in a face-to-face setting, most of the nonver-

bal information that is normally obtained when directly meeting other persons are

lost, which complicates their emotion self-regulation according to the cues of others

that reflect upon their behavior. One typical and extreme example is the uninhibited

behaviors frequently seen in computer-mediated communication, such as Internet

defamation or harassment. This occurs in the case not only of asynchronous media,

such as e-mails, but also of synchronous media, such as Internet chat applications or

TV conference systems [4].

The definition of “emotion” has been long discussed in various fields, including

psychology and cognitive psychology [5–7], and recently also in the field of affec-

tive computing [8]. Most theories of emotion seem to accept emotion as comprising

flexible response sequences that occur under challenging, difficult, or critical situa-

tions. Although emotion has positive aspects, such as allowing a person to prepare for

rapid motor responses [5], sometimes emotional responses may be misleading and do

more harm than good. When peoples emotions are not suitable for the situation, they

attempt to regulate their emotional responses [2]. This act of emotion regulation is

defined as a process by which individuals influence which emotions they have, when

they have them, and how they experience and express these emotions [9]. Gross pro-

posed a process model of emotion regulation in which the timeline of an emotional

response sequence is divided into stages [2]. Thus, this process model consists of

five stages: (1) situation selection, (2) situation modification, (3) attentional deploy-

ment, (4) cognitive change, and (5) response modulation. While the first four stages

occur before an emotional response is prepared, the last stage, response modulation,

refers to what people do when an emotional response is running. The emotion reg-

ulation process is known to operate consciously or unconsciously in one or more of

these stages. It is known that in the last stage the suppression of negative emotional

expression affects physiological responses, such as blood pressure, but not subjec-

tive reports, whereas the suppression of positive emotional expression affects both

[2, 10].

Although many studies have been conducted in which proposed advisory agents

were implemented in remote communication systems (e.g., [11]), few have addressed

emotion regulation using information technologies. One possible reason is that it is

difficult to measure emotional states; however, their measurement is becoming more

practical with the progress in pattern recognition technologies [12]. Another impor-

tant issue is the methods for providing feedback to the speaker and regulating his/her

emotions. In advisory systems, a virtual avatar typically appears on the communica-

tion screen to provide advice. When an avatar provides advice, such as “calm down,”

to regulate the users’ emotion, the user may ignore the advice if he/she has already

become too emotional. Thus, a more effective method that operates directly and sub-

consciously is required. If a device that implements such a method were available,

people could choose to use it to effectively regulate their emotional state and regain

control.

In the past, psychologists studied a phenomenon known as the “facial feed-

back hypothesis,” which is based on the well-known idea of William James, who

claimed that the awareness of bodily changes activates emotion. Many studies have
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addressed the question whether facial movement influences emotional experience

[13–16]. These studies clarified that facial movements do affect emotional states.

Although researchers have proposed models for utilizing the facial feedback hypoth-

esis for emotion regulation (e.g., [17]), it has not been possible to actively control

emotion by applying this theory without physical equipment that provides physical

stimulation.

Recently, we developed a series of teleoperated androids [18]. The appearance of

these robots very closely resembles that of real people and, until now, several types

of android have been created using Japanese and Danish persons as model sources.

These androids are teleoperated using intuitive interfaces. Using these teleoperated

androids, we found an interesting phenomenon that we call “body ownership trans-

fer” [19]. This phenomenon is that, as the operator controls the android robot, he/she

gradually feels as if the robot is his/her own body and starts to respond, without

any haptic feedback, to the physical stimuli given to the robot’s body. A similar

phenomenon called the “rubber hand illusion” (RHI) has also been actively stud-

ied [20]. While the RHI requires tactile sensation, the body ownership transfer we

found requires only the coordination of visual stimuli and the act of teleoperation.

An interesting conjecture arises here: when the operator feels that the android’s face

is his/her own face, will the facial feedback phenomenon occur? When the android’s

facial expression changes autonomously, without being controlled by the operator,

will the operator’s emotion be affected? If the facial feedback from the teleoperated

robot could positively affect the operator’s emotion, we may be able to implement a

new communication medium that can support its users’ emotion regulation so that

they can avoid uninhibited behaviors. In addition, by integrating the facial feedback

effect and the body ownership transfer phenomenon, we can implement a system that

does not require physical stimuli to be applied to the user, which results in a more

comfortable and simpler interface. When utilizing such a simple interface, users may

not be aware of the facial feedback effect. However, as the cost of this system is higher

than that of normal TV conference systems and it shows the explicit appearance of

the robot, we assume that users should have a strong motivation and intention to

control themselves.

In this study, we experimentally tested the assumption that changes in the facial

expressions of a teleoperated android can affect and regulate an operator’s emotion.

For this purpose, we created a conversational situation where the participants felt

anger. In this situation, the experimenter, beyond the operators’ control, was respon-

sible for the facial changes of the android. If the facial feedback phenomenon occurs

from the teleoperated android to the operator, the operator’s anger should decrease

when the android shows a positive expression, such as a smile. In addition, we exam-

ined the relation between body ownership transfer and the effect of facial feedback

from the android. We divided the participants into an Operation group and a No-

operation group in order to examine this relationship. The participants who teleoper-

ated the android were expected to be more affected by the android’s facial expression

than those who did not.

In the rest of the paper, we first describe the experimental settings that we used

to clarify the extent to which the facial expression of the android affected the
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participants’ emotions. Next, we present results showing that these effects depended

on the experimental conditions. Finally, we discuss a technique for regulating the

operators’ emotions and means of improving this technique. Further, issues such as

ethical concerns related to this technique are also discussed.

22.2 Methods

Twenty-six university undergraduate students participated in our experiment (14

males, 12 females; average age = 20.7 years, S.D. = 1.2). All the participants were

Japanese students in disciplines that did not include engineering and had no experi-

ence of using any type of robot. We explained the experimental procedure to them,

and they signed an informed consent form.
1

Communicating through a teleoperated

android, participants conversed with a female member of the experiment’s staff. The

robot was placed alongside the staff member, and the participants teleoperated the

robot using their own motions, which were motion captured. While the participants

were conversing through the teleoperated android, we changed the android’s facial

expression gradually. While controlling the android’s facial changes, we measured

the extent of the influence of this change on the emotional states of the participants.

22.2.1 Conversation Scenario

To observe the changes in the emotional states of the participants, we created a situ-

ation where the participants became emotional and emotion regulation was required.

Although we daily feel many types of emotion, one of the most common emo-

tions is anger. Anger is considered to have remained during the evolution of the

species from our biological past, when it was an adaptive function, and therefore

it frequently appears in modern human beings [21]. When people encounter unrea-

sonable or unfair situations, they tend to feel negative emotions such as anger or

sadness. Among the negative emotions, anger is most likely to lead to hostile behav-

iors and thus requires regulation [4]. In this experiment, we recreated a situation

where people frequently became angry: calling a customer service center with a

problem.

The participants played the role of customers who had experienced inferior prod-

ucts or unsatisfactory services and are thus complaining to the customer service

center. A female staff member of the experiment group played the role of the cus-

tomer service representative. The conversation flow proceeded as follows. First, the

participant described his/her situation and problem. Then, the participant negoti-

ated with the customer service representative about possible solutions. When they

1
This experiment was approved by the ethical committee of Advanced Telecommunications

Research International Institute (No. 12-506-1).
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Fig. 22.1 Flow of experimental sessions: while participants negotiate with the member of the

experiment staff, the facial expression of the teleoperated android changes according to the time

schedule and the condition

agreed on a solution, or when the three-min time limit was reached, the session ended

(Fig. 22.1). An example of such a conversation is as follows:

Service rep.: Thank you for calling the customer service desk.

How may I help you?

Customer: I bought a used computer at your shop, and in fact, your

salesperson recommended it. I was planning to buy a new one, but

since he recommended a used one, saying it gave a better performance,

was cheaper, and even had a warranty, I bought it for 30,000 yen.

When it was delivered, I found that the monitor was broken. I asked

the store to replace the monitor, but they said I needed to pay

23,000 yen for a replacement because that part was not covered by

the warranty. Since I needed the computer for work, I bought a new

monitor, but the delivery actually took two weeks...

(omitted)

Customer: I’ve been having lots of problems. I want a new computer.

Service rep.: I’m really sorry for all your trouble. But since you

bought a used computer, there may be problems. How about replacing

your computer with another one from our store? This one is also used,

but it’s been completely checked.

Customer: Resolving this problem has already dragged on long enough,

and I don’t want any more trouble. I definitely want a new computer...

(rest omitted)

Prior to each session, the participants were given a description sheet of the issue

and five potential solutions. We pre-defined three issues and provided one each to the

participants for each session in counterbalanced order. We selected issues that show
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problems typically encountered by university students. The solutions were numbered

from 1 to 5 to indicate the degree of customer benefit (5 = maximum benefit). Par-

ticipants were instructed to obtain as much benefit as possible. For example, in the

above scenario, the following solutions were provided:

(1) Repair the computer at a cost of 30,000 yen

(2) Repair the computer at a cost of 15,000 yen (half price)

(3) Replace with another used computer

(4) Refund the monitor cost and replace the computer

(5) Refund the entire purchase amount and provide a new computer at a discount.

The customer service representative gradually compromised based on the solu-

tions proposed by the customer. The staff member was given the same list of possible

solutions, and she could see a laptop monitor that showed the acceptable solution at

each period and negotiated with the participant accordingly. The acceptable solution

changed according to the timetable shown in Fig. 22.1. After 2 min and 50 s, mea-

sured from the start time of the negotiation, she could agree to the best solution for

the participants, but at the 3 min mark, the experimenter terminated the session.

At each stage, the staff member did not actively propose the best possible solution.

We pre-defined acceptable solutions for each stage of the experiment. She agreed

when the participant proposed such a solution. Only when the participants failed

to propose acceptable solutions, did she propose one that could be accepted. Some

participants were content with the offered solution, which was not the best one, while

others did not accept this solution before the session was terminated. Therefore, not

all the participants reached the best solution.

Our original intention was to provoke the strongest possible anger level. Thus, in

the pretest, which we conducted with different participants prior to the experiment

described in this paper, the customer service representative never changed her mind

and agreed only with the worst solution. However, some participants became so upset

that they completely forgot the experimental procedures, whereas some participants

found that the customer service representative never compromised, and they became

reluctant to continue negotiating. To maintain the motivation of the participants, we

changed the customer service representative’s strategy such that she compromised

more and accepted better solutions.

Here, the time schedule of providing acceptable solutions is an important fac-

tor for maintaining the participants’ motivation. In an additional pretest, we found

that participants’ motivation was decreased when the customer service representa-

tive compromised at fixed intervals. This was because the participants could easily

realize that she had rules for negotiating and that they did not need to negotiate

hard to obtain better solutions. To solve this problem, we used varying time inter-

vals between solutions. We assumed that the participants would feel their negotiation

skill had affected the service representatives compromising to reach a better solution

when they experienced success in reaching better solutions both easily and with diffi-

culty. Although the staff member negotiated based on the same rules in each session,

most participants did not notice these rules.
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22.2.2 Hypotheses

Our assumption is based on the body ownership transfer illusion. The results of pre-

vious studies showed that this phenomenon occurs when the android’s motion is

highly synchronized with its operator’s motion [19], and therefore, the operator feels

that the android’s face is his/her own face under this condition. This implies that

the operator considered the change in the android’s facial expression as his/her own

change, although his/her facial expression did not actually change. Facial feedback

hypothesis suggests that changes in a person’s facial expression activate his/her emo-

tion. However, an actual change in the operator’s facial expression may not be needed

to activate emotion; instead, the android’s change in expression activates the oper-

ator’s emotion when he/she experiences body ownership transfer. Accordingly, our

first hypothesis was as follows:

H1 People who conduct a conversation through an android are affected by the

android’s facial feedback.

Since the facial feedback from the android affects the participants’ emotions, their

emotions will change according to the changes in the android’s facial expression.

One might argue that the influence of the facial changes of others could be a result

of empathy with them. Although people may empathize with the android according

to its facial expressions even when they do not operate it, we assumed that the opera-

tor would be affected more strongly as a result of body ownership transfer. That is, if

the participants who operated the android were more strongly affected than the par-

ticipants who did not operate the android, we could infer that the emotional change

in the participants was induced by the body ownership transfer effect and not only

by empathy. Therefore, our second hypothesis was as follows:

H2 People who operate the android are affected more than people who do not operate

it.

In order to verify H2, we divided the participants into two groups, the Opera-

tion and the No-operation group. We considered that if the facial feedback from the

android was not a result of empathy, there would be a difference in the emotional

responses under the Operation and the No-operation conditions.

22.2.3 Equipment

As the teleoperated robot, we used Geminoid F, which is one of our Geminoid series

(Fig. 22.2). Geminoids are teleoperated androids that resemble real existing persons

[18]. Geminoid F was modeled on an existing Japanese female. It has nine pneumatic

actuators, most of which are in its face, and therefore it can produce various facial

expressions.

People can control the android and talk with a conversation partner by using it as

a communication medium. In this study, participants performed teleoperation with a
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Fig. 22.2 Teleoperated

android robot Geminoid F

simplified version of the Geminoid teleoperation system [18]. The body motions of

the participants were captured, converted, and sent to the android robot. At the same

time, the voices from both conversation sides were captured by microphones and

transmitted to each side. In addition, the participants viewed a teleoperation console

that showed two transmitted video screens, one showing the service representative

and second showing the android robot’s face (Fig. 22.3a). The participants wore six

motion capture markers for tracking their head motion (Fig. 22.3b). The android’s

lip motion was generated automatically from the voice recognition system [22], and

the data were sent to the robot so that its motions would be synchronized with the

participant’s motions. Thus, the android’s motions comprised the participant’s head

motions and the generated lip motions, and the facial expression change was con-

trolled by the experimenter’s staff.

The staff member who played the service representative was only able to hear

the participant’s voice, and the android was hidden from her view (Fig. 22.3c). This

prevented her from being affected by the android’s facial expressions. The staff mem-

ber saw only the partition that hid the android, a stopwatch on the computer monitor
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Geminoid view

Summary of the 
scenario

Interlocutor view

(a) Teleoperation console

Motion capture 
markers

(b) Motion capture marker alignment

(c) Scene of the interlocutor (service representative) side

Fig. 22.3 a Teleoperation console: on the display screen, views of the Geminoid robot and inter-

locutor (service representative) were shown. In addition, we provided a summary sheet of the sce-

nario. b Participants wore a cap with markers to capture their motions for the robot teleoperation.

Additional markers were also placed on their clothes to allow stable positioning. c A female exper-

iment staff member performed the role of interlocutor (service representative). The staff member

viewed a summary sheet of the solutions while conducting conversations. In addition, a stopwatch

was shown on the computer screen so that she would adhere to the time schedule. So that the staff

member would not be affected by the android’s facial expression change, we placed a partition

between the android robot and the staff member. The fact that the android was not visible to the

staff member was concealed from the participants
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to show the timings of the compromises, and a summary of the script that listed pos-

sible solutions. Although the staff member could not see the android, the participants

were told that the android was in front of her.

22.2.4 Experimental Design

To test our hypotheses, we designed this experiment with two factors: the Operation

factor and the facial expression factor. The design of this experiment was mixed:

Operation was a between subjects factor while facial expression was a within subject

factor.

22.2.4.1 Operation Factor

For the Operation factor, we set up an Operation condition and a No-operation con-

dition. The participants controlled the android in the Operation condition but did

not control it in the No-operation condition. We divided the participants into the

Operation group (13 participants) and the No-operation group (13 participants). In

the No-operation condition, the android did not receive the data of the participants’

motions and did not move its head or lips. The android performed only expression

changes during the conversation in this condition.

22.2.4.2 Facial Expression Factor

For the facial expression factor, we used three expressions: smiling, neutral, and

angry (Fig. 22.4). Accordingly, we set up three conditions: the Smile condition,

(a) Smile (b) Neutral Face (c) Angry Face

Fig. 22.4 Facial expressions of Geminoid F in each condition
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Neutral Face condition, and Angry Face condition. At the beginning of the session,

the android showed the angry expression in all conditions. In the Angry Face con-

dition, the android’s face did not change during the session. In the Neutral Face

condition, we changed the android’s face from angry to neutral during the conver-

sation. In the Smile condition, however, we divided the change in expression into

two steps, because the gap between the angry and the smiling faces seemed to be

too large. Accordingly, we changed the android’s face from angry face to neutral

face in the first step and from neutral face to smiling face in the second step. These

facial expressions were used to change the android’s emotional appearance while the

participants conversed with the staff member.

If we had changed the facial expressions rapidly, the participants would have rec-

ognized this and felt less body ownership. Therefore, we programmed the duration

of a change to be 10 s. During these changes in the facial expression, the actuators

were controlled by linear interpolation between the initial facial expression and the

target expression. In addition, we designed each facial expression to be rather weak

so that the participants would not notice the changes.

22.2.5 Procedure

This experiment consisted of one practice trial and three main trials. The partici-

pants answered questions on a pre-experiment questionnaire to measure their initial

emotional states.
2

First, the participants performed the practice trial to practice and

understand the procedural flow. Then, they performed the three main trials involv-

ing different situations. They experienced all three facial expression conditions, the

order of which was counter balanced.

Each trial consisted of preparation, a session, filling a post-session question-

naire, and a two-min break. Each trial was conducted as follows. Prior to the ses-

sion, participants were given the description sheet and they were given time to read

and understand it. Since it was sometimes difficult to remember all the details, we

placed a summary sheet next to the teleoperation console (Fig. 22.3a). Each session

was started when the participants completely understood the situation. The session

began after the teleoperation console was activated and the participants started to

describe their problem to the customer service representative. When the participants

started to negotiate, we changed the facial expression of the teleoperated android

robot (Fig. 22.1). At the beginning of the session, the android’s facial expression

was angry (Fig. 22.4c). In the Smile and the Neutral Face conditions, the android’s

facial expression started to change to the neutral one (Fig. 22.4b) at the time when

the acceptable compromise became the second one (at 0:30). In the Smile condition,

the android’s facial expression then started to change to smiling (Fig. 22.4a) at the

time when the acceptable compromise became the third solution (at 1:40). After the

2
We used the same effect scale for the pre-experiment questionnaire. However, the results of the

pre-experiment questionnaire were not used in this study.
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facial expression reached its maximum state, the android continued to show the same

facial expression until the end of the session. After the session, the participants filled

a post-session questionnaire and were given a two-min break.

22.2.6 Measures

Before the experiment and after each session, the participants answered a set of ques-

tions to measure their emotional state.
3

We used the General Affect Scales of Ogawa

et al. [23], which measure mood states according to 3 factors (positive affect, nega-

tive affect, and calmness) using 8 subscales each, that is, 24 subscales in total. Each

subscale indicates an adjective (such as “excited,” “guilty,” and “hostile”), and the

participants were asked to rank how accurately the adjective fit their emotional state

on a seven-point Likert scale (1 = Not at all, 7 = Extremely). The values of the three

factors were derived from the total of eight subscale responses that corresponded to

each factor. Therefore, the value ranges of the three factors were from 8 to 56. This

instrument was validated with more than 200 participants with a Cronbach’s alpha

reliability score of 0.86–0.91. In addition, it has a high correlation with the Japanese

version of the Profile of Mood States (POMS). In this experiment, we used only the

positive effect factor for analysis.

We also asked the Operation group the following question after each session.

Question 1 (Q1) How well could you operate the robot?

We asked the participants to rank their response to Q1 on a seven-point Likert

scale (1 = operated poorly to 7 = operated well).

We also asked all participants the following questions after all the sessions were

complete:

Question 2 (Q2) Did you notice that the robot’s facial expression changed?

Question 3 (Q3) If you noticed a change, how did you feel?

22.3 Results

The Shapiro–Wilk normality test for a positive score of the General Affect Scales

showed rejection in some conditions (Operation—Smile: p = 0.10, Operation—

Angry Face: p < 0.05). Therefore, we analyzed the results using nonparametric

methods. We conducted a Friedman test for the facial expression factor in the Oper-

ation group and the No-operation group; the results showed significant differences

in both the Operation group (𝜒
2 = 31.02, d.f . = 12, p < 0.01) and the No-operation

group (𝜒
2 = 22.63, d.f . = 12, p < 0.05). For the negative and calmness scores, no

3
In this study, we used only the post-session results for analysis.
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significant difference was shown. However, the average value of the negative score

was 26.15 (S.D. = 9.91) and was higher than the average negative score of 18.08

(S.D. = 12.04) resulting from the testing in the original study [23]. The higher neg-

ative score indicates that the participants did feel a negative emotion induced by the

experimental scenario.

We compared conditions by performing multiple comparisons using Ryan’s

method that uses the Wilcoxon signed-ranked test (Fig. 22.5). The positive score

for the Operation—Smile condition was higher than that for the Operation—Neutral

Face condition or the Operation—Angry Face condition (both p < 0.05). The pos-

itive score for the No-operation—Neutral Face condition and the No-operation—

Smile condition was higher than that for the No-operation—Angry Face condition

(both p < 0.05). The positive score for the No-operation—Neutral Face condition

was marginally higher than that for the No-operation—Smile condition (p < 0.10).

To examine the effect of body ownership transfer, we compared the Operation

and No-operation conditions for each of the facial expression conditions using the

Mann–Whitney U test (Fig. 22.5). The results showed marginal significant differ-

ences between the Operation group and the No-operation group under the Smile and

the Angry Face condition. Under the Smile condition, the score of the Operation

group was higher than that of the No-operation group (U = 51.0, p < 0.10). Under

the Angry Face condition, the score of the Operation group was higher than that of

the No-operation group (U = 47.5, p < 0.10).
We now describe the results of the responses to the questions of the post-session

and post-experiment questionnaires. For Q1 (How well could you operate the robot?),

the average score for each evaluated condition was over 4, which is the median score

of a seven-point Likert scale. There was no significant difference in the facial expres-

sion factor.

*

Operation 

 *: p < 0.05, +: p < 0.10

No-operation 

* *
*

+

+

+

Face
Angry
Face

Smile Neutral Smile Neutral
Face

Angry
Face

Fig. 22.5 Box plot of positive scores from the results of the general affect scales for the operation

group (left) and No-operation group (right)
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According to their responses to Q2 (Did you notice that the robot’s facial

expression changed?) and Q3 (If you noticed a change, how did you feel?), 18 par-

ticipants were aware of the smile expression and 2 were aware of the neutral expres-

sion (Operation: 8, No-operation: 10). Among the participants who were aware of

the facial expression changes, seven (Operation: 3, No-operation: 4) felt a sense of

discomfort because of mismatch between the androids expression and their own.

They commented, for example, “I felt a sense of discomfort because of a mismatch

with my own expression” or “I felt a strange sensation because I thought the smiling

face didn’t match the complaint.” In addition, eight participants (Operation: 4, No-

operation: 4) said that they felt changes in their own emotional state, such as “I felt

the facial expression of the robot changed because of my feeling.” The remaining

participants who were aware of the android’s facial expression change (Operation:

1, No-operation: 2) gave neutral answers to Q3, such as “I felt nothing when I rec-

ognized that the android’s facial expression changed.”

In addition, we conducted a correlation test of the scores for Q1 (“How well

did you operate the android?”) and the positive score for each condition. For the

three facial expression conditions in the Operation group, we found two significant

correlations. Under the Smile condition, there was a high correlation between the

scores for Q1 and a positive score for the General Affect Scales (r = 0.74, p < 0.01)

(Fig. 22.6a). In the Angry Face condition, there was a moderate correlation between

the scores for Q1 and a positive score (r = 0.60, p < 0.05) (Fig. 22.6b). In the Neu-

tral Face condition, there was no correlation between the scores for Q1 and a positive

score (r = 0.46, p = 0.11) (Fig. 22.6c). However, in the No-operation group, no sig-

nificant correlation was found (Fig. 22.6d–f).

22.4 Discussion

The results showed that participants’ positive scores were affected by the facial

expression factor both in the Operation and in the No-operation group. This supports

our first hypothesis, H1: “People who conduct a conversation through an android

are affected by the android’s facial feedback.” The results of the comparison of the

Operation group and No-operation group in the Smile and the Angry Face condi-

tions showed marginal significant differences between the Operation group and the

No-operation group (Fig. 22.5). Furthermore, the scores of the Operation group were

higher than those of the No-operation group. These results showed that the observed

facial feedback effect depends on the act of operation, and not merely on observing

the facial expression changes. That is, this effect was the result of a phenomenon that

was different from empathy. In particular, we can state that the higher positive scores

in the Operation group than in the No-operation group in the Smile condition support

our second hypothesis H2: “People who operate the android are affected more than

people who do not operate it.” The results of the correlation analysis that showed a

significant positive correlation between the participants better impressions of their

operation and positive scores also supports the hypothesis H2 (Fig. 22.6a).
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Fig. 22.6 Scatter plots and linear regression lines for the relationship between the scores for the

post-sessions question Q1 (“How well did you operate the android?”) (horizontal axes) and the

positive score of general affect scales (vertical axes). a–c Plots for the operation condition, and d–f
plots for the No-operation condition

However, we cannot state that H2 was completely supported by the results. Partic-

ipants in the No-operation group seemed to be affected differently from those in the

Operation group. There seems to be an additional effect that we had not expected. In

the No-operation group, the positive scores were lower under the Smile and Angry

Face conditions than under the Neutral Face condition (right side of Fig. 22.5),

although the score for the Neutral Face condition was not different from that in

the Operation group. In the No-operation group, the positive scores (right side of

Fig. 22.5) were higher under the Smile and Angry Face conditions than under the

Neutral Face condition, although the scores under the Neutral Face condition were

not different from those in the Operation group.

In our opinion, these results show negative effects of the android’s facial expres-

sion change, as follows. In the No-operation group, because they did not control the

robot, the participants felt little body ownership transfer to the android. As a result,

they may have felt that the android was a bystander in the conversation; that is, the

participants may have felt that the android showed mocking smiles in the Smile con-

dition and hostile anger in the Angry Face condition toward them.

In the Operation group, we found an effect that was due to the facial feedback from

the android. However, not all of the participants were affected in the same manner.

The positive scores for the Smile and Angry Face conditions in the Operation group

seem to have two peaks (Fig. 22.7a, c). In these two conditions, the lower peaks
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Fig. 22.7 Histograms of positive scores for each condition

were around 25–30, which was lower than the median of the scores in the Neutral

Face condition (35–40), and the higher peaks were around 40–45, which was higher

than the median in the Neutral Face condition. In our prediction, we assumed that

the emotions of the participants who operated the android would become positive

when the android’s facial expression showed a smile and negative when the android’s

facial expression showed anger. However, the lower peak in the Smile condition and

higher peak in the Angry Face condition showed an effect opposite to that which

we had predicted. According to the results of the post-experiment questions, partic-

ipants felt comfortable when the mood suggested by android’s facial expression was

close to their own emotion. In contrast, they felt uncomfortable when the android’s

facial expression did not coincide with their emotion. We drew the conclusion that

the participants felt the android’s facial expressions as both positive and negative,

according to the condition or timing of the facial expression change. In line with one

participant’s comment, when the android’s facial expression did not match the con-

text of the conversation, the participant may have experienced an uncanny feeling

with regard to the android robot. Perhaps the negative effect occurred as a result of
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a large gap between the android’s facial expression and the participant’s emotional

state. This gap needs to be reduced, which would require determining the partici-

pant’s emotional state by using, for example, physiological measures such as brain

activity or heart rate.

The results of the correlation analysis (Fig. 22.6) seem to support our idea. We

can state that these results show that when participants could operate the android

well, they were more affected by the facial expression changes in the android. As

previously mentioned, the participants in the No-operation group may have identified

the android as a bystander in the conversation. In contrast, the participants in the

Operation group may have felt the android as themselves; that is, they may have

experienced strong feelings of body ownership transfer to the android when they

could operate it well. Therefore, in our opinion participants who could operate the

android well had a stronger sense of body ownership transfer, which led to stronger

facial feedback effect induced by the facial expression change of the android.

22.5 Conclusion

In this study, we experimentally examined whether participants were affected by

facial feedback received from an android. We changed the android’s facial expres-

sion to examine whether such changes affected the operators’ emotions during con-

versation. We divided the participants into an Operation group and a No-operation

group to examine the relationship between the facial feedback from the android and

the phenomenon of body ownership transfer. The results show that the participants

who operated the android were affected by the android’s facial expression.

This phenomenon seems to be different from that of only feeling empathy when

observing a facial expression change, as the participants who rated their operating

skill higher seemed to be more strongly affected by the android’s facial feedback.

We assume that these participants had a stronger sense of body ownership transfer,

and that they were more affected by the facial expression of the android.

In future studies, we should consider the negative effect caused by the android’s

facial expression. The negative effect perhaps occurred because of a gap between the

operator’s emotion and the android’s facial expression. To reduce this gap, we need to

measure each participant’s emotional state with finer resolution in both its degree and

real time. We may utilize advanced sensing of physiological features, such as brain

activity and heart rate, and use pattern recognition technology. Moreover, we should

also improve our operating interface. Although some operators felt body ownership

transfer and were affected by the facial feedback, others could not sufficiently attain

this feeling. When we have enhanced the interface, the operator will be more strongly

affected. Such an enhanced system will enable us to telecommunicate through an

android comfortably.

In addition, we should also consider how the social and cultural context affected

the results shown here. In this study, we used Japanese participants and an android
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robot, the appearance of which was based on a Japanese female. Further investigation

is necessary in different social and cultural contexts.

Moreover, for practical applications for emotion regulation, we should consider

ethical issues. Although more than half of the participants were aware of the android’s

facial expression change in this experiment, the original design in this study was to

change the facial expression of the communication avatar silently and automatically

so that the users would be affected unconsciously. Such a manipulation may lead to

a subconscious effect of which the users would not be aware. Although the proposed

system for emotion regulation may be beneficial in many cases, and users of the

system will be aware of its subconscious effect, the possibility exists that the same

system may be abused for negative effects. We shall have a careful discussion and

examine such ethical issues in depth.
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Chapter 23
Adjusting Brain Activity with Body
Ownership Transfer

Maryam Alimardani, Shuichi Nishio and Hiroshi Ishiguro

Abstract Feedback design is an important issue in motor imagery brain–computer
interface (BCI) systems. However, extant research has not reported on the manner
in which feedback presentation optimizes coadaptation between a human brain and
motor imagery BCI systems. This study assesses the effect of realistic visual
feedback on user BCI-performance and motor imagery skills. A previous study
developed a teleoperation system for a pair of humanlike robotic hands and showed
that the BCI control of the hands in conjunction with first-person perspective visual
feedback of movements arouses a sense of embodiment in the operators. In the first
stage of this study, the results indicated that the intensity of the ownership illusion
was associated with feedback presentation and subject performance during BCI
motion control. The second stage investigated the effect of positive and negative
feedback bias on BCI-performance of subjects and motor imagery skills. The
subject-specific classifier that was set up at the beginning of the experiment did not
detect any significant changes in the online performance of subjects, and the
evaluation of brain activity patterns revealed that the subject’s self-regulation of
motor imagery features improved due to a positive feedback bias and the potential
occurrence of ownership illusion. The findings suggest that the manipulation of
feedback can generally play an important role with respect to training protocols for
BCIs in the optimization of the subject’s motor imagery skills.

Keywords Body ownership illusion ⋅ BCI-teleoperation ⋅ Motor imagery
learning ⋅ Feedback effect ⋅ Training
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23.1 Introduction

Brain–computer interfaces (BCIs) are widely used in several fields as a new
communication and control channel between the human brain and an external
device. However, the application of this technology is not as simple and intuitive as
suggested by its concept. The operation of a BCI requires subjects to perform
certain tasks and to learn how to intentionally modulate certain characteristics of
their brain activities to express their intentions. For example, motor imagery is one
of the most commonly employed methods for BCI control of intended motions [5].
Subjects imagine the movement of a certain limb of their own body to induce
changes in mu and beta rhythms over the corresponding subregion of the
sensory-motor cortex. These changes are detected by the BCI and translated into
control commands. The motor imagery task requires relatively longer training when
compared to that of other BCI paradigms, such as P300 or SSVEP, because the
mental rehearsal of a movement without actual execution is not a normal and daily
practice for subjects, and thus, the task of motor imagery is an unfamiliar experi-
ence to most subjects.

The importance of an individual’s motor imagery skills in BCIs is well recog-
nized. However, most extant studies focused on the computer side and improving
classification algorithms. There is a paucity of research examining the human side
and training paradigms that can facilitate the skill acquisition process for subjects
[8]. In a manner similar to other forms of interfaces, BCI users learn to coadapt with
the system based on the feedback received regarding their performance. Therefore,
feedback design is especially influential in the process of motor imagery learning
and performance improvement. Standard BCI protocols typically provide online
visual feedback in the form of a moving cursor or target on a computer screen.
Neuper et al. compared the realistic presentation of feedback (in the form of a
grasping hand) relative to abstract feedback (in the form of an extending bar) on a
computer screen [11]. Nevertheless, they did not find any evidence of a significant
difference between the performances of two feedback groups. Another study
investigated the influence of motivation on BCI-performance by biasing feedback
accuracy [4]. The results indicated that subjects exhibiting a poor performance
benefitted from positive biasing, while subjects with a relatively better performance
were impeded by inaccurate feedback. A similar study [6] involved providing
subjects with fake negative and positive feedback of their performance and reported
that negative feedback resulted in a greater learning effect on motor imagery BCIs.

Although the above works examined the effect of feedback presentation and
accuracy, they did not specifically discuss the direct interaction between subjects
and the BCI system. Motor imagery task requires the subjects to imagine their own
body movements, while the output is provided as feedback in the form of move-
ments of objects that are separate from the subject bodies. This mismatch and
dissociation between the life experience of a subject and the BCI task could even
interfere with imagination and impair the performance of motor imagery (especially
for novice users).
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The goal of the present study includes exploring the influence of feedback design
on enhancing user performance and interaction with a BCI system. A previous
study demonstrated that the BCI-operation of a pair of humanlike robotic hands by
motor imagery while watching first-person perspective images of robot movement
could induce an illusion of body ownership transfer (BOT) for the operators [1, 12].
In the post-experiment interview, a few subjects revealed that when the robot
moved as per subject intentions, the feeling experienced was similar to that of the
movement of the subjects’ own hands and motor imagery became easier. In the
present study, it is hypothesized that the inducement of the fore-mentioned feelings
of ownership and the sense of agency driven toward the observed motions may
have a positive loop effect on the execution of motor imagery during the
BCI-operation. Hence, it is speculated that the thought of “I am the one moving the
hands” leads to the feeling of “These hands are mine,” and the illusion of owning
hands enhances the imagery ability in subjects and boosts the inverse thought
corresponding to “These are my hands so I can move them.”

To this end, in the present study, the same BCI-teleoperation paradigm is used
while exposing naïve subjects to different feedback conditions to probe the rela-
tionship between subject BOT experience and BCI-performance. Two experiments
were performed. The first experiment involved manipulating the presentation of
mis-performance to survey the manner in which subjects’ perception of their own
performances could affect the BOT intensity. The second experiment involved
examining the manner in which this effect influenced the real performance of
subjects and the trend of motor imagery learning.

Both experiments in this study were approved by the Ethics Committee of
Advanced Telecommunications Research Institute International (12-506-3). All
subjects read and signed a written consent form prior to the experiment and
received payment for their participation.

23.2 Experiment 1

This experiment was designed to investigate the inducement of body ownership
illusion for a pair of BCI-operated humanlike robotic hands under different feed-
back presentations.

23.2.1 Participants

Forty healthy participants (26 male, 14 female, age M = 21.13, SD = 1.92) were
selected for the experiment. Thirty-eight participants were right-handed, and two
participants were left-handed. All participants had no prior knowledge of the
research topic and received an explanation prior to the experiment.
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23.2.2 Method

Each participant was seated in a comfortable chair and asked to remain motionless.
The participants wore an EEG electrode cap, and twenty-seven EEG electrodes
were installed over their primary sensory-motor cortex based on a 10–20 system.
The reference electrode was placed on a participant’s right ear and a ground
electrode on the forehead. Participants were asked to imagine a grasp or squeezing
motion with respect to their own hands, while their cerebral activities were recorded
by g.USBamp biosignal amplifiers (Guger Technologies). An initial training ses-
sion involved the participants practicing in a motor imagery task by extending a
feedback bar to the left or right side on a 15-in. laptop computer screen. A visual
cue, in form of a horizontal pointing arrow, specified the timing and the hand with
the participants were supposed to hold the imagery. Each trial lasted 7.5 s and
commenced with the presentation of a fixation cross on the display. An acoustic
warning was given in the form of a “beep” after 2 s. An arrow randomly pointing to
the left or right side was shown in the duration from 3 to 4.25 s. The participants
were instructed to perform motor imagery based on the arrow’s direction. The
participants watched the feedback bar and continued the imagery task until the
fixation cross was erased. The next trial started after a short pause. The first run
consisted of 40 trials (20 trials per class left/right presented in a randomized order)
that were conducted without feedback. The recorded brain activities in the initial
non-feedback run were used to set up a subject-specific classifier for the classifi-
cation in the following feedback runs. In the feedback runs, participants performed
similar trials, although they received the online classification results of their per-
formance in the form of a horizontal feedback bar on the screen. The subject’s task
involved extending the feedback bar in the correct direction.

Recorded brain signals were processed under Simulink/MATLAB (MathWorks)
for offline and online parameter extraction. This process included band-pass fil-
tering between 0.5 and 30 Hz, sampling at 128 Hz, cutting off artifacts with a notch
filter at 60 Hz, and adopting a common spatial pattern (CSP) algorithm for the
discrimination of Event-Related Desynchronization (ERD) and Event-Related
Synchronization (ERS) patterns associated with a motor imagery task [7]. The CSP
found weight vectors that weighed each electrode based on its importance with
respect to the discrimination task. The spatial filters were designed such that the
resulting signal displayed the maximum variance for left trials and minimum
variance for right trials. Therefore, the difference between the left and right pop-
ulations was maximized to show the location at which the EEG variance displayed
maximum fluctuation. Finally, the classifier outputted a linear array signal in the
range of [−1, 1] when the discrimination between left and right imaginations was
made in which −1 denotes the extreme left and 1 denotes the extreme right.
Negative values and positive values were then translated as the left-hand grasp
motions and right-hand grasp motions, respectively, of the robot.

After the training sessions, the experiment was continued to the main test ses-
sions in which subjects wore a head-mounted display (Vuzix iWear VR920) and
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teleoperated the robot’s hands using the same BCI system. The subjects performed
a motor imagery task for their right hand or left hand, while they watched
first-person images of the robot’s hands performing the corresponding motions
(Fig. 23.1a). During the experiment, the subjects were asked to look down imag-
ining that they were watching their own hands and identical blankets were laid on
the robot’s legs as well as the participants’ legs to provide a similar view of a
subject’s own body. Participants placed their arms in positions and orientations
similar to those of a robot’s arms. Skin conductance response (SCR) electrodes
were installed on the left palms of subjects to measure subjects’ physiological
reaction to a threatening stimulus. A bio-amplifier recording device (Polymate II
AP216, TEAC, Japan) with a sampling rate of 1000 Hz was used to record SCR
measurements. Prior to the testing sessions, the participants watched an act in which
the robot’s hand was injected (painful stimulus) through a head-mounted display,
which was explained to them as a part of the robot adjustment procedure. The
injection continued until the subjects’ SCR disappeared [3]. This was followed by
conducting testing sessions in a random order under the following three conditions
(Fig. 23.1b):

(1) Still (no feedback): The robot’s hands did not move throughout the whole
session, although the subjects performed motor imagery based on a cue.

(a) (b)

(c)

Fig. 23.1 Experiment setup. a EEG electrodes installed on a subject’s sensory-motor cortex
recorded brain activities during a motor imagery task. Subjects watch first-person images of robot
through a head-mounted display. A lighting ball in front of the robot’s hands provides motor
imagery cue, and the subject holds images of a grasp with respect to his/her own corresponding
hand. The classifier detects two classes of results (right or left) and sends a motion command to the
robot’s hand. b The subjects repeat the experiment under three different conditions; Still condition
(in which the robot’s hand did not move), Match condition (in which the robot’s hand only moved
in successful trials), and Raw condition (in which the robot’s hand performed the failed trial by
using the wrong hand)
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(2) Match (no negative feedback): The robot’s hands moved only if the classifi-
cation result was correct and identical to the cue.

(3) Raw: The robot’s hands moved based on the classification results even if the
result was wrong and opposite to the cue.

The last session is termed as Raw since the unprocessed values obtained from
the classifier were input as the robot’s motion parameter. In all the above condi-
tions, participants performed trials that were designed in a manner similar to
training sessions with respect to duration and stimulus timing. After completing 20
trials that lasted for a total of 2 min and 40 s, the robot’s left hand was injected to
examine if the illusion of ownership could cause a response to a pain-causing
stimulus. The session was terminated immediately following the injection, and the
participants were orally asked the following questions: (Q1) When the robot’s hand
was injected, did it feel as if your own hand was receiving the injection? (Q2)
Throughout the entire session while you were operating the robot’s hands, did it
feel as if they were your own hands? Participants scored Q1 and Q2 based on the
seven-point Likert scale with 1 corresponding to “Didn’t feel such thing at all” and
7 corresponding to “Felt it very strongly.” In addition to the self-assessment, the
body ownership illusion was physiologically measured by recording the skin
conductance responses (SCRs).

23.2.3 Result

The response variables for 40 participants were obtained from the questionnaires
and SCR recordings. Participant responses in three conditions (Still, Match, and
Raw) were averaged and compared using the Tukey-HSD multiple comparison
method. The mean value, standard deviation, and p-value are depicted on each
graph.

For both Q1 and Q2, the average value of the Match condition exceeded those of
the other two conditions (Fig. 23.2a, b). The results for Q1 were significant between
Match (M = 4.38, SD = 1.51) and Still (M = 2.83, SD = 1.43); [Match > Still,
p < 0.0001] and between Raw (M = 3.15, SD = 1.57) and Still; [Raw > Still,
p < 0.01]. Similarly, there was a significant difference in the Q2 scores for Match
(M = 5.15, SD = 1.10) and Still (M = 2.93, SD = 1.25); [Match > Still,
p < 0.0001] and between Raw (M = 4.18, SD = 1.38) and Still; [Raw > Still,
p < 0.05].

The SCR peak value within a 6 s interval (1 s after the appearance of the syringe
in the participant’s view to 5 s after the injection) was selected as the reaction value
[1]. In this experiment, the response values of only 35 participants were evaluated
since five participants showed unchanged responses during the experiment and
were excluded from the analysis. The results of the SCR measurements (Fig. 23.2c)
confirmed significant differences only between Match (M = 1.68, SD = 1.98) and
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Still (M = 0.90, SD = 1.42); [Match > Still, p < 0.05]. Additionally, a positive
correlation was found between subjects’ performance and the Q1 score only in the
Match condition (correlation coefficient r = 0.56, p < 0.001, Fig. 23.2d). The term
performance refers to the rate of trials in which the subjects could successfully
grasp the lightened ball out of the total twenty trials conducted in each run scaled in
terms of percentages.

23.2.4 Discussion

In study 1, the inducement of body ownership illusion was investigated for a pair of
BCI-operated humanlike robotic hands under different feedback conditions. Results
from both measurement methods (Q1 and SCR) indicated significantly high
responses to the injection in the Match condition in which a robot’s hands moved
only if the classification result was correct and identical to the cue. This indicated
that the feeling of receiving an injection was significantly stronger when the robot’s
hands moved exclusively in agreement with the operator’s intentions than when the
robot did not perform any motion (Still) or when the robot performed the wrong
motion in the case of errors (Raw). This corresponds to a feeling aroused due to the
illusion of ownership over the robot’s body, and thus, it could be stated that the
transfer of body ownership could be more reliably evoked by precise mind control
of a robot’s hands.

Conversely, in the case of Q2, participants directly scored their sensation of
ownership with respect to the robot’s body during the entire operation time.

*** **
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Fig. 23.2 Results for experiment 1. a Mean value and standard deviation for Q1 in each session,
and the values in Match condition are significantly higher than those in the Still and Raw
conditions; b mean value and standard deviation for Q2 in each session, and the values in the
Match and Raw conditions are significantly higher than those in the Still condition; c mean value
and standard deviation of SCR values for 35 subjects, the value in the Match showed a
significantly higher response to injection than that in Still condition; and d subject performances
versus illusion scores in the Match condition. For subjects with the same performance and score,
the score is slightly modified to a non-integer neighbor value to avoid the overlap of the markers.
A positive correlation is indicated between BCI-performance and the illusion intensity
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The assessment of the participants indicated that the feeling of ownership was
significantly stronger in both the Match and Raw conditions (in which the robot
dynamically moved and reacted to the participant’s intentions) when compared to
that in the Still condition (in which the robot did not display any motion). Although
the Match condition showed a higher average response when compared to that of
the Raw condition, a significant difference between these two conditions was not
confirmed in Q2. This could imply that the robot’s successive motions in both the
Raw and Match conditions followed the participant’s act of motor imagery and
raised a sense of agency during the session that led to a perception of hand own-
ership in the participants.

Meanwhile, the results of this experiment showed a wide dispersion over the
response values of illusion in each condition. It was presumed that this was due to
the difference in the performance levels among the subjects. A positive correlation
was confirmed between the participants’ performance and the score given by the
participants with respect to Q1 (Fig. 23.2d). This indicated that the participants with
a better operational performance experienced a stronger illusion of BOT. Therefore,
this suggested that a subject’s skill in the motor imagery task and BCI-performance
are associated with the intensity of ownership illusion in this type of a teleopera-
tional system.

The obtained results in the experiment suggested that the feedback presentation
could affect the eliciting of ownership illusion over the controlled hands in a
BCI-teleportation system for humanlike hands. The illusion was augmented when
negative feedback of a subject’s mis-performance was eliminated. Additionally, a
positive correlation was revealed between the BOT intensity and subject perfor-
mance, which suggested that subjects with better BCI-performance experienced
stronger illusion. Therefore, BOT was affected by a subject’s BCI-performance as
well as feedback design, which regulated the subjects’ perception of their own
performance. Conversely, although an intuitive conclusion of this experiment
involved the idea that better BCI-performance was a cause for stronger illusion in
subjects, the reverse could also be claimed wherein higher BOT was the motive for
the better performance of subjects with respect to a motor imagery task. Therefore,
it is necessary to clarify the manner in which the mutual interaction between per-
formance and BOT is formed and the manner in which feedback design contributes
to improving each element and their interaction (Fig. 23.3). Thus, experiment 2
focused on the effect of feedback design on a subject’s BCI-performance and
examined the manner in which the manipulation of subjects’ perception of

Fig. 23.3 Model diagram for
effect of feedback design.
Feedback bias can affect the
interaction between
BCI-performance and body
ownership transfer illusion
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self-performance can affect the trend of their motor imagery learning and
BCI-performance.

23.3 Experiment 2

Experiment 1 indicated that subjects’ perception of their own performance was
important in the inducement of ownership illusion. Moreover, a close relationship
between the intensity of illusion and a subject’s performance was also indicated. It
is also important to understand the manner in which subjects’ self-evaluation and
subsequent inducement of BOT can directly affect subject skills in a motor imagery
operational system. Therefore in this experiment, the presentation and accuracy of
subjects’ performance were manipulated to design four different feedback condi-
tions for the performance of each subject that was positively and negatively biased
in the first half of the session. This was followed by examining the manner in which
conditioning feedback affected the learning trend by using two methods, namely
(1) measuring the online performance of subjects in the second half of the sessions
and (2) comparing the time-variant distribution of EEG features with respect to
right-hand imagery and left-hand imagery in each half of a session.

23.3.1 Participants

Sixteen healthy subjects (6 male and 10 female, age M = 21.1, SD = 1.4) partic-
ipated in the experiment. None of the subjects had participated in the previous
experiments, and all the subjects were unfamiliar with the BCI research topic. The
participants received an explanation prior to the experiment.

23.3.2 Method

The BCI devices, preparation procedure, and session paradigms of experiment 2
were identical to those in experiment 1 with the exception that experiment 2
involved the usage of a head-mounted display (Sony HMZ-T1) for first-person
visual feedback (Fig. 23.1a).

Participants performed four experimental sessions that consisted of 40 imagery
trials. The first half of each session (20 trials) was randomly conditioned as follows:

(1) Raw: The performance of the participants was not biased. The robot’s hands
grasped the ball according to the classification result.
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(2) Match: The performance of the participants was not biased. However, the
robot’s hands only grasped the lighted ball when the classification results
matched the cue.

(3) Positive Feedback (Fake-P): The performance of the participants was positively
biased. The robot’s hands grasped the lighted ball correctly in 90% of trials
irrespective of a subject’s real performance.

(4) Negative Feedback (Fake-N): The performance of the participants was nega-
tively biased. The robot’s hands grasped the lighted ball correctly only in 20%
of trials irrespective of a subject’s real performance.

In the first two conditions, Raw and Match (Fig. 23.1b), the performance of a
subject was not biased. However, the presentation of mistaken trials was different in
which a trial included the execution of incorrect hand motion and a trial did not
include robot motion. It was previously revealed that the Raw and Match conditions
corresponded to different levels of illusion due to negative feedback presentation.
Thus, two more sessions (Fake-P and Fake-N) were designed in which performance
feedback was biased irrespective of subjects’ real performance accuracy to delib-
erately enhance or decrease their self-evaluation.

In the second half of all the sessions, the subjects received feedback of their real
performance. The goal involved seeking changes in BCI-performance and motor
imagery skills in the second half of each session based on the positive or negative
feedback biases. The performances of the subjects were registered in the second
half of all sessions.

23.3.3 Result

23.3.3.1 Online Performance

The performance of 16 subjects in the second half of each session was averaged and
compared by using the Tukey-HSD multiple comparison method (Fig. 23.4a). The
term performance refers to the percentage of successful trials among the post 20
trials. Fake-P (M = 60.78, SD = 10.24) showed the highest performance when the
Raw (M = 49.22, SD = 9.07), Match (M = 54.37, SD = 10.89), and Fake-P
(M = 50.47, SD = 10.58) conditions were compared. However, the results did not
indicate any significant differences between the sessions.

Conversely, the average score of participants for body ownership illusion was
significantly higher in Fake-P condition (M = 4.44, SD = 1.01) when compared to
the remaining three conditions (Raw (M = 3.25, SD = 1.03), Match (M = 3.38,
SD = 1.11), and Fake-N (M = 2.75, SD = 0.90); [Fake-P > Raw, Match, Fake-N,
p < 0.000]). Significant differences were also found between Match and Fake-N;
[Match > Fake-N, p < 0.05].
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23.3.3.2 Offline Classification

As the results did not reveal any significant differences with respect to online
performance in the second half of the sessions, it was estimated that this could be
due to the mis-classification of the initially set classifier. The classifier did not use a
learning algorithm. Thus, when the classification boundary for two classes right/left
was defined within the feature space in the initial training session, the same clas-
sifier and parameters were used till the end of the experiment. However, it was
speculated that subjects consciously or unconsciously modified the generation of
their brain activity patterns during motor imagery while receiving biased feedback
or experiencing illusion, and the classifier did not accurately detect the same.
Therefore, the original brain signals were used, and the feature distribution of right
and left motor imagery was extracted through offline processing.

The features used for classification were obtained by the CSP method following
artifact removal and temporal filtering [7]. The CSP built an N × N projection
matrix W with N channels of EEG for each left and right trial corresponding to
X. With the projection matrix W, the mapping of a trial is given as follows:

Z=WX

The columns ofW−1 denote the common spatial patterns and can be observed as
time-invariant EEG source distribution vectors. The construction was conducted
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Fig. 23.4 Results for experiment 2. a Mean value of subject performance in the second half of
each session is demonstrated. Significant differences are not found. b Mean value of the ratio
J2 ̸J1, which is an identifier of motor imagery quality, showed significantly higher values in
Fake-P and Match conditions when compared to that in the Raw condition

23 Adjusting Brain Activity with Body Ownership Transfer 369



such that the variance for left movement imagination was maximum in the first row
of Z and decreased with the increases in number of subsequent rows. It is not
necessary to calculate the variances of all N time series to obtain reliable features.
The optimal number of common spatial patterns used to build the feature vector
corresponds to 4 [10]. Therefore, only the first and last two rows (p = 4) ofW were
used to filter data X and build new signals Zp (p = 1 … 4). The variance of the
resulting four time series is obtained for a time window T = t0, t1ð Þ as follows:

varp = ∑
t1

t= t0
Zp tð Þ
� �2

where window length was set to 1 s, beginning 1500 ms after the presentation of
the cue [13]. Feature vectors are obtained after normalizing and log transforming as
follows:

f p = log
var Zp
� �

∑p
i=1 var Zp

� �

 !

The online classifier uses the feature vector fp of each trial to categorize it into
two classes of right and left. Further, Fisher’s solution is used in a linear dis-
criminant analysis to observe the distribution of two classes feature vectors in a
four-dimensional space. Fisher’s parameter J is defined as follows:

J=
μ ̃R − μ̃Lj j2
s2̃R + s2̃L

where μ ̃R and μ̃L denote the means of feature vectors for two right and left classes,
respectively, and the quantity μ ̃1 − μ ̃2j j2 corresponds to the distance between the
means of the two classes. With respect to each class, s2̃R and s2̃L were defined as the
scatter, which is an equivalent of the variance that is given by the following
expression:

s ̃2i = ∑
xϵf i

x− μ ̃ið Þ2

The quantity s̃2R + s2̃L denotes the within-class scatter. In the performance of
motor imagery, a larger J corresponds to a closer dispersion of feature vectors per
each class and increased distance between two class means, which represents a
better feature distribution for classification and therefore better execution of a motor
imagery task.

The J parameter was calculated for the first 20 conditioned trials J1ð Þ and for the
second 20 test trials J2ð Þ in each session. The initial skills of the subjects were
diverse, and thus for every subject the order of sessions was considerable with
respect to the amount of motor imagery skills. The ratio ΔJ= J2 ̸J1 was selected as
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a measurement of subject motor imagery learning in a specific session. Addition-
ally, ΔJ was calculated for 16 subjects. The interquartile range (IQR) for statistical
dispersion in each condition [9] was used to detect two outliers in the Fake-N
condition (S2 and S4) and an outlier in the Raw condition (S15). The data of the
fore-mentioned three subjects were discarded from further analysis. The ΔJ for the
remaining 13 subjects was averaged and compared using the Tukey-HSD multiple
comparison method (Fig. 23.4b). The mean value was highest in the Fake-P con-
dition (M = 2.12, SD = 1.78) when compared to those in the other three conditions
Raw (M = 1.07, SD = 0.75), Match (M = 1.87, SD = 0.95), and Fake-N
(M = 1.35, SD = 0.84). A significant difference was obtained between Fake-P
and Raw; [Fake-P > Raw, p < 0.05] and between Match and Raw;
[Fake-P > Raw, p < 0.1].

23.3.4 Discussion

In experiment 2, the visual feedback of performance was biased in a
BCI-teleoperation system of a humanlike robot to probe the effect of positive and
negative feedback on the BCI-performance of subjects and motor imagery skills.

The online results did not reveal any significant changes in the real-time per-
formance of the subjects, and the mean value of performance remained at the
chance level for all conditions. It was assumed that the classifier defect in detecting
the correct class for each feature vector as the classification parameters was set at
the beginning of the experiment, and an offline process of the original brain
activities was adopted to determine changes in the distribution of right and left
motor imagery features. The results revealed that the ratio J2 ̸J1, which is an
identifier of class separation between two halves of sessions, was significantly
higher in the Fake-P condition when compared to that in the Raw condition. This
indicated that subjects could generate motor patterns that could be classified better
by a CSP algorithm by receiving positive feedback with respect to their perfor-
mance in the Fake-P condition. A statistical significance level of 10% was used to
confirm a similar relation between Match and Raw conditions, thereby indicating
that motor imagery improved in the Match condition in which subjects did not
receive negative feedback of their failed performance, and the subjects could pro-
duce more separable activity patterns for the two classes of right- and left-hand
movements. Both results implied that positive feedback bias corresponded to an
enhancing effect on motor imagery learning, and this is consistent with the findings
of a few previous studies [8]. A potential cause for the fore-mentioned finding could
relate to the inducement of a stronger BOT due to biased feedback, which facilitates
imagination related to movement in the motor imagery task and eventually
enhances the self-regulation of brain patterns in subjects (Fig. 23.3).

In contrast to previous reports on biased BCI feedback, significant improvements
[6] or impediments [4] were not revealed in the Fake-N condition when compared
to other conditions. However, S2 and S4 were discarded from analysis as outliers
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and showed a drastic ΔJ increase in the Fake-N condition. A significant
enhancement in learning was noted in the Fake-P condition, and thus, it was
assumed that the effect of biasing is closely relevant to the subject’s personality and
the influence of motivation on different individuals. Although there are learners that
benefit from encouragement and positive feedback of their performance, a few
learners benefit more from negative feedback and try harder when the feedback
informs the subjects regarding their poor performance. Future experiments will
involve personality tests to categorize subjects in two groups and to independently
conduct the survey.

Finally, in the experiment in the present study, it was hypothetically assumed
that enhancement of motor imagery learning due to positive bias of feedback was
associated with ownership illusion over controlled robot’s hands (Fig. 23.3).
However, a further survey is required to accurately measure the intensity of illusion
at the end of each conditioned section. In the experiment in the present study, it was
assumed that it was unlikely that pausing the session and asking an assessment
question would shatter the illusion. A future study is necessary to compare
humanlike and non-humanlike visual feedback under biased feedback to precisely
verify as to whether the illusion of body ownership influences the motor imagery
learning trend.

23.4 Conclusion

In the present study, two experiments were designed to answer the following
questions: (1) How does the presentation of visual feedback affect the inducement
of body ownership illusion in the BCI-operators of humanlike hands and (2) How
does positively and negatively biased feedback in this type of a system influence
operators’ interaction with the system and improve their BCI-performances. Results
of the first experiment revealed that negative feedback of subjects’ errors impeded
the intensity of ownership illusion. Additionally, BOT was correlated with subjects’
performance in BCI and the extent to which subjects felt that they were in control of
the robot hands. In the second experiment, it was revealed that biasing feedback
could not immediately boost subjects’ performance in the same session. However,
the analysis of brain patterns showed that it could in fact change the motor imagery
learning trend.

With respect to feedback design for future BCI systems, it is conceivable that a
more realistic feedback presentation can assist novice users to train and adapt faster
and more efficiently to a system. Furthermore, BCI users could also benefit from
feedback positive bias in training sessions, although it is necessary to consider their
personalities. Meanwhile, since subjects’ motor imagery skills dynamically change
during a session based on the subjects’ state of mind, it is necessary to further
develop sophisticated classifiers that customize classification parameters in an
online session.

372 M. Alimardani et al.



Acknowledgements This work was supported by a Grant-in-Aid for Scientific Research (S),
KAKENHI (24650114).

References

1. Alimardani, M., S. Nishio, and H. Ishiguro. 2013. Humanlike robot hands controlled by brain
activity arouse illusion of ownership in operators. Science Reports 3. https://doi.org/10.1038/
srep02396.

2. Alimardani, M., S. Nishio, and H. Ishiguro. 2014. Effect of biased feedback on motor imagery
learning in BCI-teleoperation system. Frontiers in Systems Neuroscience 8: 52.

3. Armel, K.C., and V.S. Ramachandran. 2003. Projecting sensations to external objects:
Evidence from skin conductance response. Proceedings of the Royal Society of London:
Biological 270: 1499–1506.

4. Barbero, Á., and M. Grosse-Wentrup. 2010. Biased feedback in brain-computer interfaces.
Journal of Neuroengineering and Rehabilitation 7 (34): 1–4.

5. Curran, E.A., and M.J. Stokes. 2003. Learning to control brain activity: A review of the
production and control of EEG components for driving brain–computer interface (BCI) sys-
tems. Brain and Cognition 51 (3): 326–336.

6. Gonzalez-Franco, M., Y. Peng, Z. Dan, H. Bo, and G. Shangkai. 2011. Motor imagery based
brain-computer interface: A study of the effect of positive and negative feedback. In
Engineering in medicine and biology society, EMBC, Annual international conference of the
IEEE.

7. Guger, C., H. Ramoser, and G. Pfurtscheller. 2000. Real-time EEG analysis with
subject-specific spatial patterns for a brain-computer interface (BCI). IEEE Transactions on
Rehabilitation Engineering 8 (4): 447–456.

8. Lotte, F., F. Larrue, and C. Muhl. 2013. Flaws in current human training protocols for
spontaneous brain-computer interfaces: Lessons learned from instructional design. Frontiers
in Human Neuroscience 7 (568). https://doi.org/10.3389/fnhum.2013.00568.

9. Moore, D.S., and G.P. McCabe. 1998. Introduction to the practice of statistics, 3rd ed. New
York: W. H. Freeman.

10. Müller-Gerking, J., G. Pfurtscheller, and H. Flyvbjerg. 1999. Designing optimal spatial filters
for single-trial EEG classification in a movement task. Clinical Neurophysiology 110:
787–798.

11. Neuper, C., R. Scherer, S. Wriessnegger, and G. Pfurtscheller. 2009. Motor imagery and
action observation: Modulation of sensorimotor brain rhythms during mental control of a
brain–computer interface. Clinical Neurophysiology 120 (2): 239–247.

12. Nishio, S., T. Watanabe, K. Ogawa, and H. Ishiguro. 2012. Body ownership transfer to
teleoperated android robot. In International conference on social robotics, ICSR 2012,
398–407.

13. Pfurtscheller, G., and C. Neuper. 2001. Motor imagery and direct brain-computer
communication. Proceedings of the IEEE 89 (7): 1123–1134.

23 Adjusting Brain Activity with Body Ownership Transfer 373

http://dx.doi.org/10.1038/srep02396
http://dx.doi.org/10.1038/srep02396
http://dx.doi.org/10.3389/fnhum.2013.00568


Chapter 24
At the Café—Exploration and Analysis
of People’s Nonverbal Behavior Toward
an Android

Astrid M. von der Pütten, Nicole C. Krämer, Christian Becker-Asano,
Kohei Ogawa, Shuichi Nishio and Hiroshi Ishiguro

Abstract Current studies investigating natural human–robot interaction (HRI) in
the field concentrate on the analysis of automatically assessed data (e.g., interaction
times). What is missing to date is a more qualitative approach to investigate the
natural and individual behavior of people in HRI in detail. In a quasi-experimental
observational field study, we investigated how people react to an android robot in a
natural environment according to the behavior it exhibits. We present data on
unscripted interactions between humans and the android robot “Geminoid HI-1” in
an Austrian public café and subsequent interviews. Data related to the participants’
nonverbal behavior (e.g., attention paid to the robot and proximity) were analyzed.
The results show that participants’ behavior toward the android robot, as well as
their interview answers, was influenced by the behavior the robot exhibited (e.g.,
eye contact). In addition, huge inter-individual differences existed in the partici-
pants’ behavior. Implications for HRI research are discussed.
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24.1 Introduction

Robotics is a vastly expanding field of research, which is becoming increasingly
relevant for various fields as it is considered to have the potential to solve major
societal problems (e.g., to compensate for decreasing numbers of healthcare
employees by providing support in low-priority tasks [2] and the rehabilitation of
post-stroke participants [3, 4]). Thus, the field of robotics is also becoming more
salient in the public discourse. In contrast, the majority of the existing research on
human–robot interaction (HRI) has been limited to laboratory experiments and did
not investigate how humans interact with robots in natural unscripted situations.
Therefore, the results of HRI experiments may be subject to demand characteristics;
that is, participating in an experiment can be an irritating experience, and partici-
pants attempt to discern the experimenter’s hypotheses and behave or evaluate
accordingly [5]. In addition, some experiments in the area of social robotics were
conducted with participants who had an interest in the topic of robotics and con-
siderable knowledge about robotics, or at least about technology in general, thus
impeding the generalizability of the experimental findings.

Although laboratory experiments are able to show statistically significant dif-
ferences between groups according to the manipulation of the study, they assess
only specifically chosen dependent variables. Thus, the investigator is able to draw
general conclusions regarding these specific dependent variables, but is certainly
unable to make any statements about individuals’ natural behavior toward robots,
which can indeed vary greatly. In order to gain knowledge of the topic of natural
HRI, more field research is required. However, this is difficult to realize as most
humanoid robots (robots with uniquely humanlike characteristics, such as a
humanlike appearance with arms, legs, and head, upright stance, bipedalism) and
android robots (a robot that closely resembles a human, foremost in appearance but
also in behavior) are still in the development stage and are not easily displayed in
real-life scenarios. Thus, only a small number of studies have investigated users’
behavior toward humanoids or androids in a natural environment.

There is a growing body of literature that includes observational research studies
featuring commercial robots that can more easily be displayed (e.g., toy-like
robots). These studies have revealed that participants show huge inter-individual
differences in their behavior toward robots. For instance, von der Pütten et al. [6]
showed that participants differed greatly in terms of their verbal and nonverbal
behavior toward a robot rabbit placed in their homes. Although the robot did not
understand natural speech or perceive nonverbal behavior, some participants fre-
quently talked to the robot, smiled at it, and also showed other signs of bonding
(e.g., name-giving), while others adhered to the interaction possibilities offered by
the system. It seems clear that these inter-individual differences will also be found
in interactions with humanoid and android robots.

What is lacking thus far is a more qualitative approach for investigating the
natural and individual behavior of people in HRI in detail. The example of von der
Pütten et al. [6], but also research in the field of virtual agents (addressing, e.g.,
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proximity [7, 8], eye gaze [7], and mimicry [9, 10]), underlines the importance of
considering new data analysis approaches, such as the analysis of nonverbal
behavior, and of going beyond the assessment of the number and length of inter-
actions. We therefore conducted a quasi-experimental observational field study to
investigate how people react toward an android robot in a natural environment
according to the behavior displayed by the robot. We present data of unscripted
interactions between humans and the android robot “Geminoid HI-1,” which we
analyzed in terms of the participants’ nonverbal behavior.

When investigating people’s interactions with humanoid or android robots, the
Uncanny Valley hypothesis [11] and its assumptions should be taken into account.
According to the Uncanny Valley theory, people will react increasingly positively
toward increasingly humanlike robots until a certain peak is reached, after which
the effect is reversed, resulting in negative reactions. Although the present study
was focused on the qualitative examination of people’s natural behavior toward
robots, we also analyzed the collected data in terms of the Uncanny Valley effect.
Therefore, in the following, we introduce related work on previous observational
studies using robots, as well as an introduction to, and previous research on, the
Uncanny Valley theory.

24.2 Related Work

24.2.1 Challenges for Observational Field Studies
and the Resulting Shortcomings of Previous
Research

The most common method of investigating HRI consists of laboratory experiments,
which can be affected by the artificial situation in which the participant is placed or
by a sample bias (e.g., the subjects are very interested in robots). Thus, studies that
analyze behavior toward robots in a natural environment are lacking. Real-life
scenarios, however, are not easy to observe, and the resulting data are difficult to
analyze, because they lack the quality that can be reached in laboratory settings
(e.g., the audio recording is affected by noise or the video quality is degraded).
Therefore, it is common practice to focus on data that can be automatically col-
lected during a field trial and which minimize the effort required for the subsequent
analysis. Some studies, for instance, utilize automatic technology (e.g., motion
sensors) to record and analyze behavior, resulting in an impressive number of
logged interactions (see [12, 13]). The data thus gathered do not go beyond the
duration of interactions or the identification of people who repeatedly visit the robot
(gathered by using additional logging equipment, such as ID cards). The purpose of
these studies was not to analyze in more detail the manner in which people interact
with the robot, e.g., whether or not people talk to the robot and their nonverbal
behavior. For example, in their report of an 18-day field trial held at a Japanese
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elementary school, Kanda et al. [13] included the interaction duration in an
experiment in which they introduced two English-speaking “Robovie” robots [14]
to first- and sixth-grade pupils. They collected data on the interaction duration and
the interaction situation, i.e., whether pupils interacted alone with the robot or in
groups with other children, and also conducted an English test as a performance
measure. Although they collected a large amount of video data, the researchers did
not analyze more profoundly the material related to verbal and nonverbal behavior
toward the robots. Thus, many questions remain unanswered, including, for
instance, how the children treated the robots during the interactions.

An improvement in terms of more detailed information of users’ behavior can be
found in a report on a quasi-experimental field study conducted by Hayashi et al.
[15], in which either a single robot or two robots communicating with each other
were present at a train station where the passengers could see them. The video
analysis showed that 5,900 passengers passed by the robot(s) during the 8 days of
data collection, with 900 in fact stopping and interacting with the robot(s). In a
more fine-grained analysis of these 900 videos, the experimenters observed varying
behaviors, which were coded into inductively developed categories. They found
that some people changed their course to stop and watch the robot(s), some touched
the robot(s) or took pictures, others talked to strangers about the robots, etc. These
behaviors occurred more frequently when two robots, as compared to only one
robot, were present and when the robots were more interactive. The study showed
that people react very differently toward robots in a natural environment and that
their behavior does not depend only on the experimental manipulation. For
instance, it was also important at what time of day or on which day of the week
people encountered the robot.

Similarly, the aforementioned longitudinal field study by von der Pütten et al. [6]
using a rabbit-shaped companion robot revealed that participants showed huge
inter-individual differences in their verbal and nonverbal behavior. Differences were
also found in the behavior change over time, as well as in the post-trial evaluation
of the companion and self-reported relationship building. For instance, some of the
total of six participants frequently talked to the robot companion throughout all
three field trials, while others did not address it at all. Similar findings were
observable for the participants’ smiling behavior. Moreover, some behaviors, e.g.,
speech, seemed to be stable over time, whereas others changed, e.g., smiling
behavior. This type of analysis is very time-consuming, which is reflected in the
small number of participants, but it is able to reveal huge inter-individual differ-
ences for specific behaviors in a natural environment that would not be possible in a
laboratory setting. The robot used in this study was a modified off-the-shelf product
and thus inexpensive and more convenient to use than an android robot.

In summary, a general shortcoming of research appears to be that in many
studies robots were applied in a field trial, but they were either limited by auto-
matically collected interaction times, and sometimes performance measures, or
restricted by small sample sizes. In the present work, we therefore focus on the
assessment of the nonverbal behavior toward an android robot in the field on the
basis of a larger sample. Because of the setting of the present study, we were unable
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to assess a great number of personality characteristics to shed light on which of
these factors influence the behavior toward the robot. However, we do include the
participants’ gender as a possible influencing factor.

24.2.2 The Uncanny Valley

Recent advances in robotics in the field of humanoid robots render the investigation
of the Uncanny Valley increasingly relevant and possible. Ishiguro [16] stated that
“humanoids and androids have a possibility to become ideal human interfaces
accepted by all generations” (p. 2), because, with their humanlike appearance, they
offer the human interaction partner all the interactive possibilities to which he or she
is accustomed in human–human interaction. The Uncanny Valley theory, however,
restricts these possibilities, as described in the following. In particular, in the pre-
sent study, Mori’s Uncanny Valley theory [11] is relevant, because, according to
this theory, the more humanlike these robots become, the more people feel familiar
with them and the more they are willing to accept them. However, shortly before
the ideal of perfect humanness, the curve breaks inward; familiarity is reversed into
uncanniness (see Fig. 24.1) and people react negatively toward the robot (e.g., they
are disgusted or distressed).

Mori describes this effect for still as well as for moving objects, although the
latter are considered as eliciting stronger effects. Although—or because—Mori’s
theory lacks precise definitions for realism or human-likeness and familiarity, it is
suitable for various applications, and despite the early introduction of the Uncanny

Fig. 24.1 The Uncanny Valley
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Valley theory into scientific discourse, researchers mostly refer to it anecdotally as
an explanation for their unexpected results [e.g., 17, 18]. Thus, since the 1970s, the
Uncanny Valley has been a frequently cited explanation in science as well as in
the public sphere, which has barely been tested empirically. However, in the last
five years, scientists in the field of robots have addressed the task of investigating
the Uncanny Valley more systematically. The first attempts were aimed to provide
empirical evidence for its existence [19–21] or to explain the Uncanny Valley effect
using classical work from communication theories [19]. According to the Uncanny
Valley hypothesis, the android robot used in this observational field study may
suffer from the Uncanny Valley effect, since the android looks strikingly humanlike.
The displayed behavior, however, is very limited and does not match the quality of
the android’s outer appearance. It was therefore considered worthwhile to analyze
the gathered data also in light of the Uncanny Valley effect. The following section
describes previous studies within a similar setting using the same android.

24.2.3 Does Geminoid HI-1 Suffer the Uncanny Valley
Effect? Previous Observations on Geminoid HI-1
in the Field

In fall 2009, the annual “ARS Electronica” festival in Linz, Austria, featured the
android Geminoid HI-1 and its creator, Hiroshi Ishiguro, as a special attraction in
the overall context of the arts festival. Before the official opening of the festival,
Geminoid HI-1 was placed in Café CUBUS in the ARS Electronica building. The
android robot sat behind a table, with a laptop computer in front of it and an
information desk about Kyoto and its attractions beside it (see Sect. 3 for a more
detailed description of the setting). During the festival itself, it was installed as an
exhibit in the basement of the ARS Electronica building. Within both settings,
different studies (including the study reported in the current paper) were conducted
that investigated diverse research questions. Two of these studies are presented in
the following.

Thirty visitor dialogues with Geminoid HI-1 (teleoperated by a fellow experi-
menter) within the Café CUBUS setting were analyzed in terms of the identity
perception of the interlocutor facing Geminoid HI-1 [see 22]. The results show a
tendency to ascribe an identity to the android robot Geminoid HI-1 that is inde-
pendent of the identity of the person controlling the robot. The authors concluded
that the humanoid features of Geminoid HI-1 elicit assumptions on the part of the
user about the robot’s (humanlike) character, expected reactions, and conversational
skills, and it is therefore treated as a social actor. However, the analysis of the
speech sequences also revealed that Geminoid is categorized as an “entity
‘in-between’” [22], and references to it include anthropomorphizing words and
human characteristics, as well as robotic characteristics. This finding is in line with
the argument in [23] that the categorization of objects and experiences is imperative
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for humans. Robots, however, cannot be categorized easily and reliably as either
“alive” or “not alive,” because they are on the boundary between these categories.

Becker-Asano et al. [24] reported interviews conducted with 24 visitors to the
festival who had previously interacted with Geminoid HI-1 within the exhibition.
When asked to describe the android robot, the visitors gave more positive
descriptions of Geminoid HI-1 (e.g., very humanlike, striking verbal skills, terrific,
very likable) than negative descriptions (e.g., surreal, quite thick fingers, too
obviously robot-like, a bit scary). When asked directly about their emotional
reactions toward the robot, only 37.5% of the interviewed visitors reported an
uncanny (or strange or weird) feeling, and 29% stated that they enjoyed their
conversation with the robot. In five cases, the interviewees’ feelings changed during
the interaction. For example, one reported that the interaction was “amusing” at
first, but that he experienced a “weird” feeling when he discovered that his inter-
action partner was actually a robot. Most descriptions of Geminoid HI-1 were
related to its outward appearance, with negative attributes being voiced here in
particular. Negative descriptions also referred to the imperfections of its move-
ments. With respect to emotional reactions, fear was found to be the predominant
emotion. According to the Uncanny Valley hypothesis, this is because fear is
regarded as indicating a person’s submissive behavioral tendency to withdraw from
a threatening or unfamiliar situation (cf. [24]), an assumption that is in line with the
studies reported in [19, 25]. The authors concluded that “Geminoid HI-1’s inade-
quate facial expressivity as well as its insufficient means of producing
situation-appropriate social signals (such as a smile or laughter, […]) seems to
impede a human’s ability to predict the conversation flow,” [24] thus causing a
feeling of not being in control of the situation.

24.2.4 Research Questions

The research mentioned above provides interesting insights into the manner in
which people interact with robots in natural environments, although all of these
studies had certain limitations. Some studies did not go beyond the mere logging of
interactions, and their authors failed to analyze how people react toward or interact
with robots. In other studies, as in the Geminoid HI-1 studies presented previously,
the visitors were prompted to talk about the robotic nature of Geminoid HI-1 or
about the experimental situation, because it was explicitly located at the festival as
an exhibit or subjects were invited to converse with a telepresence robot, respec-
tively. The location of the present study was also in the previously described setting
of the ARS Electronica Festival. In contrast to the previous studies, however, in this
study participants were not informed about the robot. Thus, it was considered that
an analysis of these unprompted, unscripted interactions might reveal different
reactions toward the robot. Furthermore, interviews allow only for the assessment
of reactions that are under conscious control or upon which the participants are able
to reflect. What has not yet been analyzed in depth is the human interlocutors’
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nonverbal behavior, which is more direct and spontaneous. It was therefore con-
sidered that an analysis of participants’ nonverbal behavior might offer valuable
clues as to the nature of human–robot interaction. Finally, we used a
quasi-experimental setting and varied the behavior displayed by the android robot
in order to investigate whether and how the robot’s behavior influences the par-
ticipants’ nonverbal behavior.

Against this background, the research questions were as follows:

RQ1: How do people behave toward robots in a natural environment in unscripted
and unprompted situations? Which different nonverbal behaviors can be observed?
Is the participants’ nonverbal behavior influenced by the robot’s behavior? Can
gender differences be found?
RQ2: Do people recognize the android as a robot? Is the recognition influenced by
the robot’s behavior?
RQ3: Do people report unprompted feelings related to the Uncanny Valley effect?

24.3 Method

24.3.1 General Setup

Prior to the Ars Electronica Festival 2009, Geminoid HI-1 was placed in the Café
CUBUS, which is part of the Ars Electronica Center (AEC) in Linz, Austria, from
August 10–30, 2009. Unlike other studies using Geminoid HI-1 during the festival,
in this setting, the android sat on a chair behind a small table with a laptop computer
in front of it in order to give the impression of a working visitor; see Fig. 24.2. Next
to the robot, people could find information material about traveling to Japan. The
scene was video-recorded from five camera perspectives: One camera was placed
behind the android to record participants immediately in front of it (see Fig. 24.3)
and one facing and recording the android (see Fig. 24.4); three additional cameras
covered the rest of the room. Visitors were not given any hints that they might
encounter a robot within the café.

Most of the visitors entered the café via an elevator. They then passed the robot
on their way to the bar, where the interviewer asked them to participate in a short
interview. Some visitors came from the stairway (“behind” the yellow wall in the
direction of the bar) or from the outside patio.

24.3.2 The Android Geminoid HI-1 in Different Conditions

Geminoid HI-1 is an android robot and a duplicate of its scientific originator
Hiroshi Ishiguro (HI). Geminoid HI-1 was designed to function as an embodied
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interaction tool in human shape that can be controlled from a remote location by
teleoperation. The robot is covered by silicone skin with a natural skin tone,
wrinkles, etc. Geminoid HI-1 is able to show facial expressions and move its head,
torso, arms, and legs driven by 50 pneumatic actuators [26]. For teleoperation, the
robot is connected via Internet to an interface through which the operator can
observe the robot and its environment and control the robot’s speech and move-
ments. Via microphone and speakers, the speech is transmitted and synchronized
with lip and head movements. The robot features idle behavior, which includes

Bar

Fig. 24.2 Setup with Geminoid H1 in the Café CUBUS

Fig. 24.3 View from camera
behind Geminoid HI-1
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breathing, eye blinking, and in some cases posture shifts, and was designed to give
the impression of being alive. Further expressive movements can either be sepa-
rately programmed or executed in real time via teleoperation. During the 11 days of
data collection for this analysis, Geminoid HI-1 was presented in different condi-
tions, which are listed in the following.

No eye contact condition. Geminoid HI-1 was presented in the no eye contact
mode, in which the robot was only looking down at the laptop computer in front of
it, ignoring passersby. It showed the idle behavior mentioned above.

Eye contact condition. In the eye contact mode, Geminoid HI-1 looked up
when the participant looked straight in its direction, or more precisely in the
direction of the camera behind Geminoid HI-1, which used face-tracker software.
The face-tracker software module was an extension of the OpenCV-based “Face
Detection” source code [27]. It tracked one or more frontal faces over a sequence of
images taken from a video stream, allowing Geminoid HI-1 to follow one particular
visitor with its gaze, even if he or she was moving slightly. Eight to ten times per
second the algorithm checked with the previously stored information about rec-
ognized faces at the identical position. When a previously recognized face remained
in the same position and continued looking frontally into the camera, the algorithm
gave this face a one-step-higher priority. If a new person joined the situation and
faced the camera frontally, the algorithm started the same procedure of counting up
(beginning with priority zero) for the new face. A priority shift occurred when the
“old” face broke eye contact with Geminoid HI-1, because, for instance, the subject
turned to face the newcomer. In this case, the “old” face was no longer observed.
The new face then had a higher priority, and Geminoid HI-1 faced the newcomer.

Fig. 24.4 Camera view recording Geminoid HI-1
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When nobody interacted with Geminoid HI-1 and the algorithm did not recognize
any faces, Geminoid HI-1 returned to looking down at the laptop computer.

Remote control condition. In the third condition, Geminoid HI-1 was remote-
controlled by a human experimenter who was able to control the eye contact. It also
addressed passersby proactively by saying “Hello, would you like to have a bro-
chure?” and was able to engage in conversations. In this condition, the experi-
menter’s head and lip movements were captured using facial feature-tracking
software and transmitted alongside the experimenter’s speech utterances to the
android.

Real Hiroshi Ishiguro condition. Furthermore, participants interacted with the
human counterpart of Geminoid HI-1, Hiroshi Ishiguro, who sat at the same table as
Geminoid HI-1 working quietly until he was addressed by the subjects.

Table 24.1 shows the distribution of subjects across conditions. As people vis-
ited the café to enjoy their free time and not with the intention of participating in an
experiment, we were dependent on their willingness to participate. Thus, an equal
distribution was not possible. The experimental design, however, was not the most
important aspect of this study, because the investigation of the participants’ general
reactions toward Geminoid HI-1 was more important. We thus decided to include
all the data sets.

24.3.3 Interviews

On 10 of the 20 days, passersby were asked to participate in an interview. The
interviewer addressed the passersby with the following standardized sentences:
“Hello we would like to conduct a brief interview with you if you have a moment. It
will not take longer than ten minutes and you would be volunteering to contribute to
scientific research.” If they asked what the interview was about, the interviewer told
them the following: “The interview is about your personal experience within the
last five minutes since you entered the café. We won’t ask personal questions and
you may withdraw from the interview at any time without giving reasons.” In total,
107 visitors agreed to participate, of whom 98 gave consent to be audio- and
videotaped. The interviewer stood at the entrance to the bar of the Café CUBUS,
recruited participants, and guided them into a relatively quiet corner of the bar.

Table 24.1 Distribution of subjects across conditions

Geminoid Hiroshi
Ishiguro

No eye
contact

Eye
contact

Remote-controlled with both eye contact and
speech

N = 7

N = 30 N = 45 N = 16
N = 91
Total N = 98
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From the moment of recruitment, participants could not look back into the room
where Geminoid HI-1 and the information desk were located. First, the participants
were asked whether they noticed the information table next to Geminoid HI-1. If
they gave a positive answer, they were requested to describe the table. If they had
not noticed the table, they were asked whether they had perceived something
unusual or special when they entered the café. From these follow-up questions, we
derived whether the interviewees recognized the robot as such or mistook it for a
human being. If people recognized Geminoid HI-1 as a robot, they were asked
whether they thought it might be good for advertisements (for instance, as in the
setting in the café). The participants were then debriefed and thanked for their
participation.

24.3.4 Analysis of Videos

We identified the 98 subjects who agreed to be interviewed and videotaped within
the video material and extracted the interaction sequences starting from the moment
of the subjects’ first appearance until they were recruited and guided into the next
room by the interviewer. The video material was annotated in ELAN (Max Planck
Institute for Psycholinguistics, Nijmegen, The Netherlands; http://www.lat-mpi.eu/
tools/elan/, [28]). We assessed the different behaviors of the participants. First, we
assessed the total time for which people appeared in the videotaped area (coded as
appearance time) and then annotated the participants’ attention directed to Gemi-
noid HI-1. In the latter category, we subsumed two different behaviors: When
subjects were in the direct vicinity of Geminoid HI-1, we were able to observe gaze
behavior and coded the eye contact established with Geminoid HI-1; when par-
ticipants were further away, we assessed the amount of time for which they faced
Geminoid HI-1 frontally. Both times were summed as attention directed toward
Geminoid HI-1. In addition, we coded the participants’ verbal behavior. We
assessed whether, and if so, for how long they talked to Geminoid HI-1, to third
persons, or said something unrelated to the situation. Furthermore, we looked for
behaviors that attempt to test Geminoid HI-1’s vividness and reactions, e.g., waving
in front of the robot’s face, pulling a face, raising eyebrows, or taking a picture.
Finally, we coded the participant’s proximity to Geminoid HI-1. Proximity was
always coded using the same camera perspective (camera 1) in order to guarantee
reliable coding and was based on previously defined proximity areas, namely the
“outer area,” the “vicinity area,” the “adjacent or table area,” and “touch,” which are
illustrated in Fig. 24.5. We assessed the amount of “eye contact” established by
Geminoid HI-1 (looking up and facing a participant) for use as an independent and
control variable. Furthermore, it was coded whether there was a group situation
when the participants encountered the robot (Geminoid HI-1 was alone vs.
Geminoid HI-1 was surrounded by visitors when the subject arrived) and whether
the participants were in company (subject was alone vs. in company) when they
entered the café.
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Ten percent of the coded video material (10 participants) was coded by a second
rater. The ratings were checked for agreement between the two raters using the
in-built function in ELAN for comparing annotators. Within this function, the start
time and end time of each annotation was given and the amount of overlap and the
total extent (time from lowest start time until highest end time); a value indicating
the agreement was calculated (overlap/extent) for each category in each video,
which was then averaged over all videos. The inter-rater reliability values were as
follows: 96% for the category “appearance time of participants,” 86% for the cat-
egory “attention to Geminoid HI-1,” 86% for category “Geminoid HI-1’s eye
contact with participant,” and 94% for category “proximity.” The agreement of the
annotators was 100% on the occurrences of specific behaviors (such as talking to
Geminoid HI-1, waving hands in front of the robot’s face, taking pictures, and
grimaces).

24.3.5 Sample

In total, 107 guests were interviewed, of whom 98 (38 males, 60 females) agreed to
be audio- and videotaped. Their age ranged from 8 to 71 years (M = 38.43,
SD = 14.98). The majority were Austrians (81), followed by visitors from Germany
(12), Italy (2), Spain (1), Belgium (1), and the Netherlands (1). Nine participants
were retired, 20 were school pupils or university students, and 61 were employed.

Fig. 24.5 Proximity areas
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Eight participants did not indicate their profession. Although the Café CUBUS is
part of the AEC, it does not attract only visitors to the center. As it offers upscale
cuisine, unique architecture, and an outstanding view over the Danube and the local
recreation area next to the river, it has many frequent visitors and tourists also visit.
Fourteen participants stated that they had visited the café before, while some stated
that their travel guide recommended the café. We thus assumed that our interviewees
were not predominantly interested in the center or the festival, which began two
weeks after the data collection.

24.4 Results

24.4.1 Interviews

To answer research question 1, we derived from several open questions (see above)
whether participants recognized the robot or mistook it for a human being. Of the
seven participants who met Prof. Ishiguro, five reported that they had noticed a
(human) man behind the table and two did not notice anything special. Of the
remaining 91 participants, 23 made no comments in response to this question
related to the robot, because they had noticed neither the table nor the robot. They
interpreted the questions as addressing the architecture of the café, which indicates
that Geminoid HI-1 was not recognized as uncommon and was not sufficiently
salient for the participants. Eighteen people mistook Geminoid HI-1 for a human
being. Most of these participants did not believe that it was indeed a robot, even
after the experimenter had told them, and some announced that they would return
for a second interaction. Fifty participants clearly stated that they had seen a robot,
although 18 of these mentioned that they initially mistook the robot for a human.

To answer research question 3, that is, whether participants make Uncanny
Valley-related statements, we analyzed the reasons that people gave for recognizing
Geminoid HI-1 as a robot and whether they stated that they experienced negative
emotions. In order to avoid artificially prompting or suggesting experiences of
uncanniness, no explicit questions were asked about possible (negative) emotional
experiences related to the Uncanny Valley effect. However, we found that only three
participants mentioned without being prompted that Geminoid HI-1 gave them an
uneasy feeling (N = 4; “it looks so real, a little uncanny”; “I think that might be
unpleasant” (to use Geminoid HI-1 for advertising)). When asked why they rec-
ognized that Geminoid HI-1 was not human, most participants referred to the stiff
posture and abrupt movements (N = 21, e.g., “he sits there in a weird way”; “his
movements are too jerky”; “I recognized no movement, the hands…”; “his restricted
motor activity”) or the lack of movements (N = 2, e.g., “We waved, but he didn’t
wave back.”). Others mentioned that his face seemed like a mask (N = 5) and his
hands looked unnatural (N = 14). Two mentioned that they recognized that the
“man” sitting there was jacked up in some way (e.g., “he was jacked up”; “I saw
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cables”). One participant initially concluded that Geminoid HI-1 might be a disabled
person, and three thought it was a wax figure. Some participants had difficulty in
formulating their first impression of Geminoid HI-1 and eventually described it as
“kind of artificial being,” “extraterrestrial,” or just a “weird person.” In summary,
different aspects seemed to have influenced the participants’ perception of Geminoid
HI-1. As suggested by the Uncanny Valley theory, the crucial factors were the
robot’s movement, as well as its unnatural hands and inexpressive face.

With respect to the participants’ interest in the robot, we found that of the 50
participants who recognized Geminoid HI-1 as being a robot, 12 stated that they did
not engage in longer interactions because purchasing a coffee or something to eat
was a higher priority than dealing with a robot. However, they suggested that they
planned to go back and examine the robot more closely later on.

24.4.2 Videos of Interactions

Only the videos of those participants (N = 91) who were confronted with the
android robot Geminoid HI-1 were included in the analysis, because the analysis
focused on HRI and the participants’ behavior toward the android. To answer
research question 1, we analyzed different nonverbal behaviors, such as the time at
which people appeared at the café, whether they performed actions to test the
robot’s capabilities, whether they spoke to Geminoid HI-1, and their nonverbal
behavior (proximity to the robot, attention directed toward the robot).

24.4.2.1 Appearance Time and Testing Actions

The amount of time for which people interacted with (or passed by) Geminoid HI-1
lays between 9.25 and 277.44 s (M = 58.11; SD = 52.07). The high standard
deviation shows the scale of the individual differences in terms of the amount of
time people spent in the café before they were asked to be interviewed. Some
people quickly passed by the robot, whereas others spent several minutes exploring
the robot’s capabilities.

People attempted different actions to test whether Geminoid HI-1 would react to
them. Only one person touched the robot, although we observed that some
accompanying persons touched Geminoid HI-1 while the interviewees watched or
took a picture of the interaction. Seven subjects waved (partially in front of
Geminoid HI-1’s face), one stuck out her tongue, one pulled a face, and two
persons raised their eyebrows in an exaggerated manner. Five subjects took a
picture or videotaped the interaction (for the distribution across conditions, see
Table 24.2). Interestingly, these actions performed by the participants to test
Geminoid HI-1 occurred not in the no eye contact condition, but rather in the eye
contact and remote control conditions. A chi-square test for all testing reactions
over the conditions showed that the occurrence of “talk to Geminoid HI-1” was
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higher than predicted in the remote control condition (c2(2, N = 91) = 17.78,
p ≤ 0.000, partial η2 = 0.414; refer to Table 24.3). Neither appearance times nor
the occurrence of testing actions were significantly influenced by gender.

24.4.2.2 Proximity

We wished to ascertain how closely people approached Geminoid HI-1 and the
duration of their stay in the different proximity areas. Here, too, we found great
inter-individual differences, indicated by the high standard deviations over all the
proximity categories. The time spent within the “outer area” varied between 7.48
and 147.25 s (M = 31.49; SD = 25.34). Most participants at least briefly went
through the “vicinity area,” and only three of the visitors (3.3%) chose a different
path to cross the dining area to reach the bar. The remaining 88 participants were in
the vicinity area for between 1.36 and 243.31 s (M = 17.45; SD = 31.57).
Twenty-eight subjects (30.8%) entered the “table area” and stood close to the table
in front of the robot or surrounded the table to examine the robot more closely.

Table 24.2 Distribution of testing actions across conditions

Condition Touch Wave Grimace Tongue Picture Raise
eyebrows

Talk to
Geminoid

No eye contact 0 0 0 0 0 0 0
Eye contact 1 4 1 1 2 1 5
Remote
control

0 2 0 0 3 1 7

Table 24.3 Chi-square test for “Talking to Geminoid HI-1”

Condition “Talk to Geminoid
HI-1”

Total

No Yes

No eye contact Count 30 0 30
Predicted 26.0 4.0 30.0
Standardized residuals 0.8 −2.0

Eye contact Count 40 5 45
Predicted 39.1 5.9 45.0
Standardized residuals 0.1 −0.4

Remote control Count 9 7 16
Predicted 13.9 2.1 16.0
Standardized residuals −1.3 3.4

Total Count 79 12 91
Predicted 79.0 12.0 91.0
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Subjects remained in the “table area” from 1.14 to 214.36 s (M = 41.24; SD =
45.86). Only one person touched Geminoid HI-1.
One-factorial ANOVAs with condition as the independent variable and the

proximity categories as dependent variables showed that participants encountering
Geminoid HI-1 in the no eye contact condition spent less time in the vicinity area
than participants in the eye contact or remote control conditions (F(1, 91) = 6.768,
p = 0.002, η2 = 0.133; see Table 24.4 for means and SDs). Post hoc comparisons
using the Scheffé test indicated that the mean score for the no eye contact condition
was significantly different from that for the remote control condition (p = 0.002;
SE = 9.09). In addition, there was a significant difference between the eye contact
condition and the remote control condition (p = 0.046; SE = 8.45). A two-factorial
ANOVA with condition and gender as independent variables revealed no gender
effects.

24.4.2.3 Participants’ Attention to Geminoid HI-1

We coded the attention that participants paid to the robot as described above. The
results of a one-factorial ANOVA showed that participants encountering Geminoid
HI-1 in the no eye contact condition paid significantly less attention to the android
than participants in the eye contact or remote control conditions (F(1,
91) = 10.246, p = 0.000, η2 = 0.189; see Table 24.5 for means and SDs). The
results of post hoc comparisons using the Scheffé test indicated that the mean score
for the no eye contact condition differed significantly from that for the eye contact
condition (p = 0.052; SE = 1.56) as well as the remote control condition
(p = 0.000; SE = 2.04). In addition, there was a significant difference between the
eye contact condition and the remote control (p = 0.024; SE = 1.92) condition.

Table 24.4 Time spent in
the vicinity area

Mean SD N

No eye contact 5.13 7.61 30
Eye contact 16.99 36.27 45
Remote control 38.58 33.01 16
Total 16.88 31.19 91

Table 24.5 Participants’
attention directed toward
Geminoid HI-1 in seconds

Mean SD N

No eye contact 4.09 7.90 30
Eye contact 22.72 35.65 45
Remote control 48.58 46.15 16

Total 21.12 35.05 98
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24.4.2.4 Speech

We analyzed whether or not people addressed Geminoid HI-1 verbally and how this
behavior was distributed across conditions. None of the people in the no eye contact
condition and 11% in the eye contact condition spoke to Geminoid HI-1. In the
remote control condition, in which the robot itself addressed the participants, 44%
of the people talked to Geminoid HI-1 (see also Table 24.2). Whereas in the eye
contact condition the participants’ utterances were quite short (three said only
“hello,” one said “I may take this [brochure], right?” and one said “I am going to
take a picture, now. No! Please look up again”), people engaged in longer con-
versations with Geminoid HI-1 in the remote control condition. People introduced
themselves and had short chats related mainly to the brochures, or took a picture.

24.4.2.5 Detection of the Robot

Furthermore, we wished to know whether Geminoid HI-1’s behavior (see RQ 2) or
other factors influenced whether people were able to recognize Geminoid HI-1 as a
robot. We calculated a stepwise regression analysis with the following predictors:
Geminoid HI-1’s eye contact with the participant, group situation (Geminoid HI-1
is alone vs. Geminoid HI-1 is surrounded by visitors when subject arrives), com-
pany (subject is alone vs. in company), participant’s gender, and the duration of the
subject’s attention paid to Geminoid HI-1. This resulted in a valid regression model
for Geminoid HI-1’s eye contact (r = 0.267, r2 = 0.072, p = 0.027). The more eye
contact the robot showed, the more easily people detected it as a robot. We assumed
this effect to be mediated by the time people spent in the vicinity area. Indeed, the
relationship between Geminoid HI-1’s eye contact and the participants’ ability to
detect that Geminoid HI-1 was a robot was fully mediated by the duration of their
stay in the vicinity area. As Fig. 24.6 illustrates, the standardized regression
coefficient between Geminoid HI-1’s eye contact and detection decreased sub-
stantially when we controlled for the duration of the participants’ stay in the vicinity
area. The other conditions of mediation were also met: Geminoid HI-1’s eye contact

Duration of stay 
in the “vicinity 

area” Detection of 
Geminoid HI-1 

as a robot 

Geminoid HI-1 
“eye contact” 

.71*** .07** 

.02** (-.002)

Fig. 24.6 Standardized regression coefficients for the relationship between Geminoid HI-1’s eye
contact and the participants’ ability to detect that Geminoid HI-1 was a robot as mediated by the
duration of their stay in the vicinity area (proximity). The standardized regression coefficient
between Geminoid’s eye contact and the detection of Geminoid HI-1 as a robot controlling for
time spent in the vicinity area is in parentheses. *p < 0.05, **p < 0.01, ***p < 0.000
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was a significant predictor of the participants’ ability to detect that Geminoid HI-1
was a robot (see Table 24.6) and of the time spent in the vicinity area (β = 0.71,
t(88) = 9.53, p < 0.000, and also explained a significant proportion of variance,
R2 = 0.51, F(1.90) = 90.81, p < 0.000). The duration of the participants’ stay in
the vicinity area was a significant predictor of their ability to detect that Geminoid
HI-1 was a robot while controlling for Geminoid HI-1’s eye contact (see
Table 24.7).

24.5 Discussion

This report of an observational field study presented data of unprompted and
unscripted interactions between humans and the android robot Geminoid HI-1 in an
Austrian café. The study was aimed to open up a new perspective on the investi-
gation of HRI in the field, thus going beyond the assessment of mere interaction
times and qualitatively analyzing how people behave toward robots in a natural
environment. Ninety-eight people agreed to be interviewed, and their interactions
with Geminoid HI-1 were analyzed with regard to the following dimensions: the
appearance time, proximity to the robot, attention paid to the robot, actions to test
the robot’s capabilities, and verbal addressing of the robot.

Unlike in previous research investigating HRI in laboratory settings or in field
trials, in which the investigative nature of the study was obvious to the participants
[22, 24], the participants in this study did not expect to encounter a robot. There

Table 24.6 Logistic regression for Detection of Robot with the predictor Geminoid HI-1’s eye
contact

B (SE) 95% CI for odds ratio
Lower Odds ratio Upper

Included
Constant −0.787 (0.28)
Geminoid HI-1’s eye contact 0.02** (0.01) 1.00 0.455 1.04
Note R2 = 0.12 (Hosmer & Lemeshow); 0.13 (Cox & Snell), 0.18 (Nagelkerke). Model
x2(1) = 12.66, p < 0.000. **p < 0.01

Table 24.7 Logistic
regression for Detection of
Robot with the predictor
Proximity (vicinity area)

B (SE) 95% CI for odds ratio
Lower Odds

ratio
Upper

Included
Constant −1.086 (0.32)
Proximity 0.07** (0.02) 1.03 1.07 1.12
Note R2 = 0.21 (Hosmer & Lemeshow); 0.21 (Cox & Snell), 0.29
(Nagelkerke). Model x2(1) = 21.09, p < 0.000. **p < 0.01
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were no hints that they would interact with an android robot and the interactions did
not follow any script. Given this very free situational context, we were interested in
answering the question of whether people would recognize the android as a robot
and whether this recognition would be mediated by different degrees of displayed
behavior. We found that 43 participants either mistook Geminoid HI-1 for a human
or even did not notice it at all, because it did not seem to appear conspicuously
non-human. This effect was mediated by the displayed behavior of the android.
People in the conditions with eye contact were most able to reliably recognize that
Geminoid HI-1 was a robot, which may have been caused by the robot’s rather
jerky movements when looking up from the table to the participant or redirecting its
attention to another participant. The effect was fully mediated by the time people
spent in the immediate area around Geminoid HI-1. This means that Geminoid
HI-1’s eye contact caused people to spend more time in its close vicinity and thus
they clearly also had more time to explore the robot’s capabilities.

When subjects became aware of the robot, they examined it more closely and
some explored Geminoid HI-1’s capabilities. In particular in the conditions with
eye contact, participants tested Geminoid HI-1’s capabilities by waving their hands
in front of its face, saying hello to it, pulling a face, or sticking out their tongue in
anticipation of an appropriate reaction. It is interesting that these actions were not
performed in the no eye contact condition. This may be because people also spent
less time in front of Geminoid HI-1 when it did not react at all to them. This is in
line with the answers to the question of why participants recognized that Geminoid
HI-1 was not human, given that most participants referred to the stiff posture and
abrupt movements. Participants who encountered Geminoid HI-1 in the no eye
contact condition were able to see only very subtle movements (blinking, breath-
ing), if any at all, and therefore did not perceive this cue. Two participants men-
tioned that they recognized that the “man” sitting there was jacked up in some way.

To evaluate the Uncanny Valley effect, we assessed whether people reported
unprompted (negative) feelings considered to be related to the Uncanny Valley
effect, such as distress, fear, or disgust. In contrast to the study reported in [24],
where it was shown that participants mentioned emotional terms related to fear and
disgust, participants in the present study did not in general report any negative
feelings in the interviews. Only three people mentioned that Geminoid HI-1 gave
them an uneasy feeling. Against the background of Ramey’s [23] thoughts on the
Uncanny Valley effect and his theory that it is difficult to categorize robots into
either “alive” or “not alive,” it is very interesting that some participants indeed did
not instantly describe Geminoid HI-1 as either a human being or a robot. They
rather described their first impressions with words indicating their difficulty in
categorizing the robot, e.g., “disabled person,” “kind of artificial being,” “ex-
traterrestrial,” or “weird person.” This is in line with the findings reported in [22]
that Geminoid HI-1 was perceived as an “in-between” entity. However, in terms of
the participants’ behavior, we found that those participants who noticed that
Geminoid HI-1 was a robot showed interest rather than negative reactions. In
general, the behavioral data show that, although Geminoid HI-1 should suffer from
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the Uncanny Valley effect, people were rather relaxed when meeting it in public in
this unscripted situation.

According to related studies reported in [6, 15], we assumed that people would
show huge inter-individual differences in their behavior. We therefore wished to
establish which different nonverbal behaviors can be observed. Indeed, we found
huge inter-individual differences for all categories, as indicated by the high standard
deviations for the coded behaviors, appearance time, attention, and proximity. With
respect to the occurrence of testing actions, we also observed that some people
attempted very different methods to test the robot’s capabilities, while others merely
observed the scenery.

Furthermore, a very interesting finding was that many participants (about 13%)
almost ignored the robot and quickly passed by. Although stating in the interviews
that they recognized it as being a robot, they decided that buying a coffee was of
higher priority than exploring it. This suggests that for a significant number of
people, robots do not seem to be of any interest. They simply do not care about
them being in their vicinity and proceed with their planned activities. This corre-
sponds to the findings of Hayashi et al. [15]. In their field study with robots in a
train station, they found that people differed in the amount of their interest in the
robots according to the time of day and the day of the week. For example, during
rush hour, people showed less interest, presumably because they wanted to arrive at
work on time. It is noteworthy that our participants were not predominantly visitors
to the Ars Electronica Center, but rather tourists or locals who visit the café fre-
quently because of its good cuisine. Only three participants stated that they visited
the Ars Electronica Center before they entered the café. We thus assume that the
majority of our participants were not particularly interested in robots. This indicates
that the samples in laboratory studies may indeed be biased if mainly participants
who are already interested in robotics are recruited. Moreover, people are subject to
demand characteristics and may show interest in the presented robots because they
infer that they should be interested in them. Therefore, further studies should
control for the general interest in robots by, for instance, including corresponding
questions in their post-experiment questionnaires.

Limitations. The quasi-experimental setting of this study was accompanied by
several problems. We were dependent on the visitors to the café agreeing to be
interviewed. This caused an uneven distribution over the conditions, because, for
instance, fewer people agreed to participate on the days when we installed the
remote-controlled setup. Moreover, our results apply only to the android robot
Geminoid HI-1 and may not be generalizable.

For the data analysis of the participants’ nonverbal behavior, we had to rely on
those behaviors that were easily observable in the videos. Although other studies
showed that smiling is also important for investigating nonverbal behavior [6], the
quality of the video material did not allow us to code smiling behavior. In addition,
the participants’ conversations with the remote-controlled Geminoid HI-1 were
sometimes difficult to understand. Thus, it was not possible to analyze the content
of all the conversations.
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Furthermore, we were able to draw only implicit conclusions concerning the
Uncanny Valley effect, because the questionnaire did not include specific questions
asking, for example, about the participants’ feelings while encountering the robot.

Acknowledgements This work was partially supported by a doctoral fellowship of the Studi-
enstiftung des deutschen Volkes, by Grant-in-Aid for Scientific Research (S), KAKENHI
(20220002), and a post-doctoral fellowship of the Japan Society for the Promotion of Science
(JSPS).

References

1. Rosenthal-von der Pütten, A.M., N.C. Krämer, C. Becker-Asano, K. Ogawa, S. Nishio, and
H. Ishiguro. 2014. The uncanny in the wild. Analysis of unscripted human–android
interaction in the field. International Journal of Social Robotics 6 (1): 67–83.

2. Onishi, M., Z. Luo, T. Odashima, S. Hirano, K. Tahara, and T. Mukai. 2007. Generation of
human care behaviors by human-interactive robot RI-MAN. In ICRA 2007. Proceedings of
the IEEE international conference on robotics and automation, 3128–3129. New York: IEEE
Press. https://doi.org/10.1109/robot.2007.363950.

3. Matarić, M.J., J. Eriksson, D.J. Feil-Seifer, and C.J. Winstein. 2007. Socially assistive
robotics for post-stroke rehabilitation. Journal of Neuro Engineering and Rehabilitation 4 (1):
5. https://doi.org/10.1186/1743-0003-4-5.

4. Matarić, M.J. 2006. Socially assistive robotics. IEEE Intelligent Systems 21 (4): 81–83.
5. Orne, M.T. 1962. On the social psychology of the psychological experiment: With particular

reference to demand characteristics and their implications. American Psychologist 17 (11):
776–783. https://doi.org/10.1037/h0043424.

6. von der Pütten, A.M., N.C. Krämer, and S.C. Eimler. 2011. Living with a robot companion—
Empirical study on the interaction with an artificial health advisor. In ICMI’11. Proceedings
of the international conference on multimodal interaction. International conference on
multimodal interaction, Alicante, Spain, November 14–18, 2011.

7. Bailenson, J.N., J. Blascovich, A.C. Beall, and J.M. Loomis. 2001. Equilibrium theory
revisited: mutual gaze and personal space in virtual environments. PRESENCE: Teleoperators
and Virtual Environments 10 (6): 583–598. https://doi.org/10.1162/105474601753272844.

8. Bailenson, J.N., J. Blascovich, A.C. Beall, and J.M. Loomis. 2003. Interpersonal distance in
immersive virtual environments. Personality and Social Psychology Bulletin 29 (7): 819–833.
https://doi.org/10.1177/0146167203029007002.

9. Krämer, N.C., N. Sommer, S. Kopp, and C. Becker-Asano. 2009. Smile and the world will
smile with you—The effects of a virtual agent’s smile on users’ evaluation and non-conscious
behavioural mimicry. In Paper presented at ICA 2009. Conference of the international
communication association, Chicago, USA.

10. Bailenson, Jeremy N., Nick Yee, Kayur Patel, and Andrew C. Beall. 2007. Detecting digital
chameleons. Computers in Human Behavior 24: 66–87.

11. Mori, M. 1970. The uncanny valley. Energy 7 (4): 33–35.
12. Gockley, R., A. Bruce, J. Forlizzi, M. Michalowski, and A. Mundell. 2005. Designing robots

for long-term social interaction. Proceedings of the IEEE/RSJ International Conference on
Intelligent Robots and Systems (IROS 05): 2199–2204.

13. Kanda, T., T. Hirano, D. Eaton, and H. Ishiguro. 2004. Interactive robots as social partners
and peer tutors for children: a field trial. Human-Computer Interaction 19 (1): 61–84. https://
doi.org/10.1207/s15327051hci1901&2_4.

396 A. M. von der Pütten et al.

http://dx.doi.org/10.1109/robot.2007.363950
http://dx.doi.org/10.1186/1743-0003-4-5
http://dx.doi.org/10.1037/h0043424
http://dx.doi.org/10.1162/105474601753272844
http://dx.doi.org/10.1177/0146167203029007002
http://dx.doi.org/10.1207/s15327051hci1901&2_4
http://dx.doi.org/10.1207/s15327051hci1901&2_4


14. Kanda, T., H. Ishiguro, T. Ono, M. Imai, and R. Nakatsu. 2002. Development and evaluation
of an interactive humanoid robot “Robovie”. In Proceedings of the 2002 IEEE international
conference on robotics and automation (ICRA 2002), vol. 2, 1848–1855. https://doi.org/10.
1109/robot.2002.1014810.

15. Hayashi, K., D. Sakamoto, T. Kanda, M. Shiomi, S. Koizumi, H. Ishiguro, T. Ogasawara, and
N. Hagita. 2007. Humanoid robots as a passive-social medium. In Proceedings of the ACM/
IEEE international conference on human-robot interaction HRI ‘07, ed. Breazeal, C., A.C.
Schultz, T. Fong, and S. Kiesler, Arlington, VA, USA, March 08–10. https://doi.org/10.1145/
1228716.1228735.

16. Ishiguro, H. 2006. Interactive humanoids and androids as ideal interfaces for humans. In IUI
‘06 Proceedings of the 11th international conference on Intelligent user interfaces, ed. Paris,
C.L., C.L. Sidner, E. Edmonds, and D. Riecken, 2–9. New York: ACM Press. https://doi.org/
10.1145/1111449.1111451.

17. Hara, F. 2004. Artificial emotion of face robot through learning in communicative interactions
with human. In Proceedings of the 13th IEEE international workshop on robot and human
interactive communication (RO-MAN 2004), 7–15. https://doi.org/10.1109/roman.2004.
1374712.

18. Walters, M.L., K. Dautenhahn, R. te Boekhorst, K.L. Koay, and S.N. Woods. 2007.
Exploring the design space of robot appearance and behavior in an attention-seeking ‘living
room’ scenario for a robot companion. In IEEE symposium on artificial life (ALIFE ‘07), 341–
347. https://doi.org/10.1109/alife.2007.367815.

19. MacDorman, K., and H. Ishiguro. 2006. The uncanny advantage of using androids in
cognitive and social science research. Interaction Studies 7 (3): 297–337. https://doi.org/10.
1075/is.7.3.03mac.

20. MacDorman, K.F. 2006. Subjective ratings of robot video clips for human likeness,
familiarity, and eeriness: An exploration of the uncanny valley. In Proceedings of the
conference on cognitive science 2006 (CogSci 06), workshop on android science, 26–29.

21. Hanson, D., A. Olney, I. Pereira, and M. Zielke. 2005. Upending the uncanny valley.
Proceedings of the National Conference on Artificial Intelligence 20 (4): 1728–1729.

22. Straub, I., S. Nishio, and H. Ishiguro. 2010. Incorporated identity in interaction with a
teleoperated android robot: A case study. In Proceedings of the 19th IEEE international
workshop on robot and human interactive communication (RO-MAN 2010), 319–144. https://
doi.org/10.1109/roman.2010.5598695.

23. Ramey, C.H. 2006. An inventory of reported characteristics for home computers, robots, and
human beings: Applications for android science and the uncanny valley. In Proceedings of the
ICCS: 2006 workshop: Toward social mechanisms of android science, Vancouver, Canada,
43–47.

24. Becker-Asano, C., K. Ogawa, S. Nishio, and H. Ishiguro. 2010. Exploring the uncanny valley
with Geminoid HI-1 in a real world application. In IHCI 2010. Proceedings of the IADIS
international conference on interfaces and human computer interaction, ed. Blashki K.,
Freiburg, Germany, July 26–30, 121–128.

25. Ho. C., K.F. MacDorman, and Z.A.D.D. Pramono. 2008. Human emotion and the uncanny
valley: a GLM, MDS, and Isomap analysis of robot video ratings. In Proceedings of the 3rd
ACM/IEEE international conference on human robot interaction (HRI’08), 169–176.

26. Nishio, S., H. Ishiguro, and N. Hagita. 2007. Geminoid: Teleoperated android of an existing
person. In Humanoid robots: New developments, ed. de Pina Filho, A.C., 343–352. InTech.

27. OpenCV Wiki FaceDetection.
28. Wittenburg, P., H. Brugman, A. Russel, A. Klassmann, and H. Sloetjes. 2006. ELAN: A

professional framework for multimodality research. In LREC 2006. Proceedings of the 5th
international conference on language resources and evaluation.

24 At the Café—Exploration and Analysis … 397

http://dx.doi.org/10.1109/robot.2002.1014810
http://dx.doi.org/10.1109/robot.2002.1014810
http://dx.doi.org/10.1145/1228716.1228735
http://dx.doi.org/10.1145/1228716.1228735
http://dx.doi.org/10.1145/1111449.1111451
http://dx.doi.org/10.1145/1111449.1111451
http://dx.doi.org/10.1109/roman.2004.1374712
http://dx.doi.org/10.1109/roman.2004.1374712
http://dx.doi.org/10.1109/alife.2007.367815
http://dx.doi.org/10.1075/is.7.3.03mac
http://dx.doi.org/10.1075/is.7.3.03mac
http://dx.doi.org/10.1109/roman.2010.5598695
http://dx.doi.org/10.1109/roman.2010.5598695


Chapter 25
At the Café—from an Object
to a Subject

Ilona Straub, Shuichi Nishio and Hiroshi Ishiguro

Abstract What are the characteristics that make an object appear to be a social
entity? Is sociality limited to human beings? This article addresses the borders of
sociality and the animation characteristics with which a physical object (here, an
android robot) needs to be endowed so that it appears to be a living being. The
transition of sociality is attributed during interactive encounters. We introduce the
implications of an ethnomethodological analysis to show the characteristics of the
transitions in the social attribution of an android robot, which is treated and per-
ceived as gradually shifting from an object to a social entity. These characteristics
should (a) fill the gap in current anthropological and sociological research,
addressing the limits and characteristics of social entities and (b) contribute to the
discussion of the specific characteristics of human–android interaction as compared
to human–human interaction.
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25.1 Introduction

When dealing with social phenomena, both scientific studies and common sense
refer to human beings as social entities sui generis. Social phenomena are discussed
as humans’ means of relating to each other as a basic unit on a micro-social level
during interaction or on a macro-social level as manifestations of society. The
established view of the social phenomena as well as targets of investigation is
characterized by a premise that addresses social relations as genuinely attributed to
human agents and is thus implicitly an anthropocentric view [2]. Cases such as
swearing at a computer when it malfunctions, addressing plants, animals, or pup-
pets or simply praying to spirits at a shrine, temple, or church are categorized by the
established social scientific positions as de-socializing activities, that is, as
“nonsocial” activities. Developments in life sciences and emerging new interaction
technologies, such as social robots, encourage researchers of social theories to
question the anthropocentric view and to redefine the range of social entities. This
allows the analysis of (a) the features necessary for the distinction of social entities
or “agency” and (b) the behavior toward a social entity as compared to that toward
objects that are considered nonsocial.

Following the concept of social constructivism, beings that are capable of
building relationships have dispositions on a higher cognitive level for the orga-
nization of social relationships. These complex cognitive structures constitute their
own laws and own kind of social reality in addition to their given nature. There
should be observable mechanisms of recognizing, accepting, and acting toward
social beings. In addition to the ascription of sociality to common human-to-human
relationships, this ascription to other beings or even objects is also obviously
observable.

As previous studies have shown [3], embodied social robots (here, android
robots) are the subjects of the personification and anthropomorphization, and even
of the incorporated identity, that are ascribed to the embodied robot by human
users. The acceptance of an android robot as a reference point for interactive actions
raises questions about the mechanisms of acceptance and the constitution of social
agency toward other entities besides human beings, and thus, about the constitution
of alter ego relations in general. How do we assume other (nonhuman) social
beings as alter egos? Which cognitive attributions must occur for the recognition
and acceptance of social agency in contrast to nonsocial objects? What features
make the difference in the perception, ascription, and behavior toward objects and
toward social beings?

In this paper, we present a study on the transition of perception and behavior
toward an android robot, which is first given the attributes of an object being,
second of a reactive tool, and finally, of a subject or social being. However, first we
present a quick overview of the different theoretical approaches that address
human-to-nonhuman (objects) relations and of the discussions of sociality beyond
anthropocentrism.

400 Ilona Straub et al.



25.1.1 Sociality Beyond Anthropocentrism

Sociality as sociocultural variation. In 1970, the sociologist Thomas Luckmann
published an article titled “On the boundaries of the social world” that addressed the
demarcations of the anthropocentric view on sociality from a phenomenological
and transcendental philosophic perspective [4]. Luckmann questioned the meta-
scientific limitation of social relationships, which are defined as exclusively
occurring between humans, and listed examples of relations between human and
nonhumans. His analysis reflects on the ethnographic studies that demonstrate
different cultural societies, with different historical backgrounds, which assert social
relations with animals, plants, gods, demons, deceased persons, external powers, or
objects. These social relations with external powers, objects, or deceased persons
are commonly discussed in ethnographic studies as “animism,” “totemism,”
“shamanism,” or “dynamism” [4, 5]. In the view of modern western societies, the
designation of relationships beyond human relations is thus considered as crossing
the border of institutionally accepted social entities and therefore labeled nonsocial.
Lindemann [6, 7] defined the framework of the borders of sociality in modern
western societies as an anthropological square, which can be proclaimed as the
anthropocentric focus of western societies. The “anthropological square” limits the
attributions of social beings to human by following institutionally accepted borders:
being alive, being dead, the human–machine difference, and the human–animal
difference. Lindemann criticized anthropomorphism in social sciences and reflected
on the causes for the borders of social beings in Western societies. She noted that
the limitations of accepted social beings are dependent on cultural and historical
legitimation in different societies and are therefore institutionalized. For a
de-anthropomorphization of theories in social sciences, research is needed on the
acceptance of social beings beyond the “anthropological square.” By, for example,
the accepted incorporation of cultural variations in social beings [8] or by the
analysis of newly emerging social agents (e.g., of robots), the “anthropological
square” could be overcome, redefined, and completed. To go beyond the “an-
thropological square” means to search for the essentials of accepted social behavior
and to widen the scope of the subject of social sciences. This idea corresponds with
Luckmann’s approach following Scheler’s [9] proclamation of phylogenetic and
ontogenetic universal projections of the alter ego onto the surrounding world,
which allows the interpretation of sociality toward each being and all objects.
Luckmann noted that the given borders of sociality in modern societies are the
results of social, biological, historical, and cultural conditions, which caused a
de-socialization of the primary and principal lifeworld and became institutionalized
and habituated during the secondary socialization process [10]. This means that the
ascriptions of sociality and the division of social beings vs. nonsocial beings are the
results of institutional manifestations and norms in different sociocultural types to
different degrees [11].

Variations in sociocultural typologies of sociality and the assumption that there
is no ready-made given border for sociality thus raises a question to which
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Luckmann sought answers: What are the fundamental and necessary characteristics
or qualities that support, affirm, and affect the apperception of social characteristics
related to, for example, an animated body in contrast to an unanimated “nonsocial”
object? Which features are essential for a being to be perceived as a social entity?

25.1.2 Excurse: Object-Related Sociality

In the following excurse, we examine concepts that suggest social agency beyond
human beings and allow an innovative approach to social agency. The aim is to
broaden the view of social sciences on human–nonhuman relations. First, we
examine the actor–network theory and then we discuss the distributed cognition
approach before we finally consider the idea of object-related social relationships.
The idea to propose a symmetrical relation between (commonly categorized as
nonsocial) objects and (human) subjects reached its summit in the actor–network
theory as stated by its main contributors Bruno Latour and Michael Callon. The
actor–network theory highlights the tight connection of humans to objects, tech-
nology, or nature in everyday activities. In this view, humans and their material
surroundings are interdependent and part of a network that considers both as actors
that are in a mutual relation during any activity. As part of a network, objects,
technology, and nonhumans supplement the actions of humans and enable their
activities in the environment [12, 13].

Although the actor–network association suspends the delineation between
humans and objects, it is driven by a fallacy that is displayed in the misapplication
of social features to nonsocial conditions. Objects surrounding acting entities are
tools, instruments, or media for pragmatic activities that are not unconditionally
considered and meant as social partners.

For providing an emphasized equation of the interdependence and relation of
nonsocial environmental conditions with human beings, the distributed cognition
approach seems to be more appropriate. According to this approach, objects,
technology, or tools aid human beings to memorize, coordinate, transform, or
utilize activities on a cognitive level. The approach indicates the integration of
environmental surroundings and tools for problem-solving that cannot be restricted
to intra-individual cognitive activities [14]. However, also here the complementary
nature of human beings and their nonsocial surroundings is not meant as a corre-
lation to social relations. Neither the actor–network theory nor the distributed
cognition approach suits our interest in analyzing the conditions that segregate
nonsocial from social beings. Our interest is in the specific characteristics nonhu-
mans must have in order to be perceived, treated, and accepted as social beings by
human beings as opposed to being treated as nonsocial objects. Therefore, ideas on
the effect of the environment, experienced as a platform to enable life and as
pragmatic aids, do not cover the question about the cues that suggest social
behavior (toward objects) to human actors.
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Knorr Cetina’s [15] approach approximates in its nature to our specific question.
In his article titled “Object-related Social Relationships in Post-traditional and
Knowledge-based Societies” (original title: “Sozialität mit Objekten. Soziale
Beziehungen in post-traditionalen Wissensgesellschaften”), he examined more
closely social relations between human and nonhumans. Knorr Cetina criticized the
neglect of sociality toward objects (which remains unaccepted) as a unique sociality
type in social scientific research. The latter focuses solely on relationships among
human beings and ignores social relations between humans and nonhumans. Knorr
Cetina presented examples of human–nonhuman (object) relations in scientific
communities and noted their contribution in the formation of newly emerging social
structures, which are confusing the common attributions of sociality. The adaptation
of sociality toward objects and the newly emerging structures are termed creoli-
sations of accepted social structures. This means that human–object relations on
the one hand have common features of sociality that are also observable in human–
human interactions but, on the other hand, also constitute a new type of relation
with different intensity and intervention means. Knorr Cetina emphasized that
object relations are partially covered by interpersonal variations in sociality and
should therefore be analyzed as their own discipline, or in other words, they should
be integrated as human–object relations into the research area of social science
studies. At this point, the argumentation needs to be extended and analyzed to cover
the fundamentals that are responsible for ascriptions of sociality.

25.1.3 Remarks on Sociality Beyond Anthropocentrism

The current discussions imply that social sciences do not explore and observe the
entire range of sociality and thus lack a proper definition of sociality and a
description of the features that contribute to the acceptance of social beings. Except
for research on cultural variations of accepted social beings [8], there is neither a
listing of different forms of sociality nor a separation of the specifics of different
social forms between humans and objects or other nonhuman social entities. Clear
characteristics of attributions to define someone or something as social entity are
missing and require an in-depth discussion (see also the arguments of Lindemann
[16]). Furthermore, no studies exist that have addressed the transition of behavior
toward nonhuman/nonsocial objects in relation to the treatment of one and the same
nonhuman/nonsocial object as a social being. Thus, the study reported in this paper
is the first attempt to characterize people’s manners of approaching and treating a
technical tool according to their gradually shifting attributions and transformations
from an object to an accepted social partner.
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25.2 Empirical Study

25.2.1 Experimental Setting

To test peoples’ recognition, acceptance, and manners of approaching a humanlike
robot in a (non-laboratory) open-public setting, the android robot “Geminoid HI-1”
was placed in a public café in Linz for a period of three weeks. Geminoid HI-1 is an
android robot that is a duplicate of its scientific originator Hiroshi Ishiguro (HI) and
is designed as a human-shaped and embodied interaction tool (see Fig. 25.1). The
android robot can be controlled via the Internet from a remote location by tele-
operation. An interface allows the teleoperator to partially control the robots
motions, to synchronize these motions with the teleoperator’s motions and to
transmit the teleoperator’s voice (condition 3, described below). One of the robot’s
purposes is to replace the person controlling it in another location and to simulate
that person’s social presence to the interlocutor facing the robot. For a detailed
description of the android robot’s technical background, material, and functional
applications, see [17].

Fig. 25.1 Android robot Geminoid HI-1 (right) at the public café seated at a dinner table. Visitors
of the café approached the android robot and showed features of recognizing the robot as
nonhuman and furthermore treating the android according to different conditions as a social entity
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To avoid attracting attention, the robot’s placement in the café was not adver-
tised. To provide the first-glance effect of a human visitor sitting in the café,
Geminoid HI-1 was seated on a chair at a dining table in a corner of the café
simulating the actions of keying in on and looking at a laptop computer (see
Fig. 25.1). The robot’s hands were placed on the keyboard of the laptop computer,
and its gaze direction was focused on the laptop’s monitor (except in conditions 2
and 3, described below, where the gaze direction was directed toward the visitors).
Public visitors could access and see the settings. Visitors approached the robot
spontaneously and were not instructed to communicate with or act toward the robot.
The setting of Geminoid HI-1 was recorded audiovisually by distributed micro-
phones and video cameras covering a surround sound and view. The android robot
was periodically switched between three different mode conditions: (1) idling,
(2) face-track, and (3) interaction. We analyzed the reactions of 30 persons in each
condition qualitatively and generalized the differing behaviors related to the con-
dition in which they occurred. The analysis thus does not focus on gender-specific
or age-related behaviors but is intended to offer a matrix of general behaviors
toward the android robot as a starting point for further analysis. In the following,
we provide a short introduction to the specific features of each condition and
continue with a comparison of the visitors’ reactions as responses to each of the
three conditions.

The results of the comparison show significant effects of the conditions on the
visitors’ relational behavior toward Geminoid HI-1 and indicate the characteristics
of sociality through transitions in treating the android robot from an object to a
subject.

25.3 From an Object to a Subject: Attitude to the Android
Robot in Different Conditions

In this section, we compare the different conditions that show the transitions in
peoples’ treatment of the android robot, starting from treating it as an object up to
relating to it as a subject. We introduce the manner in which people approach an
android robot and act differently in nonverbal, reactive, and verbal manners
according to the different nonverbal, reactive, and verbal conditions in which the
robot is set up.

25.3.1 Idling Condition

Description of the android robot’s activity. The android robot shows neither
reactiveness nor motivational reference to environmental, personal, or social cir-
cumstances. It performs motions in preprogrammed patterns. At first glance, the
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android robot’s behavior suggests that it is writing on a laptop computer: it stares at
the screen, has its hands placed on the laptop, and performs head motions in a
logarithmic tonus from left to right, from looking up to looking down. The robot
simulates micro-motions suggesting breathing through slight motions of the breast.
Furthermore, the android robot is programmed to move its right foot up and down
at certain intervals, and it sways its torso slightly back and forth. When a person
approaches, the android robot continues its idling mode and stares at the laptop.

Reactions of approaching persons. People observe Geminoid HI-1 from a dis-
tance. If the android robot arouses their interest, they approach the table and watch
Geminoid’s motion patterns. There is a great interest in the manufacture of the
robot, and therefore, people tend to touch the parts of Geminoid that appear to be
skin (the skin is made from silicon). Beforehand, they examine the reactiveness of
Geminoid through verbal utterances and motions in its immediate environmental
space. A group of people (consisting of at least two persons) start to talk about the
robot and describe its outer humanoid appearance, material, their perceptual and
emotional experience, and their attitude toward the robot.

In the idling condition, the android robot Geminoid HI-1 shows no re-/action to
environmental stimuli and social cues and is treated like an object by the people.

25.3.2 Face-Track Condition

Description of the android robot’s activity. Geminoid HI-1 moves in a prepro-
grammed fashion as in the idling condition, except for its head motions, which
show reactiveness toward appearing persons. The android robot is equipped with a
face-tracking system that causes the android to lift its head in the appropriate
direction in which the heads or faces of human beings appear in a range of about
4 m. Thus, the android robot’s behavior suggests reactiveness and attentiveness
toward the approaching persons.

Reactions of approaching persons. If people realize the android robot is gazing
in their direction as they pass, they tend to watch the robot for a few seconds or to
approach its table. Sitting at the table, the robot continues to track their faces and to
gaze in their direction, offering eye contact. People tend to address the android
robot with verbal utterances such as a greeting or ask about its condition or name.
As soon as they receive no response, they realize the limited skills of the robot. The
people most frequently check the limitation of its skills on the reactive nonverbal
level, such as its range of head motions and gaze direction. As soon as they realize
the robot’s gaze motion is limited, they tend to talk about the robot or attempt to
understand its mechanics or technical functioning. Unlike in the idling condition, a
group of people (consisting of at least two persons) start to talk about the robot,
addressing topics such as its humanoid appearance, material, their perceptual and
emotional experience, and their attitude toward the robot.

In the face-track condition, Geminoid HI-1 shows reactiveness toward people
passing it and offers limited nonverbal and visual feedback as a social cue.
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People confronted with the face-track condition tend to treat the android robot as an
animated, reactive being with limitations in cognitive skills (reactive only on a
bodily level).

25.3.3 Interaction Condition

Description of the android robot’s activity. In this condition, the android robot is
teleoperated by a person and has the following features in addition to the idling
motions. The robots’ head motions can be controlled and the robot thus seems to act
according to (a) social or (b) environmental circumstances by displaying appro-
priate gaze behavior. For example, when people approach the robot’s table, the
teleoperator can control the head motions according to its gaze direction toward the
visitors. Additionally, the robot can switch its gaze between different persons, the
laptop, or other visual surroundings. The intervals of gaze can be controlled, and a
specific person can be addressed by the gaze direction of the android robot. Fur-
thermore, it is provided with a voice (spoken words from the teleoperator) and is
thus able to perform utterances, such as a greeting or responses to questions. In this
mode, the android robot is suggesting reactiveness, mutual attentiveness, and
contingency in reactions to the visitors and is thus simulating higher cognitive skills
than in the prior conditions.

Reactions of approaching persons. People look at Geminoid HI-1 and respond
to its verbal address. They tend to maintain eye contact and continue to have a short
talk with the android robot on topics such as its name, origin, and functioning
mechanism. We can observe a limitation of the visitors’ nonverbal actions to check
Geminoid HI-1 s’ reactiveness and observe instead that they check Geminoid
HI-1 s’ cognitive skill limitation. Very few persons touch the android robot, and
those who do ask its permission to do so. We can also observe an increase in
smiling and mimicking behavior toward the robot, together with the use of gestures
for deictic references or as an addition to communication goals.

In the interaction condition, the robot shows reactiveness toward environmental
circumstances by producing and reacting to social cues. Thus, the robot seems to act
according to complex circumstances and offers contingencies in its verbal and
nonverbal expressions. The people respond to the robot in a manner that legitimates
the declaration that Geminoid HI-1 is a social being.

25.4 Results

Our study examined the transition of attitudes toward an android robot, starting
from its perception as a mere object and shifting to its perception as a responsive
and reactive tool, and highlighting its acceptance as a social being. The analysis
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focuses on the activities of both (a) the android robot and (b) the human visitors
(exploring the robot).

(a) We could observe three reactive conditions of the robot’s activity, which
increase in complexity related to its responses to environmental conditions and
to the generation of and reaction to social cues. In the first condition (idling),
the robots’ activity is self-centered and restricted to micro-motions. The robot
shows no irritation in reaction to environmental changes or the social cues of
people who explore it. In the second condition (face-track), the android robots’
activity is related to reactive responses evoked by environmental changes and
the stimulus of approaching people. Its actions depend on the face-tracking
system, but nevertheless the robot adjusts to the occurrences in the environ-
ment. The android robot relaxes its stiffness as a self-centered object and is
reactive to environmental changes. In the third condition (interaction), the
android robot is teleoperated as a manipulated object and directed by an
operator who adjusts its activity and acts as its senses (eyes/ears/proprioception)
related to occurrences in the environment. These occurrences include social
cues. We can observe that its adjustments of paraverbal and nonverbal features
(in relation to the environmental occurrences) increase the acceptance of the
android robot as a responsive social being. The robot’s activity thus shifts from
that of a self-centered object (idling condition), to that of a reactive tool
(face-track condition), and its ability not merely to react to circumstances in the
environment, but also to synchronize its activity with given environmental
occurrences and social activities is highlighted. Furthermore, the android robot
seems to initiate and cause changes in the environment on a social level. In the
interaction condition, the android robot adjusts its activities related to envi-
ronmental changes and causes social persons to adjust to its activities on the
paraverbal, nonverbal, and verbal level.

(b) The reactions of the human visitors to the android robot do also depend on its
activity. In the idling condition, we can observe the visitors’ interest in the
human appearance of the android robot and we have access to their attitudes to
it. Furthermore, we can observe that the visitors talk about the robot in its
presence and that they do not maintain a physical distance from the robot (e.g.,
they touch the robot or observe its facial area closely). The self-centered
micro-motions and the fact that the robot does not give feedback to environ-
mental changes or social cues limits the peoples’ expectations of the robots
skills and abilities. The data show that people do not expect cognitive skills and
physical responses from a self-centered robot; thus, in the idling condition,
people explore the robot as they would an object.

In the face-track condition, we can observe the visitors’ irritation caused by the
eye contact provided by the humanoid robot. Since the eye contact does not have
vary, but rather the robot’s gaze constantly follows the head positions of the visi-
tors, they soon realize its restricted skills. By motions of their hands and by moving
in the robot’s close environment, the visitors put the robots reactiveness to the test
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and soon realize that its face detection ability is limited. This condition shows that
at the beginning of the encounter the visitors are uncertain about the robot’s skills
and in doubt whether they are encountering a human or a robot. The restricted
responsiveness of the robot to approaching visitors causes them to test the robot’s
abilities. When they realize its limited skills, they tend to treat the robot as an
object. The synchronization of the paraverbal, nonverbal, and verbal features of the
android robot and its responses according to environmental changes, together with
the production of changes on social cues, influence the visitors to behave com-
pletely differently toward the android robot. They do not touch the robot without
permission and their testing of skills switches from tests of physical skills to tests of
cognitive ability (knowledge). The people ask the android robot about its func-
tioning and about biographical facts. Their irritation with the robot’s mismatch of
body posture is thus replaced by interrogations of the robot by verbal means. We
can observe that people explore the robot in a highly social manner.

From the above, we can conclude that an increase in the reaction to environ-
mental occurrences, the production of social responses, and reactions to social
activities (by, e.g., synchronization of body posture or gaze direction, in addition to
verbal utterances) increases the acceptance of a technical tool as a social being. The
analysis of the data offers a description of the modes of behavior toward an android
robot and contributes to the deconstruction of anthropocentric theories of sociality.
Follow-up studies on social theory should integrate the results of human–(android)
robot encounters into current theories of sociality.

25.5 Discussion

As the results show, human users treated the android robot. Geminoid HI-1 dif-
ferently under each of the three conditions (1) idling, (2) face-track, and (3) inter-
action. We can observe a shift in attitudes toward the android robot from treating it
as an object to treating it as a subject, depending on the interrelation of the fol-
lowing three features: (a) increasing self-reference, (b) appropriate references to
circumstances in the environment, and (c) reactive and initiating references to other
social agents. In the discussion of theories in social sciences, the anthropocentric
view should be replaced with a broader view of social agency. Through research on
technical tools, which are meant to simulate social agents, Lindemann’s concept of
the “anthropological square” as the dominating point of reference in social studies
(and in western societies) could take a turn to a concept that includes nonhuman
(beings or objects) as accepted referents of social actions. The current study ana-
lyzed the acceptance of an android robot by human users and could offer a step in
the direction of “creolisations of accepted social structures,” (as mentioned by
Knorr Cetina) as a variation of human relations, leading to the fundamentals of
sociality, as mentioned by Luckmann.

For theoretical reflection on sociality, the occurrence of the three features
(a) increasing self-reference, (b) appropriate references to circumstances in the
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environment, and (c) reactive and initiating references to other social agents should
be applied to other studies on the acceptance of nonhuman social beings to verify
them as general features of sociality and for the formulation of a general theory on
the fundamentals of sociality.
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Chapter 26
At the Hospital

Eri Takano, Yoshio Matsumoto, Yutaka Nakamura, Hiroshi Ishiguro
and Kazuomi Sugamoto

Abstract Recently, many humanoid robots have been developed and actively

investigated all over the world in order to realize partner robots which coexist in

the human environment. For such robots, high communication ability is essential

in order to naturally interact with human. However, even with the state-of-the-art

interaction technology, it is still difficult for human to interact with humanoids with-

out conscious efforts. In this chapter, we apply the android robot, which has a quite

similar appearance to a human, to a bystander in human-human communication. The

android is not explicitly involved in the conversation, however makes small reactions

to the behaviors of the humans, and the psychological effects on human subjects are

investigated. Through the experiments, it is shown that mimicry behavior of the sub-

ject by the android is quite effective to harmonize the human-human communication.

This chapter is a modified version of a previously published paper [1], edited to be comprehen-

sive and fit with the context of this book.
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26.1 Motivation and Related Work

Recently, many humanoid robots have been developed and actively investigated

worldwide in order to realize partner robots that can exist in the human environment.

High-level communication ability is essential for such robots so that they can nat-

urally interact with humans. Among these robots is an android robot developed by

Ishiguro et al. [2], the appearance of which is quite similar to that of a human. It is

very important that the generated motions and behaviors of an android appear natu-

ral since an android displaying unnatural motions may give a worse impression than

other robots, as the “uncanny valley” theory [3] insists. Noma et al. showed that 70%

of human subjects were unable to distinguish an android from a human by observ-

ing it for two sec when small humanlike fluctuations that correspond to breathing

and blinking were added to its static posture [4]. They also showed that 77% of sub-

jects recognized the android as a robot when it was standing still. This indicates that

small differences in an androids behavior can result in a large difference in people’s

impression of it.

However, no psychological studies on androids have thus far been conducted in

which the influence of their behavior on humans in the context of communication

was examined. Thus, the aim of this study was to investigate the psychological effects

of the presence and the behavior of an android on real communication. In research in

the field of psychology, it has been shown that the nod and facial expressions are two

major channels in nonverbal communication by which humans judge the degree of

intimacy [5]. In addition, the “chameleon effect,” which constitutes the mimicking

behavior of the conversation partner in bilateral communication, is known to make

human–human communication smoother [6]. We hypothesize that the behavior of

an android positively affects human communication when nodding and a smiling

expression are appropriately generated.

26.2 Android as a Bystander in Trilateral Communication

26.2.1 Android Robot

Figure 26.1 shows the android robot Repliee Q2 utilized in this research study. The

main features of the android are its appearance and motions, which resemble those

of a human. The face of the android is constructed from soft silicon rubber and

copied from a real human face. The height of the android is approximately 150 cm,

and the upper body including the face has 42 degrees of freedoms. The lower body
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Fig. 26.1 Android robot Repliee Q2

(i.e., the legs) cannot be moved. All of the degrees of freedom are driven by pneu-

matic cylinders using an air servo system. Therefore, an air compressor is necessary

for controlling the android. The face has 13 degrees of freedom, which allows vari-

ous facial expressions. The position of all the joints is controlled using an external

PC. The use of air actuators provides the robot with the physical compliance that is

required to realize smooth motion and safe interaction with humans.

26.2.2 Android as a Bystander

Many robotic systems that can interact with humans have been designed. For exam-

ple, a humanoid robot, ROBITA, can communicate with two persons [7] by rec-

ognizing speech and vision information. However, the conversation partners have

to take into account the ability of the robot when interacting with it, and thus, the
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communication is quite limited. Even state-of-the-art robots cannot easily maintain

a long direct interaction with a human since their communication abilities, such as

speech recognition, speech synthesis, dialog processing, and gesture generation, are

far from those of humans.

In order to compensate such disabilities, we took an approach in which the android

is utilized as a bystander in trilateral communication. Several research studies have

addressed trilateral communication in robotics, where the role and the relationship

of three subjects, each of which is a human or a robot, can be variously determined

(e.g., [7, 8]). In this study, we addressed a situation comprising a real clinical exam-

ination at a hospital, where a doctor and a patient seriously communicate with each

other in an examination room. The android acts as a bystander, like a nurse or a medi-

cal student, and does not explicitly participate in the conversation. That is, it directly

interacts with neither the doctor nor the patient. Our hypothesis was that, despite

the lack of interaction, the nodding and a smiling behavior of the android bystander,

when appropriately generated, would positively affect human communication.

26.3 Preliminary Experiment with Human Bystander

26.3.1 Experimental Condition

We first conducted a preliminary experiment using a human bystander in order to

confirm how the behavior of a bystander psychologically affects patients in an exami-

nation room. This experiment was performed in an orthopedics examination room in

the outpatient department of Osaka University Medical Hospital. Forty-four patients

aged in their thirties to seventies (on average, in their fifties) participated in the exper-

iment. In this experiment, a female graduate student, wearing a white coat so that she

would resemble a nurse or a medical student, played the role of a bystander observing

the examination. She behaved in one of two conditions as follows:

∙ Condition 1: Synchronized with patients: The bystander nods and smiles in syn-

chrony with the patient,

∙ Condition 2: Without expressions: The bystander does not either nod or smile.

The behavior in Condition 1 was determined based on the chameleon effect found in

bilateral conversation. We first asked the subjects about their opinion on the presence

of the bystander, and they selected one response to the question from among the

following three alternatives:

∙ Prefers presence: I preferred the presence of the bystander,

∙ Indifferent: I was indifferent to the presence of the bystander,

∙ Prefers absence: I didn’t like the presence of the bystander.

The experimental results for this question are shown in Table 26.1. The subject’s

impression on the bystander seem to be better in Condition 1; however, the dominant
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Table 26.1 Subjects’ opinion on the presence of the human bystander

Condition 1 (%) Condition 2 (%)

Prefers presence 33.3 4.3

Indifferent 61.9 91.3

Prefers absence 4.8 4.3
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Fig. 26.2 Experimental results of preliminary experiment with human bystander

opinion of the subjects was that they were indifferent to the presence of the bystander.

Most of the subjects also mentioned that the bystander was irrelevant for the clinical

examination. Then, the subjects were asked the following six questions about the

examination.

∙ Q1. Did the doctor listen kindly to your opinion?

∙ Q2. Did the doctor empathize with you?

∙ Q3. Was the doctor’s attitude good?

∙ Q4. Did you understand the doctor’s explanation?

∙ Q5. Was the doctor’s explanation satisfactory?

∙ Q6. Was your anxiety decreased by the clinical examination?

Figure 26.2 shows the responses of the subjects to the questions. It can be seen in

this figure that the responses to all questions show that the smiling and nodding

behavior of the bystander in synchrony with the subjects positively affected them

at a statistically significant level. It should be noted that the questions were related
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not to the bystander but to the clinical examination. It should also be noted that the

subject’s conscious impression of the bystander in both conditions was not different

at a significant level, as shown in Table 26.1; however, the existence of the human

bystander clearly affected the impression of the subjects unconsciously.

26.4 Clinical Experiment with Android

In order to confirm the hypothesis that the appropriate behavior of an android

bystander can positively affect human communication, we conducted a clinical

experiment at Osaka University Hospital with the authorization of the Ethical Review

Board. This experiment was also performed in an orthopedics examination room in

the outpatient department; its duration was approximately one month.

26.4.1 Experimental Setup

The android was placed behind the doctor, as shown in Fig. 26.3, and a PC terminal,

together with an air compressor to drive it, was placed in the neighboring room.

The patients could observe the bystander in their peripheral visual field, while it was

not within the doctor’s field of view. The doctor and patients were asked to conduct

an examination as usual; most of the subjects did not consciously pay attention to

the bystander android. The behavior of the bystander android during the clinical

examination was generated in the following four conditions.

ca
mera

Motion Recognition

Operator

Control PC
Smiles, Nods

Motion Generation

Motion Database
- Smiling
- Nodding
- Idling

Android

Patient

Doctor

Fig. 26.3 System setup for clinical experiment
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∙ Condition 1: Synchronized with patients: The bystander nods and smiles in syn-

chrony with the patient,

∙ Condition 2: Without expressions: The bystander neither nods nor smiles,

∙ Condition 3: Random: The bystander nods and smiles randomly,

∙ Condition 4: Synchronized with doctor: The bystander nods and smiles in syn-

chrony with the doctor.

One of these conditions was assigned to each subject. The bystander androids’ behav-

ior was controlled according to the condition during the clinical examination. Con-

dition 1 corresponds to the chameleon effect, and we expected the psychological

effect on the patient to be good. In Conditions 1 and 4, an operator in the neigh-

boring room observed the examination room through a monitor and determined the

timing of the androids nodding and smiling behavior. In all conditions, the android

was constantly moving slightly to decrease the unnaturalness of its appearance [4].

Sixty-four patients (24 males and 40 females) took part in the experiment as subjects.

The same doctor took part during the entire experiment, but was not informed of the

experimental conditions. In addition, we also asked some patients who experienced

a normal examination without the android in the room to fill the same questionnaire

to provide a comparison.

26.4.2 Experimental Results

The most frequent response of the subjects concerning the presence of the bystander

robot in all conditions was that they were indifferent to its presence, which was the

same result as that of the preliminary experiment. However, the android’s presence

tended to be preferred when the its behavior was synchronized with that of the patient

in Condition 1. In fact, many subjects also commented that the presence was com-

fortable or relaxing in this condition. Another frequent comment was that they were

interested in the android, and therefore, the subjects seem to have regarded it as an

object of interest rather than of communication.

Figures 26.4 and 26.5 show the responses of the subjects to the questions about

the clinical examination. The questionnaire was the same as that utilized in the pre-

liminary experiment. In Fig. 26.4, the impressions of the subjects in Condition 1

(android synchronous with subjects) and Condition 2 (android without expressions)

are compared with those in the case where no android was present in the examination

room. When the android did not express smiling and nodding behaviors, the impres-

sion of the subjects as expressed by their answers to all the questions was worse than

when the android smiled and nodded in synchrony with the subjects. These are the

same results as those for the preliminary experiment. In addition, it became clear

that the subject impressions were even worse than in the case where the android was

not present in the examination room.

As shown in Fig. 26.5, the timing of the smiling and nodding behaviors was varied

in order to investigate the effect of the synchronization of the android
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with the subjects. The best timing of the android’s behavior was that in which it

was synchronized with the subjects, which yielded a significantly higher score than

the random timing condition. An unexpected result was that the condition where the

android was synchronized with the doctor yielded a worse impression than the other

two conditions, although the number of nodding and smiling behaviors was similar.

This is probably because the subjects unconsciously recognized that the android was

empathizing not with them but with the doctor.

26.5 Conclusion

In this study, we investigated the psychological effects of the presence and the behav-

ior of an android on trilateral communication during a clinical examination at a hos-

pital. The experimental results indicate that the behavior of the bystander android

affected the subjects impression of the communication and that the synchronization

of the android with the subject was important for yielding positive effects. The best

results were achieved when the android smiled and nodded in synchrony with the

patient, and our hypothesis was thus supported. We also obtained the result that both

the android without expressions and the android synchronized with the doctor pro-

duced an even worse impression on the subjects than the case where no android was

present. It was also shown that even the current android, with its low interaction

ability, could be applied as a bystander in the practical clinical situation to improve

communication.

Our future work will include further investigation of the effect of the appearance

of the robot in order to confirm that other humanoids with a mechanical appearance

and a CG agent on the monitor have a similar psychological effect. Currently, the

behavior of the android is most effective when it is synchronized with the subject;

however, we should also test other timings, such as changing the synchronization

target according to the context of the conversation. We are also planning to automate

the recognition process of the behavior generation system of the android by utilizing

vision technology.
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Chapter 27
At the Department Store—Can Androids
Be a Social Entity in the Real World?

Miki Watanabe, Kohei Ogawa and Hiroshi Ishiguro

Abstract In this paper, we discuss an autonomous android robot that is recognized

as a social entity by observers in the real world. We conducted field experiments to

investigate the type of function with which an android should be provided so that

it is can be recognized as a social and humanlike entity by observers. In the field

experiment, the android conversed with multiple visitors through several touch dis-

plays. The results show that the visitors evaluated the android as humanlike, although

this type of interaction differs from normal human–human interaction. Moreover,

the results of the experiment suggest that the android exerts a social influence-

advertisement effect on visitors.

Keywords Android ⋅ Human–robot interaction ⋅ Conversation system

27.1 Introduction

The number of partner robots [2] present in our daily lives has been gradually increas-

ing, and the roles of robots have become more diverse with the increase in the variety

of robots available on the market. In the future, android robots having an appearance

that closely resembles that of a human could be employed instead of humans in

locations where the presence of a receptionist or a guard, for example, is required.

An android robot called Repliee Q1 was developed in 2005. Repliee Q1 can reply

to a human autonomously according to the input into the system from a tactile

This chapter is a modified version of a previously published paper [1], edited to be comprehen-

sive and fit with the context of this book.
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sensor, a floor sensor, and a microphone. Unfortunately, the quality of the input

data is insufficient for providing a humanlike response. This mismatch between

the anthropomorphic appearance and the machinelike response may lead to a prob-

lem known as the Uncanny Valley effect [3]. In order to overcome this problem,

Geminoid HI-1, which is copy of a real person, was developed with tele-operational

functionality, which enables a human operator to provide responses instead of an

autonomous system [4]. Another Geminoid version, called Geminoid F, is being

used as an actress in the “Android Theater.” In the limited situation of a theater play,

Geminoid F can be perceived as a real human.

As mentioned above, several questions on natural language processing, computer

vision, and reasoning systems remain to be answered before an autonomous conver-

sation system for real-world usage can be created for robots. However, in specific

situations, an android can be perceived as a humanlike entity by people. Further-

more, in these situations, an android that can interact with people in the real world

can affect them positively.

In this paper, we describe an autonomous conversation system that allows an

android to interact with people in limited interaction situations. We performed a

field experiment using this system to evaluate how people perceive Geminoid F and

how Geminoid F affects people when it interacts with them. We analyzed the human

behavior using video observation and questionnaires.

27.2 Field Experiment

The purpose of this experiment was to verify how people perceive Geminoid F and

how it affects people during an interaction by generating conversations between

Geminoid F and multiple visitors via touch displays. In this study, Geminoid F con-

versed with the visitors in a department store via three touch displays (Fig. 27.1).

Four questions were shown on the touch displays. When a visitor touched one of these

questions, Geminoid F answered making eye contact with the person. The questions

were chosen randomly from 50 questions related to the robot and the department

store. In the case of one-to-one conversation, it is difficult to create an autonomous

system using our system, because deeper content is required. However, conversa-

tion with multiple people enables every interacting user to independently initiate a

one-turn conversation with Geminoid F. We expected that these simple interactions

would give users the feeling that they were more engaged in the conversation. We

evaluated human likeness and how people perceived Geminoid F through question-

naires and by analyzing the video data recorded at the two touch displays (duration,

78 h and 7 min). We also observed the interactions between people and the android

that occurred during the experiment.
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Fig. 27.1 Experimental situation

27.3 Results

Out of 2159 people who talked with Geminoid F using the touch displays, we ran-

domly interviewed 60 (39 female, 21 male). Furthermore, we interviewed 40 people

(24 female, 16 male) who only observed the interaction. We analyzed the data of the

two groups separately. We can state that the visitors understood how to interact with

Geminoid F without any instructions, as most of them attempted to talk to Gemi-

noid F by using the touch display. In the interviews, we asked questions addressing

the naturalness of the conversation with Geminoid F, its behavior, how much time

the interviewees felt they could spend talking with it, and what kind of questions

they would like to ask it. In their responses to the question addressing the natural-

ness of the conversation, we found that 68.3% of the interviewees who talked with

Geminoid F and 77.5% of those who only observed it evaluated the robot positively;

i.e., they rated it with a score of 5 or higher on a 7-point Likert scale (Fig. 27.2).

Furthermore, the naturalness of the behavior was evaluated positively by 61.7% of

interviewees who talked with Geminoid F and 80.0% of those who only observed it

(Fig. 27.3). This means that the interviewees accepted this situation and recognized

Geminoid F as a humanlike entity, although the situation was different from normal

human conversation. In response to the question about the length of time that they

felt that could spend talking with Geminoid F, 41% of the interviewees answered

that they could spend more than one hour, and some answered that they wanted to

live with Geminoid F eternally (Fig. 27.4 (Left)). Furthermore, 64% were interested

in its daily life or private matters (Fig. 27.4 (Right)). This means that Geminoid F
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Fig. 27.2 Naturalness of the conversation with Geminoid F

Fig. 27.3 Naturalness of the behavior of Geminoid F

Fig. 27.4 Left: How much time can you spend talking with Geminoid F? Right: What would you

like to ask to Geminoid F?

aroused the visitors’ interest, although they interacted with it in a limited situation,

and that it was perceived as a humanlike entity.

In addition, the sweater and skirt that Geminoid F was wearing were afterward

sold out, suggesting that Geminoid F could be an effective advertising medium.

The female visitors said that the costumes that Geminoid F wore were very beautiful,
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and they asked where they could buy them. Sales staff said that the sales were con-

siderably higher than usual. Based on these facts, we assume that Geminoid F could

produce the above-mentioned incidental effect because the visitors perceived Gemi-

noid F as a humanlike and social entity and desired to own it.

27.4 Conclusions

We developed an autonomous conversation system that is able to interact with peo-

ple in a limited situation. In our experiment, we focused on a situation where an

android was working. Our experimental results showed that the android can inter-

act with people autonomously and they perceive it as a humanlike and social entity.

The results of this study can be applied to design an autonomous android robot that

will be recognized as a social entity by observers in the real world. In the future,

by improving the content of the conversation according to various other practical

situations, it may be possible to start using androids in the real world.

References

1. Watanabe, M., K. Ogawa, and H. Ishiguro. 2014. Field study: Can androids be a social entity

in the real world? In 2014 ACM/IEEE international conference on Human-robot interaction,

316–317.

2. Fujita, M. 2000. Development of robot entertainment system AIBO (Special features human

interface out of box). Information Processing Society of Japan 41 (2): 146–150.

3. Mori, M., K.F. McDorman, and N. Kageki. 2012. The uncanny valley. IEEE Robotisc and
Automation Magazine 19 (2): 98–100.

4. Becker-Asano, C., K. Ogawa, S. Nishio, and H. Ishiguro. 2010. Exploring the uncanny valley

with Geminoid HI-1 in a real-world application. In IADIS international conference on interfaces
and human computer interaction, 121–128, Freiburg, Germany.



Chapter 28
At the Department Store—Can Androids
Be Salespeople in the Real World?

Miki Watanabe, Kohei Ogawa and Hiroshi Ishiguro

Abstract The roles of robots in the real world have become more diverse according

to the bodily properties with which they are endowed. In this study, we aimed to

determine the roles that androids, the bodily properties of which resemble those of

humans, could serve in the real world. Selling and purchasing are common human

activities. Therefore, we propose the use of an android as a salesperson utilizing

cognitive and affective strategies that exploit the advantages of online- and counter-

selling methods. We conducted a field study to investigate whether androids can sell

goods in a department store. The results show that the sales strategies were effective

and that over 10 days the android sold 43 sweaters that cost approximately $100 each.

These results provide important knowledge for determining how androids may fill

new roles and communicate with humans in the real world.

Keywords Android robot ⋅ Field study ⋅ Sales ⋅ Conversation ⋅ Affection

Human–robot interaction

28.1 Introduction

The number of robots present in our daily lives has been gradually increasing, and

their roles have become more diverse according to the bodily properties with which

they are provided. In particular, humanoid robots that have bodily properties similar
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Fig. 28.1 Android called

Geminoid F

to those of humans have been used in real-world applications. For example, Kanda

et al. reported that humanoid robots can serve as guides in a shopping mall [2].

Shiomi et al. also used humanoid robots for advertisement, and they developed a

robot system for distributing coupons in a shopping mall [3]. In addition, a robot

with an animal appearance, Paro, has been used in the real world. Paro’s baby-seal

appearance and its interaction function are considered to contribute to its effective

use as a therapeutic robot in care facilities for older persons [4]. This example implies

that the outer appearance of a robot is tightly connected to the situation in which it

is applied in the real world.

An android (Fig. 28.1) that resembles a human can serve in a situation where

its application was not previously expected. The android utilized in this research

is called Geminoid F and was developed in 2010. Its facial expressions are suffi-

ciently rich to convey emotions to an interlocutor. Several studies demonstrated cer-

tain unique characteristics of this android. For example, Nishio et al. reported that

this android could be a medium for transferring an actual human’s presence [5]. Fur-

ther, Watanabe et al. showed that Geminoid F can conduct a natural conversation

with customers as a receptionist, and it was perceived as a social entity in the real

world [6].

Selling and purchasing are common activities in humans daily lives. Recently, the

types of sales activities have been changing. One type, online shopping, has spread

widely with the increase in Internet use. In addition, the method of counter selling in

a department store is still popular, because customers desire to experience a social

relationship with a salesperson when purchasing goods [7]. These two types of sales

activity have different advantages. The advantage of online shopping is the avail-

ability to the customer of specific information, such as the specifications of electri-

cal devices (e.g., a laptop PC, a smartphone, or an audio surround system), whereas

the advantage of counter selling is the salespersons ability to affect customers when

they purchase goods that have less specific criteria that influence their choice, such

as a dress or accessories. An android is clearly an artifact; however, it is still
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recognized as a human-like entity. This unique feature allows the android to utilize

both the online- and counter-selling methods.

In this paper, we propose using an android as a salesperson that provides the

customer with detailed information and affects them through conversation. We con-

ducted a field study to investigate whether the android could sell goods to humans

through conversation in a real sales situation. Moreover, we discuss the reasons why

customers purchased from the android and what types of customer accepted the sales

activity of the android.

28.2 Related Work

As mentioned previously, online shopping has become widespread with the increase

in Internet use [8]. Many technologies have been proposed. Sekozawa et al. devel-

oped a recommendation system for online shopping that can extract customers’ tastes

on the basis of big data [9]. This system has already been implemented in Web ser-

vices, such as Amazon and e-Bay. As an aspect of psychology, the reasons why

humans use online shopping have been discussed. For example, Ward et al. noted

that a person who shops online feels less annoyed than he/she would when purchas-

ing at a counter, where communication with salespeople is involved [10]. The results

of these studies imply that the availability of more information online is sufficient

for persuading customers to purchase goods.

However, counter selling is still popular because humans regard social relation-

ships with a salesperson as important for purchasing goods. The selection of goods

that have less specific choice criteria may be rather difficult for customers if they lack

confidence. Therefore, customers desire to ask the subjective opinions of salespeo-

ple to facilitate their purchasing decision. The results of several studies indicated that

the attribution of the source of a message significantly influences how the message is

perceived by the recipients [11, 12]. Hence, affecting customers such that they form

a positive relationship with a salesperson is important, because they will then accept

a subjective opinion that consequently leads to the purchase of goods.

In this study, we implemented a conversation system that can cognize information

and affect customers in a sales situation. Through an application of the system, we

validated the performance of an android as a salesperson that sells sweaters in a

counter-selling situation.

28.3 Field Study

In this study, we investigated whether androids could serve as salespeople in the real

world through a field study in a department store. The situation was a counter-selling

situation in which Geminoid F conducted a conversation with a customer via a touch

display (Fig. 28.2).
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Fig. 28.2 Sales situation: conversation with Geminoid F through a touch display

28.3.1 Commodity

The androids sold cashmere sweaters that are manufactured in a variety of types

and color, a total of 105 different sweaters. For males, there were 4 types (U-neck,

V-neck, cardigan, and turtleneck sweater) and 8 colors for each type, whereas for

females, there were 4 types (the same as for males) and 18 colors for each type.

28.3.2 Strategy

In this study, the android utilized two strategies for selling goods. As mentioned

previously, the perception and availability of specific information, as well as the

salespersons ability to influence customers, are important for achieving the sale of

a product to a customer. Therefore, we expected that utilizing both cognitive and

affective strategies might be effective for selling goods. Specifically, the android first

provided a color consultation to the customers to determine a suitable color for them.

Second, after informing the customers which color was suitable for them, the android

complimented them and gave them a subjective impression to evoke their affection

and persuade them to purchase sweaters.

28.3.3 Sensor System

In this system, we use a Kinect sensor to detect the situation in front of the android.

When no customer was sitting in the chair in front of the android, the android called
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out to customers, saying “Welcome to the shop,” “Would you like me to analyze

your personal color?” “I can recommend sweaters that suit you.” When the sensor

determined that a customer was sitting in the chair, the android started to converse

with the customer. During the conversation, the sensor detected the face position

of the customer, and the android made eye contact with and nodded back to the

customer.

28.3.4 Conversation System

The android conversed with customers through a touch display (Fig. 28.3). A touch

display was employed because a precise voice-recognition system is required for a

conversation. Recently, the quality of voice-recognition systems has been improved,

but it is still not satisfactory for androids, in particular in a noisy environment,

because they are expected to have the same quality of voice-recognition ability as

humans owing to their human-like appearance. We installed a touch display in front

of the android, which showed several questions and replies that could be addressed to

the android. When a customer touched one of these questions or replies, a recorded

voice was output from the display according to their choice. The voice was altered

according to the gender of the customer to make them feel that they were actually

talking to the android. Then, the android produced utterances regarding the question

or reply that the customer had selected. Moreover, as an advantage, the customer

had to choose from the inductive selections on the touch display to communicate

Fig. 28.3 Using a touch display to talk with Geminoid F
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with the android. For example, during the color-consultation phase, the fact that only

one selection option was displayed, “Please provide me with a color consultation,”

caused the customers to feel that they were willing to ask the android for this service.

28.3.5 Conversation Scenario

We prepared a conversation scenario in advance, which was divided into four parts.

The duration of the conversation was approximately 15 min. In the first part of this

scenario, the android greets and builds a social relationship with a customer. The

android asks about the customers gender, hobbies, and so on. In the second part, a

color consultation is provided to the customer. The android does not ask the cus-

tomer questions directly but derives information by using “cold reading,” which can

derive information from a person without prior knowledge. For example, the android

says “Your eyes are really beautiful. Are your eyes brown?” The customer replies

“Yes, my eyes are brown,” or “No, my eyes are black.” In the third part, the android

recommends several sweaters according to the results of the color consultation. The

customer then selects one of the sweaters that the android recommends, and a human

salesperson brings the sweater to the customer. A customer examines his/her appear-

ance with the sweater and asks the android whether the sweater is suitable or not.

Then, the android compliments the customer in an exaggerated manner. If a cus-

tomer wants to look at another color or type of sweater, the android repeats this part.

During the fourth part, the android persuades the customer to purchase a sweater.

The android asks whether the customer wants to purchase the sweater. Even if a cus-

tomer’s answer is no, the android continues the conversation to further persuade the

customer (e.g., Android: Was my recommendation bad? Customer: Yes, your rec-

ommendation was bad. Android: I’m so sorry about that, but I did my best to help

you. Would you reconsider purchasing a sweater from me?). The android attempts

to persuade the customer three times at most. Then, the android says good-bye. As a

strategy in all parts, the android forces customers to select a negative response with

the expectation of deriving a positive attitude toward the android.

28.4 Results

28.4.1 Sales Results

We conducted a two-week field study at a department store in Osaka, Japan. The

android served 515 customers over this period. Note that it took four days to stabi-

lize the androids conversation system; therefore, we used the data from the fifth day
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Fig. 28.4 Breakdown of customers who bought sweaters by gender

onward. According to the sales results for these 10 days, the android served 349 cus-

tomers and sold 43 sweaters. The gender breakdown of the customers is 349 women

and 27 men. Of these customers, 8% of women and 23% of men purchased sweaters

(Fig. 28.4).

The average age of the female purchasers was 60.6 years old and of male pur-

chasers 70.0 years old. A comparison of the number of customers who were served

by an actual human clerk and the android shows that the human clerk served approx-

imately 15 customers per day and the android served 39.6 customers per day. Note

that 76% of the customers answered that they previously knew about our android

and its function, because this was the fourth field study conducted at this department

store. Therefore, we assume that the novelty of the android’s existence in a public

environment was not the central factor for purchasing a sweater.

28.4.2 Questionnaire Results

We randomly chose 242 customers who experienced a conversation with the android

for the purpose of interviewing them about their demographics and impressions of

the android. We asked them the following four questions. Question 1 (Q1): Did you

trust the results of the color consultation? Question 2 (Q2): Did you accept the com-

plimentary words from the android? Question 3 (Q3): Did you feel hesitation when

you refused the androids multiple offers of a sweater? and Question 4 (Q4): Did you

feel as if you were talking to the android through the touch display? The customers

ranked their responses on a seven-point Likert scale. The age distribution of the
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Fig. 28.5 Purpose for coming to the sales floor and behavior after the conversation

customers was as follows: 3% under 20 years old, 22% 20–39 years old, 39% 40–59

years old, and 36% over 60 years old. The reasons for the customers presence in the

store were as follows: 14% “to look for a sweater,” 32% “to see the android,” and

54% “other.” The results of observing the behavior of customers after the conversa-

tion with the android are as follows: 47% of the customers visited the selling space

(Fig. 28.5).

To examine the aspects of the cognitive strategy, in Q1, we asked the customers

about the extent to which they could trust the results of the color consultation. The

results of a t test comparing the scores for this question and the chance level (score =

4) showed a significant difference (Fig. 28.6 (Q1)). Moreover, one customer reported

“I can trust the android because she recognized the color of my skin and eyes.” To

examine aspects of the affective strategy, in Q2 we asked the customers about the

extent to which they could accept the exaggerated compliments of the android. The

results of a t test comparing the scores for this question with the chance level (score

= 4) showed a significant difference (Fig. 28.6 (Q2)). One customer reported “When

I hear this type of compliment from actual humans, I feel their strong intention to

sell the sweater, but in a case of the android, this impression was suppressed.” To

examine the difficulty that the customer experienced when refusing the offers of the

android, we asked Q3, “Did you feel hesitation when you refused the androids multi-

ple offers of the sweater?” The results of the t test comparing the scores for this ques-

tion with the chance level (score = 4) showed a significant difference (Fig. 28.6 (Q3)).

Finally, in Q4 we asked customers to evaluate the performance of proposed conver-

sation system with the touch display. The results of the t test comparing the scores

for this questions with the chance level (score = 4) showed a significant difference

(Fig. 28.6 (Q4)).
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Fig. 28.6 Result of the t tests

28.5 Discussion

28.5.1 Sales

The result that the android sold 43 sweaters indicates that it has the ability to persuade

customers to purchase clothes through a touch display conversation in a department

store. This result indicates that the android can serve a social role involving persua-

sion in the real world. We now discuss the distribution of customers who purchased

sweaters. First, the price and conservative design of the sweaters explain the average

age of the customers who bought the sweater. Second, the difference between the

genders in the ratio of purchasing indicates that male customers are more open to

persuasion than female customers. In fact, for example, one male customer reported

“She was so helpful because I didnt know which would look nicer on me.” In con-

trast, a female customer reported “I just wanted to buy the one I prefer. It’s more

fun just looking.” These comments also indicated the gender differences in attitudes

toward shopping. Therefore, when using androids as salespersons, the strategy and

the goods should be carefully considered according to the age and gender of cus-

tomers. The number of customers served by an actual human and the android shows

that the android served nearly twice as many customers as the actual human, which

is one of the advantages of the android.

28.5.2 Strategy

In this section, we discuss the cognitive and affective strategies mentioned above.

First, the results pertaining to the acceptance of the color consultation show that

the android could provide customers with information that they felt they could

trust. After cognizing the information, the android gave compliments and subjec-

tive impressions to the customers. The results regarding the acceptance of compli-

ments show that the android could influence customers and persuade them to pur-

chase sweaters. Meanwhile, the results regarding the customers hesitation to refuse

the androids repeated offers show that its communication in a sales situation did not
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annoy them. From the sales results showing that the android sold 43 sweaters, we

can conclude that using both strategies was effective for persuading customers to buy

goods.

28.5.3 System

Although our proposed conversation system produces a conversation style that is

different from that between two humans, we found that people could understand

how to talk with the android without an explanation of the conversation system.

Furthermore, people purchased sweaters through this conversation style, and thus,

a conversation through a touch display that limits selections could be an effective

persuasion tool.

28.6 Limitation

In this field study, the android utilized several strategies during the sales conversa-

tion. Thus, we cannot determine the specific factor that caused customers to purchase

sweaters. However, we offer some hypotheses: (1) The combination of cognitive and

affective persuasion is effective in a sales situation, and (2) conversation through a

touch display could persuade people effectively. We are currently verifying these

issues through comparative experiments in laboratory studies.

28.7 Conclusion

In this research study, our aim was to determine the roles androids could serve in

the real world. We conducted a field study to investigate whether an android can

fill the role of a salesperson and persuade customers to buy goods in sales situation

by using the proposed cognitive and affective strategies that utilize the advantages

of both online- and counter-selling methods. We found that the android could sell

goods and that our sales strategy was effective in a real environment. We believe

that these results provide important knowledge for determining how androids may

fill new roles and communicate with humans in the real world.
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Chapter 29
At the Theater—Designing Robot
Behavior in Conversations Based
on Contemporary Colloquial Theatre
Theory

Kohei Ogawa, Takenobu Chikaraishi, Yuichiro Yoshikawa,
Oriza Hirata and Hiroshi Ishiguro

Abstract The design of humanlike behavior for a robot that interacts with

humans remains a central issue in the human–robot interaction (HRI) field because

of humans sensitivity to humanlike objects. This issue is very challenging, because

humanlikeness is an important factor in designing better interactions, since an imper-

fect design can easily cause negative impressions, as reflected by the uncanny valley

phenomenon. This paper addresses this issue using a novel approach that utilizes

implicit know-how for performing on stage dedicated to the stage representation

of human beings. Contemporary colloquial theatre theory (CCTT), which is a the-

ory applied in a method of directing plays, is appropriate for this purpose, since its

reality-oriented instructions are directly applicable to improving robot behavior. In

this paper, we report a case study involving the performance of a play in which both

humans and a robot played roles. The play in our study was evaluated by the audi-

ences of public performances in Japan. We also report a detailed analysis of HRI

or human–human–robot interaction in comparable short plays. Our analysis implies

that the robots utterances and motion timings should be tuned according to the situa-

tion. In future work, a motion capture system will be applied to obtain more precise

data and more useful knowledge.

Keywords HRI ⋅ Robot ⋅ Theatre play
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29.1 Introduction

Human-like robots, which have the same body structure as humans, as well as

androids that have an appearance identical to that of a real person, are expected to

assume human roles in society. Many previous studies have demonstrated success-

ful interactions between many types of robots endowed with various humanlikeness

aspects and humans in real-world applications [2–4]. However, to design the robots

behavior such that is appears natural is not a trivial task, since the uncanny valley

effect sometimes appears [5], probably because of human sensitivity to the whether

the coordination of gestures and speech in humanlike objects appears natural.

The naturalness of human behavior on a theater stage has been addressed since

the time of ancient Greece. The implicit know-how of playwrights and directors

about staging, i.e., making actors appear fascinating, may be effectively utilized for

designing robots. However, much of the know-how about acting that reproduces

natural human behavior cannot be directly applied to the design of robot behavior,

because frequently actions are unnaturally over-expressed, and the directors instruc-

tions to modify the actions of actors are frequently given through suggestions about

human emotions that are too ambiguous to be applied to robots. As compared with

the traditional direction described above, Hirata proposed Contemporary Colloquial

Theater Theory (CCTT) to reproduce natural daily conversations in stage plays [6].

The CCTT guidelines, which indicate the physical aspects of actions that should be

changed, are expected to be directly applicable to developing robots [7]. This implies

that we can create a performance involving humanoid robot actors based on CCTT

and construct an effective theory to provide robots with humanlike behaviors in daily

conversations.

In this paper, we report the results of our first important step toward realizing

this approach, which is aimed to provide an android actor with humanlike behaviors

based on CCTT, and present an evaluation of the audience impressions of a perfor-

mance that included an android actor. We argue that implicit know-how for design-

ing robot behavior can be extracted by constructing and analyzing comparable short

plays that are also directed based on CCTT precepts.

To demonstrate the feasibility of our approach, we composed a 20 min play, titled

Sayonara, based on CCTT, in which an android actor interacts with a human actor.

The multimodal actions of the androids operator, such as those for producing the

robots speech or its gaze at its interlocutors, were captured by a tele-operating system,

transferred to the androids performance in real time, and recorded. In the rehearsals

using the recorded performance, the instructions focused on the physical aspects of

the android’s actions that were expected to be provided by the director based on

CCTT, such as the onset timing of motion and speech, rate of speech, gaze direc-

tion, standing position. The androids performance shaped by our proposed process

was evaluated by the audiences of public performances in Japan. The same method

was then applied for creating relatively short plays involving human–robot interac-

tions, in which almost the same script was presented but elaborated for slightly dif-

ferent situations. We analyzed the instructions given by the director during the acting
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performances based on the instruction terms for the physical aspects. This analysis is

expected to facilitate the extraction of the distinctive features of robot behaviors that

are required in different situations. In practice, based on CCTT, we modeled conver-

sations between a person and a humanoid robot named Robovie-R3 and between a

robot and two persons, and analyzed their differences. We show that the order rela-

tion of the timings of the onsets of body motions and utterances appeared to be tuned

based on the number of people participating in the conversation. Future work will

be based on the expectations from the successful case trials in our current study.

29.2 Creation of Android Theater

Geminoid F, an android that resembles an actual living woman, was cast in a play

called Sayonara. In this section, we describe our system that provided the android

with an acting performance based on a tele-operating system, as well as the process

of producing a play based on CCTT (Fig. 29.1).

Fig. 29.1 Android theater: Sayonara
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29.2.1 Acting Performance System for the Android

We created the androids acting performance based on a tele-operating system [8]

(Fig. 29.2). The performances are given by a human actor using the tele-operating

system, instead of the human actor being present on stage himself. They are cap-

tured by image and voice processing techniques. The captured data are transformed

to the androids motion to reproduce the same acting performance. If actor’s skills

that respond to the directors instruction are implicitly acquired, they can be derived

only when the actor gives a normal performance in a similar situation. Therefore, a

tele-operating system must be designed such that the operator of the robot can pro-

duce behavior that is as natural as possible. In this study, we adopted a method that

estimates the posture of the operator’s head by image processing of face tracking

results [9], instead of placing a recording device on the operator, to avoid constrain-

ing his/her performance. The data are then transferred to the androids head and coor-

dinating back motions. To detect the mouths opening and closing motions, we do not

apply an image processing technique, since this might fail because mouth movements

are very rapid. Instead, we use a sound processing method to estimate the shape of

the robots mouth according to the formant-based acoustic features of the utterance to

be produced [10]. Since such subtle unconscious behaviors as blinking or breathing,

which are important for representing a humanlike presence, are considered impor-

tant but less distinguishable, we generate them using a random process independent

of the operator’s performance as implemented in different applications [11].

Integration and recording 
of performance 

Actress can monitor  
the sound and video of stage 

Face tracing with 
image process 

Lip shape estimation 
with sound process 

Body motion 

GUI input for facial expressions 

Lip motion 

Voice from microphone Video from camera 

Face motion 

Motion play process  Integrated and
recorded performance Stage performance 

Command
for actuators 

Fig. 29.2 Tele-operating system
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To produce facial expressions, such as smiles and frowns, the actuators must be

precisely controlled to deform the androids facial skin or move its eyeballs. There-

fore, we previously tuned the command sequences of the actuators to produce the

appropriate facial expressions and prepared an interface function to reproduce them

in arbitrary timing when the operator wanted them.

Note that during the androids operation by the actor to produce an acting per-

formance, vivid vision and sound sensory feedback are given to the operator so

that he/she can improve the naturalness of its acting performance. The operator can

see and hear the motions and utterances of the human actor who is the androids

interlocutor, as well as any changes on stage, through video cameras and micro-

phones installed on the stage. To reproduce the performance in the playing phase,

the recorded sequence of the commands for all of the androids actuators and the

utterances synchronized with them are sent to the actuators at the same sampling

rate as that in the recording phase.

29.2.2 Acting and Directing

The recorded motions and utterances given to the android must be elaborated before

being used in the actual play. The instructions given by the director based on CCTT

are used for this purpose in the following process.

(1) Read-through: The script is read aloud by an actor and a second actor who

takes the role of the androids operator to learn the script and the timing of their lines.

(2) Initial directing: A performance is produced by the human actor and the

android tele-operated by the operator actor. In this process, the director instructs both

the human actor and the android in order to modify their performances. Instructions

are given based on the physical aspects of the last performance, such as the timing

of the utterances, the standing or sitting positions, and body movements. When the

director is satisfied with the performance to a certain extent, the voices of both the

actress playing the android and the opposite actress are recorded.

(3) Final utterance recording: The androids utterances are recorded in a sound-

proof room. The actor who operates the android produces the same utterances while

listening to the sound recorded during the last session in the initial directing phase.

This recording style helps the operator reproduce the utterances at the same timing

and speed as in the initial directing phase.

(4) Final motion recording: The operator tele-operates the android while listen-

ing to the sound recorded during the final utterance recording phase. The operator

focuses only on repeating the utterances at the same time as the motions so that

the motion is recorded in synchrony with the sound obtained in the phase of the

final utterance recording. The recorded motions are transformed to the command

sequence for the android and recorded.

(5) Final performance: The human actor tunes the timing of her performances

for synchronization with the androids performance produced by the data recorded in

phases (3) and (4).
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In this studys trial, the director concentrated on fine-tuning the androids motions,

in particular its gaze directions and the timing of its utterances. He also guided the

human actor who was the androids interlocutor. In the direction method based on

CCTT [12], actors are not required to have the same feelings as the characters in the

story [13]. According to the reports of previous studies that analyzed plays based

on CCTT, the instructions given for this play also included those mentioning the

onset timing of utterances, their speed, the gaze directions, and the standing/sitting

positions of the actors. Interestingly, the instructions given to the android and the

human actor basically mentioned identical aspects.

29.3 Android Drama: Sayonara

We applied the system and procedure proposed in Sect. 29.2 to create a play titled

Sayonara. It was written and directed based on CCTT by Hirata, a world-famous

director and a coauthor of this study. It was produced by the Seinendan theater

company, which provided all the technical staff necessary for a professional pro-

duction. The actors, technicians, lighting and acoustic designers, and scenographer

all belonged to this company, since their technological knowledge was necessary for

the human actor and the androids satisfactory performances.

29.3.1 Script

Sayonara represents a scene where a woman dying from a serious illness is talking

to a communication partner robot. The woman is played by a human actress, and the

robot is played by Geminoid F. In the stage play, the android reads poetry written by

Arthur Rimbaud and Shuntaro Tanikawa to the dying woman. Through the serene

dialogue, the play raises issues of life and death.

29.3.2 Acting Performance

Figure 29.3 illustrates a sample scene from the play. The story is advanced by the con-

versation between the android and the actress. In this scene, the actress approaches

the android, snuggles against its knee, takes its hand, and talks to it. In this play, the

androids emotional expressions are limited to moderate ones. The lack of exagger-

ated actions reflects a distinctive feature of CCTT by which the director reproduces

natural styles of behavior from daily life.
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Fig. 29.3 Scene from Sayonara

29.4 Evaluation of Play Through Public Performances

To investigate the type of android performance that is elicited by the proposed

method, we introduced it into public performances of the play in Japan during the

summer of 2012 and distributed questionnaires to all the members of the audiences.

Through the questionnaire, we obtained the personal information of the audience

members, such as their age and gender, and their reactions to the play and to the

android itself.

We obtained 291 filled questionnaires from the audiences of three performances.

The data of 18 audience members younger than 16 years old were removed from

the analysis. None of the audience members expressed problems related to seeing or

hearing the events on the stage. All the questionnaire results used in the analysis were

obtained from Japanese subjects. Some of these data exclusion criteria overlapped.

29.4.1 Questions About the Android

In this play, since we implemented an acting performance of the android based on

CCTT, we expected that it would be endowed with a high level of humanlikeness.

However, since humanlikeness is not an easily understandable index for audiences,

we examined it from several viewpoints.

In the questionnaires, we asked the audience members to identify which actor was

the android in order to determine whether they had difficulty distinguishing between

a human and an android endowed with humanlikeness. At the beginning of the per-

formance, 5.0% of the audience and after seeing the play 5.7% thought the actress on

the right side was the android, although in fact the android was on the left. Although

we failed to build a humanlike android that completely deceived the entire audience,

some subjects were indeed confused.

Another interesting point is whether the humanlike aspects represented in the

android were successfully recognized or enhanced more than the human’s. In this

study, we investigated the following three aspects in the audiences evaluation of the
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android in the play: mind (M), attractiveness (A), and weight of the words (W). These

attributions will probably be reduced if the android lacks sufficient humanlikeness.

We asked the audience members to indicate the extent to which they responded

positively/negatively to the following seven questions on a 7-point Likert scale. Note

that we adopted exaggerated expressions in some questions to avoid a ceiling effect.

The list of questions is as follows.

1. Mind
[M1] Did you feel that the android expressed emotion?

[M2] Did you occasionally feel that the android had a purity that humans lack?

2. Attractiveness
[A1] Did you find the android very beautiful?

[A2] Did you find the androids voice very impressive.

[A3] Did you occasionally feel that the android was more attractive than other

women?

3. Weight of words
[W1] Did you regard the poetry recited by the android as a message from the

android?

[W2] Did the android enhance the original impressions of the poems more than

any human could?

29.4.2 Results and Discussions

Table 29.1 shows the t-test results comparing the median value (i.e., 4) of the scale

we used with the value given by members of the audience. The audience recognized

humanlike emotions in the android to a significant extent (M1) and felt that its inner

purity (M2) was greater than that of a human. The audience evaluated the androids

beauty (A1) and its voice (A2) at a level significantly higher than the median but did

not evaluate its attractiveness as higher than that of other women (A3). The audience

Table 29.1 Questionnaire results: t-test results comparing the median value (i.e., 4) of the scale

with the value of audience responses

Q. Ave M SD t p Effect size

M1 4.6 5.0 1.6 t(267) = 7.0 <0.01 r = 0.40
M2 5.1 6.0 1.6 t(264) = 11.4 <0.01 r = 0.57
A1 5.1 6.0 1.6 t(270) = 12.2 <0.01 r = 0.60
A2 5.0 6.0 1.7 t(269) = 10.6 <0.01 r = 0.54
A3 3.7 4.0 1.7 t(265) = 3.1 <0.01 r = 0.18
W1 4.5 5.0 1.8 t(264) = 5.2 <0.01 r = 0.30
W2 3.9 4.0 1.6 n.s.
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also regarded the poetry recited by the android as a message from the android (W1)

with a small effect size; however, there was no significant difference in the androids

enhancement of the impression of poems as compared to that of a human (W2).

Our questionnaire results indicate that the androids that performed in plays were

perceived positively by the audiences in terms of the mind, attractiveness, and weight

of words aspects, although we adopted exaggerated expressions in our questionnaire.

However, as compared with humans, the android underperformed in the attractive-

ness and weight of words aspects.

People who face androids in general feel that they are in fact humanlike. However,

they also experience them as being uncanny. In our play, the audiences reacted pos-

itively to the android, although it appeared on stage for at least 20 min. This means

that adopting CCTT for designing androids behavior is an effective way to make

them more humanlike entities.

29.5 Analysis of Short Plays

The results of our investigation of the audiences impressions indicate that our pro-

posed method for designing robot behavior based on CCTT is sufficiently effective

to allow us to design a robot having a humanlike entity. Thus far, robots have been

deemed mere sideshows in the entertainment field. However, if professional direc-

tors create plays including robots based on CCTT, the robots can be perceived as

entities that can exist harmoniously with humans. A play based on CCTT contains

the essential knowledge that can be applied to endow a robot with greater human-

likeness. Therefore, the analysis of a play that includes robots among the actors may

contribute to the design of robots behavior in conversations. Hence, in this exper-

iment, we extracted beneficial knowledge by analyzing plays based on CCTT and

interviewing their director.

Using robots in existing plays to precisely derive beneficial knowledge is futile,

because they were created for situations that simultaneously engage many people. In

this experiment, therefore, we prepared a short play using communication primitives

that can be easily analyzed to help us derive beneficial knowledge for designing

robots behavior in conversations.

29.5.1 Short Plays

In this experiment, we prepared two types of scene (Fig. 29.4). A director created

plays for each of them. The first play presents a scene where a robot, and human

are interacting with each other (Scene 1) to represent two-person interactions and

the second presents a scene where a robot and two humans are interacting (Scene

2) to represent three-person interactions. In both, the robot asks Human A about the

progress of his/her research. Note that the scripts used for the two scenes are identical
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Hi, there.
Hi.
Hello. (only in Scene 2)
Hey, how is your research going?
Huh?
You’re still working on coelacanths, right?
Yeah.
That sounds fascinating.
You think so?
Well, that’s great, isn’t it?
Yeah, to some extent.
Oh, well, they live for a hundred years, right?
Yes.
Well, I heard that coelacanths never grow old. Is that right?
Yes, it is.
Uh, that means, we don’t know the exact age?
Nope.
Right, huh.

R: 
A: 
B: 

A: 

A: 

A: 

A: 

A: 

A: 

A: 

R: 

R: 

R: 

R: 

R: 

R: 

R: 

R: 

1

2

3

4

5

6

7

8

A short play s script’
R: robot,     A: Human A,     B: Human B

Fig. 29.4 A short play’s script: A and B are the humans lines and R are those of the robot. Sen-

tences surrounded by rectangles were analyzed for the time gaps described in Sect. 3.2.2. The values

on the left of each rectangle correspond to the first row in Table 29.2

except that a greeting by the robot to Human B is added at the beginning of Scene 2.

For our experiment, we used Robovie R3, a humanoid robot, produced by VStone,

Japan, because it can produce active arm movements that androids cannot.

29.5.2 Analysis Methods

We conducted two types of analysis: interviews with the director and a quantitative

analysis of the sequential robot motion as directed by the director. We asked the

director why he directed the robot’s behavior as he did. We analyzed the relationship

between the robots sequential motions and its utterances from the aspect of the time

between them.
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29.5.3 Analysis Results

29.5.3.1 Interviews with Director

As a result of interviewing the director, we identified the following knowledge that

can be applied for designing a robots behavior in conversations and assigned it to

three categories: (A) overall interaction, (B) three-person interaction, and (C) general

knowledge.

A. Overall interaction

(1) When a robot greets its interlocutor, it must move its arms before it talks.

(2) When a robot raises its arms, it has to keep them raised for a certain period

of time. They should not be returned to their original position too soon.

(3) While the interlocutor is talking, the robot should sometimes break eye con-

tact. It should not continuously look at the interlocutors eyes.

B. Three-person interaction

(1) The frequency of looking away from the interlocutor in the two-person inter-

action is the same as in the three-person interaction.

(2) When the robot starts talking during the three-person interaction, it must

primarily greet the person to whom it wants to talk.

C. General knowledge

(1) When the robot stands in front of the interlocutor, it must slightly change its

direction for added naturalness.

(2) When the robot talks, it has to move its body occasionally.

(3) When the robot moves both its arms, their movements have to be slightly

different.

(4) When the robot makes a big motion with one of its arms, it must slightly

move the other arm.

(5) After the robot makes a big motion with its arms, they have to be slightly

swung at the end point of the motion because of the kickback from stopping

their movements.

(6) When the robot turns its body, the opposite arm has to move; i.e., its left

arm should move when the robot turns clockwise.

The knowledge we found by interviewing the director can be directly applied to robot

implementation.

This knowledge came from the short play that we prepared for our experiment.

Therefore, we need to be careful about applying it according to the situation. Never-

theless, it can contribute to the design of robots behavior in conversations since the

short play was created using communication primitives.

Note that some of the statements obtained from the interviews reflect the facts

ambiguously because of the limitations of language for representing implicit knowl-

edge. Therefore, further analysis is necessary for verifying or quantifying the facts.
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29.5.3.2 Timing Between Utterances and Motions

Next, we analyzed the timing between the robot’s motion data and its utterances.

Tables 29.2A and B show the analysis results. Table 29.2A shows the time gap data

between the onsets of the robots arm and head movements and utterances in Scene

1. Table 29.2B shows the time gap data between the robots arm and head movements

and utterances in Scene 2. The values in the table represent the time gaps between the

start of the utterances and the start of the movement of each of the robot’s features,

i.e., its arms and head. The unit of the value is seconds. A negative value indicates

that the movement starts before the robot talks: utterance-first behavior. Conversely,

the positive value indicates that the movement starts after the robot talks: movement-

first behavior.

Concerning the ARM results in Scene 1 (Table 29.2A, first row), six of the seven

data items are movement-first behaviors. Concerning the HEAD results in Scene 1

(Table 29.2A, second row), all the data items are movement-first behaviors. Concern-

ing the ARM results in Scene 2 (Table 29.2B, first row), six of the seven data items

are utterance-first behaviors. Concerning the HEAD results in Scene 2 (Table 29.2B,

second row), two of the five data items are utterance-first behaviors.

This result indicates that even when a third person is not directly participating

in the conversation, robots have to adjust the timing of their utterances. In two-

person interactions, movement-first behaviors should be used more frequently than

utterance-first behaviors.

Our quantitative analysis of the robots movements reveals important knowledge.

Interestingly, the director did not mention the timing between the robots movements

and its utterances during our interviews. The source of his aesthetic sense is his

intuition inside his mind. It was quite difficult to extract this knowledge from him

during our in-depth interviews. However, our quantitative analysis that uses a short

play using communication primitives can demonstrate his implicit knowledge.

Table 29.2 Upper part (A): the results of Scene 1. Lower part (B): the results of Scene 2. The

time gap between the robots utterance and its movement are shown for eight types of sentence. The

values in the table represent the amount of time before or after its utterance that the robot moves.

The unit of the values is seconds. A negative value indicates the movement starts before the robot

talks, and a positive value indicates the movement starts after it talks. The actual sentences of all

eight utterances are shown in Fig. 29.4

A: Scene 1

1 2 3 4 5 6 7 8

ARM 1.5 1.7 1.8 1.8 1.7 1.8 −1.4

HEAD 0.4 1.2 4.2 5.7 8.5

B: Scene 2

1 2 3 4 5 6 7 8

ARM −1.2 −0.9 −0.9 −1.0 4.9 −1.0 −1.4

HEAD −0.4 −0.8 4.3 3.1 5.1
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29.6 Conclusion

In this paper, we described the first play that included a robot in its cast and presented

the evaluation of the audience impressions of it, which were in general positive.

The members of the audience felt that the android was a humanlike entity when its

behaviors were designed based on the CCTT concepts. We extracted knowledge for

designing robots behavior in conversations from two short plays based on CCTT.

Our analysis of the plays revealed several useful items of knowledge, including the

timing of utterances and body movements.

Designing robots that can communicate with humans is a shared purpose in the

HRI field. In this study, we found that plays provide important knowledge that can

be extracted through interviews with their directors and by the quantitative analysis

of the directed robots motions. We believe our approach is an effective way to iden-

tify useful knowledge for designing robots behavior during conversations. Future

work will use a motion capture system to obtain more precise data and more useful

knowledge.
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Chapter 30
At the Theater—Possibilities of Androids
as Poetry-Reciting Agents

Kohei Ogawa and Hiroshi Ishiguro

Abstract In recent years, research on very humanlike androids has increased, in

general investigating the following: (1) the manner in which people treat these very

humanlike androids and (2) whether it is possible to replace existing communication

media, such as telephones or TV conference systems, with androids as a communica-

tion medium. We found that androids have advantages over humans in specific con-

texts. For example, in a collaborative theatrical project between artists and androids,

audiences were impressed by the androids that read poetry. We therefore experimen-

tally compared androids and humans in a poetry-reciting context by conducting an

experiment to illustrate the influence of an android who recited poetry. Participants

listened to poetry that was read by three poetry-reciting agents: an android, a human

model on which the android was based, and a box. The experimental results show

that the participants scored their enjoyment of the poetry highest under the android

condition, indicating that the android has an advantage for communicating the mean-

ing of poetry.

Keywords Robot ⋅ Android ⋅ Art ⋅ Geminoid ⋅ Poetry

30.1 Introduction

Over the past several years, many humanoid robots have been developed that have

arms, a head, and legs. In the human–robot interaction (HRI) field, researchers focus

This chapter is a modified version of a previously published paper [1], edited to be

comprehensive and fit with the context of this book.
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on natural interaction between humans and humanoid robots. For example, ATR

developed Robovie, which is used for route guidance or as a shop advisor agent in

such real environments as shopping malls [2]. Robovie is also used for educational

purposes in elementary schools [3]. Wakamaru, developed by Mitsubishi Heavy

Industry [4], is based on Robovie and is used not only as a communication robot

but also as a stage actor.

Against this background, we have been developing very humanlike androids

called Geminoids, which resemble real persons (Fig. 30.1). The effects of an androids

appearance and body movements have thus far been investigated mainly in empirical

studies conducted in laboratory environments.

Noma et al. showed that a Geminoid is indistinguishable from a real human if the

observer sees the robot only for three seconds [5]. Minato et al. used a Geminoid to

investigate whether the uncanny feeling it sometimes induces is diminished when it

exhibits increasingly complex behavior [6].

Several researchers focused on issues involving tele-operated androids by treat-

ing an android not as an autonomous being but as a tele-operated communication

medium in order to compare Geminoids and such traditional communication media

Fig. 30.1 Geminoid HI-2
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as TV conference systems and phones. Sakamoto et al. investigated whether a Gemi-

noid could be treated in the same manner as its human model by comparing them [7].

Ogawa et al. and Nishio et al. concluded that a Geminoid was as persuasive as its

human model [8, 9]. Moreover, its social influences on visitors were tested in the

real world [10, 11].

The influences of Geminoids on their operators have also been investigated.

Watanabe et al. reported that when Geminoid operators were deeply concentrating

on manipulating the robot, they sometimes felt the perceptual illusion that the Gemi-

noid was part of their own body [12]. They experienced Chandrans Rubber Hand

Illusion (RHI). In this experiment, while participants were operating the Geminoid,

its hand received an injection from a needle. The results showed that the RHI was

illustrated during Geminoid tele-operation. Such past research shows that as a tele-

operated android, a Geminoid influences not only its communication partners but

also its operators.

As described above, androids have a potential to influence humans that has never

been examined. In other words, androids have abilities with which traditional robots

or communication media cannot be endowed. Previous android studies focused on

research platforms for examining humans recognition of robots or investigated only

whether an android can replace traditional communication media. However, androids

have specific features that outperform those of humans. Some android features that

surpass those of humans have emerged through our activities with them. In this study,

we conducted a psychological experiment to identify those functions that surpass

those of humans in order to explore androids potential.

30.2 Theater Using an Android

We are currently collaborating with dramatic artists using androids to discover addi-

tional potential that has been overlooked because only traditional engineering or sci-

ence aspects were examined. In one collaboration, an android and an actor perform

live on stage (Fig. 30.2). In the play, an android reads a poem called “Sayonarar” to

a dying person. The play has been performed over ten times to favorable worldwide

reviews. We asked the audience members for their impressions of the play. Many

gave the following impressive comments:

∙ I couldn’t distinguish between the android and the actor.

∙ I was much more impressed by this android performance than by a normal play

performed by humans.

These two comments contain important indications. Previous android research

approaches in general substituted androids for traditional communication media or

assumed a similar presence of humans in the context of the interaction. These com-

ments suggest a potential advantage that androids may have over humans in a theater

context. In other words, androids have the potential to emotionally affect humans

more than an actual human can.
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Fig. 30.2 Theater using an android

In this paper, we conducted a psychological experiment to investigate two issues.

(1) In what kind of situations are humans moved/impressed by androids? (2) Why

were the audiences impressed by the acting android? Through this experiment, we

investigated the further potential of androids. The following three questions describe

the purposes of this study.

(1) Is there a situation where humans are moved/impressed more by androids than

by humans?

(2) If so, in what type of situation?

(3) Why are humans moved/impressed in such situations?

30.3 Geminoid F and Tele-Operation System

In this section, we describe the features of Geminoid F, which is the android that we

used for the experiment, and the tele-operation system.
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Fig. 30.3 Geminoid F

30.3.1 Geminoid F

We developed Geminoid F (Fig. 30.3), a female android that is modeled on a real

person, to convey the feeling that a specific individual is present at the robots location

using a tele-operation system. The body of Geminoids source model was duplicated

using a 3D scanner system. Her face features were precisely duplicated by using a

plaster cast. Geminoid Fs actuators are not electronic but pneumatic motors. Because

pneumatic motors are very quiet, Geminoid F is perceived as moving very naturally.

Geminoid F has 12 degrees of freedom (DoFs), 7 of which are installed in its face to

produce such rich facial expressions as anger, sadness, or laughter.

30.3.2 Tele-operation System

Figure 30.4 shows an overview of the tele-operation system that transfers an oper-

ators movements and voice to an android in real time. The operators face direction,

mouth movements, and facial expressions are captured by a face recognition sys-

tem, the video stream of which is obtained using a Web camera attached to a laptop
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Fig. 30.4 Tele-operation system for an android

computer. These face-tracking results are used to create commands that are sent to

the Android server by TCP/IP.

The face recognition system and other clients also send control commands to the

Android server by TCP/IP. The Android server processes the priority of the com-

mands sent from multiple clients. After this process, the Android server sends the

signals to the android.

The Android server has several modules, including Client, Priority, and Connec-

tion Managers, rendering it more flexible. For example, if a user wants to add sensor

information to the tele-operation system, the user simply develops the client mod-

ule and establishes the priority of the command. If a user wants to operate different

androids, he/she simply replaces the Connection Manager, which is developed for

specific androids.

30.4 Experiment

In this experiment, we established whether humans were impressed by an android. If

so, we also investigated the reasons. The android, a human, and a box read poetry to

the participants. After the reading, we asked the participants for their impressions.

The experiment was inspired by the use of androids in theater productions. In a

play, the android read a poem to a dying person. An actor read it through the android

using a tele-operation system. After the play, some members of the audience men-

tioned one poem, “Sayonara,” written by Shuntaro Tanigawa, a famous Japanese

poet. Since the audience was impressed by the androids reading of the poem in the

theater, we used it in our experiment.
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30.4.1 Hypothesis

Since poetry is expressed using aesthetic and evocative qualities, its full impact and

meaning are conveyed by elements outside the actual text; room for interpretation

remains. In this section, we discuss why the audiences of a play that included an

android as an actor were impressed by the androids poetry reading as a message that

allows room for interpretation. We also describe our experiments hypothesis based

on the discussion.

It is not always true that a human recitation of a poem provides the medium that

allows a listener to appreciate it to the full. A reader’s presence may constrain the

freedom of interpretation. For example, poetry readers never act as actors on stage do

when they read poetry. Rather, they seem to suppress their bodily gestures. Moreover

the readers’ eyes tend to be on the book from which they are reading. This behavior

could be interpreted as a strategy for communicating a poems implicit meanings by

suppressing the readers natural presence. The androids appearance resembles that

of a real human. Its behaviors are also humanlike. However, observers realize it is

not an actual human. Androids seem to exist on the borderline between being human

and non-human. Therefore, an android may have an advantage over a human reader

when communicating poetry-like messages because of its weak presence.

Assuming that the humans presence impairs the freedom of the interpretation

of the poem, a medium with less presence than that of an android may be more

appropriate for poetry readings. In the experiment, we employed a simple box as the

condition involving the least presence. We investigated the following two hypotheses

by comparing the results for the Human, Android, and Box conditions.

(1) An android has an advantage for communicating poetry as compared with a

human because of its neutral presence.

(2) An android has an advantage for communicating poetry as compared with a

non-humanoid object because of its humanlike features.

30.4.2 Method

The experiment was conducted to verify our hypotheses. It included the following

three conditions: (1) Human Condition (Condition H): android model, (2) Android

Condition (Condition A): Geminoid F, and (3) Box Condition (Condition B): box.

Seventeen university students (12 men and 5 women) whose average age was

21.2 years participated in the experiment. They experienced all three conditions, the

order of which was chosen randomly as a counterbalance. The post-experiment ques-

tionnaires showed that they had no previous knowledge of Geminoid F.

In Condition A, the androids model operated the android such that its movements

were as synchronized as possible. The model also memorized the poem. The box was

a 25-cm wide, 25-cm high, 40-cm deep cube placed on a chair used in Conditions H

and A. We installed a speaker inside the box that was used for Condition A.
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30.4.3 Procedures

The details of the procedures are as follows.

(1) First, we explained the experiments purpose to the participants. (1) “You are

going to listen to three poetry-reciting agents: Human, Android, and Box”; (2)

“After listening to the poetry readings, you will be asked about your impres-

sions”.

(2) Before the experiment, we distributed copies of the poem to the participants so

that they could read it. This decreased the order effect of the poems novelty.

(3) The participants entered the experiment room and listened to the poem.

(4) After listening, they filled questionnaires. After filling the questionnaires, they

started the next condition.

(5) After completing the three conditions, they were asked to choose under which

condition they would prefer to listen to the poem again.

30.4.4 Environment

Participants listened to the poem alone sitting in chairs 1.5 m from the poetry-reciting

agent.

30.4.5 Analysis

We established the participants impressions toward the poetry-reciting agent and the

agent-recited poetry for each condition by asking them the following six questions.

Question 1 (Q1) and question 2 (Q2) address the poetry-reciting agent, and question

3 (Q3) to question 6 (Q6) address the agent-recited poetry. The participants ranked

their responses to Q1–Q6 on a one-to-seven point scale, where seven denoted the

most positive point on the scale. Finally, the participants were asked which condition

they would prefer if they listened to the poetry again.

Q1. I felt an affinity to the [Human/Android/Box].

Q2. I felt the [Human/Android/Box] was uncanny.

Q3. I felt that I was able to understand the poem read by the [Human/Android/Box].

Q4. I thought the poem read by the [Human/Android/Box] was the [Human/

Android/Box]’s own messages.

Q5. The poems implicit meanings were impaired by the [Human/Android/Box].

Q6. The poems impact was intensified by the [Human/Android/Box]’s poetry

reading.
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30.5 Results

The participants subjective impressions of the agent-recited poetry and the poetry-

reciting agent were evaluated by an ANOVA. The results showed a significant dif-

ference between the conditions in the responses to Q1 to Q6.: (Q1: F(2, 51) = 27.9,

Q2: F(2, 51) = 5.0, Q3: F(2, 51) = 27.8, Q4: F(2, 51) = 4.1, Q5: F(2, 51) = 7.7,

Q6: F(2, 51) = 6.8)

We conducted multiple comparisons among the conditions for each question

using the Bonferroni method. The mean values, standard deviations, and signifi-

cant differences are shown in Fig. 30.5. The results for Q1 showed that the score of

Condition B was less than that of Conditions A and H with a significant difference

(p < 0.01). Hereafter, we write these results as (A > B ∗∗, H > B ∗∗). The results

for Q2 were A > H ∗, B > H ∗∗. The results for Q3 were A > B ∗∗, A > H ∗∗,

H > B ∗∗. The results for Q4 were H > B ∗∗. The results for Q5 were B > A ∗∗,

A > B ∗. The results for Q6 were A > B ∗, H > B ∗∗.

After the experiment, we asked the participants which condition they preferred

for listening to the poem again. We also asked why they preferred this condition. The

results are shown in Fig. 30.6. Nine out of 17 (53%) participants chose Condition A,

6 (35%) chose Condition H, and 2 (12%) chose Condition B.

The results for Q1 showed that the box was considered a less-attractive agent

than the human and the android, whereas the results of Q2 showed that the android

and the box caused the participants to experience more uncanny feelings than did the

human. The results for Q1 and Q2 indicated that the android was an attractive poetry-

reciting agent. At the same time, it gave rise to uncanny feelings. These results seem

inconsistent. However, we believe that they simply indicate one of the differences

between an android and an object: The participants did not feel attractiveness in

parallel with uncanniness in the case of the box. These results suggest that an android

may exist on the borderline between being human and not human.

The Q3 results showed that participants were more attracted to the poetry when it

was read by the android than when it was read by the box or the human. These results

verify hypothesis 1: An android has an advantage over a human for communicating

poetry because of its neutral presence. Poetry has room for interpretation. Therefore,

Fig. 30.5 Results for questions 1–6
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Fig. 30.6 Numbers of

poetry-reciting agents chosen

by participants

the android encouraged participants to experience the poetry and intensified their

interpretations.

The results for Q4 showed that when the poem was read by a human, the partici-

pants felt as if the poem was the agents own message more than when it was read by

the box. The Q3 and Q4 results indicate that receiving the poetry as a message influ-

enced by the agents own intentions impaired the participants enjoyment of the poem.

However, we cannot clearly draw such a conclusion because there was no significant

difference between the results for Conditions H and A.

The results for Q5 showed that the box impaired the communication of the poems

implicit meanings more than the human and the android. Hypothesis 2 is as follows:

Because of its humanlike features, an android has an advantage for communicating

poetry over a non-humanoid object. The box may have less influence on the poems

interpretation space because of its weak presence as compared with the human or

the android. However, the Q5 results showed that the box was the worst poetry-

reciting agent in terms of freedom of interpretation. The poetry-reciting agent needs

a humanlike appearance to communicate the message of a poem that was created by

a human. Moreover, this result does not contradict the Q6 results that showed that

the android intensified the poems original meaning more than the box.

After the experiment, we asked participants which condition they preferred for

listening to the poem again. Fifty-three percent chose Condition A, and 35% chose

Condition H, indicating that in this experiments context, the android was the most

attractive poetry-reciting agent. We asked the participants to explain their responses

to this question. The following is a typical answer from a participant who chose
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the android: “I could concentrate on listening to the poem because the android was

not human.” The following is a typical answer of the participants who chose the

human: “I was bothered by the android, because its movements were a bit different

from a humans.” These opinions indicated that the android has an advantage as a

poetry-reciting agent over humans. At the same time, however, its strange behaviors

sometimes impaired the participants enjoyment.

30.6 Discussions

The experimental results showed that the android was the most effective poetry-

reciting agent in that it provided a sense of immersion into the poetry. Such immer-

sion deeply facilitates appreciation. This implies that the androids neutral presence

positively affected the communication of the poetry because it allowed room for

interpretation. Moreover, the responses to the questionnaires revealed that the box

as an object having less presence could not compete with the human or the android.

We employed the box for the less-presence condition for the following reasons.

(1) Participants cannot imagine that it has some type of character, and (2) its appear-

ance and function are not directly linked, as in traditional communication media,

such as telephone, radio, and TV. The experimental purpose was to compare the

presence of the poetry-reciting agents. If participants regarded the box as a radio-

like object, the experimental results might have shown higher scores because most

humans have such preconceptions as “a radio must use recorded sound.” If this were

the case, the participants would have positively answered the questions about the

box. However, participants scored the box lower than the android. This shows that

participants did not regard the box as a radio-like object. Poetry-reciting agents have

to have a humanlike presence, even if they do not impair the space for interpretation

of the poetry.

Over half of the participants preferred the android for listening to the poetry again.

This result may provide collateral evidence supporting hypothesis 1.

30.7 Conclusion

In this paper, we described the advantages androids may have as poetry-reciting

agents. The results indicated that an android may have an advantage in terms of

providing a sense of immersion when people listen to poetry. Moreover, it may also

be a better poetry-reciting agent than a human.

Thus far, many robots have been proposed for supporting humans or as substitutes

for traditional communication media. However, it has never been proposed that a

robot can cause a human to consider a poems implicit meaning by facilitating a sense
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of immersion in the poem better than a human. We believe that androids can be used

not only as a practical medium but also as interfaces for communicating poetry-like

messages.
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